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Preface

It is time I stepped aside for a less experienced and less able man.

Scott Elledge, Goldwin Smith Professor of
English Literature at Cornell University on

the occasion of his retirement

The scientific papers compiled in this book are dedicated to Prof. Reinhold Kienzler
on the occasion of his 66th birthday and retirement from Bremen University. From
a topical point of view, they reflect the various scientific activities of Reinhold
during his professional life. Therefore, it is only appropriate to dwell briefly on his
achievements and to highlight the important steps in his career.

Reinhold Kienzler was born on 29th of August 1950 in Naumburg/Wolfhagen in
Northern Hessia. He attended the local high school (Friedrichsgymnasium) in
Kassel from 1961 to 1969 and obtained his high school diploma (Abitur) in 1969.
After that, he went to the Technische Hochschule Darmstadt from 1970 to 1976 in
order to study civil engineering and obtained his doctoral degree from the
Department of Mechanics on December 17, 1980. His thesis entitled “Eine
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Erweiterung der klassischen Schalentheorie; Der Einfluß von Dickenverzerrungen
und Querschnittsverwölbungen” was supervised by Profs. Walter Schnell and
Dietmar Gross. In fact, plate and shell theory has been an ongoing scientific topic of
Reinhold ever since. In this context, it is fair to say that he always emphasized a
straightforward, “rational” approach instead of intelligent patchwork as it is very
common to this engineering discipline of linear elasticity.

After his dissertation, Reinhold went to Stanford University from 1981 to 1983
as a postdoc with Prof. George Herrmann from the Department of Applied
Mechanics. Moreover, from 1983 to 1991, he worked as an engineer at the
Fraunhofer Institut für Werkstoffmechanik in Freiburg/Breisgau. These activities
sparked his interest in the fundamentals of fracture mechanics and in damage theory
of materials. In this context, his monographs “Konzepte der Bruchmechanik:
Integrale Bruchkriterien” (habilitation thesis) and “Mechanics in Material Space—
With Applications to Defect and Fracture Mechanics” (co-authored with George
Herrmann) are of particular, everlasting importance to our community.

In 1991, Reinhold received a call for the Professorship of Applied Mechanics at
the University of Bremen, where he stayed until his retirement despite many other
prestigious offers that were made to him after.

His principle of leadership is simple, effective, and unpretentious: His intention
was never to aim for quantity but always for the highest quality instead. Therefore,
the size of his group was always such that he had enough time to spend for
intensive, individual discussions with every member. Nine dissertations and one
habilitation are the fruits of his efforts, all within the fields of fracture and damage
mechanics of materials and plate and shell theory. He is the author to more than 110
papers in peer-reviewed journals and eight books including four textbooks on
Engineering Mechanics. Since 2004, he is the Editor-in-Chief of the journal
Archive of Applied Mechanics—one of the oldest German journals in the field of
mechanics.

For many years, he was (co)-organizer of the workshop series Mechanics of
Materials at the Mathematisches Forschungsinstitut Oberwolfach, the German–
Greek–Polish Symposium on Recent Advances in Mechanics, and the International
Symposium on Defect and Material Mechanics. In 2002, he was Co-Chair of the
EUROMECH Colloquium 444 “Critical Review of the Theories of Plates and
Shells and New Applications.” In 2004, the proceedings (co-edited with Holm
Altenbach and Ingrid Ott) were published in the Springer’s series “Lecture Notes in
Applied and Computational Mechanics” as volume 16.

Reinhold was awarded the Berninghausen-Preis for excellence in teaching at the
University of Bremen in 1996. He became an Honorary Member of the Polish
Society of Theoretical and Applied Mechanics in 2011 and of the Hellenic Society
of Theoretical and Applied Mechanics in 2013. He received a Distinguished
Visiting Fellowship Award of the Royal Academy of Engineering, London, in
2013. In 2016, Reinhold was awarded an Honorary Doctor by the Ilia Vekua
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Institute of Applied Mathematics in Tbilisi, Georgia, for his engagement in the
promotion of Georgian-German advancement in the sciences.

Now that we have explored Reinhold’s scientific legacy, let us take a look at his
scientific heritage (see picture). To be more precise, we shall explore who the doctor
fathers of his doctor father were. It has been mentioned above that Reinhold
graduated with a doctoral thesis under the supervision of Walter Schnell (1924–
1999) who was one of the iconic figureheads at the Faculty of Mechanics at
Darmstadt University right after the war. Schnell’s supervisor at Darmstadt was
Karl Marguerre (1906–1979), who is well known for his contributions to stability
analysis and plate theory. He in turn was trained by Horst von Sanden (1883–1965),
who worked in various fields of technical mathematics. The next in line is Carl
Runge (1856–1927), whose name is immortal in numerical analysis, notably in the
Runge–Kutta scheme. Runge in turn was educated by Ernst Eduard Kummer
(1810–1893), who is famous for his work in the confluent hypergeometric function.
The presence of the next doctor father, Heinrich Ferdinand Scherk (1798–1885),
does not only explain Reinhold’s passion for mathematic stringency (Scherk was a
mathematics professor in Königsberg). He also connects Reinhold to Bremen,
Reinhold’s main place of activity, since he was born there. Now, we leave math-
ematics. The next supervisor of days passed was Heinrich Wilhelm Brandes (1777–
1834) who worked in meteorology. Finally, the last one in Reinhold’s scientific
lineage is Georg Christoph Lichtenberg (1742–1799), who allegedly had no doc-
toral supervisor, was a physicist, and is known for his witty remarks. For example,
“Es ist fast unmöglich, die Fackel der Wahrheit durch ein Gedränge zu tragen, ohne
jemandem den Bart zu versengen.” (“It is nearly impossible to carry the torch of
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truth through the crowds without scorching someone’s beard.”) Reinhold surely
never minced his words when he had some truth to proclaim and in this sense is a
worthy representative of his ancestor.

The editors would like to wish Reinhold and his family all the best for the future
and many more years of active scientific life. We continue to need his presence and
advice!

Magdeburg, Germany Holm Altenbach
Bremen, Germany Frank Jablonski
Berlin, Germany Wolfgang H. Müller
Magdeburg, Germany Konstantin Naumenko
Darmstadt, Germany Patrick Schneider
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On Constitutive Models for the Momentum
Transfer to Particles in Fluid-Dominated
Two-Phase Flows

Yan Cui, Jure Ravnik, Matjaž Hriberšek and Paul Steinmann

Abstract This contribution deals with fluid flow-particle interactions in fluid domi-
nated two phase flows. Spherical as well as non-spherical particles in the form of are
considered. In the case of ellipsoids, the hydrodynamic drag forcemodel based on the
Brenner-type resistance tensor is applied. As high shear flow regions are frequently
encountered in complex flow patterns, special attention is devoted to the extension
of established shear lift models, that are only valid for special cases of shear flows, to
a general shear lift model based on permutations of the lift tensor, originally derived
by Harper and Chang. A generalized lift vector, valid for ellipsoidal particles, is
derived and implemented for the computation of the lift force in general shear flows.
The derived generalized shear lift force model is validated against other numerical
models for ellipsoids in Couette flow, and its influence on the translational motion
of ellipsoidal particles in a three-dimensional lid-driven cavity flow is studied. The
computational results confirm the correctness of the proposed generalized shear lift
model.
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1 Introduction

Fluid flows with dispersed solid particles are increasingly important in several fields
of sciences, e.g. life sciences, natural sciences, medical sciences and engineering
sciences. Processing of suspensions with fibres in the pulp industry [18], regulating
heat transfer by use of particles with favorable thermal properties [15], magnetic
separation of particles from the matrix fluid [21, 31], and waste water treatment [14]
are only a few of many applications. Dispersed flows consist of particles (drops,
bubbles, solids) that move in a continuous phase (air, water). Particles interact with
the fluid flow, i.e. in general, they exchange mass, linear and angular momentum, and
energy. Among the interactions that predominantly influence a particle trajectory, the
linear momentum exchange is typically the most important one. However, in cases
of high shear flow fields and/or rotating particles, angular momentum can also play
an important role and can in general not be neglected.

The influence of the particles on the fluid flow and the collisions between particles
cannot be ignored. However, in the case of dilute suspensions we may reasonably
ignore particle-particle interactions and limit our considerations to the particle-fluid
system. This leads to the fundamental theory of non-colloidal suspensions, which
aims to provide reduced scale models for the two-way coupling between particles
and the fluid flows [4]. Also, in cases of small particles (micro- and nano-sized)
modelling of particle-fluid interactions is unavoidable, as one can not afford to fully
resolve flow structures in the vicinity of the particles. In order to develop accurate
computational tools for the particle-fluid interaction, one needs to implement the
appropriate constitutive models for the interaction of the two phases.

2 Particle-Fluid Interaction in Fluid Dominated Flows

In the case of solid particles or micro-sized bubbles and drops the shape of a particle
is not affected by the flow field, therefore the particles can be considered to be rigid
particles, immersed in the fluid phase. As the flow field is typically described in the
Eulerian frame of reference, the relative motion of the particulate phase with respect
to the fluid phase favours the implementation of the Lagrangian frame of reference
for the computation of the particle dynamics. In this case, the action of the fluid
flow on the dispersed phase can be accounted for by the well established Lagrangian
particle tracking method. Here the particle position is obtained by solving additional
equations for the particle kinematics (relation between the configurational variables
and their velocities) and the particle dynamics (balances of momenta) [20].

In the case of dilute suspensions, the effect of the dispersed phase on the fluid
phase is weak, establishing conditions where only the influence of the fluid flow on
the dispersed particles needs to be accounted for, i.e. the one-way coupling interaction
is governing the motion of particles. In this case, the computational framework for
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the particle-fluid interaction can be split subsequently into the computation of the
viscous fluid flow field, and the computation of the fluid flow’s momentum exchange
with the particles.

2.1 Viscous Fluid Flow

The computation of the numerical solution is predominantly performed in the Eule-
rian framework, where the flow field is typically described in terms of velocity and
pressure fields. For fluid flow, the total change of a flow quantity in the control vol-
ume is due to the interaction with the surroundings of the control volume, i.e. due to
surface and volumetric effects. Considering the net mass balance in a control volume
leads to the continuity equation

∂ρ f

∂t
+ ∇ · [ρ f u] = 0, (1)

where ρ f is the fluid density and u is the fluid velocity. The continuity equation
simplifies to ∇ · u = 0 for incompressible fluids.

Considering transport of momentum in an incompressible Newtonian fluid leads
to the following momentum conservation equation

∂u
∂t

+ [u · ∇]u = f f − 1

ρ f
∇p + ν∇2u, (2)

where ν is the fluid kinematic viscosity, p is the fluid pressure and f f are volumetric
source terms and fluid-particle interaction momentum exchange terms.

The evaluation of the translational momentum exchange between particles and
fluid dependsmainly on the data of the velocity field, whereas in the case of rotational
momentum exchange (angular momentum, moment of momentum) it is essentially
based on the vorticity field. As in the case of high shear flows there is also a strong
influence of the vorticity field on the translational momentum exchange, the detailed
information on the vorticity field,

w = ∇ × u (3)

being the curl of the velocity field, is also needed. The accuracy of the particle tracking
scheme thus depends on the accurate calculation of velocity and vorticity fields. In the
case of fluid dominated two-phase flows the contribution of themomentum exchange
term f f due to particle-fluid interactions is zero.
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2.2 Particle Dynamics

The trajectory of a particle is a result of its interaction with the fluid flow, which in
fluid dominated flows determines its translational and angular velocity. In the case of
small particles, typically in the micro- and sub-micro range, the particles behave like
rigid bodies, i.e. the deformation of a particle can be neglected. In order to determine
the trajectory, particle transport is computed in the Lagrangian framework by particle
tracking. Local values of velocity, vorticity and pressure in the fluid phase and their
difference to the state of the particle determine transport phenomena between the
dispersed and the fluid phase.

The particle linear momentum conservation equation is

d

dt
(mpv) = mp

dv
dt

= mpg + F (4)

where mp is the mass of the particle, v is the particle velocity, g is the gravity
acceleration and F is the fluid force acting on the particle. The particle angular
momentum conservation is

d

dt
(Ip · ω) = Ip · dω

dt
+ ω × [Ip · ω] = T (5)

where Ip is the moment of inertia tensor of the particle, ω is the particle angular
velocity and T is the torque acting on the particle. Equations (4) and (5) enable
determination of the change of velocities, which can then be applied to determine
the new translational and angular positions of the particle by solving the kinemat-
ics equations. Translational kinematics is expressed using the particle barycentre
position vector r as:

dr
dt

= v. (6)

In order to avoid singularity issues associated with the use of Euler angles rotational
kinematics is usually expressed in terms of the time evolution of the Euler parameters
[e0, e1, e2, e3]. The time evolution of the Euler parameters is connected to particle
angular velocity expressed in the particle frame of reference.

2.3 Momentum Transfer in Particle-Fluid Interaction

The difference between particle velocity and fluid velocity in the vicinity of the
particle gives rise to linearmomentum exchange and in the case of angular velocity to
angularmomentumexchange. In fluid dominated flows, the fluid affects the trajectory
of the particle but the particle doesn’t influence the fluid flow, i.e. one-way coupling.
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In the ideal case, the resolved stresses on the surface of the particle are the only
information needed to determine the impact of the flow on the particle dynamics.

2.3.1 Direct Coupling

In fluid dominated flows, correct and accurate determination of the transfer of linear
and angular momentum from the fluid to the rigid body presents the main modelling
task. For direct coupling, one simultaneously integrates theNavier–Stokes equations,
governing the fluid motion, and the equations of the rigid body motion, governing
the motion of particles.

The linear momentum transfer from the fluid to the particle is encapsulated in the
fluid force F, acting on the particle. It is the integral over the particle surface of the
traction σ · n exerted by the fluid onto the particle surface Γp

F =
∫

Γp

σ · ndΓp =
∫

Γp

[−pn + ρ f ν
[∇u + ∇uT

] · n]
dΓp (7)

with n the normal particle surface vector.
The angular momentum transfer from the fluid to the particle is encapsulated in

the torque T, acting on the particle. The torque is the integral of the moment of the
traction vector. As the particle is embedded in the fluid, at the surface of the particle
no-slip conditions are applied, i.e. the fluid velocity is the same as the velocity at the
particle surface,

u = v + ω × rp, (8)

where rp is a vector originating at the particle barycentre andpointing towards particle
surface. In the above equations, the body can have an arbitrary shape, discretized by
a suitable surface mesh.

Although the direct coupling eliminates the need to introduce specific models
for different phenomena in momentum transfer, it is extremely expensive in terms
of computational cost, when particle sizes are very small or when there are large
numbers of particles to be tracked. The flow domain in the vicinity of the particle,
as well as the particle surface, need to be correctly discretized, and the movement of
the particles requires changes to the computational grid to be made during computa-
tions. In order to avoid this problem dedicated interaction models are developed and
predominantly used in numerical simulations.

2.3.2 Coupling by Dedicated Interaction Models

As already stated, in the case of small particles (micro- and nano-sized particles) a
direct computation of fluid-particle interaction is practically not feasible, as flow and
particle surface resolution demands would be computationally extremely expensive.
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In order to overcome this problem, simplified models for the computation of the
particle dynamics in fluid flow have to be implemented.

If particles are considered with diameters much smaller than the length scales of
the smallest flow structures, there is no need to resolve the particle surface directly and
the point particle approximation can be implemented. In this case, the flow domain
does not includeparticles, the interactionwith the particulate phase ismerely included
in the source term f f in Eq. (2).

Since the particle is considered as a point particle, the physical models for the
evaluation of forces (and torques) on the particle rely on the velocity and vorticity
fields evaluated at the position of the particle. The overall action of the fluid flow on
the particle, in direct coupling evaluated by solving Eq. (7), is now decomposed into
specific phenomena described by different models. In the translational momentum
balance of the dispersed phase this means that each specific phenomena is described
by a force model, and all the forces are assumed to be linearly additive. In general,
particles move due to the additive action of gravity, buoyancy, drag, pressure gradient
and added mass forces.

In a shear flow, an additional force, the so-called Saffman lift force [5, 23, 24, 28],
occurs, which acts perpendicular to the flow direction. Its magnitude and direction
are related directly to the local value of the vorticity of the fluid, and it acts on both
non-rotating and rotating particles.Moreover, particle rotation gives rise to additional
forces, most notably the Magnus lift force, influencing the translational motion of
a particle. When the particle is also rotating, the angular momentum equation must
therefore additionally be solved in order to capture the effect of particle orientation
and particle rotation.

In order to track the particle’s translational and rotational motion the particle
position, the particle velocity, the particle orientation and the angular velocity of the
particle have to be advanced in time in each computational step.

Dynamics of translational motion

Maxey and Riley [19] considered the forces on a small rigid sphere in a nonuniform
flow and derived a consistent approximation for the equation of motion. They treated
forces in the undisturbed flow and the flow disturbance caused by the presence of the
sphere, separately. Brenner [1] developed the drag expression for arbitrary particles.
Neglecting the aerodynamic lift, time history effects, second-order terms and due to
the small particle size, we may write

mp
dv
dt

= [mp − m f ]g + m f
Du
Dt

− 1

2
m f

[
dv
dt

− du
dt

]
+ πaρ f νK · [u − v] + F.

(9)

wherea is the semi-minor axis of ellipsoidal particles. The terms included in the equa-
tion are gravity, buoyancy, pressure gradient term, added mass term and drag (skin
friction and form drag). Here, d/dt = ∂/∂t + [v · ∇] stands for the time deriva-
tive following the particle, i.e. the material time derivative of the particle, and
D/Dt = ∂/∂t + [u · ∇] denotes the time derivative following the fluid element, i.e.
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the material time derivative of the fluid. K is the resistance tensor in direct notation,
its coefficients are typically expressed with respect to the Eulerian (inertial) frame
of reference, and F now stands for additional forces, acting on a particle (e.g. lift
force).

Let us now consider prolate ellipsoidal particles with semi-minor axis a and semi-
major axis b. The aspect ratio of the ellipsoid is λ = b/a. The density of the particle
is ρp and the mass of fluid occupying the same volume as the particle is denoted by
m f . The volume of the particle is Vp = 4

3πa
2b = 4

3πa
3λ and its mass is related to

its density as mp = 4
3πa

3λρp.
Equation (9) is rewritten in non-dimensional formwith u0 and L being the charac-

teristic fluid velocity scale and the characteristic problem length scale, respectively.
With u → u/u0, v → v/u0 and t → tu0/L this eventually leads to

a = dv
dt

= A

St

[
vs + 1

6λ
K · [u − v]

]
+ 3

2
R

∂u
∂t

+ R

[
[u + 1

2
v] · ∇

]
u + f (10)

where a is the particle acceleration and the Stokes number St is defined as

St = 2

9

ρp

ρ f

a2u0
νL

, (11)

the sedimentation velocity is

vs = 2a2

9νu0

[
ρp

ρ f
− 1

]
g, (12)

and the parameters R and A are

R = ρ f

ρp + 1
2ρ f

, A = ρp

ρp + 1
2ρ f

. (13)

The ellipsoidal particle response time was introduced by Shapiro and Goldenberg
[26] as

τp = 2

9

ρp

ρ f

a2

ν

λ ln(λ + √
λ2 − 1)√

λ2 − 1
, (14)

Since the characteristic fluid time scale is τ f = L/u0, we may write the ellipsoid
particle Stokes number as

Ste = St
λ ln(λ + √

λ2 − 1)√
λ2 − 1

. (15)

The hydrodynamic drag force, i.e. the term πaρ f νK · [u − v] in Eq. (9), acting
on an ellipsoidal particle under Stokes flow conditions was derived by Brenner [2].
It introduces the resistance tensor, which may be evaluated in the particle frame of
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reference [x ′, y′, z′]. In the particle frame of reference, only diagonal components of
the resistance tensor K are non-zero. They are a function of the particle aspect ratio
and may be written as:

K ′
x ′x ′ = K ′

y′ y′ = 16[λ2 − 1]3/2
[2λ2 − 3] ln(λ + √

λ2 − 1) + λ
√

λ2 − 1
(16)

K ′
z′z′ = 8[λ2 − 1]3/2

[2λ2 − 1] ln(λ + √
λ2 − 1) − λ

√
λ2 − 1

(17)

In the spherical particle limit limλ→1[K]′, one has 6[I], where I is the identity tensor.
In order to express the coefficients of the resistance tensor in terms of the inertial

reference frame, they must be rotated with respect to the current orientation of the
particle. The rotation matrix, V, is used in the following way:

[K] = [VT ][K]′[V], (18)

where VT is the transpose (inverse) of the rotation matrix, and [K], [K]′ denote the
coefficients of K in the inertial and the particle rotational frames of reference.

Orientation in spacemaybeparameterized by theEuler angles [ϕ, θ, ψ].However,
when kinematic relations between the angles and angular velocity are set up, we
observe (Fantoni [7]) that a singularity exists for θ = 0 and θ = π . To avoid this
problem, we express the orientation and the kinematic relations in terms of the Euler
parameters instead. The Euler parameters (Goldstein [11]) are linked by a constraint

e20 + e21 + e22 + e23 = 1. (19)

In the inertia frame the rotation matrix written in terms of the Euler parameters reads

[V] =
⎡
⎣ e20 + e21 − e22 − e23 2[e1e2 + e0e3] 2[e1e3 − e0e2]

2[e1e2 − e0e3] e20 − e21 + e22 − e23 2[e2e3 + e0e1]
2[e1e3 + e0e2] 2[e2e3 − e0e1] e20 − e21 − e22 + e23

⎤
⎦ (20)

Subjecting spherical particles to high shear velocity the transverse lift force has
to be accounted for [5, 23, 24, 28]

FSL = 6.46ρ f a
2√ν

1√|w| [[u − v] × w] (21)

Equation (21) is the well known Saffman-type lift force, and was further extended
by Harper and Chang [12], Hogg [13] and Fan and Ahmadi [6] for non-spherical
particles.

In a general shear flow, there exist six shear flows in the non-diagonal components
of the velocity gradient tensor G with coefficients ∂ui/∂ j (i, j ∈ {x, y, z}, i �= j):
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[G] =

⎡
⎢⎢⎢⎢⎢⎣

∂ux

∂x

∂ux

∂y

∂ux

∂z
∂uy

∂x

∂uy

∂y

∂uy

∂z
∂uz

∂x

∂uz

∂y

∂uz

∂z

⎤
⎥⎥⎥⎥⎥⎦

(22)

In the case of linear shear flow, only one non-diagonal component of the velocity
gradient tensor has a non-zero value. Harper and Chang [12] derived a lift force for
arbitrary three-dimensional rigid bodies moving in a linear shear flow ∂ux/∂z at low
Reynolds numbers as:

FSL = 1

ρ f ν3/2

∂ux/∂z

|∂ux/∂z|1/2 D · Lxz · D · [uL − v] (23)

where uL = [ux , 0, 0] is the reference flow for the lift, and the Stokes drag
FD, Stokes = D · [uL − v]. The lift tensor, calculated by asymptotic methods, in a
linear shear flow ∂ux/∂z is found to be [12]

[Lxz] =
⎡
⎣ 0.0501 0 0.0329

0 0.0373 0
0.0182 0 0.0173

⎤
⎦ (24)

In the case of spherical particles D = 6πρ f νa I, Eq. (23) can be written as:

FSL = 36π2ρ f a
2√ν

∂ux/∂z

|∂ux/∂z|1/2 Lxz · [uL − v] (25)

In the case of ellipsoidal particles D = πaρ f νK, one can then write the shear lift
force found by Harper and Chang [12] for an ellipsoidal particle in the linear shear
flow ∂ux/∂z as

FSL = π2ρ f a
2√ν

∂ux/∂z

|∂ux/∂z|1/2 K · Lxz · K · [uL − v] (26)

Fan andAhmadi [6] proposed an expression for the lift force acting on an ellipsoid
in a different linear shear flow ∂ux/∂y, which can be expressed as:

FSL = π2ρ f a
2√ν

∂ux/∂y

|∂ux/∂y|1/2 K · Lxy · K · [uL − v] (27)

where the lift tensor Lxy, is a permuted version of Lxz, is given by

[Lxy] =
⎡
⎣ 0.0501 0.0329 0
0.0182 0.0173 0

0 0 0.0373

⎤
⎦ (28)
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However, the above models of shear lift force of non-spherical particles are only
applicable to linear shear flows. In the following, we propose a new lift force model
for arbitrary shear flow. This model was originally developed by Ravnik et al. [22]
and is further extended on by the present study. A similar model has been presented
by Feng and Kleinstreuer [8]. In case of arbitrary shear flow, six equations like (26)
and (27) are needed to describe a general shear flow and six permutations of lift
tensors exist as well,

[Lxy] =
⎡
⎣ A B 0
D E 0
0 0 C

⎤
⎦ [Lxz] =

⎡
⎣ A 0 B

0 C 0
D 0 E

⎤
⎦ (29)

[Lyx] =
⎡
⎣ E D 0
B A 0
0 0 C

⎤
⎦ [Lyz] =

⎡
⎣C 0 0

0 A B
0 D E

⎤
⎦ (30)

[Lzx] =
⎡
⎣ E 0 D

0 C 0
B 0 A

⎤
⎦ [Lzy] =

⎡
⎣C 0 0

0 E D
0 B A

⎤
⎦ (31)

where

A = 0.0501, B = 0.0329, C = 0.0373, D = 0.0182, E = 0.0173. (32)

In the following we propose a generalized lift vector l, defined as

[l] =
[

∂ux/∂y

|∂ux/∂y|1/2 K · Lxy · K + ∂ux/∂z

|∂ux/∂z|1/2 K · Lxz · K
]

·
⎡
⎣ux − vx

− vy

− vz

⎤
⎦ +

[
∂uy/∂x

|∂uy/∂x |1/2 K · Lyx · K + ∂uy/∂z

|∂uy/∂z|1/2 K · Lyz · K
]

·
⎡
⎣ − vx
uy − vy

− vz

⎤
⎦ +

[
∂uz/∂x

|∂uz/∂x |1/2 K · Lzx · K + ∂uz/∂y

|∂uz/∂y|1/2 K · Lzy · K
]

·
⎡
⎣ − vx

− vy

uz − vz

⎤
⎦ (33)

The lift force on a particle in a general shear flow can then be expressed by

FSL = π2ρ f a
2√ν l (34)

The underlying idea is quite simple, i.e. sumof six shear lift forces. For the limiting
case of a spherical particle with λ → 1 one can obtainK · Lij · K = 36Lij. It should
be noted that the j-component lift force induced by the velocity difference in the
i-direction as evaluated from Eqs. (33) and (34) agrees with the result of Saffman
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(Eq.21), i.e. 36π2D = 6.46, which corresponds to the finding of Harper and Chang
[12] and Fan andAhmadi [6]. In order to prevent numerical errors under the condition
that ∂ui/∂ j = 0, it is suggested adding a small value, e.g. 1.0e − −18, to the root of
the Eq. (33).

The lift tensorLij is applicable for any arbitrarily shaped 3D body [12] and is used
to determine the shear lift force for an ellipsoidal particle by applying K · Lij · K.
The orientation of the ellipsoid is taken into account by Eq. (18). Therefore, the gen-
eralized shear lift force is applicable for particles with ellipsoidal and fibre shapes at
low Reynolds numbers.

Dynamics of rotational motion

The rotational motion of a nonspherical particle moving in a flow field is governed
by

Ix ′
dωx ′

dt
− ωy′ωz′ [Iy′ − Iz′ ] = Tx ′ (35)

Iy′
dωy′

dt
− ωz′ωx ′ [Iz′ − Ix ′ ] = Ty′ (36)

Iz′
dωz′

dt
− ωx ′ωy′ [Ix ′ − Iy′ ] = Tz′ (37)

where ωx ′ , ωy′ , ωz′ are the particle angular velocities with respect to the principal
axes, Ix ′ , Iy′ , Iz′ are the particlemoments of inertia about the principal axes [x ′, y′, z′],
i.e. the principal components of the particle’s inertia tensor, and Tx ′ , Ty′ , Tz′ are the
hydrodynamic torques acting on the particle with respect to the principal axes. The
rotational motion of the particle in Eqs. (35)–(37) is stated in the particle reference
frame.

The moments of inertia for an ellipsoid are

Ix ′ = Iy′ = [1 + λ2]a2
5

mp = 4π

15
λ[λ2 + 1]a5ρp (38)

Iz′ = 2a2

5
mp = 8π

15
λa5ρp (39)

The flow near a small particle may be approximated as a linear shear flow. The
hydrodynamic torque acting on an ellipsoidal particle suspended in a linear shear
flow was derived by Jeffery [16]. In the particle reference frame, we have

Tx ′ = 16πρ f νa3λ

3[β0 + λ2γ0]
[[1 − λ2] f ′ + [1 + λ2][ξ ′ − ωx ′ ]] (40)
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Ty′ = 16πρ f νa3λ

3[α0 + λ2γ0]
[[λ2 − 1]g′ + [1 + λ2][η′ − ωy′ ]] (41)

Tz′ = 32πρ f νa3λ

3[α0 + β0] [χ ′ − ωz′ ] (42)

where f ′, g′ are elements of the deformation rate tensorD := Gsym and ξ ′, η′ and χ ′
are elements of the spin tensorW := Gskw with w the axial vector ofW, defined as

f ′ = 1

2

[
∂uz′

∂ y′ + ∂uy′

∂z′

]
, g′ = 1

2

[
∂ux ′

∂z′ + ∂uz′

∂x ′

]
(43)

ξ ′ = 1

2

[
∂uz′

∂ y′ − ∂uy′

∂z′

]
, η′ = 1

2

[
∂ux ′

∂z′ − ∂uz′

∂x ′

]
, χ ′ = 1

2

[
∂ux ′

∂ y′ − ∂uy′

∂x ′

]

(44)
In order to evaluate these terms, the velocity gradient tensor G must be rotated into
the particle frame of reference using the rotation matrix as

[G]′ = [V] [G] [VT ] (45)

The nondimensional coefficients α0, β0 and γ0 were defined by Gallily and Cohen
[10] as

α0 = β0 = λ2

λ2 − 1
+ λ

2[λ2 − 1]3/2 ln

(
λ − √

λ2 − 1

λ + √
λ2 − 1

)
(46)

λ2γ0 = − 2λ2

λ2 − 1
− λ3

[λ2 − 1]3/2 ln

(
λ − √

λ2 − 1

λ + √
λ2 − 1

)
(47)

Inserting moments of inertia (38)–(39) and torques (40)–(42) into the equations
of motion (35)–(37) and nondimensionalizing we obtain the governing equations for
the rotational motion of ellipsoidal particles:

dωx ′

dt
= ωy′ωz′

λ2 − 1

1 + λ2
+ 20ν

a2[β0 + λ2γ0]
ρ f

ρp

L

u0

[
1 − λ2

1 + λ2
f ′ + [ξ ′ − ωx ′ ]

]
(48)

dωy′

dt
= ωz′ωx ′

1 − λ2

1 + λ2
+ 20ν

a2[α0 + λ2γ0]
ρ f

ρp

L

u0

[
λ2 − 1

1 + λ2
g′ + [η′ − ωy′ ]

]
(49)

dωz′

dt
= 20ν

a2[α0 + β0]
ρ f

ρp

L

u0
[χ ′ − ωz′ ] (50)
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Kinematics

The translational displacement of the particle is linked to its velocity,

dr
dt

= v. (51)

In the rotational part of the kinematics, the time evolution of the Euler parameters is
related to the angular velocity of the particle in the particle frame of reference, ωi ′ ,
and is given by

de0
dt

= 1

2
[−e1ωx ′ − e2ωy′ − e3ωz′ ] (52)

de1
dt

= 1

2
[e0ωx ′ − e3ωy′ + e2ωz′ ] (53)

de2
dt

= 1

2
[e3ωx ′ + e0ωy′ − e1ωz′ ] (54)

de3
dt

= 1

2
[−e2ωx ′ + e1ωy′ + e0ωz′ ] (55)

Numerical solution of the momentum equations (9), (34), (48)–(50) and kinemat-
ics equations (51)–(55) is needed in order to obtain the time evolution of the particle
trajectories, and the backward Euler method is applied for numerical integration of
equations.

3 Validation - Particle Transport in Couette and
Lid-Driven Cavity Flows

The developed Lagrangian particle tracking model is validated for two well-known
fluid benchmark test cases in order to understand the reliability and accuracy of the
above models for ellipsoidal particles. The first numerical validation is performed
for the case of Couette flow by comparing the present model results with results for
spheres as well as Harper and Chang’s lift model [12] results. Moreover, in order
to validate the developed models for the case of a complex fluid flow, the results
are compared to the experimental results by Tsorng et al. [29], who studied particle
motion in a lid-driven cavity flow.
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3.1 Simulation Setup

All fluid flows in this numerical simulations are assumed to be stationary, and the
particle influence on the fluid flow is neglected, leading to a one-way coupling of
the fluid and particles. Due to low Reynolds number values the flow is considered
laminar. The models considered for the kinematics and dynamics of the motion of
ellipsoidal particles as summarized in Sect. 2.3.2 are also used for the case of a
spherical particle by setting the aspect ratio to one. Additional numerical models
for spherical particles used for the numerical validation are introduced later in this
section.

As the fluid-particle coupling is considered as a one-way coupling, prior to the
Lagrangian particle tracking, numerical computation of the stationary flow fields
(see Fig. 1), i.e. Couette and lid-driven cavity flow, is conducted using the open-
source code OpenFOAM� [30]. The cubic domains are identical for both flow con-
ditions with the same edge length: L = 0.1m. For the lid-driven cavity case, the
flow conditions are the same as used in the experimental study of Tsorng et al. [29].
The upper wall is moving with a constant velocity of U0 = 0.0813m/s in order to
induce the shear flow in the cavity, with the resulting value of the Reynolds num-
ber Re = μU0/L = 470. For lid-driven cavity flow at all other faces the non-slip
boundary conditions are applied; for the Couette flow case, the zero gradient bound-
ary conditions are assigned at the inlet and outlet boundaries whereas at the front and
the back faces the symmetry boundary conditions are prescribed. For convenience,
all boundary conditions are summarized in Table1. The domain discretization con-
sists of 40 × 40 × 40 cells as shown in Fig. 2, and several prism layers are adapted
in the near wall regions. The fluid flow regime in both cases is laminar, so no tur-
bulence model is included in the computation. The specific fluid flow solver within

(0
.1

L,
 0

.5
L,

 0
.5

L)

(0.467L, 0.4L, 0.983L)

Fig. 1 Lagrangian particle tracking in Couette flow (left) and lid-driven cavity flow (right). Only
one particle (black sphere) is placed in a predefined position: x = 0.1L , y = 0.5L , z = 0.5L for
Couette flow; x = 0.467L , y = 0.4L , z = 0.983L for lid-driven cavity flow. For all cases: Re =
470, Dvolume = 3mm, [ρ f − ρp]/ρ f = 0.05% or −0.07%, St = 0.023
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Table 1 Boundary conditions for Couette and lid-driven cavity flows

Boundaries Left & Right Top & Bottom Front & Back

Couette Flow Zero Gradient Non-slip Full-slip

Lid-driven Cavity
Flow

Non-slip Non-slip Non-slip

Fig. 2 Computational grid
for the fluid domain;
resolution: 40 × 40 × 40
grid cells

the OpenFOAM� distribution used is the icoFoam, which solves the incompressible
laminar Navier–Stokes equations using the PISO (pressure implicit with splitting of
the operator) algorithm (Ferziger and Peric [9]). The particle Stokes number con-
sidered in the present study is 0.023, and the kinematic viscosity of the fluid is
17.3mm2/s.

The spherical macro-particles used in Tsorng et al. [29] were plastic beads with a
diameter Dp = 3mm and a density ρp = 1210kg/m3. For ellipsoidal particles, the
volume equivalent diameter Dvolume is considered. The relative density difference
between the fluid and the particle, i.e. [ρ f − ρp]/ρ f , is very small, e.g. about 0.05%
or − − 0.07%, indicating slightly positive or negative buoyancy conditions. The
relative density difference cannot be set too large, otherwise, a particle does not
predominantly follow the flow and can easily hit the wall, thus creating an additional
problem in specifying correct experimental data. In the numerical simulation, only a
single particle is placed in the fluid domain with applied rotation of the major axis b
in the direction perpendicular to the stream-wise direction. As illustrated in Fig. 1, the
initial position of the particle in lid-driven cavity flow is at [0.467L , 0.4L , 0.983L],
and at [0.1L , 0.5L , 0.5L] in the case of Couette flow.

To demonstrate the accuracy of the new shear lift model (Eq.34), several models
for spheres were chosen to compare with (Sommerfeld and Schmalfuss [27]). These
models are widely used for Lagrangian particle tracking at higher particle Reynolds
numbers including the drag force, the transverse lift force due to shear flow and par-
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ticle rotation, as well as the particle rotation model, with more details in Sommerfeld
and Schmalfuss [27]. Finally, all developed particle models are implemented into
the Lagrangian solver icoUncoupledKinematicParcelFoam, a transient solver for the
passive transport of a single kinematic particle cloud, included in the OpenFOAM�,
which is finally used for Lagrangian particle tracking computations.

3.2 Couette Flow

The numerical accuracy of the proposed model for ellipsoidal particles is studied in
this section by comparing them with other numerical models for spherical particles
[27] as well as ellipsoidal particles [12]. In Couette flow a particle moves in the
stream-wise direction by the drag force and is lifted by the linear shear ∂ux/∂z. In
the following, we use Sommerfeld et al. to denote numerical models for spherical
particles [27]. The effect of gravity was neglected in the simulation, while drag and
shear lift force were calculated either jointly or separately.

The time evolution of a sphere, with its initial relative velocity between the fluid
and the particle equal to zero, i.e. u0 − v0 = 0m/s, under the action of different
drag forces indicated by black and red lines, are plotted in Fig. 3. It should be noted
that the initial relative velocity in the stream-wise direction is not exactly zero due
to numerical errors. Therefore a small drag force, about 2.66nN, is observed at
the beginning and is reduced afterwards as the particle velocity approaches to the
velocity of the flow. After 0.2 s a quasi-steady state is reached since the particle
is accelerated and decelerated by the flow due to the small density difference, i.e.
[ρ f − ρp]/ρ f = −0.07%. The overlapping of the results shows that Brenner’s drag
model demonstrates good agreement with the results of Sommerfeld et al. for the
case of spherical particles. When the initial relative velocity is increased to match
the velocity of the fluid (i.e. v0 = 0m/s), the difference in the results between the
present work and Sommerfeld et al. (i.e. blue and magenta lines in Fig. 3) becomes
evident. The reason for the difference in the results is due to the fact that in the case of
larger relative velocities the Stokes flow conditions in the vicinity of the particle are
no longer satisfied. Sommerfeld et al. [27] accounted for this effect by implementing
an additional term solving the drag problem at high particle Reynolds numbers,
where particles do not predominantly follow the fluid streamlines. Therefore, the
simulations considering the influence of the drag force on ellipsoidal particles are
only performed with small relative velocity.

The Couette flow considered here (i.e. linear shear flow, Fig. 1) with shear rate
∂ux/∂z shares the same characteristics of the shear lift force of Harper and Chang
(Eq.26), so the new shear lift force (Eq.34) can be compared to the results of Harper
and Chang for different aspect ratios, as shown in Fig. 4. These simulations are only
performed for test purposes by switching on the shear lift force and turning off
the drag force, in order to eliminate the influence of the drag on the translational
movement of the particle. Moreover, the initial velocity of the particle is set to zero
for the purpose of increasing the shear lift force in the vertical direction. The ellipsoid
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Fig. 3 Time evolution of the
drag force on a spherical
particle in Couette flow in
comparison to alternative
drag force models and initial
relative velocities
(T ime = 1s, λ = 1,
Dp = 3mm, Re = 470,
L = 0.1m,
[ρ f − ρp]/ρ f = −0.07%)
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Fig. 4 Translational motion
of an ellipsoidal particle in
Couette flow for different
aspect ratios; a comparison
of various shear lift forces;
the initial velocity of the
particle is set to zero
(v0 = 0m/s, T ime = 1s,
λ = 1, Dp = 3mm,
Re = 470, L = 0.1m,
[ρ f − ρp]/ρ f = −0.07%)
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is initially placed with its major axis b perpendicular to the flow direction. The new
model results are in good agreement with the results of Harper and Chang for all
aspect ratios. This is obvious since the new model is identical to Harper and Chang’s
model in a linear shear flow (Eqs. 26 and 34). Furthermore, the particle travels a
shorter distance in the vertical direction (z-direction) at larger aspect ratios, since the
cross-sectional area of the minor axis a is reduced at the same volume equivalent
diameter Dvolume, which leads to a decrease of the shear lift force in the vertical
direction.

After the validation of the new lift force, a parameter study is performed. In this
study, both the drag and the generalized shear lift forces are incorporated in the
simulation. The initial velocity of the particle relative to the fluid is set to zero.
Figure5a plots the time evolution of the drag force in the stream-line and vertical
directions (i.e. x and z-directions) for different aspect ratio values. The component
of the drag force in the stream-line direction at the beginning of the simulation is the
largest, about 2.9–4.7nN, and increases with increasing the aspect ratio λ from 2 to
10. Although the initial condition of zero relative velocity between the particle and
the fluid (Eq.33) was chosen, due to numerical errors in computing the x-component
of the relative velocity, a non-zero drag force is computed. As a consequence of the



18 Y. Cui et al.

1E-4 0.001 0.01 0.1 1

0

1

2

3

4

5

0.2 0.4 0.6 0.8 1.0
-0.25

-0.20

-0.15

-0.10

-0.05

0.00

F D
[n

N
]

Time [s]

λ = 2, x-component; λ = 5, x-component; λ = 10, x-component
λ = 2, z-component; λ = 5, z-component; λ = 10, z-component

F D
[n

N
]

Time [s]

(a) (b)

Fig. 5 Time evolution of x and z-components of the drag force acting on an ellipsoidal particle
in Couette flow for different aspect ratios; simulation with drag and shear lift force for ellipsoidal
particles; the initial velocity of the particle relative to the fluid is set to zero; a whole time period;
b time period between 0.2 and 1s (u0 − v0 = 0m/s, T ime = 1s, Dvolume = 3mm, Re = 470,
L = 0.1m, [ρ f − ρp]/ρ f = −0.07%)

decrease in relative velocity and the rotation of the particle, the drag force decreases
significantly after only 0.1s. The ellipsoidal particle tends to align its major axis
b with the direction in which it is subject to a minimum torque, i.e. the mean flow
direction in the linear shear flow, resulting in a decrease of the exposed cross-sectional
area and hence reduction of the drag. Figure5b shows a close-up of the drag force
components in the time period from 0.2–1.0 s. The vertical component of the drag
force assumes negative values, as the particlemoves in the upward direction due to the
shear lift, resulting in negative relative velocity in the z-direction and hence negative
drag force. When the flow resistance is stabilized i.e. after 0.6s, the x-component
of the drag force fluctuates only slightly due to the creeping flow condition. The
magnitude of the z-component of the drag increases with increasing aspect ratios
since the exposed cross-sectional area of the ellipsoidal particle in the z direction
becomes larger, which is a consequence of the geometry of the particle.

The corresponding generalized shear lift force in the stream-line and vertical
directions are presented in Fig. 6. The largest shear lift force of the ellipsoid in the
range of 1.0–2.7nN is observed at the beginning of the simulation. Afterwards, the
shear lift force decreases as the particle is accelerated or decelerated by the drag and
more closely follows the flow. This leads to a decrease in relative velocity between the
particle and the fluid. After 0.2 s, the x-components of the shear lift force for different
aspect ratios become very small, in the range of 0.038–0.04nN at 1.0 s, whereas the
z-components are relatively large, in the range of 0.13–0.21nN at 1.0 s, and increase
with increasing aspect ratios. The difference between the x and z-components of the
drag and shear lift forces are mainly as a consequence of the difference in relative
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Fig. 6 Time evolution of x and z-components of the shear lift force on an ellipsoidal particle in
Couette flow for different aspect ratios; simulation with drag and shear lift force for ellipsoidal
particles; the initial velocity of the particle relative to the fluid is set to zero; a whole time period;
b time period between 0.2 and 1s (u0 − v0 = 0m/s, T ime = 1s, Dvolume = 3mm, Re = 470,
L = 0.1m, [ρ f − ρp]/ρ f = −0.07%)

velocity between the particle and the fluid. When the particle becomes more or
less stable, i.e. after 0.6s, the magnitude of the relative velocity in the stream-line
direction becomes very small as the velocities in the flow direction are constant,
while in the vertical direction it is much larger due to the existence of the shear rate
∂ux/∂z. Therefore, both the drag and the shear lift forces in the flow direction are
smaller than force magnitudes observed in the vertical direction.

3.3 Lid-Driven Cavity Flow

The lid-driven cavity is awell-knownbenchmark problem for viscous incompressible
fluid flows and has been studied extensively using analytical approaches (Shankar
and Deshpande [25]), in laboratory experiments (Koseff and Street [17], Tsorng et al.
[29]) and through numerical investigations (Chiang and Sheu [3]). However, research
on the motion of particles in lid-driven cavity flows is relatively sparse. Tsorng et al.
[29] investigated the behaviour of macroscopic rigid particles suspended in a fully
three-dimensional viscous flow in a closed cubic cavity. The motion of macro-sized
spherical particles in the approximate plane y/L ≈ 0.4 near the upper downstream
corner of the cavity was determined based on data from video images. The fluid
streamlines computed from the numerical simulation are presented in Fig. 7. At Re =
470, the flow pattern is driven by the moving top lid, generating a large primary
eddy which occupies most of the cavity (Fig. 7a), and two secondary eddies form
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Primary Eddy

Secondary Eddy

(a) (b)

Fig. 7 Numerically calculated fluid streamlines in a lid-driven cavity flow; a the central longitudinal
plane y/L = 0.4; b the central transverse plane x/L = 0.5; the red line indicate the plane of particle
tracking y/L = 0.4;U is the magnitude of the fluid velocity (u0 − v0 = 0m/s, T ime = 5s, λ = 1,
Dp = 3mm, Re = 470, L = 0.1m, [ρ f − ρp]/ρ f = 0.05%)

at the lower downstream corner in the transverse plane (Fig. 7b). The longitudinal
plane y/L ≈ 0.4 (red line in Fig. 7b) was chosen for the particle tracking because it
features at its upper downstream corner an open pathway linking the primary eddy
to the downstream secondary eddy [29].

The trajectories of the tracked spherical particle from experimental measurements
(square symbols) and numerical calculations (colour lines) are presented in Fig. 8.
The forces considered in the simulations are drag, gravity, lift force due to the shear
flow and due to relative rotation. The Brenner’s drag force is applicable to both
spheres and ellipsoids whereas the generalized shear lift force is used for the calcu-
lation of ellipsoidal particles. Hence only the Brenner’s drag is compared to other
models for spheres [27]. As shown in Fig. 8, the results of different combinations
of forces are nearly the same, which implies that the influence of the drag force is
much larger than the lift force and dominates the translational motion of spherical
particles. When the relative density difference increases, the sphere travels a shorter
distance due to the change from negative to positive buoyancy conditions. Moreover,
a slight difference is found between the present work and Sommerfeld et al. under the
condition of FD + G. The reason is that the Stokes flow condition is not satisfied in
the upper downstream corner of the cavity since the particle changes its direction and
moves downward. Additionally, the numerical results also show a good agreement
with experimental data of Tsorng et al. [29], with a minor difference arising from the
finite size effect of the macro-sized particles, i.e. 3mm, whereas in our Lagrangian
particle tracking the point particle assumption was adopted.

Figure9a plots the trajectories of the tracked ellipsoidal particles over a period
of 5 s under the condition of FD + G. With increasing aspect ratios, the ellipsoidal
particle tends tomove away from the right sidewall. This can be explained by Fig. 9b,
which shows the time evolution of drag force for a period of 5 s at different aspect
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Fig. 8 Translational motion of a spherical particle in a lid-driven cavity flow obtained from both
numerical and experimental studies (u0 − v0 = 0m/s, T ime = 5s, Dp = 3mm, Re = 470, L =
0.1m, [ρ f − ρp]/ρ f = 0.05% or −0.07%)

ratios. The drag forces initially decrease since the particle tends to align its major
axis bwith the direction which subjects the particle to the minimum torque (i.e. mean
flow direction before entering the upper downstream corner). Subsequently, the drag
force increases significantly as the particle approaches the upper downstream corner
where the ellipsoidal particle rotates and the relative velocity increases. After that,
the particle aligns its major axis with the mean flow direction again, and hence the
drag force is drastically reduced. At higher aspect ratios, e.g. λ = 5, the particle
experiences smaller drag force after escaping from the upper downstream corner
(see Fig. 9b time period 3.5–5.0 s), therefore the direction of the particle is slightly
changed and as a result the particle moves away from the right side wall.

The existence of the shear lift force has a significant influence on the translational
motion of ellipsoidal particles in cavity flows as illustrated in Fig. 10a. The shear flow
near the top moving lid is the strongest. Therefore, the particle is lifted by the shear
andmoves closer to the topwall. Eventually, the particle enters the upper downstream
region where the fluid vorticity is very large. The particle picks up spin due to higher
vorticity of the fluid flow and becomes almost stationary. It remains in the upper
right corner of the cavity for an extended duration of time. This phenomenon is also
captured by the time evolution of the drag and lift forces as shown in Fig. 10b. In the
beginning, i.e. 0–0.7s, the drag force rises due to the increase in fluid velocity, as
the particle is moving upwards due to the lift force. The lift force decreases because
the cross-sectional area exposed to the fluid flow is smaller. After some time in
the downstream region, due to the particle rotation, the particle eventually becomes
increasingly unstable which results in higher drag and lift forces. After having found
a new stable position at 3.9s, the reorientation dynamics of the particle are reduced
leading to a decrease in drag and shear lift forces. This is followed by a subsequent
increase in drag and shear lift force due to the particle changing the spin direction
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Fig. 10 The influence of the generalized shear lift force on the translational motion of an ellipsoidal
particle in a lid-driven cavity flow; a translational motion of the ellipsoid in the cavity in comparison
to two different force combinations, i.e. FD + G and FD + FSL + G; b time evolution of the drag
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from clock-wise to counter clock-wise. Eventually, the ellipsoidal particle moves out
of the top right corner and aligns its major axis b with the mean flow direction, hence
reducing the drag force.

4 Conclusions

In the present paper, a Lagrangian particle tracking algorithm for simulating the
motion of particles of ellipsoid shape was developed within the open-source code
OpenFOAM�. The main objective of the present study is the evaluation of the drag
and the lift forces with respect to the orientation of ellipsoidal particles. Instead of the
Euler angles parametrization of the rotation tensor in Euler parameters/quaternions
is used in order to avoid singularity issues. The rotation tensor provides the essential
connection between the inertial frame and the particle rotational frame of reference.
The time evolution of the Euler parameters is related to the orientation of ellipsoidal
particles, resulting from rotational dynamics, whereas for the resistance to rotational
motion the linear Jeffery torque [16] was adopted. In order to account for the effect
of the particle shape, in modeling the drag force and the shear lift force exerted on an
ellipsoidal particle the resistance tensor and the lift tensor, had to be implemented.
The resistance tensor was used in the form developed by Brenner [1], who introduced
a resistance tensor based on the aspect ratio of the ellipsoid and implemented it for
computation of the hydrodynamic drag force acting on an ellipsoidal particle under
Stokes flow conditions. The main achievement of the present paper is the derivation
of a general lift vector, based on permutations of the linear shear lift tensor, that can
be used in the computation of the shear lift force for a general shear flow.

In order to understand the accuracy and reliability of the overall model for
Lagrangian tracking of ellipsoidal particles, numerical and experimental validations
were performed for Couette and lid-driven cavity flows. First, the drag force was
validated with numerical models for spheres (Sommerfeld et al. [27]) and the new
shear lift forces was validated with a numerical model for ellipsoids (Harper and
Chang [12]) in Couette flow, showing good agreement of the results under Stokes
flow conditions. Secondly, the influence of drag and shear lift forces with respect to
the particle orientation was studied for various ellipsoid aspect ratios. With the main
axis perpendicular to the incoming flow direction, the ellipsoidal particle starts to
rotate due to the shear and tends to align its major axis with the mean flow direction,
resulting in a decrease of the drag and shear lift forces in the mean flow direction and
an increase of both forces in the vertical direction. As a second test case, results of
numerical models were compared with experimental investigations of particle trans-
port in a lid-driven cavity flow (Tsorng et al. [29]). In general, the present model
for ellipsoidal particles shows good agreement with the numerical and experimental
results. In the case of an ellipsoidal particle, the shear lift force plays an important
role in the translational motion of the particle. The ellipsoid moves closer to the lid
and enters the upper downstream corner of the cavity, where its residence time is
larger than in the case of the spherical particle.
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The future work will be focused on the numerical tracking of micro-sized ellip-
soidal particles moving in the Poiseuille flow at different initial circumferential loca-
tions.
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Flexible Beam-Like Structures -
Experimental Investigation and Modeling
of Cables

Vanessa Dörlich, Joachim Linn and Stefan Diebels

1 Introduction

Flexible beam-like structures such as cables or hoses have various applications rang-
ing from everyday to industrial use. Their main function is of course the conduction
of electric current, gas, oil or other liquids. But the number of applications where
cables and hoses move or have structural functions, e.g. in assembly robots or sub-
marine cables, rises constantly [24, 25]. Therefore, their mechanical properties gain
importance [4, 5, 13]. More precisely, the mechanical behavior determines the han-
dling, operational lifetime and failure of cables and hoses [12, 19]. This contribution
deals with the experimental investigation and modeling of slender, flexible structures
using the example of cables.

We are looking for a model which is complex enough to cover the various effects
that occurwhen cables are loadedmechanically.However, themodel parameters have
to be accessible in suitable experiments. The optimum in our case is the description
of the mechanical behavior on the macroscopic scale, i.e. based on the sectional
quantities of the beam. The effects are modeled by formulating the corresponding
constitutive laws in the sectional quantities as well. The model parameters are then
effective stiffness parameters, which can be obtained from well-known experiments
for beam-like specimens. This procedure makes use of the classical framework of
continuummechanics [11] and the possibility to reduce slender objects such as cables
to one-dimensional continua.

Section2dealswith the experimental investigation andphenomenaof cables under
mechanical load. Three types of load cases are relevant in this context: uniaxial

V. Dörlich (B) · J. Linn
Fraunhofer ITWM, Fraunhofer-Platz 1, 67663 Kaiserslautern, Germany
e-mail: vanessa.doerlich@itwm.fraunhofer.de

J. Linn
e-mail: joachim.linn@itwm.fraunhofer.de

S. Diebels
Universität des Saarlandes, Campus A4.2, 66123 Saarbrücken, Germany
e-mail: s.diebels@mx.uni-saarland.de

© Springer International Publishing AG 2018
H. Altenbach et al. (eds.), Advances in Mechanics of Materials
and Structural Analysis, Advanced Structured Materials 80,
https://doi.org/10.1007/978-3-319-70563-7_2

27



28 V. Dörlich et al.

tension, torsion and bending. Classical experiments representing these load cases
are used to characterize the mechanical behavior of cables in a first step. Material
effects resulting from the structure of cables will be observed.

In this work, we assume the cables’ cross sections to be circular and isotropic.
Furthermore, we model their mechanical behavior based on the sectional quantities
with the Cosserat rod theory [1, 18, 20]. Its essential parts are geometrically exact
kinematics, balance equations that govern the equilibrium of sectional forces and
moments and constitutive laws that give the relations between objective deformation
measures and sectional quantities. Section3 will describe these more thoroughly.

2 Experiments for Flexible Beam-Like Structures

Executing suitable experiments is an important part of modeling the behavior of
structural elements under mechanical load. Sections2.1, 2.2 and 2.3 show character-
istic results and phenomena of cables undergoing the three basic deformation modes
uniaxial tension, torsion and bending [22]. The described experiments allow access
to the elastic model parameters, i.e. the tensile, torsional and bending stiffnesses
[7]. Furthermore, they already illustrate inelastic behavior when the experiments are
executed cyclically.

2.1 Uniaxial Tensile Tests

The uniaxial tensile test is the most common experiment for beam-like specimens as
well as the characterization of bulk materials. Its boundary conditions are shown in
Fig. 1. It is widely used for determining elastic parameters like the Young’s modulus
E or plastic characteristics such as the yield strength or strain hardening. Usually,
these characteristics are taken asmaterial parameters from stress-strain curves, where
normalization on the geometrical properties, i.e. the specimen’s cross section area
and length, is applied. This is reasonable for homogeneous, isotropicmaterials. In the
case of cables and hoses, however, where properties strongly depend on the direction
of load, we use force-displacement curves to calculate the tensile stiffness (E A)T ,
where the cross section area A is still included. As the following results will show,
it makes sense to characterize the cable’s behavior with this parameter combining
material and geometrical properties.

Despite its simplicity, the uniaxial tensile test yields a lot of information about the
cable’s deformation behavior, especially when executed cyclically. Figure1 (right)
shows the result of a cyclic uniaxial tensile test of a cable with a diameter of 2.8mm
and initial free length of 32mm, where the uniaxial tensile force FT is plotted over
the measured machine displacement Δl. In order to illustratethe difference between
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FT

FT

l0

d0

Fig. 1 Uniaxial tensile test: schematic drawing of the boundary conditions (left) and exemplary
results of a cyclic experiment on a cable showing elastic behavior for Fmax = 40N and plastic
behavior for Fmax = 100N (right)

elastic and inelastic behavior, two curves are shown. One results from a procedure
with a maximum load of 40N and the other one from loading up to 100 N. If the
larger maximum force is applied, a bend in the first loading path, denoting the yield
point at approximately 54N and plastic hysteresis loops occur. For cyclic loading
below the yield point, loading and unloading paths coincide and no bend occurs in
the load-displacement diagram, i.e. the behavior is elastic in this range. The uniaxial
tensile stiffness is calculated by applying a linear fit in the elastic range according to

FT = (E A)T
Δl

l0
, (1)

using the original length l0 of the specimen.

2.2 Torsion Experiments

Similar to the uniaxial tensile test, the torsion test enables access to the torsional
stiffness of a beam-like structure in the elastic range and information about plasticity
effects from cyclic loading. The boundary conditions are shown in Fig. 2 (left) and the
resulting diagram of torsional moment over torsional angle is shown in Fig. 2 (right)
for a cable of 2.8mm diameter and an initial free length of 33mm. The result is
strongly nonlinear and inelastic with a first load curve that differs from the following
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MT

MT

l0

d0

θT

Fig. 2 Torsion test: schematic drawing of the boundary conditions (left) and exemplary results of
a cyclic experiment on a cable showing plastic behavior for θT,max = 360◦ (right)

load paths. The first loading shows again a bend that can be interpreted as the yield
point of the specimen.During unloading, a torsionalmoment in the opposite direction
is necessary to reach the original position of 0◦ torsional angle. The torsional stiffness
(GJ )T is estimated with the help of a linear fit in the elastic range according to

MT = (GJ )T
θT

l0
, (2)

where G denotes the shear modulus and J the polar moment of inertia.

2.3 Bending Experiments

Three Point Bending Experiments

It is state of the art to use three point bending experiments [22] to investigate the
behavior of cables undergoing bending deformation [7]. The theoretical boundary
conditions are shown in Fig. 3 (left). In this experiment, the force FB on the specimen,
which is necessary to reach a certain deflectionw(z = l0/2), is measured in themiddle
of the specimen. The evaluation of the bending stiffness (E I )B in this experiment
is based on the Euler–Bernoulli assumptions stating that the beam’s cross sections
remain planar and normal to the beam’s centerline after deformation. Furthermore,
it is only valid for small deflections of sufficiently slender beams. Then, the bending
stiffness can be evaluated from a linear fit according to
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FB

l0

Fig. 3 Three point bending test: schematic drawing of the boundary conditions (left) and exemplary
results of cyclic experiments on a cable showing elastic behavior for wmax = 2mm and plastic
behavior for wmax = 6mm (right)

FB(z = l0/2) = 48 (E I )B
w(z = l0/2)

l30
. (3)

Figure3 (right) shows an exemplary result of three point bending of a cable with a
diameter of 2.8mm and a free length between the supports of 56mm. Again, results
of different load ranges are displayed in order to illustrate the difference between
cyclic loading in the elastic and inelastic range. Applying a deflection of 6mm results
in plastic hysteresis loops, where a bend in the first load curve implies the beginning
of the plastic region. Furthermore, the specimen stays deflected during unloading
so that the punch loses contact and force equals zero before the punch reaches the
original position. Bending the specimen only up to a maximum deflection of 2mm
yields in contrast a smaller hysteresis, which lacks the plastic region. Additionally,
no bend can be observed in the force-displacement diagram for small deflections.

Although this experiment is well-known and easily implemented, it has its lim-
itations. First of all, it is only valid for small deflections and should therefore not
be used for the investigation of large deformation effects like plasticity. Secondly, it
provides only integrated information about the curvature and bending moment along
the axis of the specimen, not their local values, which are the quantities that are rele-
vant for the constitutive law for bending in this context, see Sect. 3.4. In order to get
information about the local curvature, e.g. corresponding to themeasured yield point,
additional measurements such as optical deformation measurements are necessary.

Pure Bending Experiments

We designed a device which enables pure bending [2, 3] of a cable and therefore
overcomes these limitations. The symmetrical experimental setup is shown in Fig. 4.
In the undeformed state, the cable ends are clamped and mounted on slides. Air
bushings ensure friction-free gliding of these slides along the axis of the specimen.
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Fig. 4 Topview on the
experimental setup for pure
bending. The straight cable
is clamped on slides which
are mounted on friction-free
air bushings. They allow for
a translational motion of the
specimen, while bending is
realized by rotation of one
cable end. Therefore, only a
bending moment and no
normal or shear forces act on
the specimen

air bushings

specimen

undeformed

deformed

translation
rotation

Thus, no normal forces act on the cable. Bending is realized by rotation of one of
the cable ends. This setup guarantees that only a bending moment is applied on the
specimen, i.e. no shear forces occur. The schematic boundary conditions are shown
in Fig. 5 (left). These boundary conditions yield a configuration, where the bending
moment MB and the bending curvature KB along the specimen are constant, i.e. the
specimen’s centerline is deformed to a circular arc. The specimen’s bending curvature
is then accessible as the inverse bending radius R of the specimen following basic
geometry

KB = 1

R
. (4)

Calculating the stress distribution resulting from pure bending in the cross section
of an Euler–Bernoulli beam under the assumptions of locally linear elastic material
behavior, the bending moment can be derived as

MB = (E I )B KB = E I

R
. (5)

Thus, the bending stiffness is in this experiment directly accessible as the slope of the
elastic region of the bendingmoment over curvature diagram. An exemplary result of
a cyclic pure bending experiment executed on a cablewith a diameter of 2.8mmand a
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MB

MB

l0

Fig. 5 Pure bending experiment: schematic drawing of the boundary conditions (left) and exem-
plary results of cyclic experiment on a cable showing plastic behavior for θB,max = 80◦ (right)

free length of 50mm is shown in Fig. 5 (right). Comparing it to Fig. 3 (right), the same
elastoplastic characteristics are observable as in the three point bending experiment.
The advantage of the pure bending experiment is the fact that the observed yield
point is given as bending moment and corresponding bending curvature, which are
directly the quantities that enter the constitutive law for bending, see Sect. 3.4.

Varieties in Constitutive Bending Behavior

Figures6 and 7 show experimental results of both types of bending experiments on
different beam-like specimens with circular cross sections in order to illustrate the
varieties of constitutive bending behavior.

The diagrams shown in Fig. 6 result from cyclic three point and pure bend-
ing experiments on comparatively stiff, but elastic carbon fiber reinforced polymer
(CFRP) rods of a diameter of 3mm. The specimen used in the three point bending
experiment had an initial free length of 170mm and in the case of pure bending it
had a free length of 410mm. It is noticeable, that the loading paths are linear and
coincide perfectly with the unloading paths in both bending experiments.

The results displayed in Fig. 7 show almost elastic, but nonlinear constitutive
bending behavior. In contrast to elastoplastic behavior shown in Figs. 3 and 5, loading
and unloading paths coincide – except for some viscous effects – and are parallel, but
the slope of the curves changes during loading and unloading. These characteristics
are called piecewise linear elastic bending behavior in this work. These diagrams
result from bending experiments on Bowden cables with a special structural setup.
They typically consist of an inner wire rope and a hollow housing of composite
structure, which is incompressible in the longitudinal direction. The inner wire rope
of the Bowden cables used in the experiments has a diameter of 2.1mm and the
housing has a diameter of 7.8mm. In the three point bending experiment, an initial
free length of 300mm was used and in the pure bending experiment, the specimen
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Fig. 6 Experimental results of cyclic bending experiments on elastic CFRP rods: three point bend-
ing with wmax = 6mm (left) and pure bending with θB,max = ±60◦ (right)

Fig. 7 Experimental results of cyclic bending experiments on Bowden cables showing nonlinear,
approximately piecewise linear elastic behavior: three point bending with wmax = 15mm (left)
and pure bending with θB,max = 60◦ (right)

had a free length of 320mm. Bowden cables are commonly used, e.g. in bicycle
brakes or motorcycle clutches, to transmit a tensile force.

It can be noticed, that the three point bending experiment as well as the pure
bending experiment show the characteristics of the respective constitutive behavior,
e.g. yield points, linear or nonlinear, elastic or inelastic behavior. The pure bending
experiment, however, directly depicts the constitutive bending model as it shows the
bending moment over bending curvature.

2.4 Discussion of Experiments

It was shown that the classical experiments for beam-like specimens can be used to
characterize the rate independent behavior of elastoplastic cables under mechanical
load.
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Table 1 Elastic stiffnesses and Young’s moduli calculated from the different classic experiments
on a simple cable with a diameter of 2.8mm

(E A)T (E)T en (GJ )Tor (E)Tor (E I )B (E)B

7.96 · 104 N 12900MPa 2.02 · 10−3 Nm2 1003.7MPa 1.37 · 10−3 Nm2 454.4MPa

The elastic tensile, torsion and bending stiffnesses can be determined from linear
fits to the elastic range of the corresponding experimental results. Table1 shows
the elastic stiffnesses that were determined from uniaxial tension, torsion and three
point bending results given in the sections before.Under the assumptions of a circular,
isotropic cross section and incompressible (ν = 0.5) behavior, the Young’s moduli
were calculated from the respective stiffnesses by using

I = π

4
R4 = 1

2
J, (6)

G = E

2(1 + ν)
= E

3
. (7)

They are also given in Table1 in addition to the corresponding stiffness. The com-
parison of the Young’s moduli that were determined from the three different types of
experiments yields that the tensile stiffness is considerably higher than the torsional
and bending stiffnesses. That means, the cable behaves much stiffer under tension
than under torsion or bending due to the anisotropic inner structure of the cable.
Consequently, it is not sufficient to determine the Young’s modulus as the elastic
material parameter for one cable, but one has to investigate the three different load
cases separately and to determine the stiffnesses as a combination of material and
structural parameters.

Different phenomena in the constitutive behavior are illustrated by the described
experiments, especially when they are executed in consecutive cycles. The tensile,
torsion and bending experiments on cables show the characteristics of elastoplastic
behavior resulting from the multi-component structure. They appear due to inner
friction or delamination of the constituents and the metal plasticity of the inner
wires.

Furthermore, experimental results for different kinds of beam-like specimens
illustrating the variety of constitutive bending behavior were shown. CFRP rods
showing linear elastic behavior and Bowden cables showing piecewise linear elastic
behavior were investigated in bending experiments exemplarily andwill be discussed
in Sect. 3.4 in more detail.

It has to be mentioned, that the described experiments only cover the three basic
deformation modes for beam-like structures and are mostly uniaxial. In applications,
however, mostly multiaxial deformations combining the basic deformations occur.
First approaches in the experimental investigation of multiaxial deformations of
cables are executed in [7], but are beyond the scope of this work.
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3 Modeling of Flexible Beam-Like Structures for Virtual
Product Development

The variety of experimental effects and different kinds of behavior shown in Sect. 2
can be modeled in the framework of continuummechanics [9, 23]. It provides physi-
cally correct models to simulate the deformation of parts with a complex microstruc-
ture such as cables without having to take the microstructural properties explicitly
into account. These properties certainly influence the deformation behavior of the
cables strongly, but it is computationally and experimentally too expensive to include
them into the model. We consequently aim for a model which is complex enough
to cover the measured phenomena of cables under load and at the same time simple
enough in the sense that its parameters are accessible in experiments.

The long and slender shape of the flexible parts provides the possibility to reduce
the continuum model analytically to one dimension. These models are based on the
Cosserat rod theory [20], which basically consists of three main parts: Geometrically
exact kinematics that relate configuration variables with objective strain measures,
balance equations that govern the equilibrium of the sectional forces and moments
and constitutive laws giving the sectional quantities in terms of the deformation
measures. The following subsections will describe them in detail.

3.1 Kinematics of Geometrically Exact Rods

The geometrically exact kinematics of a Cosserat rod are based on its configuration
variables, see Fig. 8. The centerline curve is described by a space curve

s �→ r(s) ∈ R
3 , (8)

and the orientation of the cross sections is given by a moving frame of orthonormal
directors a( j)(s)

s �→ R(s) = a( j)(s) ⊗ e j ∈ SO(3), (9)

both given as a function of the arc length parameter s [1]. The vectors a(1)(s) and
a(2)(s) define the local cross section and a(3) = a(1) × a(2) is the cross section normal.
Themoving frameR(s) is called adapted to the curve if the tangent vector t(s) = r′(s)
equals a(3)(s). This constraint is equivalent to the Euler–Bernoulli assumptions that
cross sections remain orthogonal to the beam centerline and only a special case of
the more general Cosserat curve which does not require this constraint.
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Fig. 8 The kinematics of
Cosserat rods

s

a(1)

a(2) a(3)

e(1)
e(2)

e(3)

r(s)

3.2 Deformation Measures

Based on the geometrically exact kinematics given in the section before, objective
deformation measures can be defined. The rotational deformations K and transla-
tional deformations ΓΓΓ are given as vectors in the local coordinate system by

K (α) := 〈 a(α), a(3) × ∂sa(3) 〉; Γ (α) := 〈 a(α), ∂sr 〉; α = 1, 2
K (3) := 〈 a(2), ∂sa(1) 〉; Γ (3) := 〈 a(3), ∂sr 〉 − 1,

(10)

where 〈•, •〉 is the scalar product. The components K (α) give the curvatures for
bending about the axes defined by a(α) and K (3) measures the torsional twist. The
bending curvatures can be combined in the vectorKB = (

K (1), K (2)
)T

and its length

KB = ‖KB‖ =
√

(K (1))2 + (K (2))2 (11)

is the absolute value of the bending curvature. The entriesΓ (α) measure the transverse
shear strains and the longitudinal strain, relevant for uniaxial tension, is denoted by
Γ (3).

3.3 Static Equilibrium Equations

In analogy to the deformation measures, the sectional quantities can be divided
in translational sectional quantities, the sectional forces F, and rotational sectional
quantities, the sectional moments M. The components F (1,2) of the sectional forces
are in accordance with the translational deformation measures the transverse shear
forces and F (3) is the longitudinal force which is equivalent to the force measured in
the uniaxial tensile test. The moments resulting from bending about the bending axes
are consequently M (1,2) and the torsional moment is given by M (3). Equivalently to
the bending curvature given in (11), the bending moments can be summarized in the
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vectorMB = (
M (1), M (2)

)T
and the absolute value of the bending moment is given

by the vector’s length

MB = ‖MB‖ =
√

(M (1))2 + (M (2))2. (12)

Vectors denoted with a capital letter are material quantities, i.e. defined in the
local coordinate system of the beam. The static equilibrium equations, however, can
be formulated more neatly in the spatial sectional quantities, defined in the global
coordinate system. They can be calculated from the material sectional quantities by
using the moving frame according to

f = R(s) · F; m = R(s) ·M. (13)

The system of static equilibrium equations for Cosserat rods is then given as

∂sf + fext = 0,

∂sm + ∂sr × f + mext = 0.
(14)

The vectors fext and mext denote external forces and moments acting on the axis of
the Cosserat rod.

3.4 Constitutive Laws

The continuum mechanical framework for the simulation of flexible, slender parts
like cables is given in the previous sections, except for the constitutive equations. We
will focus on these now since they provide the possibility to model different kinds
of deformation behavior [14]. In contrast to a general three-dimensional formulation
in tensor quantities, constitutive laws for Cosserat rods can be formulated in the
vectors of the sectional quantities due to their slender geometry [10, 15, 17]. This is
especially of advantage in regard of experiments. The sectional quantities are in most
cases the measured quantities in the classical experiments for beams, which enables
the investigation of the constitutive behavior directly in the experiments without the
necessity for reverse engineering. In the following, the modeling of three types of
rate independent constitutive behavior is described in more detail: linear elasticity,
piecewise linear elasticity and elastoplasticity.

Linear Elasticity for Cosserat Rods

In the simplest case of linear elasticity the stress tensor σ is related linearly to the
strain tensor E via the elastic stiffness tensor C in three dimensions

σ = C : E, (15)
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which is known as Hooke’s law. It can be formulated equivalently for the material
sectional quantities of the Cosserat rod as

F = CF · Γ el; M = CM · Kel , (16)

where the effective elastic stiffness matrices are given by

CF =
⎡

⎣
(GA)1 0 0

0 (GA)2 0
0 0 (E A)T

⎤

⎦ ; CM =
⎡

⎣
(E I )1 0 0
0 (E I )2 0
0 0 (GJ )T

⎤

⎦ . (17)

In case of isotropic circular cross sections, the bending stiffnesses are equal and
denoted as (E I )1 = (E I )2 = (E I )B . The same applies to the transverse shear
stiffnesses, i.e. (GA)1 = (GA)2 = (GA)S , which cannot be easily determined in
experiments. It is, however, valid to calculate them from the other experimentally
determined stiffnesses as the transverse shear is small in parts with a high aspect
ratio.

An experimental result for linear elastic bending behavior is displayed in Fig. 6.
The diagram resulting from pure bending on the right hand side directly illustrates
the linear elastic constitutive law for bending of a specimen with a circular isotropic
cross section in the plane,

MB = (E I )B KB . (18)

It is visible, that loading and unloading paths coincide, whichmeans no energy is lost
in this process and it is reversible. Only few beam-like specimens, such as the CFRP
rods, behave linearly elastic at finite deformations. In most cases, linear elasticity
is only observed at small deformations. Material nonlinearities, in contrast to the
already introduced geometrical nonlinearities covered by the geometrically exact
kinematics, have to be considered then.

Piecewise Linear Elasticity for Bending of Cosserat Rods

Adifferent kind of reversible, rate independent, behavior is shown inFig. 7: Piecewise
linear elasticity in bending. This type of constitutive behavior has only been observed
in bending experiments on Bowden cables, so far. It is still interesting to investigate
in pure bending, since the constitutive behavior can be depicted directly in this
experiment.

The characteristics of piecewise linear elastic bending behavior are portrayed
schematically in Fig. 9 (left). The diagram of bending moment over bending curva-
ture shows linear elastic bending with a bending stiffness (E I )B,1 up to a certain
threshold curvature KB,t . At this point, the slope of the graph, i.e. the bending
stiffness, changes to (E I )B,2. The unloading path follows the same behavior and
coincides with the loading path, no hysteresis occurs. The real results obtained in
a pure bending experiment corresponding to this ideal behavior are shown in Fig. 7
(right). Obviously, the threshold curvature is not as clearly detectable as in theory
and a small hysteresis, probably due to viscous material behavior or plastic structural
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MB

(EI)B,1

(EI)B,2

KBKB,t

Fig. 9 Schematic drawing of piecewise linear elastic bending constitutive law (left) and comparison
of experimental results of three point bending on a Bowden cable with simulation results using
piecewise linear elastic bending (right)

Table 2 Experimentally determined model parameters for piecewise linear elastic bending model

Bending stiffness (E I )B,1 Bending stiffness (E I )B,2 Threshold curvature KB,t

1.40Nm2 0.19Nm2 0.18m−1

effects, occurs. However, it is evident that the bending stiffness is higher at smaller
curvatures and that the behavior is reversible.

This piecewise linear elasticity can simply be modeled by distinction of the cases

MB =
{

(E I )B,1 KB for |KB | < KB,t

MB,t + (E I )B,2
(
KB − KB,t

)
for |KB | ≥ KB,t ,

(19)

with the threshold bending moment MB,t = (E I )B,1 KB,t . The results of the
simulation of a three point bending experiment with this kind of model are shown
in Fig. 9 (right) in comparison with the experimental results of three point bending.
The experimentally determined model parameters are given in Table2. It has to be
mentioned, that the curve resulting from simulation shows one complete cycle, i.e.
loading and unloading. This is not visible, because the loading and unloading paths
coincide. The experimental and simulated results show good agreement, except for
a small hysteresis in the experiment which is probably caused by viscous or dam-
age effects that are not covered in the model. The simple formulation of piecewise
defined elastic bending stiffnesses at least models the loading behavior of Bowden
cables in three point bending very well.

Elastoplasticity for Cosserat Rods

The results from cyclic experiments on simple cables given in Sects. 2.1, 2.2 and
2.3 illustrated strongly nonlinear and inelastic behavior under the three basic defor-
mations. A rate independent elastoplastic constitutive law allows for the integration
of the various underlying material and structural effects, such as metal plasticity,
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Fig. 10 Illustration of a one-dimensional rate independent elastoplastic rheological model, accord-
ing to [21] (left) an d schematic stress-strain-diagram for one-dimensional perfect elastoplasticity
(right)

friction between the constituents, delamination and damage without the necessity of
investigating them on the microstructural level.

The rheological model shown in Fig. 10 illustrates the simplest case of one-
dimensional elastoplasticity [21]. It consists of a linear elastic spring with Young’s
modulus E which is serially connected to a Coulomb friction element with yield
point σy . The total strain ε can be split additively into an elastic part εel and a plastic
part εpl , when the whole device is loaded with the stress σ . Starting at the linear
elastic constitutive law,

σ = E εel , (20)

and using the additive split of the total strain,

ε = εel + εpl , (21)

the elastoplastic constitutive law can be formulated as

σ = E
(
ε − εpl

)
. (22)

The resulting stress-strain-curve is given schematically in Fig. 10 (right).
In our case of very slender objects, it is valid to transfer this simple concept to

the deformation measures of the Cosserat rod, since the local deformations remain
small, even if the global displacements and rotations are large. Otherwise, an additive
split of the deformation measures would not suffice and a multiplicative split should
be used. In analogy to (20), (21), (22), the deformation measures of the Cosserat rod
are split into an elastic and a plastic part,

Γ = Γ el + Γ pl; K = Kel + Kpl , (23)

and the elastoplastic constitutive laws for the sectional forces and moments are
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F = CF · Γ el; M = CM · Kel ,

F = CF · (
Γ − Γ pl

) ; M = CM · (
K − Kpl

)
.

(24)

In order to describe the onset of plastic yield, i.e. the limits of the elastic region, a
yield criterion has to be defined. At first, we consider the case of perfect plasticity,
where no hardening occurs. It is assumed, that the stress in the elastoplastic device
cannot exceed the yield point σy and consequently, all admissible stress states have
to be smaller than or equal to σy . In the most general case, the yield condition is then
formulated as

f (σ ) := |σ | − σy ≤ 0. (25)

We can distinguish two cases in (25). As long as f (σ ) < 0 is satisfied, the response
of the device is instantaneous and elastic. The plastic strain does not change in this
case, i.e. ε̇pl = ∂εpl/∂t = 0. When f (σ ) = 0 and a loading condition is fulfilled,
the Coulomb friction element is active and plastic yield occurs. Consequently, the
plastic strain changes and ε̇pl 
= 0. The change of the plastic strain is then described
by an evolution equation called flow rule. If the flow rule is connected to the yield
condition by

ε̇pl = γ
∂ f

∂σ
, (26)

i.e. the flow potential is equal to the yield condition, the flow rule is called associative.
While the derivative ∂ f/∂σ determines the direction of plastic flow, the proportionality
factor γ gives the absolute value of the plastic strain rate. It can be calculated from
the consistency condition

γ ḟ (σ ) = 0, if f (σ ) = 0, (27)

which states that if plastic flow occurs, the stress state has to remain on the yield sur-
face, i.e. the value f = 0 does not change during yield. The necessary requirements
for yielding can be summarized in the Kuhn–Tucker complementarity conditions,
see e.g. [16],

γ ≥ 0; f (σ ) ≤ 0; γ f (σ ) = 0. (28)

In the following, we will focus on elastoplastic bending behavior, since this is the
deformation mode most common regarding plasticity in applications of cables. The
elastoplastic constitutive law for bending is formulated in analogy to (24), using the
vectorial bending curvature and moment as

MB = (E I )B
(
KB − KB,pl

)
. (29)

The experimental results in Sect. 2.3 showed elastoplastic behavior in three point
bending, as well as in pure bending experiments on cables. If one compares the first
load cycles in Figs. 3 and 5 to the illustration of perfect elastoplasticity in Fig. 10, it is
evident, that perfect plasticity will not enable the modeling of the observed behavior.
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During yield in the first load cycle, (strain) hardening occurs in the experiments, i.e.
the bending moment increases after the yield point is reached.

In order to include hardening in the plasticity formulation, further internal vari-
ables in addition to the plastic strain have to be introduced. We will describe the
simple case of linear isotropic strain hardening, since it seems to be sufficient to
describe the first loading of the pure bending experiment shown in Fig. 5. The yield
condition in one dimension is then given by

f (σ,q) := |σ | − [
σy + Hα

] ≤ 0, α ≥ 0, (30)

with the internal hardening variable α, the hardening modulus H and the vector
of internal variables q. This yield condition describes isotropic hardening behavior,
because the center of the elastic region does not change its position, but it expands
isotropically. The evolution of α is given by the hardening law, which can be formu-
lated as an associative evolution equation, as well,

α̇ = γ
∂ f (σ,q)

∂q
. (31)

The equivalent yield function for linear isotropic hardening for bending of a Cosserat
rod can be formulated as

f (MB,q) := MB − [
MB,y + (H I )Bα

] ≤ 0, α ≥ 0, (32)

using the effective bendingmoment given in (12). The yield point in bending is called
MB,y and (H I )B is the hardening modulus for bending. In analogy to the bending
stiffness (E I )B , the area moment of inertia I is included into the definition of the
hardening modulus. This yield function can be interpreted as a circle in the bending
moment planewith a radius ofMB,y ,which is suitable for homogeneous, isotropic and
circular cable cross sections. It is shown in Fig. 11 (right). The resulting moment-
curvature-diagram for pure bending is depicted in Fig. 11 (left). Comparing this
theoretical diagram to the real experimental results of pure bending given in Fig. 5, it
is evident that this formulation will enable the description of the first load path. The
unloading in the experiment, however, deviates from the theoretical diagram, since
it is not parallel to the elastic loading path. This indicates, that the inelastic effects in
the experiment cannot be covered completely by an elastoplastic formulation. In [8],
numerical experiments using the elastoplastic formulation with isotropic hardening
given by (27)–(29), (31) and (32) are executed. For this purpose, a finite beamelement
based on Cosserat rod theory is derived and used for the simulation of three point
bending and pure bending experiments of a cable. The comparison of the simulation
results to the experimental results confirms the presumption that the elastoplastic
formulation is not sufficient tomodel the unloading path in pure bending experiments.
However, the change in stiffness during unloading can bemodeled using an additional
pseudo-damage formulation based on the sectional quantities of the Cosserat rod.
This extension exceeds the scope of this work, but it is treated in detail in [8].
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Fig. 11 Schematic illustration of elastoplastic bending behavior with linear hardening (left) and
schematic drawing of a yield function in the bending moment plane (right)

It has to be noted that this formulation for elastoplastic bending does not account
for coupling of the bending moment with the remaining sectional quantities of the
Cosserat rod, i.e. tension and torsion. We assume that they stay in the elastic region
and do not influence the bending plasticity, which is valid for the considered planar
pure bending experiment. It is, however, only the first step towards describing the
three-dimensional deformation behavior of cables showing inelastic behavior.

4 Conclusions

This chapter combines experimental work and theoretical considerations regarding
the constitutive modeling of the deformation behavior of cables.

Since cables are slender and flexible, they can be characterized bymeans of classi-
cal experiments for beam-like structures. Section2 treated experiments covering the
three basic deformation modes of beams: tension, torsion and bending. In addition to
thewell-knownuniaxial tension test, torsions test and three point bending experiment,
a new devicewhich enables the pure bending of cables, was introduced. It was shown,
that the anisotropic and inhomogeneous structure of the cable demands for the use of
stiffness parameters for the respective load cases in order to completely describe the
elastic deformation behavior of the cable. It is not sufficient to determine only amate-
rial property, such as the Young’s modulus E , to cover the behavior of a cable under
load. Moreover, it was shown that the constitutive behavior, even of simple cables,
exceeds linear elasticity. The multi-component structure of the cable causes inelas-
tic effects, e.g. friction, damage or delamination, which is superposed by inelastic
material effects such as metal plasticity of the conducting wires. Results of experi-
ments executed on different kinds of beam-like specimens – CFRP rods and Bowden
cables – illustrated the varieties in constitutive behavior with a focus on bending. The
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differences between linear elastic, piecewise linear elastic and elastoplastic bending
behavior were depicted.

The slender geometry of cables allows for the reduction of the three-dimensional
framework of continuum mechanics to one dimension. In Sect. 3, a brief summary
of the Cosserat rod theory, which enables the constitutive modeling in terms of the
sectional forces and moments of the beam, was given. This reduction not only sim-
plifies the complexity of the model and therefore reduces the numerical effort, but it
also corresponds very well to the experiments for beam-like structures. The sectional
quantities of the Cosserat rod model correspond (most often) to the quantities mea-
sured in the experiments. Therefore, one may directly utilize experimental results
as those given in Sect. 2 to deduce suitable constitutive models for Cosserat rods, as
demonstrated in the particular examples describing linear elastic, piecewise linear
elastic and elastoplastic bending behavior.
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On Phase Transformation Induced Effects
Controlling the Flow Behavior of
Ferritic-Martensitic Dual-Phase Steels

A. Fillafer, E. Werner and C. Krempaszky

Abstract In the present work, peculiarities of the macroscopic, initial flow behav-
ior of ferritic-martensitic dual-phase steels and their causes are discussed. For this
purpose, results of continuum-micromechanical finite-element simulations onmodel
microstructures are presented. During production of dual-phase steels, a portion of
their microstructure, i.e. austenite transforms to martensite and thereby expands.
This causes ‘transformation induced’ residual stresses and plastic strains in their
microstructure. These quantities are identified to govern the initial flow behavior of
these steels.

1 Introduction

Dual-phase steels (DP-steels) are a group of high strength, low alloy steels well suited
for sheet metal forming operations. Their most striking characteristics are continuous
yielding behavior (i.e. the absence of a pronounced yield point), high (initial) strain
hardening resulting in high strength after forming and appreciable ductility.DP-steels
exhibit a coarse-grained microstructure consisting of ferrite and martensite. These
microstructures are produced by annealing in the α + γ -region of the iron-carbon
phase diagram and subsequent quenching from the annealing temperature. With
respect to mechanical properties they differ from ferritic-pearlitic microstructures
in terms of the strong constituent’s hardness. Typical pearlite hardness ranges up
to roughly 350HV [1], while in DP-steels, martensite hardness is between 400 and
850HV [1].

The pioneering publications dealing with DP-steels date back to the end of the
1970s [2–5]. It took only until the end of the 1980s to find the DP-steels in the sheet
metal product range of the major steel manufacturers.
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Fig. 1 Microstructures A

and B in their undeformed
configuration. Martensite:
shaded; ferrite: transparent.
The two microstructures
exhibit equal phase specific
constitutive behavior and
differ only in martensite
phase fraction PM and
consequently in martensite
grain arrangement
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The present publication intends to shed light on a few peculiarities of the DP-
steel’smacroscopicmechanical behavior,which emerge frommicrostructural effects.
For this purpose, selected results of continuum-micromechanical simulations are
discussed. The data originate from the two typical, yet artificial microstructures A

and B in Fig. 1. These microstructures differ from each other only in martensite
phase fraction and consequently also inmartensite phase shape. Theywere generated
by coloring periodically Voronoï-tessellated volume elements, for details see [6, 7].

One of the peculiarities discussed is related to the findings of Erdogan and Priest-
ner [8]. They report on different flow stress in tension and compression of two
dual-phase steels. Liedl [9] revisits this observation with the aid of a continuum-
micromechanical simulation model, however, fails to explain this tension-compress-
ion asymmetry. The present work analyzes the reasons for this failure. It also
highlights a requirement, which the study of microstructural field quantities in
DP-steels puts on the geometric abstraction of their microstructures.

The employed simulation model [6] resolves field quantities on the grain level.
The two phases both are modeled with isotropic elasticity and vonMises plasticity,
see Table1. Periodic boundary conditions are used when solving the field equations
within a finite-element framework [10].

During quenching of DP-steels from the annealing temperature, part of their
microstructure experiences a plastic transformation strain, as austenite transforms
to martensite. It is the aim of the employed continuum-micromechanical simulation
model to capture the consequences of this behavior. For this purpose, the martensitic
transformation is taken into account via an initial ‘transformation step’. This step rep-
resents cooling of the initial, stress free microstructures (as in Fig. 1) from 400 ◦C to
20 ◦C.1 During cooling, martensite is assumed to expand isotropically2 in accordance

1The martensite-start-temperature is assumed to be 400 ◦C.
2Deviatoric transformation strains are neglected here. Since each martensite grain most probably
consists of several martensite variants, deviatoric strain of the grain most likely averages out.
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Table 1 Phase specific properties used to model martensite and ferrite, respectively, on a
continuum-micromechanical level. ‘Strain per temperature’ of ferrite conforms to the coefficient
of thermal expansion (CTE) of ferritic steels. ‘Strain per temperature’ of martensite comprises the
CTE of ferritic steel and a transformation strain

Property Unit Temp. dependence Ferrite Martensite

Elastic behavior / N/A Isotropic Isotropic

Poisson ratio, ν – Invariant 0.3 0.3

Young’s modulus, E GPa Linear Eq. (1) Eq. (2)

Yield criterion / N/A vonMises vonMises

Hardening behavior / N/A Isotropic Isotropic

Flow rule / N/A Normal to yield
surface

Normal to yield
surface

Flow stress, σf MPa Linear/invariant Eq. (3) Eq. (4)

Strain per
temperature

1
K Invariant αF = 1.20 · 10−5 α̃M = −1.08 · 10−5

with the parameter ‘strain per temperature’3 given in Table1. This parameter is the
sum of the isotropic expansion due to the austenite-martensite transformation and
the coefficient of thermal expansion (CTE) of ferritic steels, leading to a negative
value of martensite’s ‘strain per temperature’. Ferrite’s ‘strain per temperature’ is
equivalent to the CTE of ferritic steels, as indicated in the table.

TheYoung’smoduli of ferrite andmartensite are assumed to be linearly depending
on temperature and behave according to

EF =
(

− 8T

95 ◦C
+ 3870

19

)
GPa, (1)

and

EM =
(

− 9T

95 ◦C
+ 3950

19

)
GPa, (2)

within the temperature range 20 ◦C ≤ T ≤ 400 ◦C.
The employed flow stress functions of ferrite and martensite originate from an

experimental campaign. Tensile tests on single phase ferritic and martensitic indus-
trial steel grades were conducted at room temperature. The resulting stress-strain-
relations were fitted with the generalized-Voce function and were used as input for
‘master’ flow stress functions (for details see [6]). The here employed ferrite and
martensite flow stress functions were picked from the latter and are quite average
in that case. Ferrite at 400 ◦C is assumed to exhibit half it’s room temperature flow

3This parameter represents a volumetric expansion (transformation strain) of 1.23%, corresponding
to the value used by Liedl [9, 11]. Another value representing an expansion of 3.05% delivers results
qualitatively similar to those given in the present contribution [7].
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stress. With an assumed linear temperature dependence, its flow stress function is

σ F
f =

(
39

38
− T

760 ◦C

)
·
[
228 +

(
145 + 430 εpleq

)
·
(
1 − e−24 ε

pl
eq

)]
MPa, (3)

for the temperature 20 ◦C ≤ T ≤ 400 ◦C and with ε
pl
eq as the plastic equivalent strain.

The employedmartensite flow stress function is assumed to be temperature invari-
ant between 20 ◦C and 400 ◦C and is given by

σM
f =

[
966 +

(
346 + 7486 εpleq

)
·
(
1 − e−590 ε

pl
eq

)]
MPa. (4)

2 Phase Transformation-Induced Stresses and Strains

The austenite to martensite transformation, which happens only in a fraction of the
DP-steels microstructure, causes local elastic strains (residual stresses), as well as
local plastic strains. In the following, these quantities will be addressed with the
prefix ‘tr. induced’ (transformation induced).

A graphical representation ofmicrostructural, tr. induced plastic equivalent strains
is depicted in Fig. 2. Twomicrostructures with 10 and 49%martensite phase fraction,
respectively, are shown. The plastic strains ε

pl
eq appear to be high in ferrite at regions

close to the ferrite/martensite phase boundaries, as well as in narrow ligaments of
ferrite. As discussed below, the magnitude of these strains is primarily governed by
martensite phase fraction and its expansion and only secondarily by the arrangement
of the martensite grains in the microstructure.

x

y

z

Ferrite

Martensite0.0 0.2εpleq

x

y

z

Ferrite

Martensite0.0 0.2εpleq

Fig. 2 Transformation induced plastic equivalent strain in microstructures with 10% (left,
‘inclusion’-type) and 49% (right, ‘skeleton’-type) martensite phase fraction (note: they are not
the same as microstructures A and B in Fig. 1)
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Fig. 3 Cumulative distribution functions of phase transformation induced field quantities in ferrite
andmartensite of microstructures A and B . The individual graphs show plastic equivalent strain

ε
pl
eq, hydrostatic stress σm and vonMises stress σvMis

Tr. induced plastic equivalent strains are depicted in Fig. 3 (upper right) in
processed form. The diagram shows the phase specific cumulative distribution func-
tions in microstructures A and B . It can be seen that nearly all of ferrite (ca.
85–95%) experiences tr. induced plastic strains (of various amounts, roughly up to
2%). But this also applies to a significant fraction of martensite (ca. 20–30%, plastic
strains up to roughly 1%). The tr. induced plastic equivalent strains averaged over
the microstructure’s volume is about 0.4% in case of microstructure A and about

0.5% in case of microstructure B .
A field quantity important in the study of (microstructural) damage—although this

is usually not encountered in the as-quenched condition—is the hydrostatic (tensile)
stress component. It should be noted, that within the framework of the vonMises
plasticity model employed here, hydrostatic stress does not lead to plastic deforma-
tion. The phase specific cumulative distribution functions of tr. induced hydrostatic
stress σm in microstructures A and B are shown in Fig. 3 (lower left). As one
expects, martensite is mostly subjected to hydrostatic compression (due to its expan-
sion), whereas the opposite is true for ferrite. In the two microstructures, ferrite is on
average loaded with roughly 80 and 220MPa and martensite with roughly−430 and
−380MPa, respectively. The hydrostatic tension peaks in ferrite reach about 1GPa.
These only act on a very limited volume, but with such a high all-round tensile stress,
formation of micro-voids—although hypothetical—seems logical. The hydrostatic
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stress averaged over the microstructure’s volume equals zero in both cases, since
up to this point no external loads are applied to the microstructures.

The field quantity driving plastic deformation is the deviatoric part of the stress
tensor. This part shall be represented here in a simplified form by the scalar vonMises
stress σvMis. The phase specific cumulative distribution functions of the tr. induced
vonMises stress inmicrostructures A and B are shown in Fig. 3 (lower right). The
vertical lines in the graph indicate the phase specific yield stress σy. The kinks in each
distribution at these lines separate the yielded (and strain hardened) portion of each
phase from the not yielded one. The vonMises stresses in the yielded portions reach
about 400MPa in ferrite and 1300MPa in martensite. The vonMises stress averaged
over the microstructure’s volume is about 310MPa in case of microstructure A and

470MPa in case of microstructure B .
The previously shown results are based on microstructures with polyhedral grains

(Voronoï tessellated), as shown in Fig. 1. These geometries are—although quite
simple—one step closer towards realistic grain shapes than primitive geometries
such as cubes, spheres, etc.

To demonstrate the usefulness of polyhedral grains as used in our work, let us
alternatively model martensite as spherical inclusions, isolated from each other, in
a ferritic matrix. In the as-quenched condition (i.e. after the transformation step),
martensite in such a microstructure would be subjected to hydrostatic compression
only and the according cumulative distribution function would resemble a step-
function. In such a martensite geometry, no deviatoric stresses, consequently no
vonMises stress and no plastic strains would occur. This is clearly contradicted by
the results in Fig. 3.

As another example, consider modeling a two-dimensional microstructure with
circular martensite inclusions in a ferritic matrix. Regardless of the common bound-
ary condition applied in the third direction, the hydrostatic stress in martensite will
not resemble a step function. Although at a first glance, such a two-dimensional
model might seem to be compatible with the first example, the field variables in the
as-quenched condition will differ markedly.

Returning to the results in Fig. 3, it should be kept in mind that the distribution
of field quantities is a direct result of the martensite formation and the results shown
correspond to the as-quenched condition. In industrial practice, as-quenched DP-
steels are sometimes subjected to an overaging treatment (tempering at roughly
250−300 ◦C). Tr. induced residual stresses might diminish or even vanish during
this step due to recovery and/or diffusion controlled aging mechanisms (involving
diffusion of C and N at this temperature [1]). Plastic strains (strain hardening) on the
other hand are inherent to themicrostructure andwillmost probably not be influenced
at such low temperatures (diffusion of Fe is insignificant at these temperatures [1]).
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3 Phase Transformation-Induced Macro-Scale Effects

Figure4 shows results of virtual macroscopic uniaxial tension and compression tests
(in x-direction) performed with microstructures A and B . Each graph shows the
stress-strain-relations with and without considering tr. induced stresses and strains.
In the following, the according results are distinguished by the prefix ‘tr. strained’
(transformation strained) and ‘unprestrained’.

The stress-strain-relations of unprestrained microstructures behave according to
the theory of Fischmeister and Karlsson [3], which states that a microstructure, com-
posed of a soft and a hard phase of equal elastic properties, yields when the softer
phase’s yield stress is reached. This theory applies to tension as well as to compres-
sion. Thus, martensite hardness and phase fraction do not influence the yield point of
the two-phase composite. The results in the unprestrained case in Fig. 4 accurately
reproduce this behavior.4 According to Fischmeister’s theory, in the unprestrained
case the microstructural stress distribution is throughout homogeneous,5 until ferrite
starts to yield.

By comparing the stress-strain-relations of the unprestrained microstructures A

and B in Fig. 4, it can be seen that martensite content influences strain hardening.
This impacts Rp0.2, which is in accordance with literature [12].

By comparing the individual stress-strain-relations in the tr. strained and unpre-
strained cases in Fig. 4, in the former case a gradual transition from the elastic to
the plastic regime and no pronounced yield point can be observed. Also known as
continuous yielding behavior, this is a desirable property in forming technology. Due
to this behavior, Rp0.2 is reduced. By comparing the stress-strain-relations of the tr.

strained microstructures A and B , it seems that the amount of martensite does
not have a significant impact on the shape of the stress-strain-relations in the regime
of continuous yielding. Continuous yielding vanishes at roughly 1% of macroscopic
strain, in tension as well as in compression.

It has already been mentioned, that martensite expansion causes various levels
of strain hardening (plastic strain) in DP-steel microstructures (mostly in ferrite).
With this in mind, continuous yielding is easily comprehended. As the microstruc-
ture is mechanically loaded, the stress distribution is quite homogeneous (due to
similar elastic properties of ferrite and martensite). The first zones to enter the plas-
tic regime are the least strain hardened parts of ferrite. As these harden, the plastic
zones gradually reach the stronger parts of ferrite and eventually also martensite.
On a macroscopic scale, this manifests as a gradual transition from elastic to plastic
deformation, also termed as micro-yielding [13].

4As given in Eq. (3), the employed ferrite yields at room temperature at 228MPa. The unprestrained
results in Fig. 4 show the yield point at approximately 215MPa. This little mismatch is induced by
a numerical artifact (coarse solver step-size).
5Except for small fluctuations due to the slightly differing Young’s moduli chosen for ferrite and
martensite.
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Fig. 4 Macroscopic tensile and compressive stress, respectively, of microstructures A and B
as a function of macroscopic strain ε. Solid curves result when preceding, phase transformation
induced stresses and strains are considered. Dashed curves result when the latter are neglected. The
shaded zone in the left graph indicates higher initial flow stress in compression than in tension of
the microstructure with ‘inclusion’-type martensite

This explanation should, however, be refined at this point. From the results in
Fig. 4, a primary and a secondary influence on continuous yielding may be deduced:

• Both tr. strained microstructures exhibit continuous yielding in tension as well as
in compression. Hence, the quantity primarily causing it must be tr. induced, but
cannot be signed. This points to the tr. induced plastic equivalent strain (strain
hardening), a quantity which bears no sign per definition. This deduction is in
accordance with the straightforward explanation given above.

• During yielding, microstructure A behaves differently in tension and compres-
sion (‘tension-compression-asymmetry’, see the shaded zone in Fig. 4, left). Con-
sequently, a secondary influence on continuous yielding exists. This influence
shows by reversing the sign of the macroscopic stress. Thus, the secondary cause
must be a signed quantity, which points to the tr. induced residual stresses. In the
vonMises plasticity model employed here, plastic strain is solely influenced by
deviatoric stresses, not by the hydrostatic stress component. Hence, tr. induced
deviatoric stresses (here represented by the vonMises stress) exert the secondary
influence on the continuous yielding behavior.
In contrast to the primary influence, the secondary one might diminish or even
fade away during aging if residual stresses are reduced.

• Adetailed study [7] revealswhy this tension-compression-asymmetry is not recog-
nizable in the stress-strain relations ofmicrostructure B . In amicrostructurewith
a large martensite phase fraction, martensite must be distinguished into two types.
As shown by Lee and Gurland [14], a phase can be separated into isolated and
interconnected grains of that phase. While microstructure A consists mainly

of isolated grains of martensite embedded in ferrite, microstructure B exhibits
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martensite grains forming a skeleton. Obviously, in case of microstructures per-
colated by a martensite skeleton, the tension-compression-asymmetry vanishes.
Furthermore, there is a gradual transition of this asymmetry as martensite changes
its character from discontinuous (inclusion-type) to continuous (skeleton-type).

By comparing the elastic regimes of the individual stress-strain-relations in the tr.
strained and unprestrained cases in Fig. 4, a lower Young’s modulus in the tr. strained
case is obvious. This effect was studied in detail by Liedl [9]. It can be explained by
referring to Fig. 3, lower right.Nearly all of ferrite in bothmicrostructures is subjected
to tr. induced vonMises stress higher than ferrite’s yield strength. Consequently,
the yielded material is loaded with the local flow stress. Applying even a minimal
macroscopic load,6 these zones react with plastic, rather than with comparatively
small elastic deformation. Hence, the microstructure is more compliant (less stiff)
under a macroscopic load. Also this effect diminishes with aging the material. Liedl
illustrates this with the aid of experiments studying the anelastic behavior of the
material as a function of aging time [9].

The tension-compression-asymmetry of microstructure A results in a higher
initial flow stress in compression than in tension. Erdogan and Priestner [8] report
such a behavior already in 1999 for dual-phase steels with 18 and 25% of martensite
(most probably of inclusion-type). In 2002, Liedl [9] tries to capture this effect with
continuum-micromechanical simulations in which a martensite grain is modeled as a
Kelvin-Tetrakaidecahedron (a polyhedron of almost spherical shape). Liedl’s simu-
lation model fails to reproduce the tension-compression-asymmetry. The discussion
in Sect. 2 highlights that the shape of the martensite regions/grains has a signifi-
cant influence on the transformation induced stresses. In case of isolated, spherical
martensite (as approximately assumed by Liedl), no tr. induced vonMises stresses
occur. These, however, are responsible for the tension-compression-asymmetry.

4 Microscopic Effects of Macro-Deformation

In this section, the uniaxial tension andcompression tests of the tr. strainedmicrostruc-
tures A and B will be revisited. By analyzingphase averaged stresses throughout
the deformation, the cause for the tension-compression-asymmetry will be explained
in more detail.

The phase averaged hydrostatic and vonMises stresses during the transforma-
tion step and the subsequent tensile and compressive deformation are depicted in
Fig. 5. The phase averaged vonMises stress of the individual microstructures shows
a notable difference. This is highlighted as the shaded zone for microstructure A
(Fig. 5, center left). The highlighted zone shows that inclusion-type martensite expe-
riences a stress reduction (i.e. ‘springback’) during the initial tensile deformation
(until about 1% of macroscopic strain is reached). This stress reduction manifests as

6Unless the macroscopic load reduces the local vonMises stress.
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Fig. 5 Phase averaged hydrostatic stress σm (top) and phase averaged vonMises stress σ vMis

(center) in microstructures A and B as a function of macroscopic tensile and compressive
strain ε, respectively. The curve-segments in the very left of the graphs result from martensite
expansion (‘transformation step’), the curve segments from left to right result from the macroscopic
deformation. The shaded zone in the lower left graph indicates initial ‘springback’ of ‘inclusion’-
type martensite when the microstructure is subjected to tension

a lower flowstress in Fig. 4 in tension than in compression. There is no evidence of
this springback in case of skeleton-typemartensite (Fig. 5, center right). This effect is
obviously provoked, if a direct load transfer frommartensite grain tomartensite grain
is not possible and is interrupted by ferrite, as in case of inclusion-type martensite.

In contrast to the vonMises stress, the phase averaged hydrostatic stress (Fig. 5,
top graph) shows no qualitative difference between both microstructures and hence
martensite types. This again highlights that solely the deviatoric stress component is
responsible for the tension-compression-asymmetry.

The phase averaged hydrostatic stress allows to derive approximately the macro-
scopic strain, at which tr. induced effects vanish. In the tensile test, this strain may
be defined as the strain at which the sign of the phase averaged hydrostatic stress in
martensite reverses. For both microstructures, this happens between 0.8 and 1% of
macroscopic strain, which is in accordance with the observations discussed above.
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5 Conclusions

Due to the special processing route of ferritic-martensitic dual phase steels, a fraction
of the ferritic-austeniticmicrostructure transforms tomartensite and thereby expands.
This typically leads to microstructural residual stresses and plastic strains (trans-
formation induced quantities). Due to the magnitude of martensite expansion, these
quantities are not negligible and manifest themselves in form of macro-scale effects.
Residual vonMises stresses have a magnitude of the individual phases’ yield stress,
while in average, plastic equivalent strains have a magnitude of roughly 0.5%.

Transformation induced quantities should be distinguished between diminish-
able and inherent ones. The former are stresses, which may be reduced by aging
mechanisms (C and N diffusion) or macroscopic plastic deformation. The second
category are plastic strains (strain hardening) which remain unchanged unless the
microstructure is plastically deformed or subjected to elevated temperatures.

Macro-scale effects inDP-steels caused by transformation induced quantitiesmay
be summarized as follows

• Continuous yielding behavior is primarily caused by transformation induced
plastic strains (local strain hardening in the microstructure). Secondarily, however,
it is influenced by transformation induced stresses (see below).

• The reduced Young’s modulus typically encountered with unaged DP-steels is
caused by transformation induced stresses. These may be reduced by natural or
artificial aging, restoring the Young’s modulus to the steels’ stress-free value.

• The tension-compression-asymmetry (i.e. higher initial flow stress in compres-
sion than in tension) of microstructures with ‘inclusion’-type martensite is caused
by a ‘springback’ of transformation induced deviatoric stresses in martensite.
These may be reduced by natural or artificial aging. The asymmetry is governed by
martensite (grain) shape and does not occur inmicrostructureswith ‘skeleton’-type
martensite.

• Transformation induced effects may be observed on the macro-scale until they
fade away at roughly 1% of macroscopic strain because of plastic deformation. In
other words, transformation induced effects impact strongly the elastic, yield and
initial flow behavior of DP-steels, but are negligible at higher plastic strains.
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Hygro- and Thermo-Mechanical Modeling
of Wood at Large Deformations: Application
to Densification and Forming of Wooden
Structures

Robert Fleischhauer and Michael Kaliske

Abstract The contribution at hand provides a basis for modeling hygro- and
thermo-mechanical processes, especially at large deformations. Therefore, hygro-
and thermo-mechanical fundamentals of wood are introduced under consideration
of moisture, temperature and displacement dependent processes. The influence of
moisture on the density of wood is taken into account as well as a characterization of
the interaction of temperature andmoisture. Finite element formulations are derived,s
togetherwith constitutive laws, as a basis for the numerical solutions.Averification as
well as a validation of the specific formulations for the hygro- and thermo-mechanical
behavior of different wood species is presented. Finally, the applicability of the pro-
posed finite element descriptions is demonstrated at the densification and forming
process of wood.

1 Introduction

Wood and wooden structures are characterized by a complex micro-structure. The
micro-structure can be identified by typical properties at the sub-microscopic, the
microscopic and macroscopic length scale. The macroscopic properties are deter-
mined by the vessel structure, tree ring width as well as by heartwood and sapwood.
Grain orientation, length of the grains, thickness of the grain walls, proportion of
tissue and dimensions of tissue are the characteristic properties at the microscopic
length scale. While the thickness of the cell walls and the proportion of lignin within
the cell walls are influencing the sub-microscopic properties, see [40].

Due to grain orientation, wood is generally considered as an anisotropic mate-
rial, see e.g. [2, 30]. Exemplarily, uniaxial test data are given in Figs. 1 and 2 for
two different species, that undergo small to finite deformations, see e.g. [8, 11,

R. Fleischhauer · M. Kaliske (B)
Institute for Structural Analysis, Technische Universität Dresden, Dresden, Germany
e-mail: michael.kaliske@tu-dresden.de

R. Fleischhauer
e-mail: robert.fleischhauer@tu-dresden.de

© Springer International Publishing AG 2018
H. Altenbach et al. (eds.), Advances in Mechanics of Materials
and Structural Analysis, Advanced Structured Materials 80,
https://doi.org/10.1007/978-3-319-70563-7_4

59



60 R. Fleischhauer and M. Kaliske

0

5

10

15

20

25

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

co
m
pr
es
si
ve

en
gi
ne
er
in
g
st
re
ss

[M
Pa
]

compressive engineering strain [-]

longitudinal
radial
tangential

Fig. 1 Compression test results of balsa wood (Ochroma Pyramidale) at finite deformations (taken
from [17]), depicting the grain orientation dependent material response
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Fig. 2 Experimental result of spruce wood (Picea Abies) at small deformations (taken from [31]),
depicting the tensile and compressive material response tangential to the grain

16, 17, 25, 31, 34]. Wood can also be considered to be a capillary porous media,
compare [29], which is strongly influenced by its moisture content. Due to the micro-
structure, moisture can be bound inside the cell walls and transported through the
micro-structure by transport mechanisms, which influence the mechanical behavior
of wooden structures, see e.g. [45, 46, 56].

Different approaches to model the inelastic effects of wood at small deforma-
tions are existing, see e.g. [28, 33, 41, 42]. These inelastic effects are e.g. viscos-
ity and elasto-plasticity as time-dependent and rate-independent or rate-dependent
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processes. Further developments aim at a coupling between the mechanical field and
the moisture content, see [4, 5, 22, 24, 27, 43, 44]. Multi-Fickian approaches are
currently under development in order to capture moisture dependent phenomena in
wood, see e.g. [14, 15]. An overview and discussion of moisture transport in wood
is given in [13]. In [1, 55], the temperature field is taken into account for modeling
of e.g. drying processes of wood. Different homogenization approaches are applied
to wood, motivated by different structural properties at different length scales, see
e.g. [3, 9, 10].

The proposed approach aims at modeling inelastic mechanical phenomena,
neglecting the viscosity of wood but considering bound water and a change of the
inner moisture content of wood. Additionally, temperature dependent finite deforma-
tion processes are accounted for within the proposed formulation, in order to capture
a wide and general application range, such as densification, molding or forming of
wood.

These transformation processes account for the improvement of the intrinsicwood
properties with respect to form and functionality and are not restricted to small
deformation ranges. Hygro-thermo-mechanical processing techniques enable wood
to be competitive compared to other construction materials, see e.g. [47]. In contrast
to existing models, the main aim of the theoretical and numerical approach at hand
is to consider such a wide range of applications and to provide engineering tools to
simulate hygro-thermo-mechanical processes of wood at finite deformations.

2 Hygro- and Thermo-Mechanical Fundamentals of Wood

This section introduces the basic governing system of partial differential equations,
in order to numerically model the hygro-thermo-mechanical behavior of wood and
wooden structures. The kinematics used as well as the balance principles of such
deformation processes are introduced.

2.1 Kinematics at Finite Deformations, Temperature and
Moisture Content

A continuum setting e.g. of a wooden structure B is assumed, where B is composed
of material points P ∈ B, such that they are identically connected with the domain
B in the Euclidean space R3. Observing a material point P while B moves, leads to
the definition of the current position x = χ(P, t), where χ is the configuration as a
bijective mapping of P ∈ B onto x ∈ R

3. The current configuration Bt = χt (B) ⊂
R

3 is a mapping of B onto the Euclidean space at current time t . At a fixed time t0, B
possesses a usually stress-free state with a homogeneous temperature and moisture
distribution. The mapping B0 = χ0(B) ⊂ R

3 introduces the reference configuration
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B0 at t0, with the reference position X = χ(P, t0). The displacement vector

u := x − X (1)

is expressed as the difference between the current and the reference position. Taking
the derivative

F := Grad x = ∂ x
∂X

, (2)

the deformation gradient F with a determinant J = det F is defined. Subsequently,
the right Cauchy Green deformation tensor

C = FTgF (3)

is introduced, where g denotes the current metric in its covariant representation.
The absolute temperature is expressed as θ. A measurement of θ in Kelvin [K]

leads to the non-zero property θ > 0 for the absolute temperature. Considering the
reference configuration B0, usually characterized by a homogeneous temperature
distribution, the absolute reference temperature θ0 at t0 forB0 is defined. Any change
of temperature e.g. due to a change of the energy in the system under observation is
subsequently depicted via

ϑ := θ − θ0, (4)

whereϑ is the temperature change. Similarly, the absolutemoisture contentφ of e.g. a
wooden structure is introduced for any point x ∈ Bt and is measured as a relation of
the mass of bound water versus the mass of the dry wood [kg/kg]. Considering B0 as
the reference configuration with a unique distribution of moisture content φ0 within
B at t0, any change of moisture content

ϕ := φ − φ0 (5)

at x ∈ Bt can be formulated.
In the following descriptions, the logarithmic strain measure, compare [39],

ε = 1

2
ln C (6)

is used. The multiplicative split of the deformation gradient into

F = FE FPFϑFϕ, (7)

compare [35], introduces an elastic part (FE ), a hygric part (Fϕ), a thermal part
(Fϑ), and a plastic part (FP ) of deformation. The related intermediate configu-
rations are schematically shown in Fig. 3. The hygric intermediate configuration
can be obtained by applying a change of moisture at reference temperature and
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Fig. 3 Schematic representation of the multiplicative decomposition of the deformation gradient
and the intermediate configurations introduced

de-stressing the current configuration to zero. The thermal intermediate configura-
tion at a changedmoisture content is achieved by a non-zero temperature change and a
de-stressed current configuration. The plastic intermediate configuration is obtained
by elastic de-stressing of the current configuration at a given change of moisture
and temperature. The plastic intermediate configuration is not unique, since material
rotations can change its shape but keeping it unstressed. Therefrom, FE and FP are
not uniquely defined. For extensive discussions about elastic-plastic decomposition
of the deformation gradient at finite deformations, the reader is referred to e.g. [20,
36, 48] and references therein. Now it is possible to express the total logarithmic
deformation of P as

1

2
ln C = 1

2
ln FϕT

FϑT
FPT

FET
gFE FPFϑFϕ, (8)

1

2
ln C ≈ εE + εP + εϑ + εϕ. (9)

Due to the evaluation of the logarithm, using the spectral decomposition within the
eigenspace of the appropriate quantity, Eq. (9) is not completely equal to Eq. (8), as
detailed discussed in [39]. The additive structure of the split

εE = ε − εP − εϑ − εϕ (10)

of the total deformation is further used as the basis for the constitutive formulations.
εϑ depicts the part of the deformation, that arises from a change of temperature
and εϕ is the moisture induced deformation. εE and εP are the elastic and plastic
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logarithmic deformations, respectively. The advantage of this approach is a small
strain like kinematic, which is able to account also for large deformations.

2.2 Stress Measures, Thermal and Hygric Quantities

Considering a stress vector t at the surface ∂Bt of the current configuration, the
Cauchy stress theorem postulates an infinitesimal surface force tda according to

tda := σnda, (11)

where n is the current normal at the material point x ∈ ∂Bt directing outward from
the surface. Since, the configuration Bt may be any subdomain of the body under
observation, σ is defined for any point x ∈ Bt . The Cauchy stress σ denotes the true
stress and is used here for further consideration.

The transport of thermal energy per time through a point x ∈ ∂Bt is postulated
via

qϑda = qϑ · nda, (12)

introducing qϑ as the spatial heat flux vector. Similarly, the moisture diffusion at a
point x ∈ ∂Bt is expressed as

qϕda = qϕ · nda, (13)

where qϕ is the spatial moisture flux vector.

2.3 Hygro-Thermo-Mechanical Equilibrium Conditions

Any hygro-thermo-mechanical process is governed by balance laws, which have an
axiomatic character and are given here with respect to Bt in local formulations, see
e.g. [37, 38, 54]

2.3.1 Balance of Mass

The total mass of a body within a closed thermo-dynamic system is constant in time.
The observed system at hand is a composition of a liquid or fluid phase and a solid
phase. Having a look only at the solid phase, the balance of mass is assumed to be
preserved. Since, the contribution at hand governs hygric processes and considers
the moisture content φ at x ∈ Bt , compare Eq. (5), as a relation of bound water to
the mass of the dry wood, the current total mass m of a hygro-thermo-mechanical
system is assumed to be
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m :=
∫

Bt

ρsdvs +
∫

Bt

ρ f dv f . (14)

The subscript�s denotes the solid phase and� f characterizes the fluid phase within
the domain Bt . Thus, the current densities ρs and ρ f are introduced accordingly.
Knowing that the moisture content at x ∈ Bt follows the relation

φ = ρ f dv f

ρsdvs
, (15)

a manipulation of Eq. (14) leads to the identity

m :=
∫

Bt

ρsdvs +
∫

Bt

ρ f dv f =
∫

Bt

[1 + φ] ρsdvs . (16)

The current volume of the solid phase dvs = JdVs is depending on the state of defor-
mation. This behavior follows from the transformation behavior of the deformation
gradient from reference to current infinitesimal volume element. A further assump-
tion is the equivalence of the solid volume and the total system volume, such that
dvs ≈ dv. These assumptions lead to an averaged current density for a hygro-thermo-
mechanical system according to

ρ = [1 + φ]
1

J
ρ0s . (17)

Eq. (17) evolves the density of the observed system according to themoisture content
at any x ∈ Bt . Generally, Eq. (17) is only valid below the fiber saturation point of
the appropriate wood species.

2.3.2 Balance of Linear and Angular Momentum

The so-called Cauchy equation of motion states that the rate of linear momentum is
equal to the sum of forces acting on the body and reads in its spatial local form

0 = div(σ). (18)

The inertia and body force terms are neglected in Eq. (18), since the contribution
at hand considers slow or quasi-static deformation processes with respect to the
displacement field. Here, σ is the Cauchy stress tensor, compare Eq. (11). Equation
(18) is the evolution equation for the unknown displacements. The time derivative
of the linear momentum is enforced to be equal to the sum of moments of the forces
acting on the body B with respect to a fixed point in space, which leads to the
requirement
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σ = σT (19)

on the Cauchy stresses. This symmetry condition is the spatial local form of the
balance of angular momentum.

2.3.3 Transient Heat Conduction Equation

The evolution equation of the unknown temperature within B can be derived from
the balance of energy (first law of thermo-dynamics)

ρė = σ : d + ρr − div(qϑ) (20)

and the balance of entropy (second law of thermo-dynamics)

ργ = ρη̇ − ρ
r

θ
+ div

(qϑ

θ

)
≥ 0, (21)

see [12]. The balance of energy states that the rate of themass specific internal energy
density ė is equal to the sum of the stress power, where d = sym(ḞF−1) and the
thermal power ρr − div(qϑ), containing the averaged density ρ and any heat source
r . The balance of entropy postulates a state variable specific entropy η as an indicator
of the reversibility and irreversibility in the direction of a thermo-dynamic process.
Per definition, this law is an inequality and acts as a major restriction on constitu-
tive equations. The specific rate of entropy production is equal to zero in case of a
reversible process and larger than zero, when an irreversible process is encountered.
Via a Legendre transformation of the Gibbs equation, the Helmholtz free energy
ψ := e − θη can be introduced and a certain dependency of ψ = ψ(C, θ,I) on the
chosen state variables can be implied. Evaluating the Clausius-Planck inequality, the
local part of dissipation is introduced by

Dloc := −ρ
(
∂Iψ

) : İ ≥ 0, (22)

whereI is a set of internal variables, such as plastic parts of deformation. The Fourier
inequality

Dcon := −1

θ
qϑ · grad(θ) ≥ 0 (23)

depicts a constraint for the description of the spatial heat flux vector qϑ. Further
thermo-dynamic restrictions, see [6, 7], are defined by

2ρ∂gψ = σ, (24)

η = − ∂θψ, (25)

0 = ∂Gψ, (26)
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in order to describe a consistent thermo-dynamic process with respect to Eqs. (20)
and (21). The temperature gradientG = grad(θ) is therefore introduced. Considering
the specific heat capacity c = −θ∂2

θθψ, the spatial representation of the transient heat
conduction equation reads

ρcθ̇ = −div(qϑ) + ρr + [θ∂θσ : d]︸ ︷︷ ︸
wext

− ρ
[
∂Iψ − θ∂2

Iθψ : İ]︸ ︷︷ ︸
wint

. (27)

The thermalwork done by theCauchy stresseswext aswell as the rate of the dissipated
energy wint are therefore evaluated.

2.3.4 Modified Fick’s Second Law

In order to account for the hygric effects of thermo-dynamic processes, Fick’s second
law is used and extended. The extension is carried out, such that a temperature and
moisture dependent source term rϕ(ϕ,ϑ) are added and read

ρφ̇ = −div(qϕ) + [−ρcϕ · ϕ − ρcϕϑ · ϑ
]

︸ ︷︷ ︸
rϕ(ϕ,ϑ)

. (28)

The introduced constant cϕ, measured e.g. in [1/s], expresses the ability of wood to
bind water inside of its cell walls per time. The interaction between moisture and
temperature field is characterized by the material parameter cϕϑ, measured e.g. in
[1/Ks] and depicts the property of wood to unbound moisture while temperature
increase. Equation (28) can only be applied to hygric processes below any saturation
of the material with moisture.

3 Hygro- and Thermo-Mechanical Finite Element
Formulations

The system of coupled partial differential equations in space and time introduced
in Sect. 2.3, is now discretized in order to provide numerical solutions. The com-
putational method proposed and used in this context is the finite element method
(FEM). Starting point for deriving the finite element formulations is the Galerkin
method. The boundary of body B in the reference configuration B0 is described by
∂B0 and in the current configuration by ∂Bt . Both boundaries are sets of parts of
prescribed displacements, temperatures, moisture changes. Additionally, forces, heat
flows, moisture absorptive flows can be prescribed on the boundaries of B. Both sets
read
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∂B0 :
{
∂B0u , ∂B0ϑ

, ∂B0ϕ
, ∂B0T , ∂B0Qϑ , ∂B0Qϕ

}
, (29)

∂Bt :
{
∂Btu , ∂Btϑ , ∂Btϕ , ∂Btt , ∂Btqϑ , ∂Btqϕ

}
. (30)

Additionally, the configuration Bt is subdivided into finite domains BE
t , for which

Bt =
N⋃

E=1

BE
t (31)

holds.

3.1 Quasi-static Equilibrium

Equation (18) is the local form of the evolution equation of the unknown displace-
ments. Applying the Galerkin method, a test function

δu := {δu(x) ∈ Bt | δu = 0 ∀ x ∈ ∂Btu

}
, (32)

that is constant in time, is applied to Eq. (18) and the product is integrated over the
domain Bt , according to ∫

Bt

δu · div(σ) dv = 0. (33)

A further manipulation leads to

∫

Bt

σ : grad(δu) dv −
∫

∂Btt

δu · t da = 0, (34)

where the symmetry condition of Eq. (19), the divergence theorem, the Cauchy the-
orem as well as the Gauss theorem are used. Subsequently, the observed body B has
to be discretized by isoparametric finite elements with e.g. linear ansatz functions
N(ξ) for describing the geometry of the finite elements. According to the isopara-
metric concept, ξ denote the local coordinates within a finite element, see e.g. [57].
The displacement field as well as the test function and their gradients are discretized
accordingly, using
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ui =N I (ξ)uI
i , (35)

δui =N I (ξ)δuI
i , (36)

grad(u)i j =∂N I (ξ)

∂ x j
uI
i = B I

ju
I
i , (37)

grad(δu)i j =∂N I (ξ)

∂ x j
δuI

i = B I
jδu

I
i , (38)

where the subscripts �i and � j denoting the spatial directions and the superscript
�I the nodes of the finite element. Subsequently, the discretized residual force vector
Rmech of the mechanical field contribution reads

R I
mechi =

∫

BE
t

B I
jσi jdv −

∫

∂BE
tt

N I t ida, (39)

representing the equilibrium between internal and external forces.

3.2 Thermal Equilibrium

In order to achieve thermal equilibrium, Eq. (27) has to be treated by Galerkin’s
method. Therefore, a thermal test function

δϑ := {δϑ(x) ∈ Bt | δϑ = 0 ∀ x ∈ ∂Btϑ

}
(40)

is introduced, that is constant in time. The multiplication of Eq. (27) with the thermal
test function and the integration over the current domain yields

∫

Bt

δϑ
(
ρcθ̇ + div(qϑ) − wext + wint

)
dv = 0, (41)

neglecting the internal heat sources. A further manipulation leads to

∫

Bt

δϑ
(
ρcθ̇ − wext + wint

)
dv +

∫

∂Bt
qϑ

δϑqϑda −
∫

Bt

grad(δϑ) · qϑdv = 0. (42)

The temperature field and the thermal test function as well as their gradients are
discretized according to the displacement field by
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ϑ =N I (ξ)ϑI , (43)

δϑ =N I (ξ)δϑI , (44)

grad(ϑ)i =∂N I (ξ)

∂ xi
ϑI = B I

i ϑ
I , (45)

grad(δϑ)i =∂N I (ξ)

∂ xi
δϑI = B I

i δϑ
I , (46)

using the isoparametric concept of the FEM. Subsequently, the discretized thermal
residual Rther reads

R I
ther =

∫

BE
t

N I
(
ρcθ̇ − wext + wint

)
dv +

∫

∂BE
t
qϑ

N I qϑda −
∫

BE
t

B I
i qϑi

dv (47)

and represents the node specific rate of thermal and mechanical energy.

3.3 Hygric Equilibrium

Equation (28) represents the local evolution equation for the hygric field quantity.
In order to achieve a finite element equation, Galerkin’s method is applied after
introducing a constant test function in time

δϕ := {δϕ(x) ∈ Bt | δϕ = 0 ∀ x ∈ ∂Btϕ

}
. (48)

The multiplied version of Eq. (28) with the test function and the integration over the
domain leads to ∫

Bt

δϕ
(
ρφ̇ + div(qϕ) − rϕ

)
dv = 0. (49)

After the application of the product rule and the Gauss theorem, Eq. (49) takes the
form ∫

Bt

δϕ
(
ρφ̇ − rϕ

)
dv +

∫

∂Btqϕ

δϕqϕda −
∫

Bt

grad(δϕ) · qϕdv = 0. (50)

The discretization of the hygric field and its test function as well as their gradients
are carried out by the shape functions according to
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ϕ =N I (ξ)ϕI , (51)

δϕ =N I (ξ)δϕI , (52)

grad(ϕ)i =∂N I (ξ)

∂ xi
ϕI = B I

i ϕ
I , (53)

grad(δϕ)i =∂N I (ξ)

∂ xi
δϕI = B I

i δϕ
I , (54)

compare Sects. 3.1 and 3.2. Finally, the hygric residual expression Rhygr takes the
form

R I
hygr =

∫

BE
t

N I
(
ρφ̇ − rϕ

)
dv +

∫

∂BE
tqϕ

N I qϕda −
∫

BE
t

B I
i qϕi

dv (55)

and represents the transport, the bounding and release of moisture per time. The
extension of Fick’s second law by the source term rϕ, see Eq. (28), together with the
averaged density introduced in Eq. (17), yields in Eq. (55) the global change of mass
of B per time.

4 Constitutive Formulations

The following section introduces the constitutive descriptions, which account for
modeling the elastic, the inelastic, the temperature and moisture dependent material
response of wood at small and finite deformations.

4.1 Helmholtz Free Energy, Cauchy Stresses and Hardening
Response

The model makes use of the logarithmic strain measures, see Sect. 2.1, as well as
stress measures related to the current configuration Bt at time t . The Cauchy stresses
depend on ρ as the current averaged density, defined in Eq. (17) and ψ = ψ(εE ,I)

as the free Helmholtz energy, compare Eq. (24). I denotes a set of internal variables,
that represents the state of inelasticity of the material at time t and is here defined as
I : {εP ,α

}
.α is a kinematic hardening strain.RecallingEq. (6) and the consequence

of Eq. (17), a rephrasing of Eq. (24)

σ = ρ

ρ0

∂ρ0ψ

∂ε
: 2∂ε

∂g
= ρ

ρ0
σ̂ : 2∂ε

∂g
(56)



72 R. Fleischhauer and M. Kaliske

Fig. 4 Schematic
rheological representation of
the material model

introduces the logarithmic stress measures or Hencky stress σ̂. The derivative 2∂gε
can be obtained using the spectral representation of C, see [18, 39].

The constitutive model has to consider the anisotropic elasticity of wood, where
the initial state of stress depends on the angle between loading and grain. In the
following, the direction of the grains will be labeled as longitudinal (L), both other
directions perpendicular to the grains will be named tangential (T ) and radial (R)
with respect to the cut out of the trunk.

As can be seen in Fig. 1 and as explained in [17], irreversible yielding follows
after elastic deformation due to collapse of the grain walls. The same phenomena
can be observed under compression applied to e.g. spruce wood, see Fig. 2. The col-
lapse coincides with the reduction of grain pore volume. Depending on the loading
direction and amount of loading, this volume reduction continues until the wood is
fully compressed. In case of longitudinal loading and due to the micro-structure of
wood, softening with respect to the mechanical response accompanies this densifi-
cation process. Having reached a fully densified and compressed state, wood is able
to carry load as depicted in the large deformation domain of Fig. 1. At this defor-
mation state, the hardening modulus is almost independent of the grain orientation.
No hardening at finite deformations is visible in case of spruce wood due to brittle
failure of the micro-structure, compare Fig. 2.

The rheology proposed in Fig. 4 is divided into two elements. First, energy is
stored in an anisotropic spring according to

ρ0ψ(εE ,ϑ,ϕ) := λT R

2
(trεE )2 + μT RεE : εE + λL

2
I 24 + μL I5

+ ρ0c

(
θ − θ0 − θ ln

(
θ

θ0

))
. (57)

Equation (57) and the terms therein are governing an underlying isotropic effect that
is assumed to represent the loading situations with respect to T - and R-direction.
Furthermore, the L-direction is considered by the superimposed terms containing
the 4th and 5th invariant of εE , reading

I4 = I4(ε
E ) := a : (εEa) = a ⊗ a : εE , (58)

I5 = I5(ε
E ) := a : (εEεEa) = a ⊗ a : (εEεE ), (59)
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where a is the vector of grain direction in the global coordinate system. The 4 mate-
rial constants introduced, compare [32], are the Lamé parameters of the appropriate
material direction. Wood is here assumed to have minor differences in the mechan-
ical properties of the tangential and radial direction, compare e.g. [19, 23, 26, 53].
Applying Eq. (56), one can express

σ̂i j = λT R trε
Eδi j + 2μT RεEi j

+ λL I4
1

2

(
aia j + a jai

)+ μL
(
aiε

E
jkak + a jε

E
ikak
)
. (60)

The second rheological element describes the inelasticity of wood. The frictional
device is assumed to be governed by rate-independent, multi-surface yielding and an
anisotropic hardening frictional device. Therefore, an internal variable, denoting a
hardening strain-like tensor α, is introduced. The conjugated symmetric hardening
stress tensor q can be derived from an anisotropic hardening potential

φ(α) := hT R

2
α : α − 2hL

(
exp

(
− Iα

2

)
− 1

)
, (61)

where Iα := a : (ααa) is given, according to

qi j := −∂φ(α)

∂αi j
= −hT Rαi j − hL exp

(
− Iα

2

) (
aiα jkak + a jαikak

)
. (62)

In order to describe the micro-structural changes of wood, especially at finite defor-
mations, Eq. (61) is chosen in a phenomenological manner. In order to evaluate
Eq. (60), the evolution equations of the internal variables need to be defined accord-
ing to the material behavior of wood. The set of internal variables is evolving with
respect to

ε̇P =
12∑

α=1

γ̇α∂σ̂ fα(σ̂, q), (63)

α̇ =
12∑

α=1

γ̇α∂q fα(σ̂, q), (64)

where the index �α denotes the yield surface fα(σ̂, q). These surfaces are charac-
terizing different yield levels at certain material directions with respect to the grain
orientation (see e.g. Fig. 1). Equation (63) is an associated plastic flow rule and
Eq. (64) is the hardening law, compare [51]. The 12 yield surfaces are described
with respect to every logarithmic stress component, considering the symmetry of the
logarithmic stress tensor, according to
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f1 := − σ̂11 − (σY
c11 − q11

)
, (65)

f2 := − σ̂22 − (σY
c22 − q22

)
, (66)

f3 := − σ̂33 − (σY
c33 − q33

)
, (67)

f4 := − σ̂12 − (σY
c12 − q12

)
, (68)

f5 := − σ̂13 − (σY
c13 − q13

)
, (69)

f6 := − σ̂23 − (σY
c23 − q21

)
, (70)

for the compressive loadings (negative stresses) and

f7 := σ̂11 − σY
t11 , (71)

f8 := σ̂22 − σY
t22 , (72)

f9 := σ̂33 − σY
t33 , (73)

f10 := σ̂12 − σY
t12 , (74)

f11 := σ̂13 − σY
t13 , (75)

f12 := σ̂23 − σY
t23 , (76)

in case of tensile loads (positive stresses). Eqs. (65)–(76) introduce the yield stress
tensorsσY

c andσY
t with regard to absolute values of the tensile t or compressive c yield

stresses. Eqs. (65)–(76) have a linear form within the logarithmic stress space and
provide the means to distinguish between tensile and compressive loadings. This set
of equations defines the elastic domainE := {(σ̂, q) ∈ R

6 × R
6 | fα < 0∀α}within

the logarithmic stress space. The hardening stresses q are not considered within the
tensile yield surfaces, since brittle failure around the yield stress is assumed. Thus,
post-yield hardening behavior at tension is not governed by Eqs. (71)–(76). The
composition of σY

c and σY
t

σY
i :=

⎡
⎣ σi

T R σs
LT R σs

LT R
σs
LT R σi

T R σs
LT R

σs
LT R σs

LT R σi
T R

⎤
⎦+

⎡
⎣a1a1 a1a2 a1a3
a2a1 a2a2 a2a3
a3a3 a3a2 a3a3

⎤
⎦ · σi

L ∀ i ∈ c, t (77)

is proposed and provides the means to account for the yield stress in grain direc-
tion and perpendicular to it. Again, L-direction is superimposed onto an underlying
isotropic yield stress state, compare Eq. (57). This assumption is motivated by the
orthotropic behavior of wood. The components of σY

i are material constants, that
have to be identified by appropriate experimental tests and are suggested as σc

T R ,
σt
T R , σ

c
L and σt

L , the main yield stresses as well as σs
LT R as the shear yield stress.

The inelastic consistency parameters γ̇α in Eqs. (63) and (64) have to satisfy the
Kuhn-Tucker complementary conditions
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γ̇α ≥ 0, (78)

fα(σ̂, q) ≤ 0, (79)

γ̇α fα(σ̂, q) = γ̇α ḟα(σ̂, q) ≡ 0. (80)

These conditions determine the active yield surfaces Eqs. (65)–(76). Active is meant
in a sense that every fα > 0 is violated by a non-admissible logarithmic stress
state outside of the E. Generally, geometric interpretations of admissible and non-
admissible logarithmic stress states in the logarithmic stress space are similar to the
interpretations depicted in [51, 52]. The given logarithmic stress strain relations in
Eq. (56) together with the definitions of Eqs. (6) and (9) as well as the evolution
equations Eqs. (63) and (64) define a set of non-linear coupled partial differential
equations in time. Regardless of the actual state of deformation, as outlined in [39],
the chosen kinematic approach, see Sect. 2.1, preserves a solution strategy similar to
small strain theory as depicted e.g. in [49].

4.1.1 Inelastic Loading and Closest Point Projection

After having introduced the kinematics and the essential mechanical constitutive
formulations of the material characteristics of wood, the computation of the set of
internal variables at time t for a pointP ∈ Bt needs to be carried out by adiscretization
in time. Therefore, a time step �t = tn+1 − tn is introduced. Similar to [51], an
implicit backward Euler scheme is used for the integration of the driving evolution
equations, which leads to

σ̂n+1 = ∂ερ0ψ(εn+1 − εP
n+1), (81)

qn+1 = − ∂αφ(αn+1), (82)

εP
n+1 = εP

n +
12∑

α=1

�t γ̇αn+1∂σ̂ fα(σ̂n+1, qn+1), (83)

αn+1 = αn +
12∑

α=1

�t γ̇αn+1∂q̂ fα(σ̂n+1, qn+1), (84)

for a given state of total logarithmic deformations εn+1. The set of initial conditions
{εn, ε

P
n ,αn} at tn is known. The discrete Kuhn-Tucker conditions read

fα(σ̂n+1, qn+1) ≤ 0, (85)

γαn+1 := �t γ̇αn+1 ≥ 0, (86)

γαn+1 fα(σ̂n+1, qn+1) = 0, (87)
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Fig. 5 Schematic
representation of the closest
point projection

and have to be solved by an elastic trial state and an inelastic correcter step, see [50]
and Fig. 5 for a schematic representation. The elastic trial state is computed by the
logarithmic elastic trial deformation

εE trial

n+1 = εn+1 − εP
n (88)

and the resulting logarithmic trial stresses

σ̂trial
n+1 = ∂ερ0ψ(εE trial

n+1 ). (89)

An admissible trial stress state for all state variables is given, if the requirement
fα(σ̂trial

n+1, qn) ≤ 0 ∀ α = 1 . . . 12 is met. Inelastic loading is encountered, if one or
more yield surfaces are violated by

fα(σ̂trial
n+1, qn) > 0 ∀ α ∈ J active, (90)

where J active := {α ∈ {1 . . . 12} | fα > 0} denotes the set of active yield functions.
Thus, an update for the set of internal variables {εP ,α} has to be carried out.

The update, compare e.g. in [51], follows

R :=
⎡
⎣R1

R2

R3

⎤
⎦ =

⎡
⎢⎢⎢⎢⎢⎣

−εP
n+1 + εP

n +
∑

β∈J active

γβn+1∂σ̂ fβ

−αn+1 + αn +
∑

β∈J active

γβn+1∂q fβ

fα | α ∈ J active

⎤
⎥⎥⎥⎥⎥⎦

, (91)

where R contains the residuals of Eqs. (63) and (64) after a time integration as
well as the set of active yield functions. The unknowns X and their increments
�X = Xk+1 − Xk during the iterative update are given by

X :=
⎡
⎣ εP

n+1
αn+1

γαn+1

⎤
⎦ , �X :=

⎡
⎣�εP

�α
�γα

⎤
⎦ . (92)
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A linearization of the nonlinear set of equations of Eq. (91) leads to

LinR = R|Xk + ∂R
∂X

∣∣∣∣
Xk

: �X = 0, (93)

containing the local update moduli A, reading

A := ∂R
∂X

=
⎡
⎣A11 A12 A13

A21 A22 A23

A31 A32 0

⎤
⎦ =

[
B C
D 0

]
. (94)

The Schur complement S of the block B of A reads

S = 0 − DB−1C, (95)

S = − [A31,A32] :
[
A11 A12

A21 A22

]−1

:
[
A13

A23

]
, (96)

and has the dimensions {Sαβ | α,β ∈ J active}. Using the Schur complement SB of B
and collecting terms, B−1 can be explicitly expressed and Eq. (96) can be recast into

S = − A31
[
A−1

11 A13 + A−1
11 A12S−1

B A21A−1
11 A13 − A−1

11 A12S−1
B A23

]
− A32S−1

B

[
A23 − A21A−1

11 A13
]
, (97)

where

SB = A22 − A21A−1
11 A12. (98)

The utilization of the Schur complements within the iterative update and the solution
of Eq. (93) avoids the full inversion of A. Eq. (97) can now be evaluated using only
the inversion of two tensors of fourth order. The update of {γα ∀ α ∈ J active} is given
by

�X3 = �γ = S−1 :
(

−R3 + [A31,A32] :
[
A11 A12

A21 A22

]−1

:
[
R1

R2

])
. (99)

The computed inelastic consistency parameters γk+1
αn+1

= γk
αn+1

+ �γα of the active
constraints J active have to be verified. A strict positiveness of the consistency para-
meters is required by the Kuhn-Tucker conditions, compare Eq. (78). Thus, only
γk+1

αn+1
> 0 are admissible in the context of the closest point projection. For a geomet-

ric representation of the multi-surface plasticity projection, see [51]. The update of
the set of internal variables is carried out by solving
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[
�X1

�X2

]
=
[
A11 A12

A21 A22

]−1

:
[−R1 − A13�X3

−R2 − A23�X3

]
. (100)

The solution can be achieved by using the Schur complement of B given in Eq. (98).
The iterative update of

[
Xk+1

1
Xk+1

2

]
=
[
Xk

1
Xk

2

]
+
[

�X1

�X2

]
(101)

can be computed. The specific formulations of the derivatives in A have the form

A11 = − I
s −
⎛
⎝ ∑

β∈J active

γβn+1

∂2 fβ
∂ σ̂∂ σ̂

⎞
⎠ : Ĉ, (102)

A12 = −
⎛
⎝ ∑

β∈J active

γβn+1

∂2 fβ
∂ σ̂∂q

⎞
⎠ : K, (103)

A13 = ∂ fα
∂ σ̂

, (104)

A21 = −
⎛
⎝ ∑

β∈J active

γβn+1

∂2 fβ
∂q∂ σ̂

⎞
⎠ : Ĉ, (105)

A22 = − I
s −
⎛
⎝ ∑

β∈J active

γβn+1

∂2 fβ
∂q∂q

⎞
⎠ : K, (106)

A23 = ∂ fα
∂q

, (107)

A31 = − ∂ fα
∂ σ̂

: Ĉ, (108)

A32 = − ∂ fα
∂q

: K. (109)

The fourth order symmetric identity tensor Isi jkl = 1/2(δikδ jl + δilδ jk), as well as
the logarithmic elastic tangent and hardening tangent moduli
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Ĉ = ∂ σ̂

∂ε
= − ∂ σ̂

∂εP
, (110)

K = − ∂q
∂α

(111)

of Eqs. (60) and (62) are introduced, having the specific form

Ĉi jkl = λT Rδi jδkl + 2μT RI
s
i jkl

+ λL
(
aia jakal

)+ μL

2

(
aiδ jkal + aiδ jlak + akδila j + alδika j

)
, (112)

Ki jkl = hT RI
s
i jkl + hL exp

(
− Iα

2

)

(
1

2

((
aiα jmam + a jαinan

) (
akαloao + alαkpap

))

− (aiδ jkal + aiδ jlak + akδila j + alδika j
))

. (113)

4.2 Temperature and Moisture Dependent Constitutive
Properties

The logarithmic thermal deformations εϑ are constitutively described by

εϑ = αϑϑ, (114)

introducing the anisotropic thermal expansion coefficients αϑ
i j for the appropriate

coordinate direction. The logarithmic moisture dependent deformations εϕ are intro-
duced according to

εϕ = αϕϕ. (115)

The moisture induced expansion effects for the different coordinate directions are
captured by α

ϕ
i j .

In order to describe the spatial heat flux vector in Eq. (12), Fourier’s law for
isotropic materials is modified with respect to anisotropy and density dependency,
according to

qϑ = − ρ

ρ0
K : grad(ϑ). (116)

The thermal conductivity coefficients K i j > 0, having a unit of e.g. [J/ms], are incor-
porated into the coefficient matrix K . They describe the ability of transporting ther-
mal energy per time and the appropriate global coordinate direction. The density
dependency arises from the averaged density in Eq. (17), since the mass of a wooden
structure is considered to be influenced by the amount of boundedmoisture. Thus, the
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thermal conductivity of wood is also influenced by its moisture content. Similarly,
the spatial moisture diffusion vector in Eq. (13) is specified as

qϕ = − ρ

ρ0
D : grad(ϕ), (117)

where D contains the moisture diffusion coefficients Di j > 0 in global coordinate
directions. These coefficients are measured in e.g. [kg/ms] and describe therefore
the ability of transporting a certain mass of moisture per time and the appropriate
coordinate direction. The averaged density in Eq. (17) and the assumption that Eq.
(28) is only valid below the wood specific fiber saturation point implies the phenom-
enological description in Eq. (117) of moisture transport mechanisms in wood. This
description is based on Fick’s first law.

5 Model Verification at Constant Moisture Content
and Under Isothermal Conditions

The following section investigates the applicability of the proposed formulations to
different experiments on spruce wood and balsa wood under isothermal conditions
and at a fixed moisture content.

Spruce wood is generally much stiffer than balsa wood and does not undergo
finite deformations, due to brittle fracture before reaching the large strain domain in
tension as well as in compression. Balsa wood reaches a finite deformation yielding
plateau under compression, see Figs. 1 and 2 and e.g. [8].

5.1 Mechanical Modeling of Spruce Wood (Picea Abies)

The validation of the mechanical part of the modeling approach presented, is carried
out by simulations of spruce wood experiments from [31] at room temperature and
at a reference density of ρ0 = 4 · 10−7 kg/mm3. The details of experimental setups
and the specimen geometries are depicted in [31]. The set of parameters identified
is documented in Table1, where the value in round brackets is taken similar to data
in literature, see [40]. Almost no hardening effect is assumed within the small strain
regime, which means that hL and hT R are estimated values close to zero. The specific
form of Eq. (61) in L-direction requires a negative value of the hardening parameter
hL in case of softening and a positive value in case of hardening. A positive value
of the hardening parameter hT R leads to hardening of the material response after
yielding and a negative value softens the material after yielding.

Due to the intrinsic uncertainty of data, especially considering wooden materials,
the experimental results are varying, see e.g. Figs. 6, 7, 8 and 9. The simulation
result for tensile tests parallel to the grain direction are compared to experiments in
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Table 1 Model parameters of spruce wood (Picea Abies)

λT R
[N/mm2]
140

μT R

[N/mm2]
130

λL
[N/mm2]
25000

μL

[N/mm2]
600

hL
[N/mm2]
10

hT R
[N/mm2]
3

σc
T R

[N/mm2]
3.2

σt
T R

[N/mm2]
3.5

σc
L

[N/mm2]
(47)

σt
L

[N/mm2]
110

σs
LT R

[N/mm2]
±6

Fig. 6. The simulation result fits within the range of the measured force displacement
plots and captures the characteristic features of the tensile behavior of spruce wood.
The simulation result in Fig. 7 captures the tensile experiments perpendicular to the
fiber direction. Compression perpendicular to the grains is denoted by yielding and
a hardening plateau subsequently. The experiments contain a transition between the
elastic and inelastic material behavior, which is not as sudden as the simulation
predicts. The evolution laws in Eqs. (63) and (64) lead to a fast increase in inelastic
deformation, as soon as the logarithmic yield stress level is reached. The model
captures the characteristics of the transition from elastic to inelasticmaterial behavior
and the simulation is in accordance with the experiments. The experiments of shear
tests have a step-like shape, due to the time interval of the reaction forces measured.
The experimental setup, see [31], causes a time delay in themeasured reaction forces.
This delay can be seen by the shift of the start of the plots at the abscissa. Thus,
the simulation result is shifted by 0.5mm at the displacement axis of Fig. 9. The
model behavior is satisfying at shear parallel to grain, since the characteristics of the
measured data are captured, see Fig. 9. Exemplarily, the Cauchy stress distribution
and the inelastic logarithmic deformation are shown in Figs. 10. Figure10a shows
a homogeneous stress distribution within the parallel section of the specimen. The
inelastic deformation in tensile direction is evolving within the appropriate stress
domain. Fig. 10b shows the Cauchy stress distribution of the shear test simulation,
which is ranging from low tensile stresses up to high compressive stresses due to
the boundary conditions. From Fig. 10b can be seen, that only large stresses cause
inelastic deformations. Concluding, it can be denoted, that the modeling approach
successfully captures main characteristics of the mechanical behavior of stiff and
brittle wood, such as spruce wood (see e.g. Fig. 8).

5.2 Mechanical Modeling of Balsa Wood (Ochroma
Pyramidale)

The experiments modeled are taken from [8]. The simulations presented are carried
out for room temperature and at a reference density of ρ0 = 1 · 10−7 kg/mm3. The
uniaxial compression tests in T -, R- and L-direction lead to a homogenous stress
distribution. The set of parameters identified is given in Table2. Only the elastic con-
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Fig. 6 Comparison of simulation and experiments at tensile tests parallel to the grains for spruce
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Fig. 7 Comparison of simulation and experiments at tensile tests perpendicular to the grains for
spruce wood (Picea Abies)

stants, the hardening parameters and the compressive yield stresses are identified.
The hardening modulus hL has a negative value, compare Table1, since at compres-
sion parallel to the grains, softening occurs. The simulation results are plotted in
Fig. 11. Due to the above mentioned uncertainty of data and the fact, that only one
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Fig. 9 Comparison of simulation and experiments at shear tests parallel to the grains for spruce
wood (Picea Abies)

experimental stress-strain dependency is given per loading direction, the results in
Fig. 11 are assumed to be satisfying. Concluding, the important characteristics of the
mechanical compressive behavior of this species of wood is successfully captured
by the model.
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(a) Tensile test simulation (b) Shear test simulation

Fig. 10 Cauchy stress distribution and inelastic logarithmic deformation according to two simula-
tions of the experiments in [31]

Table 2 Model parameters of balsa wood at compressive finite deformation

λT R μT R λL μL hL hT R

[N/mm2] [N/mm2] [N/mm2] [N/mm2] [N/mm2] [N/mm2]

30 20 180 120 -10 0.3

σc
T R σt

T R σc
L σt

L σs
LT R

[N/mm2] [N/mm2] [N/mm2] [N/mm2] [N/mm2]

1 - 13 - -

0

5

10

15

20

25

30

35

40

45

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9co
m
pr
es
si
ve

en
gi
ne
er
in
g
st
re
ss

P
3
3
[M

Pa
]

compressive strain (F33 − 1) [-]

simulation (L)
experiment (L)
simulation (T/R)
experiment (R)
experiment (T)

Fig. 11 Comparison of simulations and experiments at compressive tests for balsa wood
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Table 3 Model parameters of beech wood (Fagus Sylvatica)

λT R μT R λL μL hL hT R

[N/mm2] [N/mm2] [N/mm2] [N/mm2] [N/mm2] [N/mm2]

43 51 1E+04 650 10 10.5

σc
T R σt

T R σc
L σt

L σs
LT R ρ0

[N/mm2] [N/mm2] [N/mm2] [N/mm2] [N/mm2] [kg/mm3]

7 7 60 110 7 6.9E-07

c αL
ϑ αT R

ϑ qL
ϑ qT R

ϑ

[Nmm/kg K] [1/K] [1/K] [Nmm/mmKs] [Nmm/mmKs]

1.6E+06 3.5E-06 7E-06 0.16 0.17

αL
ϕ αT R

ϕ qL
ϕ qT R

ϕ cϕ cϕϑ

[-] [-] kg/mm s] [kg/mm s] [1/s] [1/Ks]

0.3 3.2 2E-09 3E-10 0 5.5E-08

6 Model Validation at Heating of a Beech Wood (Fagus
Sylvatica) Board

This section presents a comparison between experimentally measured temperatures
while heating a beech wood board up to 120◦C for 45 minutes. The model parame-
ters used are listed in Table3. Figure12 shows the geometry with the annual rings,
the points inside the board, where the temperature evolution is measured, and the
boundary conditions of the heating experiment. The surface of the board is dis-
cretized, using thermal convection and hygric absorption elements, respectively, as
schematically depicted in Fig. 12c. The surface element formulation is based on the
constitutive description of qϑ and qϕ, compare Eqs. (12) and (13) and the thermal
residual as well as the hygric residuals in Eqs. (47) and (55). The thermal part of the
surface element reads

R I
ther =

∫

∂BE
t
qϑ

N I qϑda, (118)

containing Newton’s law of cooling, such that

qϑ = hϑ (θ − θ∞) (119)

is specifically described. The hygric part of the surface element, responsible for
capturing absorption or emission phenomena at the boundary of the appropriate
body reads
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(a) Geometry (b) Temperature measuring points

(c) Boundary conditions

Fig. 12 Geometry, boundary conditions and points of temperature measurements of heating exper-
iment of beech wood

R I
hygr =

∫

∂BE
tqϕ

N I qϕda. (120)

Similarly to Eq. (119), qϕ is constitutively formulated by

qϕ = hϕ (φ − φ∞) (121)

in a phenomenological manner. The parameters hϑ in Eq. (119) and hϕ in Eq.
(121) reflect the ability of exchanging thermal energy and moisture, respectively,
per time via the surface area. In case of the beech wood board, they are identified
to hϑ =1.5E-02 Nmm/sKmm2 and hϕ =1.0E-10 kg/mm2s. Having a look at Fig. 13,
a satisfying agreement between the measured and simulated temperature evolution
can be noted. The comparison between the deformed and the undeformed specimen
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Fig. 13 Comparison of simulation and experiment at heating experiment of beech wood

Fig. 14 Deformed configuration and moisture distribution of heating experiment of beech wood
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at t = 45 minutes is shown in Fig. 14 together with the moisture distribution. Due to
the anisotropic model and the orientation of the annual rings, the deformation due
to drying processes is irregular. Since no deformation is measured while heating the
specimen, no comparison with the experimentally deformed board is shown. It can
be concluded, that the modeling approach together with the surface discretization
are able to capture the temperature evolution of wood successfully.

7 Modeling of Wood Densification and Forming Processes

Following [47], the main aim of wood densification and the forming processes is the
tailored design of wooden structural elements with respect to form and functionality.
In order to produce e.g. a wooden tube, densification and molding of wood has to
be carried out. The final product and its production from a round piece of wood are
shown in Fig. 15. This section depicts first a densification simulation, including a
comparison to experimentally measured data (engineering strains and temperatures)
and second a molding simulation of densified wood.

(a) production process

(b) wooden tube, taken from [21]

Fig. 15 Schematic steps of the production process of a tube and a final product in form of a
structural tube made from wood
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7.1 Densification of a Beech Wood (Fagus Sylvatica) Board

As shown in Fig. 15a, densification of boards is carried out, before they are glued
together to a plate,which is afterwardsmolded. The simulation of such a densification
process of one board is presentedwithin this section,where additionally a comparison
for strain and temperature quantities with respect to experimental data is carried out.
Fig. 16a shows the initial geometry and the annual ring orientation of the specific
board. The engineering strains are measured by photogrammetry at the front side
surface of the board, as depicted in Fig. 16b. The white abscissa x1, given in Fig. 16b,
is the line of temperature measurements at the front side surface. The densification
process is carried out by driving the top surface in a compression testing machine,
with coincidentally heated top and bottom surfaces, as described in Fig. 16c. The
specimen is discretized by the temperature-, moisture- and displacement-dependent
solid finite elements, introduced in Sect. 3. The surface of the element is discretized
by the convective and absorptive surface finite elements, as explained in Sect. 6.
The top surface is driven up to 50% of the initial height within 14 minutes. The
model parameters for beech wood, given in Table3, are used for the solid finite
elements. The model parameters for the description of moisture and temperature
exchange with the environmental conditions are set to hϑ =1.5E-02 Nmm/sKmm2

and hϕ =1.0E-10 kg/mm2s. Having a look at Fig. 17, where the comparison between
measured and simulated engineering strains transverse to the compression direction
is shown, one can see a qualitatively satisfying agreement between simulation and
experiment. Similarly, Fig. 18 shows the same qualitatively good agreement for the
engineering strains in compression direction with respect to the front side surface of
the specimen. The temperature of the front side surface along the white abscissa in
Fig. 16b ismeasured at two distinct times: once at 25%of densification and at the final
step of 50% densification. The comparison for both situations is given in Figs. 19
and 20, respectively. Both figures depict a good agreement between experiments
and simulation. Additionally, the final density distribution for a transverse and a
longitudinal cut through the board is given in Fig. 21. The density correlates with
the stress distribution. In parts of high compressive Cauchy stresses, the density is
increased, compared to the reference density. Concluding, it can be noted, that the
givenmodeling approaches of volume and surface of the specimen are able to capture
the main mechanical and thermal phenomena of wood densification processes.

7.2 Molding of Densified Beech Wood (Fagus Sylvatica)

After the densification and the assembling of densified boards into a plate, the mold-
ing process can be carried out. The reference density for the predictive molding
simulation of a beech wood plate is taken from Fig. 21, having an averaged value
of ρ0 = 1500 kg/m3. The initial and final configuration are shown in Fig. 22 as well
as the discretized part of the specimen. The boundary conditions for the predic-
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(a) Geometry (b) Measuring surface

(c) Boundary conditions

Fig. 16 Geometry, photogrammetric, thermographic measurement surface and boundary condi-
tions of the densification experiment of beech wood

tive simulation are applied such that they meet approximately Fig. 15 in [47]. The
spatial discretization of the driving mold by a partial linear approximation leads to
a piecewise linearly deformed configuration, shown in Fig. 23. The stress results
are additionally given in Fig. 23. The stress distribution of σ11 is symmetric and is
denoted by tensile stresses at the lower surface, while compressive stresses at the
top surface occur. The out of plane stresses σ22 are also symmetric and arise from
the applied plane strain conditions of the simulation. Slight compressive stresses are
present in the middle of the plate in the molding direction for σ33, while the boundary
parts of the specimen are stretched and therewith tensile stresses are computed. The
only non-zero shear stress component is σ13, where an antisymmetric distribution
with respect to the symmetry axis is seen. The depicted stresses in Fig. 23 are of
predictive character and need further validation by experimental investigations.
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(a) Engineering strain E11 at 25% densification (b) Engineering strain E11 at 50% densification

Fig. 17 Comparison between simulation and experiment of engineering strain E11 distribution at
surface of a beech board

(a) Engineering strain E33 at 25% densification (b) Engineering strain E33 at 50% densification

Fig. 18 Comparison between simulation and experiment of engineering strain E33 distribution at
surface of a beech board

8 Conclusions and Outlook

The following conclusions can be drawn. The contribution at hand provides hygro-
thermo-mechanical fundamentals of wood, in order to govern equilibrium states
under consideration ofmoisture, temperature and displacement dependent processes.
Furthermore, the influence of moisture on the averaged density of wood is modeled
by an extended mass balance. A modification of Fick’s second law is carried out,
in order to characterize the interacting field quantities of temperature and moisture.
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Fig. 19 Comparison of simulation and experiment of temperature at 25% densification of beech
wood with respect to the abscissa in Fig. 16b
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Fig. 20 Comparison of simulation and experiment of temperature at 50% densification of beech
wood with respect to the abscissa in Fig. 16b

After providing local continuous balance principles, finite element formulations are
derived, together with specific constitutive formulations. These specific formula-
tions capture the hygro-, thermo-mechanical behavior of different wood species as
validated for spruce, balsa and beech wood. The applicability of the derived finite
element descriptions is demonstrated for modeling the densification and forming
processes of beech wood.
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(a) Longitudinal cut and density (b) Longitudinal cut and stress

(c) Transverse cut and density (d) Transverse cut and stress

Fig. 21 Cauchy stress and density distribution at the final densification state in a transverse and a
longitudinal cut through the specimen

Fig. 22 Reference geometry, discretization and deformed configuration in a schematic represen-
tation
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(a) Cauchy stress σ11 after molding (b) Cauchy stress σ22 after molding

(c) Cauchy stress σ33 after molding (d) Cauchy stress σ13 after molding

Fig. 23 Cauchy stresses at the final deformation state for the front view of the discretized part of
the densified beech wood plate

Material properties of wood are sensitive with respect to moisture content or tem-
perature, e.g. a dried wooden structure is generally more stiff compared to a moister
one. The consideration of temperature and moisture dependent material parameters
(e.g. yield stresses or elastic properties) will be used in a next step. Therefore, ther-
mal and hygric functions, describing this experimentally determined dependency,
will be included into the proposed approach and consistently linearized with respect
to the nodal temperature and nodal moisture content. This material characteristic
has been neglected so far, due to a minor importance for the discussed application
in Sects. 5–7. Additionally, further validation of the proposed modeling by experi-
mental data is needed, especially for capturing the complex processes of producing
wooden structural elements from densified wood.
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Damage and Fracture of Ductile Sheet
Metals: Experiments and Numerical
Simulations with New Biaxial Specimens

S. Gerke, M. Schmidt, M. Dirian and M. Brünig

Abstract The paper deals with new experiments and corresponding numerical sim-
ulations to study the effect of stress state on damage and fracture behavior of ductile
sheet metals. These stress-state-dependent processes are characterized by different
mechanisms acting on the micro-level and, therefore, details of the stress state char-
acterized by stress triaxiality and the Lode parameter in the critical parts of the
specimens are of interest. Newly designed H-specimens are studied in a combined
numerical-experimental procedure. Strain fields in critical regions of the specimens
have been evaluated by digital image correlation (DIC) technique and compared with
the results of finite element simulations. Considering different biaxial loading con-
ditions it is possible to cover a wide range of stress triaxialities and Lode parameters
in tension, shear and compression domains and consequently the newly proposed
H-specimens facilitate a controlled study of damage and fracture at different stress
states.

1 Introduction

Modeling and numerical simulation of inelastic behavior, damage and fracture of
materials are important topics in engineering mechanics, for example, in analysis
of complex structural components, in prediction of structural reliability, or in devel-
opment and optimization of structural design. In particular, for sheet metals the
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simulation of complex forming processes is of interest. Based on many experimental
and numerical studies it is nowadays evident that during loading of ductile metals
inelastic deformations occur which are accompanied by damage and local failure
mechanisms on micro- and meso-scales. The accumulation of these processes may
lead to fracture of structural elements. The damage and failure mechanisms on the
micro-level depend on stress state of the material sample. For example, under tension
dominated stress conditions (high positive stress triaxialities) damage in ductile met-
als is mainly caused by nucleation, growth and coalescence of voids whereas under
shear and compression dominated stress states (small positive or negative stress tri-
axialities) evolution of micro-shear-cracks is the predominant damage mechanism.
Furthermore, combination of both basic mechanisms occurs for moderate positive
stress triaxialities whereas no damage has been observed in ductile metals for finite
negative stress states.

Therefore, to be able to develop phenomenological ductile material models it is
important to analyze in detail and to understand these stress-state-dependent pro-
cesses and mechanisms of damage and fracture acting on different scales.

These processes can be taken into account in a phenomenological way by contin-
uum damage models and corresponding constitutive parameters can be identified by
experiments with carefully designed specimens tested under a wide range of loading
conditions. For example, elasticmaterial properties, yield stress and coefficients char-
acterizing plastic hardening are usually determined from one-dimensional tension
tests with smooth cylindrical or flat rectangular specimens. To detect stress triaxiality
dependence of the constitutive equations tension tests with differently pre-notched
specimens and corresponding numerical simulations have been used, see for instance
Becker et al. [4], Bao and Wierzbicki [2], Bonora et al. [5], Bai and Wierzbicki [1],
Brünig et al. [7], Gao et al. [16], Driemeier et al. [13], Dunand andMohr [14], Brünig
et al. [8], Roth and Mohr [26]. These experiments with un-notched and differently
notched flat specimens covered stress triaxialities (ratio of mean stress and vonMises
equivalent stress: η = σm/σeq) between 0.33 and 0.6 which is only a small region in
the positive triaxiality range. Larger values appear in tension tests with cylindrical
(axis-symmetric) specimens but these can not be manufactured when the behavior of
thin sheets is investigated. Therefore, it is necessary to develop new series of experi-
ments with different geometries of flat specimens to analyze the effect of stress states
over a wide range.

Specimens with new geometries have been proposed in the literature to analyze
different stress states. In particular, specially designed shear specimens have been
uniaxially loaded and nearly zero stress triaxialities have been achieved in their cen-
ters (Bao and Wierzbicki [2]; Brünig et al. [7]; Gao et al. [16]; Driemeier et al.
[13]). Alternatively, shear-off-tests (punch tests) have been performed to axamine
shear stress states (Xue et al.[29]). Furthermore, to take into account further ranges
of stress states butterfly specimens have been developed (Mohr and Henn [24]; Bai
and Wierzbicki [1]; Dunand and Mohr [14]) which can be tested in different direc-
tions using special experimental equipment. Corresponding numerical simulations
showed stress triaxialities between -0.33 and 0.60 in the critical regions. Moreover,
large values of stress triaxialities can be taken into account performing combined
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tension-torsion experiments on notched hollow cylinders, see e.g. Zheng et al. [30];
Barsoum and Faleskog [3]; Gao et al. [16]; Graham et al. [19]; Faleskog andBarsoum
[15]; Haltom et al. [20]. However, these tests are only possible for structures with
moderate thickness but not for thin sheets.

In the case of thin structures, it is necessary to develop series of alternative exper-
iments with new flat specimens taken from thin sheets of ductile metals revealing
information on inelastic behavior, damage and fracture for a wide range of stress
states. For example, two-dimensional (2D) experiments and different geometries of
cruciform specimens have been proposed (see, for example, Shiratori and Ikegami
[27]; Makinde et al. [23]; Demmerle and Boehler [12]; Müller and Pöhland [25];
Kuwabara [22]; Kulawinski et al. [21]; Zillmann et al. [31]) to analyze the anisotropic
plastic behavior or martensite formation of metal sheets under various loading paths.
The specimens have been tested in biaxial machines under biaxial planar loading
conditions and are characterized by an extended homogeneous central part where
inelastic deformations are expected to occur. The main idea of these specimens is
that in their centers almost homogeneous strain fields are generated, which can be
measured by bonded strain gauges. In contrast, damage and failure processes are
known to appear localized. However, on the experimental side strain fields of sur-
faces can nowadays be extracted by digital image correlation (DIC) systems, even
in rather small regions of interest with sufficient resolution. Furthermore, detailed
analysis of damage and failure behavior under different loading conditions should be
based onmore elevated and localized strains and therefore, new specimen geometries
have to be developed.

In this context, Brünig et al. [10], Brünig et al. [11] presented a new biaxially
loaded specimen where the damage and fracture behavior could be studied numeri-
cally as well as experimentally in a wide range of stress states. The specimen geom-
etry studied here is characterized by a small notched region where localized strains
and final fracture occur. But the geometry shows mainly two difficulties: Firstly,
the specimen legs are pairwise coupled leading to transverse forces on the machine
axis which should be avoided and, secondly, rotations of the central part of the non-
symmetrc specimen occur during loading. Furthermore, Gerke et al. [18] presented a
study of different new biaxially loaded specimens where the H-specimen has shown
very promising results. Thus, the need of a detailed numerical-experimental study
with this new H-specimen is evident and will be given in the present paper.

The paper is organized as follows: In the next section the main ideas of the
phenomenological continuum damage model proposed by Brünig [6] are briefly dis-
cussed. In continuation, the numerical-experimental procedure is presented in detail
and special focus is given to the experimental challenges. Then, a detailed numerical-
experimental study of the H-specimen, covering shear, tension, shear/compression
and shear/tension load cases leading to a large range of stress triaxialities is dis-
cussed. Finally, the main results are summarized and discussed and perspectives to
future work are given.
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2 Continuum Damage Model

The continuum framework presented in Brünig [6], Brünig et al. [10] facilitates the
modeling of large inelastic deformations in ductile metals including the evolution
of damage and is motivated by experiments and micro-mechanical simulations indi-
cating different damage mechanisms caused by various loading conditions (Brünig
et al. [9]). The phenomenological approach is briefly summarized here and takes into
account damaged and fictitious undamaged configurations. The consistent frame-
work is based on kinematic description of damage leading to definition of damage
strain tensors. Here isotropic as well as anisotropic effects are taken into account
and provide a realistic representation of ductile material degradation. In addition, the
additive decomposition of the strain rate tensor into elastic, plastic and damage parts
is takes into account by this kinematic approach.

Fictitiously undamaged configurations are introduced to characterize the elastic-
plastic behavior of the undamaged matrix material. This leads to the effective Kirch-
hoff stress tensor

T̄ = 2GAel +
(
K − 2

3
G

)
trAel1 (1)

where G represent the shear, K the bulk modulus of the undamaged matrix material
and Ael the elastic part of the strain tensor. The plastic behavior is governed by the
hydrostatic-stress-dependent yield criterion

f pl
(
Ī1, J̄2, c

) =
√
J̄2 − c

(
1 − a

c
Ī1

)
= 0, (2)

where Ī1 = trT̄ and J̄2 = 1/2 devT̄ · devT̄ represent the invariants of the effective
stress tensor (1), c is the strength coefficient of the matrix material and a denotes the
hydrostatic stress coefficient. In addition, the isochoric plastic strain rate

˙̄Hpl = λ̇
1

2
√
J̄2
devT̄ = γ̇ N̄. (3)

is taken to describe the evolution of plastic deformations. In Eq. (3) N̄ = 1/
√

2 J̄2 devT̄
denotes the normalized deviatoric stress tensor and γ̇ = N̄ · ˙̄Hpl represents the
equivalent plastic strain rate measure used in the present continuum model.

Damaged configurations are introduced to characterize the behavior of anisotrop-
ically damaged samples. The Kirchhoff stress tensor of the damaged metal

T = 2
(
G + η2 trAda) Ael +

[(
K − 2

3
G + 2η1 trAda

)
trAel + η3

(
Ada · Ael)] 1

(4)

+ η3 trAelAda + η4
(
AelAda + AdaAel)
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also takes into account the damage part of the strain tensor Ada. Furthermore, the con-
stitutive parameters η1...η4 describe the stress-state-dependent deteriorating effect
of damage on the elastic material behavior and the damage criterion

f da = α I1 + β
√
J2 − σ = 0 (5)

describes onset and continuation of damage. Equation (5) is formulated in terms of
the stress invariants I1 = trT and J2 = 1/2 devT · devT of the Kirchhoff stress
tensor (4) as well as in the damage threshold σ . The variables α and β represent
damage mode parameters corresponding to different stress-state-dependent damage
mechanisms on the micro-level as indicated before. For the current purpose the stress
state is uniquely characterized by the stress intensity (von Mises equivalent stress)
σeq = √

3J2, the stress triaxiality

η = σm

σeq
= I1

3
√
3J2

(6)

with the mean stress σm = 1/3 I1 and the Lode parameter

ω = 2T̃2 − T̃1 − T̃3

T̃1 − T̃3
with T̃1 ≥ T̃2 ≥ T̃3 (7)

expressed in terms of the principal Kirchhoff stress components T̃1, T̃2 and T̃3. The
damage strain rate tensor

Ḣ
da = μ̇

(
ᾱ

1√
3
1 + β̄N + δ̄M

)
(8)

reflects the evolution of macroscopic deformations of the material caused by stress-
state-dependent damage processes acting on the micro-scale. For further information
on the normalized tensors N and M see Brünig et al. [9].

The stress state dependent parameters ᾱ, β̄ and δ̄ are kinematic variables describ-
ing the portion of volumetric and isochoric damage-based deformations and μ̇ repre-
sents the equivalent damage strain ratemeasure characterizing the amount of increase
in damage. The damage rule (8) takes into account a volumetric part (first term
in Eq. (8)) corresponding to isotropic growth of voids as well as deviatoric parts
(second and third term in Eq. (8)) corresponding to anisotropic evolution of micro-
shear-cracks and thus irreversible strains caused by damage mechanisms acting on
the micro-level are modelled in an appropiate phaenomenological way by the pro-
posed damage rule (8). It should be noted that various parameters appearing in the
damage constitutive Eqs. (4), (5) and (8) depend on the stress state and their identifi-
cationmust be based on experiments. Consequently, it is desirable that corresponding
experiments cover awide range of stress triaxialities andLode parameters. The newly
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developed H-specimen can facilitate this experimental data and the main focus of
this paper is the presentation of the corresponding numerical-experimental procedure
and results.

3 Geometry

Singh et al. [28] presented a symmetric specimen for shear-like failure under dynamic
loading conditions.Gerke [17]modified this geometry and addednotches in thickness
direction to concentrate major deformations within this region. Furthermore, Roth
and Mohr [26] presented a symmetric specimen with two shear fracture zones to be
tested in a standard one-dimensional test machine under static loading conditions.
The principal advantage of these specimens over standard one-dimensional shear
specimens as presented for instance in Brünig et al. [7] and Driemeier et al. [13] is
that rotations of the shear region leading to more tension-like behavior are as far as
possible suppressed. But it is important to point out that symmetric behavior of the
two regions with major deformations is assumed.

This concept is extended for biaxial loading resulting in the proposedH-specimen.
This specimen (Fig. 1) is double-symmetricwith four uniformnotched regions allow-
ing a direct relation between loading and stress states in this parts. Consequently, the
specimen can be used under shear or tension loading as well as shear loading can
be superimposed by tension or compression. Furthermore, as long as the specimen
is loaded uniformly at opposite axis its center remains at the same place. This is an
important aspect for the analysis of strain fields based on digital image correlation
technique. Each notched region has a width of 6.0mm and the depth of the notch is
1.0mm on each side with a notch radius of 2.0mm, see Fig. 2 for details.

Fig. 1 Photo of H-specimen
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Fig. 2 Sketch of H-Specimen, all units in [mm]; a complete specimen; b central area; c upper right
notch; d cross section A–A

4 Numerical-Experimental Approach

All experiments have been performed on the biaxial test machine LFM-BIAX 20
kN, produced by Walter & Bai, Switzerland. It contains four electro-mechanically,
individually driven cylinders with load maxima of ±20 kN. During the experiments
the specimens are clamped in the four heads of the cylinders and the machine reports
the displacements uM

i. j (i = 1, 2, j = 1, 2) as well as the applied forces Fi. j of each
cylinder, see Fig. 3. Within this notation the first index indicates the axis and the
second index the direction.

The principal idea of the experimental technique is that the ratio between the forces
ζ = F2/F1 is kept constant during the tests and, consequently, the stress statewithin the
notched region can be expected to vary only slightly. Non-symmetric behavior during
the experiment can be caused by fabrication tolerances of the specimen,misalignment
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Fig. 3 Schematic sketch of
experimental technique; red
marked part is used to
indicate results

F1.1

F2.2

F1.2

F2.1

u1.1Mu1.2M

u2.2M

u2.1M

of the machine and non-symmetric clamping and can not be avoided completely.
To face this difficulties a mainly displacement-driven experimental procedure has
been used: The leading machine displacement uM

2.1 of cylinder 2.1 is continuously
increased by 0.04 mm/min while the same displacement is applied on the cylinder 2.2
on opposite side of the same axis, see Fig. 3. The generated force F2.1 is now taken,
divided by the factor ζ and applied on the cylinder 1.1 as F1.1 causing the machine
displacement uM

1.1. In continuation the same displacement is applied as uM
1.2 on the

cylinder 1.2 on the opposite side of the same axis. This technique has been shown to
be stable.

The full 3D displacement field on the specimen surface was measured with a
Q-400 digital 3D image correlation (DIC) system provided by Dantec/Limess. The
stereo setting consisted of two 6.0Mpx cameras equipped with 75mm lenses. The
evaluation was realized with the corresponding Istra 4D software provided with the
system. One side of the specimen was firstly sprayed with a white acrylic lacquer
and then the speckle pattern shown in Fig. 4 was sprayed on with a graphite-based
coating. Specimen preparation was realized shortly before the experiment starts to
avoid excessive curing and thus no exfoliation of the coating was observed during
the experiments. Furthermore, the displacements uM

i. j as well as the applied forces
Fi. j were transferred and stored with the data sets of the image correlation system at
a frequency of 1.0Hz.

To compare numerical and experimental results the discrete data sets have to be
matched. It is important to notice, that this can not be realized by the machine dis-
placements uM

i. j since these include the machine stiffness as well as possible slipping
at the clamping. Therefore, on the experimental side for all specimens two points
have been chosen outside the notched region, see for example the red dots in Fig. 4,
where the displacements in 2-direction u2.1 and u2.2 have been reported. The differ-
ence of these two displacements �uRef = u2.1−u2.2 reflects the relative movement
of these two points in 2-direction.
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(a) (b)

Fig. 4 Evaluation points for �uref; a numerical at finite element node; b digital image correlation
(DIC)

Corresponding elastic-plastic finite element (FE) simulations have been carried
out with Ansys Classic. Elastic behavior of the investigated aluminum alloy 2017
is based on Young’s modulus E = 69000 N/mm2 and Poisson’s ratio ν = 0.3. Plas-
tic behavior is modeled by nonlinear isotropic hardening (nliso) with the Voce
hardening law

c = k + R0ε
pl + R∞

(
1 − e−bεpl

)
, (9)

with the parameters k = 320 N/mm2, R0 = 650 N/mm2, R∞ = 100 N/mm2 and b =
30. For all simulations the mesh shown in Fig. 5 with 79608 hexahedral elements
was used with remarkable refinement in the region where localization of strains
and stresses are expected to occur (Fig. 5). These solid185-elements were fully
integrated and the B-bar option was active. To display strain fields on the specimen
surfaces, the surface was overlaid with shell181-elements. For the shell elements
keyopt 1 was set to 2, i.e. its stiffness was not included in the stiffness matrix and
they are only used to display the numerical results on the specimen surface to be
compared with available experimental data. For the numerical simulations the length
of the specimen legs has been reduced from 120 to 26mm in 1-direction and 23mm
in 2-direction and thus the numerical costs could be remarkably reduced.

The loading is applied similar to the experimental procedure discussed above.
Firstly, the displacements of axis 1 in axis direction is kept constant while a displace-
ment increment is applied on axis 2. At the end of this step the current force F2 of
axis 2 is reported. Secondly, in the next load step the force F1 = 1/ζF2 is applied on
axis 1 while the displacement of axis 2 is kept constant. By using this iterative proce-
dure the force ratio ζ is maintained almost constant during the simulation which is an
important aspect to analyze stress-state-dependent parameters. The relative displace-
ment �uref is taken on the numerical side by two corresponding nodes of the finite
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Fig. 5 Finite element mesh of notched region with remarkable refinement

element mesh located at the specimen surface, see Fig. 4. By matching the values on
the numerical and on the experimental side, the corresponding load steps have been
identified.

5 Experimental and Numerical Results

The major innovation of the H-specimens is the introduction of four individual
notched regions. Evidently theremay be disturbance of the assumed symmetrywithin
experiments caused for example by non-symmetric manufacturing or non-symmetric
clamping. Therefore, Fig. 6 compares �uRef at all four notches of a H-specimen
within the experiment with F1/F2 = 0.5/1. The curve progression is homogeneous

Fig. 6 DIC comparison of
�uref between different
notches within one specimen,
loading F1/F2 = 0.5/1
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100 200 300 400
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u [mm]Ref

different notches
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Fig. 7 Displacements uz
perpendicular to loading
directions for different
shear-compression loading
conditions
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and non-symmetric effects do not emerge significantly and finally, two (crosswise
arranged) notches fracture.

The H-specimen can also be used under shear-tension and shear-compression
loading. For compression-dominated loading out of plane movements or buckling
of the specimen has to be controlled to avoid superimposed stresses caused by these
additional deformation modes. Figure7 indicates the experimentally measured dis-
placement uz perpendicular to the specimen for different shear-compression loading
conditions. For F1/F2 = −0.5/1 and F1/F2 = −1/1 only negligible small out
of plane movements can be observed while for F1/F2 = −1.5/1 with ongoing
loading major out of plane movements occur and for F1/F2 = −2/1 the specimen
indicated directly out of plane movements. Although the biaxial machine has been
aligned carefully this out of plane movement is most likely due to slight differences
in height of the clampings rather then buckling and for further experimental stud-
ies of compression-dominated loading an additional bearing has to be designed and
installed. Consequently, the load cases F1/F2 = −1.5/1 and F1/F2 = −2/1 are not
further investigated within this paper.

In Fig. 8 the experimentalmeasured forces in axis 2 (responsible for shear loading)
are indicated for different loading conditions F1/F2 with respect to�uRef, see Fig. 4.
By analyzing these results it is important to have in mind that the curves in Fig. 8

Fig. 8 Load-displacement
curves for different loading
conditions
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Fig. 9 Load-displacement
curve for uni-axial loading
on axis 1
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Fig. 10 Load Fmax
1 before

fracture occurrence vs. load
case F2/F1
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indicate only one axis, i.e. F1 aswell as�u1Ref = u1.1−u1.2 are not reflected.Although
all curves showcomparable behavior it can be noted that the curves of the experiments
with superimposed compression (F1/F2 = −0.5/1 and F1/F2 = −1/1) increase
more continuous than those with superimposed tension. In particular the curve of the
experiment F1/F2 = 3/1 shows slight decreasing behavior before fracture.

The proposedH-specimen has the advantage that it can be loaded independently in
both axis. For pure shear loading (F1/F2 = 0/1) the experimental curve is included
in Figs. 8 and 9 indicates the behavior under pure loading in axis 1 (F1/F2 = 1/0),
i.e. tension dominated. Due to the very concentrated zone of inelastic deformations
the displacement �u1Ref reaches only approximately 3mm. Furthermore, the curve
is characterized by a sharp transition to inelastic behavior and unincisive hardening.

Figures10, 11 and 12 refer to the loads at fracture Fmax
1 and Fmax

2 of the dif-
ferent tension or compression superimposed shear load cases. The blue dots reflect
the discrete data points from the experiments and the thin black line gives a pos-
sible approximation. For superimposed tension the load Fmax

1 (tension component)
indicates increasing values from the origin with decreasing slope, see Fig. 10. For
superimposed compression the values are almost symmetricwith respect to the origin
whereas the absolute values are slightly smaller.

For the load Fmax
2 (shear component) the maximum load is given for the pure

shear load case F1/F2 = 0/1. For superimposed tension and compression the values



Damage and Fracture of Ductile Sheet Metals … 111

Fig. 11 Load Fmax
2 before

fracture occurrence vs. load
case F2/F1

[kN]

1 2

Fig. 12 Load Fmax before
fracture occurrence vs. load
case F2/F1 10

5

0

[kN]

1 2

decrease whereas for more significant tension or compression the decrease becomes
more dominant. The behavior is almost symmetric while the reduction is slightly
more significant for compression loading.

By defining the maximum load to

Fmax =
√(

Fmax
1

)2 + (
Fmax
2

)2
(10)

i.e. as the absolute value of the vector sum a different picture is given: The minimum
value of Fmax is given for the pure shear case F1/F2 = 0/1. For superimposed tension
as well as compression the values increase whereas a linear approximation seems to
be most appropriate with a slightly smaller slope for superimposed compression, see
Fig. 12.

Numerical simulations of the H-specimen have been realized for the experiments
with different load cases. The respective stress triaxialities η and the Lode parameters
ω are shown in Fig. 13 at 2/3 of themaximum�uref. The indicated distribution can be
taken as representative and does not change significantly after plastic deformation
has started which is caused by the central experimental idea of the constant load
ratio F2/F1. For these load ratios the triaxialities are in the range of −0.6 ≤ η ≤ 0.8
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Fig. 13 Stress triaxiality η and Lode parameter ω under different loading conditions F1/F2

Fig. 14 Experimental and
numerical load-displacement
curves for F2/F1 = 0/1
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and the distribution of η and ω is very homogenous throughout the notch allowing
a detailed study of the damage processes within this area. Therefore, biaxial tests
with the H-specimen are excellently qualified for the development of stress-state-
dependent functions in the damage constitutive Eqs. 4, 5 and 8.

Figure14 indicates the experimental and numerically predicted load-displacement
curves exemplarily of the pure shear load case (F2/F1 = 0/1). Both curves agreewell



Damage and Fracture of Ductile Sheet Metals … 113

Fig. 15 Principal strain ε1 at different loading stages for F1/F2 = 0/1; upper row experimental
evaluation by DIC and lower row numerically predicted

while the numerically predicted curve has a sharper transition to inelastic material
behavior.

In Fig. 15 the first principal strains ε1 analyzed by theDIC technique are compared
with the corresponding numerically predicted ones at different states throughout the
experiment ((a) 1/3, (b) 2/3 of the maximum �uref and (c) shortly before fracture)
under shear loading conditions F1/F2 = 0/1. Good agreement can be observed at
all three loading stages. Throughout the loading process the zone of more elevated
deformations becomes more pronounced and tends to be inclined. The evolution of
damage strains is modeled by Eq. (8) and, therefore, these experimental results can
be used to propose functions for the stress-state-dependent parameters and to validate
the damage rule (8).

Accumulation of damage leads to final fracture of the specimen as indicated
for different loading ratios F2/F1 in Fig. 16. For the here presented load cases the
specimen fractured in two (frequently crosswise) notches. Consequently fracture
did not always occur in the in Fig. 3 marked part but for illustration purposes the
pictures have been reflected. It can be seen that the inclination of the fracture depends
on the loading condition and it is worthy to point out that for the load cases with
superimposed shear loading a crack in notch direction is most likely under loading
F1/F2 = 0.5/1 and not under F1/F2 = 0/1 as expected. Furthermore, for more
elevated tension loading the inclination of the crack does not change significantly
any more, which might be an effect of the notch length.
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Fig. 16 Fractured specimens for different load cases

6 Conclusion

The paper has discussed a phenomenological continuum model taking into account
the effect of stress state on damage and fracture mechanisms acting on different
scales. Experiments are needed to validate this damage and failure model espe-
cially the stress-state-dependent constitutive laws. Consequently, a new specimen
(H-specimen) has been developed and discussed in detail. The design of this new
H-specimen is conducted by two ideas: Firstly, that strain localization can be achieved
by reducing the material thickness in certain areas and secondly, that strain mea-
surement at elevated levels can be analyzed by a digital image correlation (DIC)
technique.

The H-specimen is characterized by four notched zones which are arranged in
direction of the shear loading. By its geometry the coupling between loading and
stress state within the notched part is easily accessible and the specimen can be used
for a wide range of stress triaxialities. For elevated superimposed compression out
of plane movements have been detected which need in the future further attention.
In addition, investigations regarding the notch geometry are reasonable to study the
effects of the notch radius and the notch length. These biaxially loaded H-specimen
allows the study of damage and fracture processes under well controlled loading
conditions and are an important improvement in this field of research.
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Influence of Shear Correction Factors
on Eigenfrequencies of Layered Plates

Friedrich Gruttmann and Werner Wagner

1 Introduction

Finite plate elements which account for the layer sequence of a laminated structure
are able to predict the deformation behaviour of the reference surface sufficiently
accurate. This holds also for the layerwise linear shape of the in-plane stresses through
the thickness, if the plate is not too thick. In contrast to that only averaged transverse
shear strains through the thickness are obtained within the Reissner–Mindlin theory.
As a consequence only the average of the transverse shear stresses is accurate. Neither
the shape of the stresses is correct nor the boundary conditions at the outer surfaces
are fulfilled. Within the Kirchhoff theory the transverse shear strains are set to zero.
For this approach C1–continuous shape functions are necessary, whereas Reissner–
Mindlin elements require only C0–continuity. On the other hand arrangements to
avoid shear locking are necessary.

In several papers the equilibrium equations are exploited within a post-processing
procedure to obtain the interlaminar stresses, e.g. [10, 24] for the transverse shear
stresses. The essential restriction of the approach is the fact that these stresses are not
embedded in the variational formulation and an immediate extension to geometrical
and physical nonlinearity is not possible. Furthermore first and second derivatives of
the in-plane stresses require bi-quadratic or bi-cubic shape functions.
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The authors in [4, 5] present linear plate elements based on mixed-enhanced
approaches. On basis of the first-order shear deformation theory enhanced incom-
patible modes are introduced.

Higher order plate formulations and layerwise approaches represent a wide class
of advanced models, e.g. [3, 8, 9, 14, 19, 22]. These theories are characterized by a
corresponding number of nodal degrees of freedom in the associated finite element
formulation.

The use of brick elements or so-called solid shell elements, e.g. [16, 18] represents
a computationally expensive approach. For a sufficient accurate evaluation of the
interlaminar stresses each layer must be discretized with several elements (≈4−10)
in thickness direction. Especially for non-linear practical problemswith amultiplicity
of load steps and several iterations in each load step this is not a feasible approach.

The notion of a shear correction factor was first introduced by Timoshenko [26].
For inhomogeneous plates shear factors have been computed e.g. in [1, 2, 4, 7, 15,
17, 20, 21, 25, 27, 28], and references therein. The factors are especially important
for a frequency analysis of vibrating plates.

Present formulation is characterized by the following features.

• The displacements of the Reissner–Mindlin kinematics are enriched by out of
planewarpingdisplacementswhich are interpolatedwith layerwise cubic functions
through the thickness. A constrained optimization problem is proposed, where the
associated Euler–Lagrange equations include besides the equilibrium equations
in terms of stress resultants the in-plane equilibrium in terms of stresses and a
constraint which enforces the correct shape of warping through the thickness.

• The interpolation of the independent quantities is performed in representative
volume elements in such a way that regular submatrices occur. This allows elim-
ination of warping parameters and Lagrange parameters by static condensation.
For linear elasticity and constant thickness the computation can be done once as a
pre-processing, which reduces the computing time significantly. The condensation
affects only the transverse shear stiffness. In this context shear correction factors
for layered plates are defined.

• The resulting material matrix is used to compute the stiffness matrix of displace-
ment based elements combinedwith the enhanced strainmethod or ofmixed hybrid
elements with the usual nodal degrees of freedom. This is an essential feature since
standard geometrical boundary conditions can be applied.

2 Variational Formulation

2.1 Kinematics

The considered plates of thickness h are described using Cartesian coordinates
{x, y} = {X1, X2} for the middle surfaceΩ and a thickness coordinate−h/2 ≤ z =
X3 ≤ h/2. The coordinate on the boundary Γ = Γu

⋃
Γσ of the plate is denoted
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by s. In the following the summation convention is used for repeated indices, where
Latin indices range from 1 to 3 and Greek indices range from 1 to 2. Commas denote
partial differentiation with respect to the coordinates Xi .

At first the position vector X = Xα eα and the normal vector N = e3 = ez of
the undeformed middle surface Ω are introduced. The field of vectors d(X1, X2) =
N+Δd(X1, X2) is not orthogonal to the deformed middle surface x = X+u, which
means transverse shear strains are accounted for.Within the vector field v := [u,ϕ]T
the displacements u(X1, X2) = ui ei and the rotation vector ϕ(X1, X2) = ϕα eα are
summarized. Here, Δd = ϕ × N and ϕα denote rotations about eα .

For inhomogeneous plates with certain layer sequences coupling of themembrane
stiffness with the bending stiffness may occur. As a consequence, when applying
pure transverse loading, besides curvatures καβ and transverse shear strains γα also
membrane strains εαβ appear. The strains and curvatures

εαβ = 1

2
(u,α ·eβ + u,β ·eα)

καβ = 1

2
(Δd,α ·eβ + Δd,β ·eα)

γα = u,α ·N + Δd · eα

(1)

with Δd,α = ϕ,α ×N are arranged in the vector

ε(v) = [ε11, ε22, 2ε12, κ11, κ22, 2κ12, γ1, γ2]T . (2)

In this paper out of plane warping displacements ũ = [ũx , ũ y]T are superposed
on the linear shape of the Reissner–Mindlin kinematic. The shape of ũ through the
thickness is chosen as in [13]

ũ(z) = Φ(z)α . (3)

The vector α is constant throughout the representative volume element, as is defined
in Sect. 3, and contains alternating discrete ordinates in x– and y–direction at nodes
in thickness direction. The interpolation matrix contains cubic hierarchic functions

Φ(z) = [
φ1 12 φ2 12 φ3 12 φ4 12

]
ai

φ1 = 1

2
(1 − ζ ) φ2 = 1 − ζ 2 φ3 = 8

3
ζ (1 − ζ 2) φ4 = 1

2
(1 + ζ ) ,

(4)

where −1 ≤ ζ ≤ 1 is a normalized thickness coordinate of layer i . For N layers this
leads to M = 6 · N + 2 components in α. Furthermore, ai is an assembly matrix,
which relates the 8 degrees of freedom of layer i to the M components of α and 1n
denotes a unit matrix of order n.

The layer strains E = [E11, E22, 2E12, 2E13, 2E23]T of a point with coordinate z
are obtained with

E = A1 ε + A2 α (5)
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where

A1 =
[
13 z 13 0
0 0 12

]

A2 =
[
03×8

A2s

]

ai

A2s = 2

hi
[
φ′
112 φ′

212 φ′
312 φ′

412
]

φ′
j = dφ j

dζ
.

(6)

The first part A1 ε emanates from the Reissner–Mindlin kinematic, whereas the
second part A2 α follows from the superposed warping displacements.

2.2 Constitutive Equations for the Stress Resultants

Assuming linear elastic orthotropic material behaviour the constitutive equations are
introduced with S33 = 0 in the following standard manner

⎡

⎢
⎢
⎢
⎢
⎣

S11

S22

S12

S13

S23

⎤

⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎣

C11 C12 C13 0 0
C21 C22 C23 0 0
C31 C32 C33 0 0
0 0 0 C44 C45

0 0 0 C54 C55

⎤

⎥
⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎣

E11

E22

2E12

2E13

2E23

⎤

⎥
⎥
⎥
⎥
⎦

S = C E .

(7)

Due to the varying fibre orientation the material constants Ci j = C ji differ for each
individual layer.

The relation of the stress resultants to S is defined by thickness integration of the
specific internal virtual work and δE = A1 δε + A2 δα. This yields

+h/2∫

−h/2

δETS dz = δεTσ 1 + δαTσ 2 σ 1 :=
+h/2∫

−h/2

AT
1 S dz σ 2 :=

+h/2∫

−h/2

AT
2 S dz . (8)

The components of

σ 1 = [n11, n22, n12,m11,m22,m12, q1, q2]T (9)

are membrane forces nαβ = nβα , bending momentsmαβ = mβα and shear forces qα .
The components of σ 2 are higher order stress resultants. They are work conjugate to
the components of α.

Now, inserting (7) with (5) into (8)2 and (8)3 yields the constitutive law for the
stress resultants
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[
σ 1

σ 2

]

=
[
D11 D12

D21 D22

] [
ε

α

]

Dαβ =
+h/2∫

−h/2

AT
α CAβ dz = DT

βα . (10)

At first, D11 reads

D11 =
+h/2∫

−h/2

AT
1CA1 dz =

⎡

⎣
Dm Dmb 0
DT

mb Db 0
0 0 Ds

⎤

⎦

(8×8)

. (11)

The submatrices for membrane, bending and shear are obtained by summation over
N layers and analytical integration in each layer leading to well-known expressions.
In an analogous way the matrices D22 and D21 are assembled with the contributions
of the layers using (6) and (7) in (10)2. Since only powers of ζ occur analytical
integration is possible. A numerical integration with three Gauss integration points
also leads to exact results. Due to the interpolation functions with local layerwise
support it follows that D22 is banded and thus is sparse. In D21 only the last two
columns are populated.

2.3 Equilibrium Equations and a Constraint

Neglecting body forces the equilibrium equations for the in-plane directions read

[
S11,1 +S12,2 +S13,3
S12,1 +S22,2 +S23,3

]

:= f = 0 . (12)

In (12) the in-plane stresses Sαβ as well as transverse shear stresses Sα3 enter. For
the in-plane stresses holds with (5)–(7)

⎡

⎣
S11

S22

S12

⎤

⎦ =
⎡

⎣
C11 C12 C13

C21 C22 C23

C31 C32 C33

⎤

⎦

⎡

⎣
ε11 + z κ11
ε22 + z κ22

2ε12 + z 2κ12

⎤

⎦

.

(13)

Introducing

C̄23 =
[
C11 C12 C13 C31 C32 C33

C31 C32 C33 C21 C22 C23

]

λε =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

ε11,1
ε22,1

2ε12,1
ε11,2
ε22,2

2ε12,2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

λκ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

κ11,1
κ22,1

2κ12,1
κ11,2
κ22,2

2κ12,2

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(14)
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the derivatives of the in-plane stresses yield
[
S11,1 +S12,2
S12,1 +S22,2

]

= [
C̄23 z C̄23

]
[

λε

λκ

]

f1 = C23 λ . (15)

Furthermore we introduce

σ 2 = −
+h/2∫

−h/2

ΦT

[
S13,3
S23,3

]

dz D23 := −
+h/2∫

−h/2

ΦTC23 dz , (16)

where the reformulation of (8)3 to (16)1 is obtained with integration by parts and
consideration of stress boundary conditions Sα3(−h/2) = Sα3(+h/2) = 0. Again
the integration for D23 can be performed by summation over layers and analytical
integration or numerical Gauss integration with three integration points in each layer.

Now the integral form of f = 0 according to (12) is formulated with δũ = Φ δα.
Considering (15) and (16) it follows

+h/2∫

−h/2

δũT f dz = −δαT (σ 2 + D23 λ) = 0 (17)

and one obtains with δα �= 0
σ 2 + D23 λ = 0 , (18)

which describes equilibrium of higher order stress resultants.
The warping displacements have to fulfill an orthogonality condition. To specify

this constraint we introduce the equilibrium of virtual in-plane stresses consider-
ing (15) [

δS11,1 +δS12,2
δS12,1 +δS22,2

]

= C23 δλ = δf1 = 0 . (19)

The integral form of δf1 = 0 yields with ũ = Φ α

+h/2∫

−h/2

δfT1 ũ dz = δλT

+h/2∫

−h/2

CT
23Φ dz α = 0 . (20)

Introducing D32 = − ∫ +h/2
−h/2 CT

23 Φ dz = DT
23 Eq. (20) reads −δλTD32 α = 0, where

δλ �= 0, and one obtains the constraint

g(α) = D32 α = 0 . (21)
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This orthogonality condition enforces the correct shape of ũ through the thickness.
It has the descriptive meaning that the superposed warping displacements must not
lead to additional membrane forces and bending moments.

2.4 Constrained Optimization Problem

We introduce the constrained optimization problem

Π(θ) =
∫

Ω

[W (ε,α) + λT g(α)] dA + Πext (u) → stat. (22)

with independent quantities θ := [v,α,λ]T . The strain energy density W (ε,α) per
area element dA = dX1 dX2 is obtained with thickness integration of W (E) =
1
2

∫ +h/2
−h/2 ET CE dz and leads with E = A1 ε + A2 α and (10)2 to the quadratic form

W (ε,α) = 1

2

[
ε

α

]T [
D11 D12

D21 D22

] [
ε

α

]

.

(23)

The Lagrange term λT g is formulated with the vector of Lagrange multipliers λ to
account for the constraint g(α) = 0. The plate is loaded statically by surface loads
p̄ in Ω and by boundary forces t̄ on the boundary Γσ . Hence, the potential of the
external forces reads

Πext (u) = −
∫

Ω

uT p̄ dA −
∫

Γσ

uT t̄ ds . (24)

With admissible variations δθ = [δv, δα, δλ]T and δv := [δu, δϕ]T the stationary
condition for functional (22) yields

δΠ(θ , δθ) =
∫

Ω

⎡

⎣
δε

δα

δλ

⎤

⎦

T ⎡

⎣
D11 D12 0
D21 D22 D23

0 D32 0

⎤

⎦

⎡

⎣
ε

α

λ

⎤

⎦ dA + δΠext = 0

δΠext = −
∫

Ω

δuT p̄ dA −
∫

Γσ

δuT t̄ ds ,

(25)

where the virtual strains δε = [δε11, δε22, 2δε12, δκ11, δκ22, 2δκ12, δγ1, δγ2]T read
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δεαβ = 1

2
(δu,α ·eβ + δu,β ·eα)

δκαβ = 1

2
(δd,α ·eβ + δd,β ·eα)

δγα = δu,α ·N + δd · eα

(26)

with δd = δϕ × N and δd,α = δϕ,α ×N.
Finally the Euler–Lagrange equations associated with the introduced functional

are derived. For this purpose variational Eq. (25) is rewritten with (10)1 and (21) as

δΠ(θ, δθ) =
∫

Ω

[δεTσ 1 + δαT
(
σ 2 + D23 λ

) + δλT g] dA + δΠext = 0 . (27)

Integration by parts is applied to the first term in (27) using (9) and (26). Hence,
applying standard arguments of variational calculus yields as Euler–Lagrange equa-
tions the equilibrium of stress resultants and stress couple resultants, the constraint
g = 0 inΩ (21) and with σ 2 +D23 λ = 0 inΩ the equilibrium of higher order stress
resultants (18). Furthermore one obtains the static boundary conditions on Γσ . The
geometric boundary conditions v = v̄ on Γu have to be fulfilled as constraints.

3 Representative Volume Element

The evaluation of the matrices defined in the last section is carried out in represen-
tative volume elements (RVEs) which are located at the integration points of the
reference surface Ω , see Fig. 1. For linear elasticity and constant thickness h the
computation can be done in advance for one RVE only. An orthonormal coordinate
system is introduced in the center of the square reference surfaceΩi with edge length
�. An investigation on a proper choice of � is performed in the examples section.
Normalized coordinates −1 ≤ ξ ≤ 1 and −1 ≤ η ≤ 1 are defined with ξ = 2

�
X1

and η = 2
�
X2, which yields a constant Jacobian matrix

J =
[

∂X1

∂ξ
∂X2

∂ξ

∂X1

∂η
∂X2

∂η

]

=
[

�
2 0

0 �
2

]

.

(28)

The approximation for θh := [εh,αh,λh]T in Ωi is chosen as

⎡

⎣
εh

αh

λh

⎤

⎦ =
⎡

⎣
N1

ε N2
ε 0 0 N3

ε

0 0 0 Nα 0
0 N1

λ N2
λ 0 N3

λ

⎤

⎦

⎡

⎢
⎢
⎢
⎢
⎣

ε̂

λ̂1

λ̂2

α̂

λ̂3

⎤

⎥
⎥
⎥
⎥
⎦

θh = Nθ θ̂ ,

(29)



Influence of Shear Correction Factors … 125

Fig. 1 RVE at an integration point of a plate and reference surface of the RVE

where for the parameters ε̂ ∈ R
8, λ̂1 ∈ R

6, λ̂2 ∈ R
4, α̂ ∈ R

M and λ̂3 ∈ R
8 holds.

The interpolation matrices N1
ε = 18, N2

ε and N3
ε are adapted from Ref. [12]

N2
ε =

⎡

⎣
Nm2

ε 0 0
0 Nb2

ε 0
0 0 Ns2

ε

⎤

⎦

8×6

Nm2
ε = Nb2

ε =
⎡

⎣
η 0
0 ξ

0 0

⎤

⎦ Ns2
ε =

[
η 0
0 ξ

]

N3
ε =

⎡

⎣
Nm3

ε 0
0 Nb3

ε

0 0

⎤

⎦

8×8

Nm3
ε = Nb3

ε =
⎡

⎣
ξ 0 0 0
0 η 0 0
0 0 ξ η

⎤

⎦

.

(30)

The coefficient matrices T0
ε, (T

0
σ )−1 and the quantities ξ̄ , η̄, j0/j , as are used in [12],

can be discarded due to the rectangular shape of Ωi .
With Nα = 1M the warping displacements αh are constant in Ωi . This also holds

for the derivatives of membrane strains and curvatures λh = [λh
ε ,λ

h
κ ]T with

N1
λ =

[
N11

λ 0 0
0 N11

λ 0

]

N11
λ = 2

�

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
0 1
0 0
1 0
0 0
0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

N2
λ =

[
N21

λ 0
0 N21

λ

]

N21
λ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0
1 0
0 1
0 1
0 1
1 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(31)
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N3
λ =

[
N31

λ 0
0 N31

λ

]

N31
λ = 2

�

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
0 1 0 0
0 0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

The components of N1
λ and N3

λ are obtained computing the derivatives of the mem-
brane strains and curvatures in (29) with respect to Xα considering (28). When mul-
tiplying C̄23 from (14) withN21

λ , one obtains a reduced form of C̄23 as is used in [13]
as approximation to avoid singular matrices. Here, N2

λ λ̂2 describes an independent
part of the interpolation.

Remark: In all computed examples the parameters associated with Ns2
ε in (30)

are zero, such that this matrix and the associated parameters could be taken out.
Furthermore, matrix N1

λ in (29) has negligible influence on the results.
We insert θh = Nθ θ̂ according to (29) and the corresponding equation for the

virtual quantities δθh = Nθ δθ̂ in variational Eq. (25), which now reads

δΠ(θh, δθh)=
∫

Ω

1

�2

∫

Ωi

δθhTD θh dAi dA + δΠext =0 D=
⎡

⎣
D11 D12 0
D21 D22 D23

0 D32 0

⎤

⎦

(32)
or

δΠ(θh, δθh) =
∫

Ω

δθ̂
T
H θ̂ dA + δΠext = 0 H = 1

�2

∫

Ωi

NT
θ DNθ dAi (33)

with a constant and symmetricmatrixDJ×J , where J = 20+M . Since only powers of
ξ and η occur, the integration forHK×K , where K = 26+M and dAi = �2/4 dξ dη,
can be carried out analytically. A 2×2 Gauss integration also leads to correct results.
It is important to note, that although D is singular, H is regular.

The parameters β̂ := [λ̂1, λ̂2, α̂, λ̂3]T in θ̂ = [ε̂, β̂]T are independent quantities
in the RVEs, and thus are not continuous in Ω . Furthermore δΠext does not depend
on β̂. For this reason static condensation of β̂ from the set of equations

[
H11 H12

H21 H22

] [
ε̂

β̂

]

=
[

σ 1

0

]

(34)

is possible. Here Hαβ are the submatrices of H, where H11 = D11 according to
Eq. (11) holds. The right hand side of (34) contains the vector of stress resultants,
since the lateral surfaces of the RVEs are not stress free. The elimination yields
β̂ = −H−1

22 H21 ε̂ and the material law for the stress resultants
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σ 1 = D̃ ε̂ D̃ = H11 − H12 H−1
22 H21 . (35)

Due to the interpolation in thickness direction with layerwise shape functions H22

is sparse. This means even for examples with many layers a comparatively limited
effort for the elimination of β̂. The sequence of the sub-vectors in θh and θ̂ in
Eq. (29) is interchanged. This causes a pivot change in H and only enables the static
condensation.

The condensed matrix D̃8×8 possesses the same structure as D11, see Eq. (11).

D̃ =
⎡

⎣
D̃m D̃mb 0
D̃T

mb D̃b 0
0 0 D̃s

⎤

⎦
D̃m = Dm

D̃b = Db

D̃mb = Dmb

D̃s =
[
D̃s11 D̃s12

D̃s12 D̃s22

]

(36)

Only the shear stiffness Ds = DT
s with components Dsαβ is affected by the static

condensation. In this context shear correction factors are defined as

k1 = D̃s11

Ds11
k2 = D̃s22

Ds22
k12 = D̃s12

0.5 (Ds11 + Ds22)
. (37)

Since Ds12 may take the value zero, the average of the diagonal terms is taken as
reference value for k12. For a homogeneous plate the well-known value k1 = k2 =
5/6, as is derived in [6, 23], is obtained with (37). Furthermore, k12 = 0 holds for
a homogeneous and isotropic plate and for various anisotropic plates with certain
stacking sequences. It is pointed out that k12 = √

k1 k2, as is assumed in several
papers, does not hold here.

Identifying the parameters ε̂ in the RVEs with the plate strains ε according to (2),
variational Eq. (33) yields with static condensation (35) the principle of virtual work
as variational basis for elements based on the displacement method.

4 Examples

4.1 Comparison of Shear Correction Factors with Literature
Results

In this section we compare shear correction factors according to Eq. (37) with results
of Whitney [27, 28]. The material constants, chosen by Withney (here in SI units),
are

E1 = 172369 N/mm2 G12 = 3447 N/mm2 ν12 = 0.25
E2 = 6895 N/mm2 G23 = 1379 N/mm2 ν23 = 0.25 .

(38)

It is pointed out that due to the independent choice of G23 and ν23 these constants do
not fulfill all conditions for transversal isotropy. According to Table1 five different
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Table 1 Shear correction factors for different layer sequences

Layer sequence [◦] Theory k1 k2 k12 Comments

[0/90] [28] 0.8212 0.8212 − Cylindrical bending

Present 0.8212 0.8212 0 C12 = C33 = 0

Present 0.8596 0.8596 0

[0/90/90/0] [28] 0.5952 0.7205 − Cylindrical bending

Present 0.5952 0.7205 0 C12 = C33 = 0

Present 0.5936 0.7788 0

[0/90/0/90/0/90/0/90/0] [27] 0.6891 0.6112 − Cylindrical bending

Present 0.6891 0.6112 0 C12 = C33 = 0

Present 0.6876 0.6188 0

[30/−30] [27] 0.8592 0.8592 − Cylindrical bending

Present 0.8750 0.7341 0

[30/−30/−30/30] [27] 0.7549 0.6730 − Cylindrical bending

Present 0.6773 0.6722 −0.0376

Fig. 2 Influence of �/h on
shear correction factors

k2
k1

layer sequences with equal layer thickness within a total thickness h = 1 mm are
investigated. Only for the third example holds: each 0◦-layer has a thickness h/10
and each 90◦-layer has a thickness of h/8.

For the cross-ply laminate [0◦/90◦/90◦/0◦] the influence of the RVE-length � on
the shear correction factors is investigated. The values k1 = 0.5936 and k2 = 0.7788
according to Table1 are obtained as �/h exceeds certain values, see Fig. 2. Further-
more, in this range present factors are independent of the total thickness h. Similar
results are obtained for other stacking sequences. Based on these investigations all
further computations are performed with the ratio �/h = 100.

Present factors are slightly different from the literature results. When setting
the elasticity parameters C12 = C21 and C33 in (14)1 to zero, we can verify the
comparative results for cross-ply laminates. Thereby the simplifying assumption
of cylindrical bending, as is used in [27, 28], is taken into account. Furthermore,
the ansatz D̃s12 = k12 Ds12 with k12 = √

k1 k2 is used in [27]. From this equation
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D̃s12 = 0 follows, since Ds12 = 0 holds for all examples of Table1. For the angle-ply
laminates a transition to [27] can not be shown. Here, we verify present results for
the last example via a frequency analysis of a vibrating plate in Sect. 4.2.

4.2 Influence of Shear Correction Factors on
Eigenfrequencies

4.2.1 Simply Supported CFRP Plate

Eigenfrequencies of a simply supported square plate are computed in this section
to verify the correctness of the computed shear factors. The plate length and the
total thickness read L = 1000mm and h = 50mm, respectively. Additional to the
material data (38) a density ρ = 1500kg/m3 is chosen. The last example of Table1
with a [30◦/−30◦/−30◦/30◦] stacking sequence is investigated. The plate results are
obtained using a regular 80× 80 mesh of 4-node elements. A 3D reference solution
is computed using the 8-node solid shell element [16] and a regular 80 × 80 × (4×
4) mesh. The first 10 eigenfrequencies are listed in Table2. Present results using
the factors of Table1 in a 4-node Reissner–Mindlin plate element with assumed
transverse shear strains [11] show deviations of less than 0.4% in comparison to
the reference solution. In contrast to that the factors according to [27] lead with
increasing frequency to increasing deviations. This becomes evenmore evident when
using k1 = k2 = 5/6 for homogeneous plates. Plots of the normalized eigenvectors
computed with present element are depicted in Fig. 3. Due to the chosen stacking
sequence the eigenmodes are centrally symmetric.

Table 2 Eigenfrequencies of a layered plate

i fi (Hz) Deviations (%) Deviations (%) Deviation (%)

Solid shell [16] Present [27]

k1 = 0.6773 k1 = 0.7459 k1 = 0.8333

Reference k2 = 0.6722 k2 = 0.6730 k2 = 0.8333

Solution k12 = −0.0376 k12 = 0

1 253.20 0.22 1.05 2.38

2 444.31 0.16 1.02 2.86

3 669.01 0.31 2.32 4.66

4 710.02 −0.03 0.76 3.06

5 861.31 0.27 2.24 5.20

6 1020.29 −0.18 0.59 3.39

7 1148.31 −0.04 1.75 5.32

8 1187.15 0.21 3.24 6.56

9 1352.16 −0.34 0.51 3.85

10 1352.36 0.13 3.04 6.82
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Fig. 3 Eigenvectors 1–5 and 6–10 using present element

Table 3 Eigenfrequencies of a layered plate

i fi [Hz] Deviations [%] Deviations [%]

Solid shell [16] Present

k1 = 0.3427 k1 = 0.8333

Reference k2 = 0.3427 k2 = 0.8333

Solution k12 = 0 k12 = 0

1 14.28 −0.15 3.22

2 31.32 −0.15 3.53

3 34.77 −0.14 4.34

4 52.23 −0.23 5.20

5 60.93 −0.18 5.23

6 63.09 −0.17 6.06

7 77.86 −0.28 6.46

8 85.82 −0.29 7.96

9 97.74 −0.26 7.41

10 98.99 −0.24 7.99

4.2.2 Simply Supported Timber Plate

The significance of the shear correction factors for a correct evaluation of eigenfre-
quencies is demonstrated with this example. Now a simply supported square plate
with L/h = 4800/120 [mm] is considered. The plate consists of 8 layers of equal
thickness and [45◦/−45◦/45◦/−45◦/−45◦/45◦/−45◦/45◦] stacking sequence. The
material parameters assuming transversal isotropic behaviour and the density for
glued-laminated timber are chosen as

E1 = 11600 N/mm2 G12 = 720 N/mm2 ν12 = 0.03
E2 = 390 N/mm2 G23 = 100 N/mm2 ρ = 530 kg/m3 .

(39)
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Fig. 4 Eigenvectors 1–5 and 6–10 using present element

Literature results for the shear factors are not available. Again a 3D reference solution
is computed using solid shell [16] and a regular 80 × 80 × (8 × 4) mesh. For the
plate solutions a mesh of 80 × 80 4-node elements is used.

For this example the computed factors k1 = k2 = 0.3427 deviate considerable
from k1 = k2 = 5/6 for homogeneous plates, see Table3. As consequence the
deviations from the reference solution growup to approximately 8%when computing
the first 10 eigenfrequencies using k1 = k2 = 5/6. In contrast to that the deviations
are less than 0.3% when using present factors. Plots of the normalized eigenvectors
computed with present element are depicted in Fig. 4. The eigenmodes reflect the
±45◦ fibre orientation of the layers.

5 Conclusions

In this paper the kinematics of plates is extended as warping displacements are super-
posed on the linear shape of theReissner–Mindlin theory. The variational formulation
is based on a multi-field functional, where the associated Euler–Lagrange equations
include besides the equilibrium equations formulated in stress resultants, the local
in-plane equilibrium in terms of stresses and a constraint which enforces the correct
shape of warping through the thickness. The material matrix for the stress resultants
is computed in representative volume elements introducing appropriate interpolation
matrices for the independent quantities. For linear elasticity and constant thickness
this can be done once in advance. In doing so shear correction factors for layered
shear elastic plates are obtained by static condensation of a set of parameters. Present
factors are independent of the total thickness of the laminate. The importance of the
factors for a correct evaluation of eigenfrequencies is shown.
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Verification Examples for Strain and
Strain-Rate Determination of Digital Image
Correlation Systems

S. Hartmann and S. Rodriguez

Abstract Digital Image Correlation techniques (DIC) constitute a growing field of
experimental measurement tools to determine the displacement and strain distribu-
tion on the surface of a specimen under external mechanical loads. In this article,
the aspect of strain computation in surfaces is recapped in a first step. Here, two
different approaches are compared. One method is related to the basic ideas emerg-
ing in finite elements, while the other approach is frequently applied in commercial
DIC-systems. Unfortunately, there are no adequate measures to investigate the accu-
racy of the strain calculations. This article provides analytical examples concerning
strain determination, stretches in arbitrary surface directions, and shear angles. The
provided verification examples can be used either to study existing DIC-codes or
can be applied by code developers working on new systems. In this regard, the focus
will first be on determining strains and strain-rates within a surface. Second, par-
ticular surface descriptions are used to investigate examples of homogeneous and
inhomogeneous deformations such as simple shear, combined tension-torsion of a
cylindrical bar, bending of a thin sheet and a deep-drawing process. It will be shown
that some situations show accurate results, while other problems demand special care
concerning the interpretation of the final strain field distribution. Thus, the article
does not focus on assessing image patterns, but addresses strain determination on
point clouds.

Keywords Large strains · Surface strains · Digital image correlation · Verification
1 Introduction

Today, Digital Image Correlation (DIC) can provide the information concerning dis-
placements at discrete points within a certain region on the surface of a deformed
material body.As a result, the strain distribution is calculated based on the assumption
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of a continuous deformation field. In this growing field of Experimental Mechanics
there are different objectives. A first approach is to evaluate the pictures in view of
accuracy, see, for example, Lava et al. [27, 28], Bornert et al. [4]. For dynamical prob-
lems, see, Moulart et al. [32] and the literature cited therein, where the main interest
is how fast the systems are able to track the surface pattern. For an overview of those
problems, we refer to Grédiac [10], Hild and Roux [20], Le Cam [29]. Third, the sys-
tems are applied to specific applications. Either the experimental results are used to
interpret the behavior of a specific solid material under different loading conditions,
or the measurements can be compared to numerical results. Here, we can distinguish
between a pure comparison to finite element results – or other numerical methods to
compute boundary-value problems called validation – and the possibility to use the
experimental full-field information for purposes of material parameter identification
(calibration). In other words, there are three main purposes of strain computation.
First, process monitoring can provide information about the stressed product dur-
ing the manufacturing of parts. Second, the results of finite element programs can
be compared with the experimental (optical) measurement. This process – which is
called validation, Babuska and Oden [2], Roache [36] – is of particular interest con-
cerning strongly and inhomogeneously deformed parts, see Le Cam [29], Schmaltz
and Willner [39]. Finally, the constitutive models embedded in finite element pro-
grams contain material parameters which must be calibrated to experimental results.
Here, non-linear optimization tools are applied to the entire finite element program
to find a minimum of the residual between the simulation and the experimental data,
see, for example, Andresen et al. [1], Mahnken and Stein [30], Hartmann et al. [16,
17], Kreissing et al. [26], Miehe et al. [31]. A first critical remark on the deviation of
finite elements and a DIC-system is given in an abstract by Stier and Reese [42]. For
considerably less information provided by imaging data drawing on only contour
data of the specimen and a few discrete points on the surface, we refer to Hartmann
et al. [16], Gilbert et al. [8]. Bio-medical applications are, for instance, shown in
Sutton et al. [43], Badel et al. [3].

Apart from the displacements of the discrete points, which are based on the differ-
ence of coordinates in the reference and the current configuration, strain determina-
tion is an especially challenging aspect. This is due to the fact that strains are based
on the derivatives of a function. Thus it is necessary to provide a surface description
that is based on the coordinate information of the images. There are a couple of
methods to determine the strains drawing on DIC-systems. First, using either spray
paint or regular patterns, small dots are applied to the surface so that they can be
tracked by means of the DIC-system during the deformation of the surface. Second,
the camera system (here, we study only 3D-systems, but the basic principle works
for 2D-systems as well) has to be adjusted so that (relative) coordinates can be deter-
mined for both the initial configuration as well as any other configuration to a specific
time. Third, the evaluation of the pattern, either regular or irregular dot conglomer-
ations, leads to a surface description with various possibilities. The simplest one is
a local plane obtained by least square fits, see, for instance, GOM [9], Sutton et al.
[44], or in more complex situations, by surface descriptions using complex spline
functions, see, for example, Rogers [37], de Falco et al. [6]. Finally, the comparison
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between the surface description in the reference and the current configuration must
be exploited to obtain local (surface) strains. Unfortunately, the theory manuals of
the DIC-systems either circumvent a consistent theory of strain computation or show
misleading results. Thus, a clear description of a strain measure within a surface in
the scope of DICwas provided in Hartmann and Sguazzo [15]. Moreover, there is the
classical gap between the knowledge in ContinuumMechanics and the methods used
in practice – such as the statement that strains in uniaxial tensile tests are defined
by change of length divided by initial length, ε = �L/L0, and not the derivative
of the displacement field u(x), ε(x) = du(x)/dx . Thus, a clear description of the
deformation of surfaces is required. Since the description of strains in Hartmann and
Sguazzo [15] and those proposed in GOM [9], Sutton et al. [44] appear to differ, we
provide a unified framework. Thus, in a first step, we recap the fundamentals from
Hartmann and Sguazzo [15], which is mainly based on the more abstract description
in Gurtin and Murdoch [11], Papastavrou et al. [35], Javili et al. [24] and extended
to curvilinear coordinates. Of course, similarities can be found in shell kinematics,
see, for example, [47, pp. 320]. The investigations are also extended to strain-rate
computations.

All numerical codes have to verified, either by code-to-code verification or by
analytical solutions. Regarding the aspect of verification, we refer to Babuska and
Oden [2], Roache [36] and The American Society of Mechanical Engineers [45].
Thus, a major aspect of our contribution is that we also provide examples for code
verification.

Finally, some simple verification examples are evaluated and discussed – namely
simple shear, combined tension-torsion of a cylindrical specimen, bending of a sur-
face, and a deep-drawing example – to address the problems of different basis systems
and to estimate the accuracy we can expect from DIC-systems.

The paper has the following structure: first, the kinematic of surfaces is recapped
and a general description of the deformation of surfaces is provided. This includes
in-plane strain tensors, stretches, angles between prescribed line elements, thick-
ness determination and stretch rates. Moreover, two approaches are compared, and
it will be shown how the classical formulation fits into the general surface strain cal-
culation in curvilinear form. Afterwards, various analytical examples are provided:
simple shear (homogeneous, plane deformation), tension-torsion of a cylinder (curvi-
linear problem), bending of a sheet and an analytical deep-drawing process. In these
examples, the surface description using the concept in finite elements is chosen.

2 Kinematics of Surfaces

In order to obtain different strain measures at the surface of a material body, we
study the kinematics of surfaces. Initially, the geometrical description of a spatially
fixed surface is introduced. Based on this description, the deformation of the surface
is explained in the context of finite strains. Subsequently, we provide solutions for
both stretches (or strains) in an arbitrary direction as well as a shear angle between
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e1

e2

e3

Θ 1-coordinate line

Θ 2-coordinate line

g1 = r,1

g2 = r,2
n= g3 = g3 = a3

r

Fig. 1 Geometry of a surface

two prescribed directions. Since the specimens changes in thickness are of particular
interest under the assumption of incompressibility, this aspect is discussed in the
context of small and large strains. Finally, the polynomial description of surfaces is
introduced, and different aspects regarding the strain rates are investigated.

2.1 Geometrical Description of Surfaces

A surface S is described by the position vector �r = �̂r(Θ1,Θ2) depending on the
surface coordinates Θ1 and Θ2, which are called Gaussian surface parameters, see
Fig. 1. For more details see Itskov [23]. According to Klingbeil [25] we introduce an
auxiliary point

�R(Θ1,Θ2,Θ3) = �r(Θ1,Θ2) + Θ3�a3(Θ1,Θ2) (1)

which is outside the surface. The surface itself is formulated forΘ3 = 0. The tangent
vectors to the coordinate lines are given by

�gα = ∂ �R
∂Θα = ∂�r

∂Θα + Θ3 ∂ �a3
∂Θα = �aα + Θ3�a3,α, α = 1, 2, (2)

�g3 = �a3. (3)

As is common practice, the Greek indices take the values 1 and 2, whereas the Latin
letters run from 1 to 3. The tangential vectors inside the plane are abbreviated by
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�aα := �gα|Θ3=0 = �r ,α , α = 1, 2. (4)

We define �a3 to be a unit vectorwhich is perpendicular to the tangential plane spanned
by the tangential vectors,

�a3 · �aα = 0, �a3 · �a3 = 1 ⇒ �a3 · �a3,α = 0, (5)

or

�a3 = �a1 × �a2
∣
∣�a1 × �a2

∣
∣
. (6)

Thus, the covariant metric coefficients are

aαβ := gαβ |Θ3=0 = ∣
∣�gα · �gβ

∣
∣
Θ3=0 = �aα · �aβ, (7)

aα3 = 0, a33 = 1, (8)

i.e. in matrix representation

[

gαβ

]

Θ3=0 =
⎡

⎣

�a1 · �a1 �a1 · �a2 0
�a1 · �a2 �a2 · �a2 0
0 0 1

⎤

⎦ (9)

The contravariant metric coefficient can be calculated by the inverse of the matrix of
the covariant metric coefficients (9),

aαγ a
γβ = δ β

α , [aαβ] = [aαβ]−1, (10)

where δ β
α defines the Kronecker-symbol. The contravariant basis vectors (gradient

vectors) can be obtained by
�a α = aαβ �aβ, (11)

where

�a 3 = �g 3 = �a1 × �a2
�a1 · (�a2 × �a3) = g3 j �g j = g33 �g3 = �g3 = �a3. (12)

Using the calculation of gradient vectors and inserting Eq. (6) into Eq. (12)3 yields

�a1 × �a2
�a1 · (�a2 × �a3) = �a1 × �a2

�a3 · (�a1 × �a2) = (�a1 × �a2)
∣
∣�a1 × �a2

∣
∣

(�a1 × �a2) · (�a1 × �a2) = �a1 × �a2
∣
∣�a1 × �a2

∣
∣
,

i.e. �a 3 is a unit vector as well,
∣
∣�a 3

∣
∣ = 1.

Accordingly, all information of the surface is provided and the deformation of the
surface can be treated.
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x

Fig. 2 Surface deformation and its geometrical quantities

2.2 Definition of Deformation

Concerning the deformation of a surface, we look at Fig. 2. The relation between
the parameters in the reference and in the current configuration Θ1,Θ2, and ϑ1, ϑ2,
respectively, is given by the motion ϑα = θα

R(Θβ) = θα
R(Θ1,Θ2), i.e. ϑα , α = 1, 2,

are the surface parameters in the current configuration. The surface in the reference

configuration is described by �X = �̂X(Θ1,Θ2) and in the current configuration �x =
�̂x(ϑ1, ϑ2) with the tangent vectors �Aα = ∂ �̂X/∂Θα and �aα = ∂ �̂x/∂ϑα .

Thematerial line element in the tangential plane of the current configuration draws
on the differential

dϑα = ∂θα
R

∂Θβ
dΘβ, (13)

if we multiply expression (13) with the spatial tangent vector �aα = ∂ ,

d �̂x = dϑα �aα = ∂θα
R

∂Θβ
dΘβ �aα = ∂θα

R

∂Θβ
dΘγ δ

β
γ
︸︷︷︸

�Aγ · �A β

�aα = ∂θα
R

∂Θβ
(�aα ⊗ �A β) dΘγ �Aγ

︸ ︷︷ ︸

d �X

= F̂d �̂X .

(14)

The tensor

F̂ = ∂θα
R

∂Θβ
(�aα ⊗ �A β) = θα

R ,β (�aα ⊗ �A β) (15)

is interpreted as the in-plane deformation gradient, which is singular. It describes
the change of the material line element in the tangential surface of the reference

configuration d �̂X = dΘγ �Aγ

d �̂x = F̂d �̂X . (16)
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In the case of convective coordinates, where both coordinates are identical, we have
ϑα = Θα , meaning that representation (15) reduces to

F̂ = �aα ⊗ �A α (17)

because of the property ∂θα
R/∂Θβ = δα

β .
Beforewe continue, some further properties are discussed. InGurtin andMurdoch

[11], Papastavrou et al. [35], Javili et al. [24], the projector

Î = I − �A3 ⊗ �A 3 (18)

is introduced, which is equivalent to Î = I − �N ⊗ �N , where �N = �A3 = �A 3 is the
normal vector onto the material surface element in the reference configuration, see
Eq. (12). Obviously,

F̂ = FÎ (19)

holds and is called the “material surface identity tensor”, see Appendix6. In DIC-
systems F cannot be provided, i.e. we only obtain F̂.

We start with the in-plane right Cauchy–Green tensor

Ĉ = F̂T F̂ = θ
γ
R ,α θδ

R,β ( �Aα ⊗ �aγ )(�aδ ⊗ �Aβ) = θ
γ
R ,α θδ

R,β aγ δ
︸ ︷︷ ︸

Ĉαβ

�Aα ⊗ �Aβ = Ĉαβ
�Aα ⊗ �Aβ

(20)
to develop various kinds of strain tensors and further strain measures, e.g. principal
stretches to represent the strain state in the surface. In the case of convective coor-
dinates, the coefficients of the right Cauchy–Green tensor relative to the gradient
vectors (contravariant basis) are identical to the metric coefficients of the tangent
vectors in the current configuration, Ĉαβ = aαβ . Ĉ is a singular tensor, i.e. one eigen-
value is zero, which is a priorily evaluated in the following. Of course, we can use Ĉ
to determine the in-plane stretch tensor Û under the assumption that one eigenvalue is
zero. However, we circumvent this by the following idea. The basis vectors �Aα ∈ V

3

and �Aβ ∈ V
3 are elements of the three-dimensional vector space. Since both vectors,

which are oblique-angled in the general case and span the tangential space, represent
a two-dimensional space (embedded in the three-dimensional space), the new basis
vectors �Aα ∈ V

2 have the same norm and the same direction, �Aα =̂ �Aα . However,�Aα contains only two components. This should hold for the contravariant basis as
well: �Aβ ∈ V

2, �Aβ =̂ �Aβ . Accordingly, the in-plane right Cauchy–Green tensor is
represented by

Ĉ = Ĉαβ
�Aα ⊗ �Aβ. (21)

Using the contravariant metric coefficients Aαβ = �Aα · �Aβ = �Aα · �Aβ , the mixed-
variant representation, Ĉγ

β = Aαγ Ĉαβ , of the in-plane right Cauchy–Green tensor is

obtained, Ĉ = Ĉγ

β
�Aγ ⊗ �Aβ , which is necessary to calculate the in-plane right stretch
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tensor Û. This is achieved by determining the spectral representation of the tensor
Ĉ. The mixed variant representation is needed to calculate the eigenvalue problem

[Ĉ − μI]�q = �0, (22)

i.e. in component representation (I = δα
γ
�Aα ⊗ �Aγ )

(

(Ĉα
γ − μδα

γ )�Aα ⊗ �Aγ
)

(qβ �Aβ) = [Ĉα
β − μδα

β]qβ �Aα = �0. (23)

This holds, due to the linear independence of the vectors �A1 and �A2, for the classical
symmetric eigenvalue problem

det[Ĉα
β − μδα

β] =
∣
∣
∣
∣

Ĉ1
1 − μ Ĉ1

2

Ĉ2
1 Ĉ2

2 − μ

∣
∣
∣
∣
=

= μ2 − (Ĉ1
1 + Ĉ2

2)μ + (Ĉ1
1Ĉ

2
2 − Ĉ1

2Ĉ
2
1) = 0, (24)

where the principal invariants read

IĈ = tr Ĉ = Ĉ · I = Ĉ · I = Ĉ1
1 + Ĉ2

2 (25)

IIĈ = 1

2

(

(tr Ĉ)2 − tr Ĉ2
)

= 1

2

(

(tr Ĉ)2 − tr Ĉ2
)

= det[Ĉα
β] = Ĉ1

1Ĉ
2
2 − Ĉ1

2Ĉ
2
1,

(26)

but IIIĈ = det Ĉ = 0. The solution of Eq. (24) is given by

μ1,2 = IĈ
2

±
√

I2
Ĉ

4
− IIĈ. (27)

Here,we apply a numerical eigenvalue and eigenvector computation, see, for a discus-
sion, Hartmann [14]. The eigensolver provides the coefficients of the eigenvectors,

q1 =
{

q1
1

q2
1

}

, q2 =
{

q1
2

q2
2

}

, (28)

i.e. the eigenvectors �q relative to the oblique-angled tangent basis read

�q1 = qα
1
�Aα and �q2 = qα

2
�Aα, (29)

where the eigenvectors are orthogonal, �q1 · �q2 = 0, but �Aα and �Aβ are not in gen-
eral orthogonal, �Aα · �Aβ = Aαβ . In the following, the eigenvectors are chosen to
be normalized, �nα = �qα/|�qα|, and orthonormal, �nα · �nβ = δαβ , so that the spectral
representation of the right Cauchy–Green tensor reads
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Ĉ =
2
∑

α=1

μα�nα ⊗ �nα. (30)

In order to define arbitrary strain tensors, the polar decomposition of the defor-
mation gradient

F̂ = R̂Û or F̂ = R̂Û (31)

is applied. R̂−1 = R̂T , with det R̂ = +1, is a pure rotationwithin the tangential space,
and Û = ÛT is a positive definite and symmetric tensor, which is not true for Û. Û
represents the in-plane right stretch tensor describing the stretch of the material line

elements d �̂X in the tangential surface. The stretch tensor can be calculated by

Û = Ĉ1/2 =
2
∑

α=1

μ1/2
α

�nα ⊗ �nα =
2
∑

α=1

λα�nα ⊗ �nα (32)

expressing the spectral representation. λα = μ
1/2
α are the eigenvalues (stretches) and

�nα ∈ V
2 the eigenvectors of Û. Relative to the original basis we have, with �nα =

�qα/|�qα| using Eq. (29),

Û =
2
∑

α=1

λα�nα ⊗ �nα =
2
∑

α=1

λα

|�qα|2 q
β
αq

γ
α

︸ ︷︷ ︸

Ûβγ

�Aβ ⊗ �Aγ (33)

with

|�qα| =
√

qβ
α
�Aβ · qγ

α
�Aγ =

√

qβ
αq

γ
αAβγ , 
| α. (34)

The tangent vectors �Aα are commonly oblique-angled vectors containing only the
information of the direction and the norm. Thus, the vectors are not explicitly pro-
vided with numbers (such as a column vector in linear algebra). Accordingly, the
matrix representation of the in-plane right stretch tensor Û has only the meaning
relative to the basis �A1 and �A2, which is not helpful in the case of curvilinear coor-
dinates. The only case in which the coefficients in Û can be directly interpreted with
stretches in the global coordinate system, is that of Cartesian coordinates in the ref-
erence configuration. If there is an out-of-plane component in the tangent vectors �Aα

this does not hold anymore. Moreover, Ûβγ are no physical coordinates because the
basis vectors �Aβ are not necessarily unit vectors. Now, we go back to the real space.
Here, Eq. (33) reads

Û =
2
∑

α=1

λα

|�qα|2 q
β
αq

γ
α

�Aβ ⊗ �Aγ , (35)

i.e. we have
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Ĉ =
2
∑

α=1

μα

|�qα|2 q
β
αq

γ
α

�Aβ ⊗ �Aγ , (36)

Having determined the surface stretch tensor Û, one can also calculate the in-plane
rotation tensor

R̂ = F̂Û−1, (37)

with Û−1 = ∑2
α=1 μ

−1/2
α �nα ⊗ �nα . Of course, F̂ has the representation F̂ = F̂α

β
�aα ⊗

�Aβ and we obtain

R̂ = (

F̂ δ
ε
�aδ ⊗ �Aε

)

(
2
∑

α=1

λ−1
α

|�qα|2 q
β
αq

γ
α
�Aβ ⊗ �Aγ

)

=
2
∑

α=1

λ−1
α

|�qα|2 F̂
δ
βq

β
αq

γ
α
�aδ ⊗ �Aγ ,

(38)
or in convective coordinates relative to the real tangent basis

R̂ =
2
∑

α=1

λ−1
α

|�qα|2 q
β
αq

γ
α�aβ ⊗ �Aγ . (39)

2.3 Strain Measures

There exists an infinite number of strain tensors, some of which are of practical and
others of theoretical interest. In the following, general strain tensors in the tangen-
tial space can be defined by Seth-Hill strain measures, see Ogden [33], Haupt and
Tsakmakis [19]. To this end, we define the principal strains by

ε(m)
α =

⎧

⎨

⎩

1

m
(λm

α − 1) if m �= 0

ln λα if m = 0
(40)

As is well-known, these strains have the property of vanishing in the undeformed
state ε(m)

α |λα=1 = 0 and to be monotonous increasing, ∂ε(m)
α /∂λα > 0 for λα > 0.

Moreover, all principal strains coincide in the undeformed state, ∂ε(m)
α /∂λα|λα=1 = 1.

Accordingly, we obtain the representation of generalized strain tensors

Ê(m) =
2
∑

α=1

ε(m)
α

�nα ⊗ �nα, (41)

see, for example, Ogden [33], Haupt and Tsakmakis [19]. In order to re-calculate
other strain tensors for a given particular strain tensor, we draw on Eq. (40) and obtain
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λα =
{(

mε(m)
α + 1

)(1/m)
if m �= 0

exp ε(0)α if m = 0
(42)

and, accordingly,

ε(l)
α =

⎧

⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1
l

((

mε(m)
α + 1

)(l/m) − 1
)

if m �= 0 and l �= 0

1
l
(

exp(lε(0)α ) − 1
)

if m = 0 and l �= 0

1
m ln

(

mε(m)
α + 1

)

if m �= 0 and l = 0

ε(m)
α = ε(0)α if m = 0 and l = 0

(43)

Thus, the tensor representations read

Û =
{

(mÊ(m) + Î)1/m if m �= 0

exp Ê(0) if m = 0
(44)

and

Ê(l) =

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
l

((

mÊ(m) + Î
)(l/m) − Î

)

if m �= 0 and l �= 0

1
l

(

(exp Ê(0))l − Î
)

if m = 0 and l �= 0

1
m ln

(

mÊ(m) + Î
)

if m �= 0 and l = 0

Ê(m) = Ê(0) if m = 0 and l = 0

(45)

Commonly, only the valuesm = 0, 1, 2 are chosen, i.e. for the tensors in the tangen-
tial surface we have

Ê(0) = ln Û, Ê(1) = Û − Î, Ê(2) = 1

2
(Ĉ − Î). (46)

The first tensor is called Hencky-strain tensor and the third one defines the Green
(-Lagrange) strain tensor – here relative to the tangential space. The component
representation is relative to the tangential space

Ê(m) =
2
∑

α=1

ε(m)
α

|�qα|2 q
β
αq

γ
α
�Aβ ⊗ �Aγ (47)

or relative to the three-dimensional space

Ê(m) =
2
∑

α=1

ε(m)
α

|�qα|2 q
β
αq

γ
α

�Aβ ⊗ �Aγ . (48)
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2.4 Strains in Arbitrary Directions and Shear Angles

There are two pieces of information that are of practical interest. First, the stretch
of a material line element in an arbitrary in-plane direction in the reference state is
of particular importance. Secondly, the shear angle in the tangential surface must be
provided. The stretch is defined as the ratio of the length of material line elements in

current and reference configuration λ̂ = |d �̂x |/|d �̂X |. In order to obtain this quantity,
we calculate its square

λ̂2 = d �̂x · d �̂x
d �̂X · d �̂X

= d �̂X · F̂T F̂d �̂X
d �̂X · d �̂X

= �̂e · Ĉ�̂e ⇒ λ̂ =
√

�̂e · Ĉ�̂e (49)

with
�̂e = d �̂X/|d �̂X |. (50)

In the case of a homogeneous deformation, �̂e can be prescribed by a user and the
stretch λ̂ can be determined in the direction of �̂e. This can be evaluated in any DIC-
system.

The second aspect treats the shear angle γ , see Fig. 3, which can be interpreted
as the deviation of orthogonal material line elements during the deformation, γ =
90◦ − α, see, for instance, Haupt [18]. If we apply the scalar product

d �̂x1 · d �̂x2 = |d �̂x1||d �̂x2| cosα = |d �̂x1||d �̂x2| sin γ

i.e.
d �̂X1 · Ĉd �̂X2 = λ̂1|d �̂X1|λ̂2|d �̂X2| sin γ,

and draw on both a division by |d �̂X1| and |d �̂X2| as well as exploiting relations (49)
and (50), i.e.

λ̂1 =
√

�̂e1 · Ĉ�̂e1 and λ̂2 =
√

�̂e2 · Ĉ�̂e2, (51)

Fig. 3 Explanation of shear
angle

dX̂1

dX̂2

dx̂1

dx̂2

γ

α

deformation
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we obtain

sin γ = �̂e1 · Ĉ�̂e2
√

�̂e1 · Ĉ�̂e1
√

�̂e2 · Ĉ�̂e2
. (52)

Accordingly, the stretches and the shear angle in the tangential plane can be obtained.
In a real application, �̂e1 ∈ V

3 and �̂e2 ∈ V
3, �̂eα · �̂eβ = δαβ have to be prescribed by

the user, either relative to the global Cartesian coordinate system or relative to some

tangential vectors �̂Aβ , �̂eα = m β
α

�̂Aβ in the tangent plane, wherem β
α must be known.

2.5 Thickness Strain Determination

The determination of the thickness strains is another important issue if one is inter-
ested in both the volumetric behavior as well as in the isotropy of the material.
Experimentally, this is done in De Almeida et al. [5], Röhrig [38] using a DIC-
system, where, apart from the original surface, the surface in thickness direction is
considered as well. However, specific assumptions regarding the strain distribution
of the uniaxial tensile case are introduced.

With regard to metal forming of steel plates, the assumption of incompressibility
serves as a basis to estimate the change of the metal sheet’s change in thickness. The
DIC-systems are able to provide this information as well. Here, the related equations
are developed and estimations of the error of the assumption are discussed.

Again, we start with the assumption of the motion, see Eq. (1), which now reads

�R(Θ1,Θ2,Θ3) = �r(Θ1,Θ2) + f (Θ3)�a3(Θ1,Θ2). (53)

Again, �a3 should have the same properties as given by Eqs. (5) and (6), i.e. it should
be orthogonal to the tangential space which is spanned by the tangential vectors �a1
and �a2. The function f (Θ3) is assumed to have the form

f (Θ3) = λΘ3, (54)

with f ′(Θ3) = λ and the properties

f (0) = 0 and f ′(0) = λ. (55)

This leads to the covariant metric coefficients,

[

gαβ

]

Θ3=0 =
⎡

⎣

�a1 · �a1 �a1 · �a2 0
�a1 · �a2 �a2 · �a2 0

0 0 λ
2

⎤

⎦ . (56)
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For the case of convective coordinates, the right Cauchy–Green tensor reads at Θ3

C = gi j �Gi ⊗ �G j = aαβ
�Aα ⊗ �Aβ + g33 �A3 ⊗ �A3. (57)

Since there is a decoupling of the in-plane deformation and the �A3-direction, the
entire scheme of Sect. 2.2 can be applied, i.e. the resulting stretch tensor reads

U = Û + λ �A3 ⊗ �A3 =
2
∑

α=1

λα �nα ⊗ �nα + λ �A3 ⊗ �A3, (58)

whereλ1 andλ2 are themaximumandminimumin-plane stretches andλ the thickness
stretch. The volumetric behavior at a material point is given by

det F = detU = λ1λ2λ. (59)

For the given stretches λ1 and λ2, the assumption of incompressibility, det F = 1,
leads to

λinc = (λ1λ2)
−1. (60)

If there is no incompressible material under consideration, we have det F = 1 + d.
The parameter d describes the deviation to incompressibility, i.e. using Eq. (59) we
have

λcomp = 1 + d

λ1λ2
. (61)

If we assume that T = λT0 is the current thickness and T0 the thickness in the
reference state, the ratio between the thicknesses with and without the assumption
of incompressibility reads

Tcomp

Tinc
= λcomp

λinc
= 1 + d. (62)

In other words, the difference between the case of incompressibility and the com-
pressible case is linearly dependent on the parameter d.

3 Classical Strain Determination

Strain computation in connection with DIC-systems can be seen as a standard proce-
dure. However, a closed look at the development of the underlying equations reveals
some drawbacks. In [44] most of the algorithmic steps are described by words, and
not based on unique equations. Thus, specific aspects are left to the interpretation
of the reader. Even the description in [9] does not offer a clear explanation how to
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Fig. 4 Surface description
in [44]

ex ey

ez

Z = f (X ,Y )

t
b

n

X

determine the strains. In the following, we will try to interpret the steps of Sutton et
al. [44] with the notation used here.

The surface description is different from the presentation here, since amore or less
pure Cartesian description is applied. In the reference configuration, the coordinates,
�Xi ∈ R

3, i = 1, . . . , np, which are fitted by a function

Z = f (X,Y ) =
nLS∑

i=1

Ni (X,Y )Ci , (63)

where Ni (X,Y ) are the monomials (1, X, X2, . . . ,Y,Y 2, . . . , XY, . . .) and Ci the
coefficients, which are obtained by a least-square fit, see Fig. 4, (np ≥ nLS). The
position vector describing the surface reads

�X = Xk �ek = X �ex + Y �ey + f (X,Y )�ez, (64)

(�ex = �e1, �ey = �e2, �ez = �e3). The tangent vectors are calculated in the direction of the
coordinates X and Y ,

�G1 := �GX = ∂ �X
∂X

= �ex + f,X �ez, �G2 := �GY = ∂ �X
∂Y

= �ey + f,y �ez, (65)

and are used to determine the unit vectors

�̂E1 := �t = �G1

| �G1|
, �̂E2 := �b = �G2

| �G2|
, (66)

with

| �G1| =
√

1 + f,2X , | �G2| =
√

1 + f,2Y , (67)

and the normal vector
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�̂E3 := �G3 = �n = �G1 × �G2

| �G1 × �G2|
= 1

| �G1 × �G2|
(�ex + f,X �ez) × (�ey + f,Y �ez

) = (68)

= 1

| �G1 × �G2|
(− f,X �ex − f,Y �ey + �ez

) = 1
√

1 + f,2X + f,2Y

(− f,X �ex − f,Y �ey + �ez
)

(69)

with

| �G1 × �G2| =
√

1 + f,2X + f,2Y . (70)

The normalized tangent basis �̂E1 := �t , �̂E2 := �b and �̂E3 := �n is evaluated in a “center-
point” of the surface.

In the next step, the DIC-system determines new coordinates of the deformed
configuration, �xi , i = 1, . . . , np, so that displacements of the np points can be cal-
culated relative to the original basis, �ui = �xi − �Xi = uik �ek , i = 1, . . . , np. For each
point i , i = 1, . . . , np, three displacement components relative to the original basis
are assigned, uik , k = 1, 2, 3. Next, each displacement vector is expressed relative

to the basis �̂Ek , �ui = uik �ek = ûik �̂Ek , leading to

ûik = Qlkuil (71)

with
�̂ek = Qlk �el , with Qlk = �el · �̂Ek . (72)

In concrete terms, we have

Q(X,Y ) = [Qi j ] =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1√

1 + f,2X

0 − f,X√

1 + f,2X + f,2Y

0 1√

1 + f,2Y

− f,Y√

1 + f,2X + f,2Y
f,X√

1 + f,2X

f,Y√

1 + f,2Y

1√

1 + f,2X + f,2Y

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(73)

In other words, we need np transformations. A further least-square method is applied
to the displacement components ûik of the np points

⎧

⎨

⎩

û1(X,Y )

û2(X,Y )

û3(X,Y )

⎫

⎬

⎭
=

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

mLS∑

i=1

N̂i (X,Y )di1

mLS∑

i=1

N̂i (X,Y )di2

mLS∑

i=1

N̂i (X,Y )di3

⎫

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

= N̂(X,Y )d, (74)
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i.e.mLS unknowns have to be determined.mLS can be different to nLS, i.e. a different
interpolation is chosen for the displacement components and the original surface
f (X,Y ). The displacement field now reads

�u(X,Y, f (X,Y )) = ûk(X,Y ) �̂Ek(X,Y ) = ûk(X,Y ) Qlk(X,Y )�el . (75)

The strains are determined at the middle point �XC using the components û1(XC ,YC ,

f (XC ,YC )) and û2(XC ,YC , f (XC ,YC )). Unfortunately, it is not clear whether the

spatial dependence of the basis �̂Ek in the calculation of the displacement gradient is
considered as well.

In order to demonstrate how the “classical” approach can be embedded into the
more general description explained before, we proceed as follows: let Θ1 = X and
Θ2 = Y , then the tangent vectors in the reference configuration read �A1 = �G1 and�A2 = �G2, see Eq. (65). The contravariant basis �Aα = Aαβ �Aβ requires the inverse
covariant metric coefficient matrix

[Aαβ] = [Aαβ]−1 =
[

1 + f,2X f,X f,Y
f,X f,Y 1 + f,2Y

]−1

= 1

(1 + f,2X )(1 + f,2Y ) − ( f,X f,Y )2

[

1 + f,2Y − f,X f,Y
− f,X f,Y 1 + f,2X

]

.

(76)

In view of Eq. (17), the tangent vectors in the current configuration are calculated
with �x = �X + �u by

�aα = �x,α = �X ,α +�u,α = �Aα + �u,α , (77)

using �u of Eq. (75). This leads to

�u,α =
((

mLS∑

i=1

N̂i (X, Y )di1

)

�̂Ek

)

,α

=
(
mLS∑

i=1

N̂i,α(X, Y )di1

)

�̂Ek +
(
mLS∑

i=1

N̂i (X, Y )di1

)

�̂Ek,α

(78)

with �̂Ek,α = Qlk,α�el . The basis �̂Ek,α is not dependent on the coordinates if Q is
constant. This holds for a plane f (X,Y ) = C0 + C1X + C2Y , seeEq. (73).However,
this is not the case in general.

3.1 Polynomial Description of Surfaces

The tangent planes have to be described by a given pattern, or – more precisely
– by coordinates measured using the DIC-system, see, for example, Fig. 5a. We
assume that a basic pattern is given by nen points Xk in the reference configuration,
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(a) Pattern of facets on a speci-
men (here, the GOM-system is
chosen)

e1

e2

e3

a1,Θ1

a2,Θ2

1

2

3

x1

(b) Numbering of the triangular surface
e1

e2
e3

a1

a2

1

2

3

4

5

67

8

9

x4

Θ1-line

Θ2-line

(c) Numbering of the bi-quadratic description
of the surface

Fig. 5 Pattern on surfaces for strain determination

k = 1, . . . , nen, with Xk ∈ R
3, which must not necessarily be in a plane and which

are not necessarily given by a rectangular pattern in the reference (undeformed)
configuration. We define the components Xk = {Xk1, Xk2, Xk3} in a Cartesian coor-
dinate system, where �Xk = Xkj �e j is the vector representation of point k relative to
the orthonormal basis �e j , j = 1, 2, 3, see Fig. 5b or c for the numbering of a triangle
or a nine-noded pattern. There are several possibilities to define a surface by given
coordinates. The simplest possibility is a triangulation in a given cloud of points. A
more sophisticated approach is to use arbitrary functions for which the parameters
are determined by a least-square method. Other possible concepts can be taken from
the finite element literature. Even here, the simplest scheme is to be seen in a triangu-
lation of the pattern (if one does not follow the unknown implementation (black-box)
of the DIC-provider). An alternative might be a bi-quadratic formulation. Both cases
are related to finite elements, see, for example, Hughes [22], for shape functions of
three-noded or nine-noded elements. The coordinate representation reads

X(Θ1,Θ2) =
nen∑

k=1

Nk(Θ
1,Θ2)Xk ⇒ �X(Θ1,Θ2) =

(
nen∑

k=1

Nk(Θ
1,Θ2)Xkj

)

�e j
(79)

with the shape functions Nk(Θ
1,Θ2), k = 1, . . . , nen, see Appendix7. These func-

tions have the property of partition of unity, i.e. the sum of all functions is 1 at all
points (Θ1,Θ2). Moreover, we have −1 ≤ Θα ≤ 1 for the case of a rectangular
region in the parameter space.

Choosing the same ansatz for the coordinates in the current configuration

x(Θ1,Θ2, t) =
nen∑

k=1

Nk(Θ
1,Θ2)xk(t), ⇒ �x(Θ1,Θ2, t) =

(
nen∑

k=1

Nk(Θ
1,Θ2)xk j (t)

)

�e j
(80)
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leads to the case of convective coordinates. Here, xk , k = 1, . . . , nen, define the
coordinates of the measured points in the current state, i.e. at time t . Thus, the
formulas discussed in Sect. 2.2 can be used to calculate the strains at every point
of the pattern. Another possibility would be to apply smoothing techniques such
as the mean-value determination at each node, drawing on the connecting pattern
information. For a given unknown and an irregular cloud of points a triangulation
can be chosen, see, for example, Shewchuk [40, 41]. In a triangle, see Hsu et al.
[21], Orteu [34] for a similar approach, a constant stretch occurs, see Appendix7.
Here, we have to decide at each node which stretch has to be chosen – or whether
to compute the mean value of the patterns connected to that node. Our examples
are based on the latter. The nine-noded approach focuses – quite naturally – on a
curvilinear surface description, whereas the triangulation is, a priori, in the tangential
space. In conclusion, the stretch, and, accordingly, also the strains can be evaluated
at each point of the pattern. Here, we have to ask how accurate the results can be –
which can only be determined for given analytical examples.

Regarding the computation of the tangent vectors in the reference and in the
current configuration, see Eq. (4), we have

�Aα = �X ,α =
(

nen∑

k=1

Nk,αXkj

)

�e j , �aα = �x,α =
(

nen∑

k=1

Nk,αxk j (t)

)

�e j , (81)

and the contravariant basis vectors �Aα = Aαβ �Aβ with [Aαβ] = [Aαβ]−1 = [ �Aα ·
�Aβ]−1, which is required for the deformation gradient (17).

3.2 Strain-Rate Calculation

The strain-rate computation drawing on DIC-systems largely focuses on two main
goals. First, in the case of constitutive models of rate-type (viscoelasticity or vis-
coplasticity), it is either helpful to identify the material parameters or to validate
the model under consideration. Second, high local strain rates are an indicator for
strain localization in a material, where a crack, or shear band might start. Thus, some
helpful relations must be provided. However, the strain-rate computation is much
more complex. We restrict ourselves to the stretch-rate determination.

The time derivative of the deformation gradient (17) reads

˙̂F = �̇aα ⊗ �A α, (82)

with

�̇aα = ∂

∂t

∂ �x
∂Θα =

nen∑

k=1

Nk,α(Θ1,Θ2) �̇xk(t) =
(

nen∑

k=1

Nk,α(Θ1,Θ2)ẋk j (t)

)

�e j (83)
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for the interpolation concept proposed by Eq. (80), or

�̇aα = ∂

∂t
�u,α = ˙̂uk,α �̂Ek (84)

with ûk given in Eq. (74) for the classical approach. Here, we remember that �xk(t) =
xk j (t)�e j are given coordinates.

The coordinates �̇xk(t) are givenbydiscrete points in time, �̇xk(tn),n = 0, . . . , N , so
that an interpolation in the time domain is required aswell. The simplest interpolation
is linear,

�̇xk(tn) ≈ �xk(tn+1) − �xk(tn)
tn+1 − tn

, n = 0, . . . , N − 1. (85)

Using Ĉ = F̂T F̂, the time derivative reads

˙̂C = ˙̂FT F̂ + F̂T ˙̂F = (�̇aα · �aβ + �aα · �̇aβ) �Aα ⊗ �Aβ. (86)

For practical purposes,we are only interested in the stretch rate, i.e. the timederivative
of λk = μ

1/2
k ,

λ̇k = 1

2
μ
1/2
k μ̇k = 1

2

μ̇k

λk
, (87)

using Eq. (27). With μ1,2 = μ̂1,2(IĈ(Ĉ), IIĈ(Ĉ)), we obtain by applying the chain-
rule

μ̇1,2 =
(

∂μ̂1,2

∂IĈ

dIĈ
dĈ

+ ∂μ̂1,2

∂IIĈ

dIIĈ
dĈ

)

· ˙̂C, (88)

where the derivatives are determinable by

∂μ̂1,2

∂IĈ
= 1

2

(

1 ± (

I2
Ĉ

− 4IIĈ
)−1/2

)

,
∂μ̂1,2

∂IIĈ
= ±(−1)

(

I2
Ĉ

− 4IIĈ
)−1/2

, (89)

and
dIĈ
dĈ

= I,
dIIĈ
dĈ

= IĈI − Ĉ. (90)

4 Verification Examples

In order to investigate the aforementioned theoretical aspects of Sect. 2, we propose
four examples, for which the deformation is prescribed analytically, while the pro-
cedure for strain determination is based on the surface description of Sects. 2.1 and
2.2. A full investigation of the method in Sect. 3 would go beyond the scope of this
presentation. The verification examples are simple shear, combined tension-torsion,
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bending of a thin sheet (metal sheet or polymer foil), and a deep-drawing process.
Of course, other verification examples – such as rigid body motions (pure translation
or pure rotation), simple tension or compression as well as (rigid) rotations of the
examples mentioned before are possible and should be guaranteed by the algorithms
as well.

4.1 Simple Shear

We start with the homogeneous deformation of simple shear, for which analytical
solutions are available. This can be used to investigate any kind of geometrical
description – for example that of Sect. 3.1 – using the surface description (79). Thus,
the simple shear test might be suitable as a verification or benchmark example for
strain measuring procedures in 2D and 3D DIC-systems.

4.1.1 Analytical Solution

The case of simple shear is given by the motion

�x = �χR( �X , t) = (X + κY )�e1 + Y �e2 + Z �e3 (91)

yielding the deformation gradient relative to a Cartesian basis

F = I + κ�e1 ⊗ �e2, (92)

where κ is geometrically shown in Fig. 6.
This leads to the right Cauchy–Green tensor

C = FTF = U2 =
⎡

⎣

1 κ 0
κ 1 + κ2 0
0 0 1

⎤

⎦ �ei ⊗ �e j (93)

Fig. 6 Geometrical sketch
of the simple shear case

1

1

e1

e2
x,X

y,Y κ

γ
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with the eigenvalues

μ1,2 = 1

2
(2 + κ2 ± κ

√

4 + κ2), μ3 = 1 (94)

and the normed eigenvectors

�n1 = (

2�e1 + (κ +
√

4 + κ2)�e2
)

/

√

4 + (κ +
√

4 + κ2)2

�n2 = (

2�e1 + (κ −
√

4 + κ2)�e2
)

/

√

4 + (κ −
√

4 + κ2)2 (95)

�n3 = �e3

Accordingly, the right stretch tensorU = ∑3
k=1 μ

1/2
k �nk ⊗ �nk and all depending strain

measures can be determined. Moreover, analytical expressions, see the exercise in
[33], yield the right stretch and the rotation tensors

U = 1
√

4 + κ2

⎡

⎣

2 κ 0
κ 2 + κ2 0

0 0
√

4 + κ2

⎤

⎦ �ei ⊗ �e j , R = 1
√

4 + κ2

⎡

⎣

2 κ 0
−κ 2 0

0 0
√

4 + κ2

⎤

⎦ �ei ⊗ �e j .

(96)

4.1.2 Numerical Example

In the first example, the pattern matches the plate exactly (we assume Z = 0), i.e.
we assume in Eq. (79) the shape functions (130). In other words, �Xk , k = 1, . . . , 9,
have the coordinates shown in Fig. 7a. The point coordinates of the deformed state,

A1

A2

X

Y

e1

e2

1 2

3
4

5

6

7

8
9

1

1

(a) Reference configuration

a1

a2

x

y

e1

e2

1 2

34

5

6

7

8
9

1

1

κ

(b) Current configuration

Fig. 7 Regular pattern on simple shear specimen (tangential vectors in reference configuration are
parallel to the coordinate axes)
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�xk , k = 1, . . . , 9, are given in Fig. 7b. Thus, the tangent vectors �A1 and �A2 coincide
with the direction of the original basis vectors, �A1 = 0.5�e1 and �A2 = 0.5�e2, see
Fig. 7a. We assume κ = 1/2 yielding the deformed pattern in Fig. 7b. In this case the
tangent vectors in the current configuration �a1 = 0.5�e1 and �a2 = 0.25�e1 + 0.5�e2 are
obtained. The deformation gradient at point 9, see Fig. 5c, reads

F̂ = �aα ⊗ �Aα =
⎡

⎣

1 0.5 0
0 1 0
0 0 0

⎤

⎦ �ei ⊗ �e j

with �A1 = 2�e1 and �A2 = 2�e2, see Eq. (11). The right Cauchy–Green tensor (21) in
tangential space or relative to the global Cartesian system, see Eq. (20), is given by

Ĉ =
[

1 0.5
0.5 1.25

]

�Aα ⊗ �Aβ, Ĉ =
⎡

⎣

1 0.5 0
0.5 1.25 0
0 0 0

⎤

⎦ �ei ⊗ �e j . (97)

The eigenvalues of the right Cauchy–Green tensor are

μ1 ≈ 0.6096, μ2 ≈ 1.6404 (98)

and the related eigenvectors

�n1 ≈ −0.788�e1 + 0.615�e2, �n2 ≈ −0.615�e1 − 0.788�e2, (99)

which are calculated by �nα = (qβ
α/|�qα|) �Aβ , 
| α. For the homogeneous deformation

even the curvilinear formulation yields exact results.
Of course, the pattern in a verification example should not only be aligned to the

original coordinate system. In Fig. 8a, the pattern is assumed to be rotated by 45◦. In
this caseweobtain �A1 = 0.25�e1 + 0.25�e2, �A2 = −0.25�e1 + 0.25�e2, �A1 = 2�e1 + 2�e2
and �A2 = −2�e1 + 2�e2 as well as the spatial tangent vectors �a1 = 0.375�e1 + 0.25�e2
and �a2 = −0.125�e1 + 0.25�e2, see Fig. 8b. The eigenvalues and the eigenvectors of
the right Cauchy–Green tensor are equivalent to Eqs. (98) and (99), and are, of course,
unchanged by another pattern. In this case, however, we obtain the right Cauchy–
Green tensor in the tangential space

Ĉ =
[

1.625 0.125
0.125 0.625

]

�Aα ⊗ �Aβ, Ĉ =
⎡

⎣

1 0.5 0
0.5 1.25 0
0 0 0

⎤

⎦ �ei ⊗ �e j ,

i.e. the coefficients differ to Eq. (97) since we have different contravariant basis
vectors.
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Fig. 8 Rotated pattern on simple shear specimen

4.1.3 Simple Shear Rotated

Of course, the simple shear example can be extended to a rotation in the (X, Z)-plane
by an angleϕ. This can be chosen to investigate the influence of the changing accuracy
due to misaligned camera angles. This, however, is left to the reader. Moreover, as
we are again dealing with a plane (homogeneous) motion, not all inaccuracies of the
approaches by interpolation schemes become evident. Thus, the following example
is of particular interest.

4.2 Combined Tension and Torsion

In the second example, which is more sophisticated than simple shear since a curvi-
linear problem is provided, we consider combined tension and torsion of a cylinder
under the assumption of incompressibility. First, the analytical solution is recapped.
After that, the numerical strain and stretch computation are compared.

4.2.1 Analytical Solution

Themotion of combined stretch and torsion of a cylinder is given by �x = �χR( �X , t) =
r �er + z�ez with

r = λ−1/2R, ϑ = Θ + DZ , z = λZ ,

where (R,Θ, Z) are cylindrical coordinates in the reference configuration, (r, ϑ, z)
the coordinates of the material point in the current configuration, and (D, λ) denotes
the twist (D = α/L0, where α represents the torsion angle and L0 the initial length
of the specimen) and the axial stretch, see Fig. 9. Here, Z ∈ [0, L0] and Θ ∈ [0, 2π ]
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Fig. 9 Cylindrical
coordinates in reference and
current configuration

z

Z

x,X

y,Y

z,Z
ϑ

Θ

r

R

hold. For the geometrical description of combined tension and torsion, see Truesdell
and Noll [46], Fosdick [7], Ogden [33] or, for the material parameter identification
under torsion, Hartmann [12, 13]. The vectors �er , �eϑ and �ez represent normalized
tangent vectors relative to the current configuration in radial, circumferential and
axial direction with

�er = cosϑ �e1 + sin ϑ �e2, �eϑ = − sin ϑ �e1 + cosϑ �e2, �ez = �e3. (100)

Analogously,

�ER = cosΘ�e1 + sinΘ�e2, �EΘ = − sinΘ�e1 + cosΘ�e2, �EZ = �e3 (101)

hold in the reference state. The deformation gradient results in

F = Grad �χR( �X , t) = ∂χ k
R

∂XL �gk ⊗ �GL =
⎡

⎣

λ−1/2 0 0
0 λ−1/2 Dr
0 0 λ

⎤

⎦ �ek ⊗ �EL , (102)

k = r, ϑ, z and L = R,Θ, Z . Accordingly, the right Cauchy–Green tensor

C = FTF =
⎡

⎣

λ−1 0 0
0 λ−1 DR
0 DR λ2 + (DRλ−1/2)2

⎤

⎦ �EI ⊗ �EJ , (103)
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(I, J = R,Θ, Z) is obtained. Locally, the deformation represents a simple shear
state for λ = 1 (no axial stretch). The eigenvalues are

μ1 = λ−1, μ2,3 =
(

1 + λ3 + (DR)2 ±
√

(1 + λ3 + (DR)2)2 − 4λ3
)

/(2λ).

(104)
The first eigenvalue μ1 is related to the square of the stretch in radial direction,
while the others symbolize the squares of the stretches in the circumferential/axial
tangential plane.

4.2.2 Numerical Example

Let us assume R = 10mm, λ = 1.2, and D = α/L0 = 45◦π/180◦/60mm
≈ 0.0131mm−1 with L0 = 60mm leading to

C ≈
⎡

⎣

0.833 0 0
0 0.833 0.109
0 0.109 1.454

⎤

⎦ �EI ⊗ �EJ , (105)

with μ1 ≈ 0.833, μ2 ≈ 1.473 and μ3 ≈ 0.815. This leads to the eigenvectors �n1 =
�ER , �n2 ≈ 0.168 �EΘ + 0.986 �EZ , and �n3 ≈ −0.986 �EΘ + 0.168 �EZ .Weplace the (3 ×
3)-pattern of the size b = h (b is the width in circumferential direction and h the
height in z-direction) in the center of the specimen, see Fig. 10, and vary the width
b. By defining the relative error

ε(m)
err = |ε(m)

meas − ε(m)
ex |

ε
(m)
ex

× 100, λ(m)
err = |λ(m)

meas − λ(m)
ex |

λ
(m)
ex

× 100, (106)

Fig. 10 Deformed and
undeformed pattern on the
surface of the cylindrical
specimen. Here, only the
deformed cylinder is shown
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Fig. 11 Error in principal stretch and principal strains versus the width of the pattern

of the strainmeasures (40) form = 0, 1, 2 (and of the stretch itself), where the indices
“meas” and “ex” indicate measured and exact values, we obtain very small errors
for the small, nine-noded pattern-size, see Fig. 11.However, it becomes obvious that
increasing pattern sizes lead to an increasing error. Thus, the pattern size must be
chosen carefully.

This example can be extended for verifying results at the left or the right “border”
of the cylinder (not too close to the visual border, or some points of the pattern will
vanish during torsion), where the camera systems yield more inaccurate results. This
is left to the reader.

4.3 Bending

For the scope of metal forming technology, there is no access to the deformation
during the process – so it can only be studied before and after applying the load.
As an example, Fig. 15 shows the reference configuration and the final shape of a
deep-drawing (bending) process, where the motion of a mesh of points is followed.
According to such applications, we investigate the bending of a thin sheet, i.e. we
assume that a plane specimen, see Fig. 12a, is deformed to a bend of 90◦ (bracket),
see Fig. 12b. Apart from the bending, we assume that the surface is homogeneously
stretched from L0 to L so that the entire specimen shows a stretch of λ = L/L0.
A lateral view serves to describe the deformation, based on the three points ①-③,
see Fig. 13. The three dots ①-③ represent, for instance, the combinations (4, 8, 1),
(7, 9, 5) or (3, 6, 2) for a nine-noded pattern.We assume that there are two dots inside
the curved region, see Fig. 13b. In this case we have the geometrical constraints
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L0

1

(a) 9-noded pattern on a sheet in the unde-
formed state

L1

R

(b) 9-noded pattern on a sheet in the de-
formed state

L0

1

(c) 3-noded pattern on a sheet in the unde-
formed state

Fig. 12 Bended sheet

① ② ③

L0/2 L0/2

(a) Cross section of the sheet in the reference configu-
ration

①

②

③

L/2=
λL

0 /2
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a b
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(b) Cross section of the sheet in the reference config-
uration

Fig. 13 Geometrical description of cross-section

L

2
= λL0

2
= 2πR

β

360◦ , a = L

2
− b = L

2
− 2πR

γ

360◦

For given λ, R, L0, and γ we determine β and a. For our example we assume
L0 = 4mm, R = 4mm, and a stretch of λ = 1.5.

We are interested in the deviation of the stretch and strain measures if we vary the
angle γ , 0 ≤ γ ≤ γmax with γmax = 42.9718◦ (here, the point ① reaches the upper
point on the circle). If we choose the relative errors of Eq. (106), the varying angle
γ leads to the behavior in Fig. 14.In this difficult region, the stretch is adequately
computed (less than 10% deviation). However, the strains are more sensitive. It is
especially the Green–Lagrange principal strain that behaves worse, which becomes
clear in view of definition (40). The comparison of the 9-noded pattern and the mean
value in the middle of the triangle pattern of Fig. 12c shows that the mean value
computation leads to better results, although the quadratic approach is better than
the linear approximation.
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(a) Mean value of the middle node of the
      triangle pattern in Fig. 12(c)
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(b) 9-noded pattern in Fig. 12(a), evaluated
      at the middle node

Fig. 14 Relative error of Eq. (106) versus angle γ

4.4 Deep Drawing

A more realistic deformation is represented by a deep drawing process, which is
analytically generated to investigate the entire strainmeasurement, see Fig. 15. To this
end, we introduce cylindrical coordinates, based on the assumption of axisymmetry,
see Fig. 16a. We decompose the region of a flat circle in the reference configuration
0 = R1 ≤ R ≤ R6 into five subintervals with the coordinates Rk , k = 1, . . . , 6. After
the deformation, the circular sheet has the form of a cup, and each subregion is
stretched with its own stretch measure λk , k = 1, . . . , 5. We assume circular regions
in the two edges, R2 ≤ R ≤ R3 and R4 ≤ R ≤ R5, see Fig. 16b.

The motion is given by

�x = �χR( �X , t) = r̂(R)�er + z̃(r̂(R))�ez = r̂(R)�er + ẑ(R)�ez, (107)

with the angles ϕ = � in the reference and in the current configuration of each sub-
region. We are interested in determining the deformation gradient F̂ = ∂θ i (Θ1,Θ2,

Θ3)/∂ΘK �gi ⊗ �GK and the resulting stretches. The curvilinear coordinates θ i =
{r, ϕ, z} in the current and ΘK = {R,�, Z} in the reference configuration are cylin-
drical coordinates. The tangent vectors in the current configuration read �g1 = �er ,
�g2 = r �eϕ , �g3 = �ez , whereas the gradient vectors obtain the representation �G1 = �er ,
�G2 = (1/R)�eϕ , �G3 = �ez . Accordingly, the deformation gradient is given by

F̂ =
⎡

⎣

r̂ ′(R) 0 0
0 1 0

ẑ′(R) 0 0

⎤

⎦ �gi ⊗ �GK =
⎡

⎣

r̂ ′(R) 0 0
0 r̂(R)/R 0

ẑ′(R) 0 0

⎤

⎦ �ei ⊗ �ek, i, k = r, ϕ, z,

(108)
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(a) Initial configuration (b) Deformed configuration

Fig. 15 Overall pattern of deep-drawing metal sheet before and after deforming the specimen
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(b) Geometry in reference and current configuration

Fig. 16 Coordinates and deformation in analytical deep drawing process
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(and/or ẑ′(R) = z̃′(r)r̂ ′(R)). The prime symbolizes the derivative with respect to the
argument, e.g. r̂ ′(R) = dr̂(R)/dR. With the help of the deformation gradient (108),
the right Cauchy–Green tensor reads

ĈT = F̂T F̂ =
⎡

⎣

(r̂ ′(R))2 + (ẑ′(R))2 0 0
0 (r̂(R)/R)2 0
0 0 0

⎤

⎦ �ei ⊗ �ek, i, k = r, ϕ, z.

(109)
This leads to the right stretch tensor

Û =
⎡

⎣

√

(r̂ ′(R))2 + (ẑ′(R))2 0 0
0 r̂(R)/R 0
0 0 0

⎤

⎦ �ei ⊗ �ek, i, k = r, ϕ, z. (110)

Thus, the stretches in radial and circumferential directions are known

λr = �er · Û�er =
√

(r̂ ′(R))2 + (ẑ′(R))2 and λϕ = �eϕ · Û�eϕ = r̂(R)

R
. (111)

For the representation z̃(r̂(R)) we have λr =
√

1 +
(
dẑ(r)
dr

)2 dr̂(R)
dR and we expect

that λr is equivalent to the prescribed stretches λk , k = 1, . . . , 5, in each subinterval.
Subinterval 0 = R1 ≤ R ≤ R2:

In the first subinterval (bottom of the deep drawing cup), a radial stretch λ1 is
assumed,

�x1 = λ1R�er ⇒ r̂(R) = λ1R, ẑ(R) = 0, (112)

leading to the stretches in radial and circumferential direction

λr = λ1 and λϕ = λ1 (113)

see Eq. (111).
Subinterval R2 ≤ R ≤ R3:

In this subinterval a stretch of λ2 is assumed, i.e. the arc has a length of b =
λ2(R3 − R2), see Fig. 16b, or Fig. 17a.Thus, the radius is

ρ1 = b

π/2
= 2λ2(R3 − R2)

π
. (114)

Accordingly, the motion is given by

�x2 = �χR( �X , t) = (L1 + ρ1 sin ϑ)
︸ ︷︷ ︸

r̂(R)

�er + (ρ1(1 − cosϑ))
︸ ︷︷ ︸

ẑ((R)

�eϕ (115)

with
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Fig. 17 Geometry in curved regions

ϑ = ϑ̂(R) = π

2

R − R2

R3 − R2
. (116)

and

r̂ ′(R) = ρ1(cos ϑ̂(R))
π

2(R3 − R2)
= λ2 cos ϑ̂(R), ẑ′(R) = λ2 sin ϑ̂(R). (117)

This results in the deformation gradient

F̂ =
⎡

⎢
⎣

λ2 cosϑ 0 0

0 L1 + ρ1 sin ϑ
R 0

λ2 sin ϑ 0 0

⎤

⎥
⎦ �ei ⊗ �ek, i, k = r, ϕ, z (118)

with L1 = λ1(R2 − R1) = λ1R2. This leads to

λr = λ2 and λϕ(R) = L1 + ρ1 sin ϑ̂(R)

R
. (119)

Subinterval R3 ≤ R ≤ R4:
The motion in the sidewall

�x3 = �χR( �X , t) = L2�er + (λ3(R − R3) + ρ1)�ez (120)

is described by a stretch λ3 yielding the deformation gradient

F̂ =
⎡

⎢
⎣

0 0 0

0 L3
R 0

λ3 0 0

⎤

⎥
⎦ �ei ⊗ �ek, i, k = r, ϕ, z (121)
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with L2 = L1 + ρ1. The stretches are, see Eq. (111),

λr = λ3 and λϕ = L2

R
, (122)

i.e. λϕ(R3) = L2/R3 and λϕ(R4) = L2/R4.
Subinterval R4 ≤ R ≤ R5:

Analogously to the second subinterval, the arc is b = λ4(R5 − R4) = ρ2π/2, i.e.
ρ2 = 2λ4(R5 − R4)/π , and the angle is given by ϑ = (R − R4)/(R5 − R4)(π/2),
see Fig. 17b. Thus, the motion

�x4 = �χR( �X , t) = (L2 + ρ2(1 − cosϑ))
︸ ︷︷ ︸

r̂(R)

�er + ρ1 + L4 + ρ2 sin ϑ
︸ ︷︷ ︸

ẑ(R)

�ez (123)

with L4 = λ3(R4 − R3) is given. The derivatives

r̂ ′(R) = ρ2(sin ϑ)π

2(R5 − R4)
= λ4 sin ϑ, ẑ′(R) = λ4 cosϑ (124)

lead to the stretches

λr = λ4 and λϕ = L2 + ρ2(1 − cos ϑ̂(R))

R
(125)

which yields the values λϕ(R4) = L2/R4 and λϕ(R5) = L3/R5 with L3 = L2 + ρ2.
Subinterval R5 ≤ R ≤ R6:

In the final subinterval, the motion

�x5 = �χR( �X , t) = (L3 + λ5(R − R5))�er + (ρ1 + L4 + ρ2)�ez (126)

is given, leading to the stretches

λr = λ5 and λϕ = L3 + λ5(R − R5)

R
. (127)

The circumferential stretches obtain the values at the interval’s bounds λϕ(R5) =
L3/R5 and λϕ(R6) = (L3 + λ5(R6 − R5))/R5.

For our example, we choose R1 = 0mm, R2 = 30mm, R3 = 34mm, R4 =
46mm, R5 = 50mm, R6 = 60mm, λ1 = 1.01, λ2 = 1.5, λ3 = 1.3, λ4 = 1.5, and
λ5 = 1.05. Figure18 shows the results of the stretch distributions λr (R) and λϕ(R).
Apparently, there are jumps in the stretches, which, of course, cannot be observed
in realistic situations. However, strain localization might occur just before crack
initiation occurs.

We generate a grid of points in the reference and the current configuration, see
Fig. 19a and apply the triangulation using the algorithm published in Shewchuk
[40], see Fig. 19b. By employing the proposed triangular surface representation and
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Fig. 19 Point generation and triangulation of a deep-drawing process

computing the mean values of the maximum principal stretch, we obtain the relative
error of definition (106), as shown in Fig. 20.We intentionally introduce two points at
(0,−60, 0) and (−60, 0, 0) to study the behavior of a more serious problem. These
points lead to extremely flat triangles in the triangulation and to errors up 10, 000%
(these points are omitted in the figure). The main errors occur in the curved regions,
as we expected. Themagnitude of the error in all other patterns goes up to 30% for the
maximumprincipal stretch. Thus, special care is required to evaluate principal strains
in such regions, which is a common task in the scope of metal forming technology.
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Fig. 20 Relative error of maximum principal stretch using triangulation based on mean-value
computation

5 Conclusions

One of the main goals of the paper is to provide the basic equations for surface
strains given by any kind of surface description. Thus, curvilinear coordinates need
to be considered. As demonstration examples, a triangular and a bi-quadratic surface
description are chosen for a first instance. There is a clear discrepancy between
the general theory and the information provided in the theory manuals of DIC-
systems, which is due to the state of knowledge in differential geometry and the
kinematics of arbitrary deformations. This article tries to fill this gap. One example
is related to orthonormal coordinate systems, as commonly assumed, which are only
applicable for real plane problems or for the tangential plane itself (here, however,
the orientation is user-dependent). However, the latter changes from point to point
and is, accordingly, questionable for real applications if only one Cartesian system
is assumed. Here, the basic conditions for the classical approach are provided.

Often, the points of the pattern are very close (speckle pattern) to each other if
tension, shear or combined tension-torsion problems are used. In these cases, the
error of the strain determination is small. In the case of a point pattern, such as in
metal forming processes where bending or deep-drawing of thin metal sheets are
investigated, it turns out that we can obtain drastic errors of more than 30%. Thus, it
is necessary to either choose smaller patterns or to provide new surface descriptions
– especially for problems related to metal forming processes. Furthermore, the pro-
vided analytical test examples can help to improve digital imaging systems if they
are used for evaluating the systems themselves.

Acknowledgements The author would like to thank the German Research Foundation DFG (grant
no. HA2024-12-1) for funding the present investigations.
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A1 = G1

A2 = G2

n= A3 = A3 = G3 b

b̂= Îb= b− (b ·A3)A3

(b ·A3)A3

Fig. 21 Projection of a vector �b into the tangential space

Appendix

6 Projection to Tangential Plane

The projector (18) maps (projects) an arbitrary vector �b into the tangential surface,
see Fig. 21. This can be seen by applying

�̂b = Î�b = (I − �A3 ⊗ �A 3)�b = (δi j
�Ai ⊗ �A j − �A3 ⊗ �A 3)bk �Ak =

= bk �Ak − δ3kb
k �A3 = b1 �A1 + b2 �A2

or more compact
Î�b = �b − (�b · �A 3) �A3.

7 Shape Functions

For the representation of the surface the shape functions of a triangle and a 9-noded
pattern are required. The triangle, see Fig. 22a, in the parameter space has the shape
functions

N1(Θ
1,Θ2) = 1 − Θ1 − Θ2, N2(Θ

1,Θ2) = Θ1, N3(Θ
1,Θ2) = Θ2. (128)

These functions lead to constant tangent vectors in the reference and the current
configuration. As an example, we consider those in the reference configuration

A1 = ∂X

∂Θ1 = X2 − X1, A2 = ∂X

∂Θ2 = X3 − X1. (129)
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All resulting vectors are constant within the triangular pattern, and, accordingly, only
constant stretches and strains occur. This is known in finite elements as well.

The 9-noded pattern, see Fig. 22b, has the following shape-functions:

N1(Θ
1,Θ2) = Θ1Θ2

4
(1 − Θ1)(1 − Θ2),

N2(Θ
1,Θ2) = −Θ1Θ2

4
(1 + Θ1)(1 − Θ2)

N3(Θ
1,Θ2) = Θ1Θ2

4
(1 + Θ1)(1 + Θ2)

N4(Θ
1,Θ2) = −Θ1Θ2

4
(1 − Θ1)(1 + Θ2)

N5(Θ
1,Θ2) = −Θ2

2
(1 − (Θ1)2)(1 − Θ2)

N6(Θ
1,Θ2) = Θ1

2
(1 + Θ1)(1 − (Θ2)2)

N7(Θ
1,Θ2) = Θ2

2
(1 − (Θ1)2)(1 + Θ2)

N8(Θ
1,Θ2) = −Θ1

2
(1 − Θ1)(1 − (Θ2)2)

N9(Θ
1,Θ2) = (1 − (Θ1)2)(1 − (Θ2)2)

(130)

where −1 ≤ Θα ≤ +1] holds.
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Closed-Form Approximate Solutions
for the Local Buckling Behavior of
Composite Laminated Beams Based on
Third-Order Shear Deformation Theory

Johannes Herrmann, Torsten Kühn, Tjorven Müllenstedt,
Siham Mittelstedt and Christian Mittelstedt

1 Introduction

Composite structures, especially in the form of thin-walled laminates with layers
made of fiber-reinforced plastics have found an increasing use in all engineering
branches where the weight of a structure is a crucial design aspect. Naturally, this
prominently holds for aeronautics and astronautics, but also for industry branches
such as automotive or civil engineering.

The most elementary structural elements in almost every engineering branch are
prismatic beams with arbitrary cross-sections, subjected to axial, bending and/or tor-
sion load. When designing laminated composite beams according to their stability
behaviour, we distinguish between global and local buckling behaviour. Therein,
global buckling pertains to such stability cases where the beam exhibits buckling
modes where the cross-section remains underformed and where the beam buckles
as a whole (i.e. Euler-type column buckling, but also lateral buckling or torsional-
flexural buckling). Barbero and Tomblin [2] investigated the Euler-type buckling
and also the torsional buckling of thin-walled composite beams and presented rather
simple analysis equations as well as experimental data. A related work has been pre-
sented by Barbero and Raftoyiannis [3] which included analysis equations for Euler
buckling of laminated composite beams under axial compression and where the tran-
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sition between global and local buckling for beams with variable length has been
investigated in detail. A follow-up paper has been published with [4]. Barbero and
Raftoyiannis [5] determined the lateral buckling behaviour of pultruded beams under
single moments and point loads and used adequate displacement formulations for the
analysis of global and local stability modes. Davalos and Qiao [6] investigated the
lateral and torsional buckling behaviour and the interaction of these buckling modes
of wide-flange composite beams and presented simple analysis equations for critical
loads as well as experimental data. Davalos et al. [7] reported analytical and experi-
mental results for the flexural-torsional buckling behaviour of pultruded beamsmade
of composite materials. The finite element method has been employed by Gan et al.
[8] for the analysis of critical buckling loads of pultruded composite beams. Ana-
lytical models for Euler-type buckling as well as the torsional and flexural-torsional
buckling of composite laminated beams under axial compression have been pre-
sented by Lee and Kim [9]. Based on these considerations, a one-dimensional finite
element has been developed for according buckling analyses. Kollár [10] employed
Vlassov’s beam theory for the development of an analysis model for the determi-
nation of the buckling behaviour of thin-walled orthotropic beams under uniaxial
compression. Qiao et al. [11] employed adequate representations for displacements
and rotations for the analytical treatment of the torsional-flexural buckling behaviour
of cantilever beams with I-cross-sections and also presented experimental data. Shan
and Qiao [12] determined the flexural-torsional buckling behaviour of open-profile
composite beams and used adequate displacement representations in conjunction
with a variational principle. Further, [12] includes some experimental results. The
Ritz-method has been employed by De Lorenzis and La Tegola [13] for the analy-
sis of the global buckling behaviour of thin-walled composite beams. Teter and
Kolakowski [14] investigated the interactive global-local behaviour of thin-walled
beams strengthened by local stiffeners using the finite element method. Kolakowski
and Kubiak [15] considered the post-critical behaviour and ultimate load-carrying
capacity of thin-walled beams by performing nonlinear finite elements analyses.
Vo and Lee [16] developed an analytical method for the analysis of Euler-type as
well as torsional and flexural-torsional buckling of composite box beams under axial
compression and derived a one-dimensional finite element for according numerical
analyses. The coupled vibration and flexural-torsional buckling behaviour of thin-
walled composite beams considering transverse shear deformations and arbitrary
laminate lay-ups has been investigated by Vo and Lee [17] using a purely numerical
approach. Naderian et al. [18] used the finite strip method for the assessment of the
torsional and flexural-torsional buckling behaviour of composite beams under axial
compressive load. The boundary element method has been employed by Sapountza-
kis and Dourakopoulos [19] for the analysis of the flexural-torsional behaviour of
thin-walled composite beams.

Given the fact that the segments of the beam cross-sections (i.e. webs and flanges)
are generally rather thin-walled when compared to the length of the beam, besides
the global buckling behaviour naturally the local buckling behaviour is a further
deciding factor during the analysis anddesign phase aswell that needs to be tackled by
adequate means of analysis. If closed-form analytical methods are to be used, in most
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Fig. 1 The discrete plate approach for local buckling analysis

cases such local buckling analyses employ rather simplified idealization concepts
that enable the development of closed-form analysis formulas. A typical approach
is the so-called discrete plate approach (Fig. 1) during which the segment of interest
(web or flange) is separated from the cross-section and elastic rotational restraints
(restraint stiffness k) are employed at the cutting edges as indicated for several
typical cross-sections. The buckling analysis is then performed for this separated
segment with elastic restraints. The length of the considered beam is a, and the
width b is taken as h (for web buckling) or bF (for flange buckling). Figure1, lower
part, shows the idealization approach for the local web buckling of an I-beam. All
four edges of the web plate are taken to be simply supported, while in addition
the longitudinal unloaded edges are elastically clamped (restraint stiffness k). The
restraints stiffness values can be determined from the properties of the adjacent beam
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segments, and according analysis rules are given for instance in Qiao and Shan [20]
which we recommend for further reading in this regard. Analysis approaches within
the framework of discrete plate analysis have been presented e.g. by Qiao and Shan
[20], Bank and Yin [21], Kollár [22, 23], Qiao et al. [24], Qiao and Zou [25], Zureick
and Shih [26], wherein all of the cited references operate with the framework of
CLPTandonly consider orthotropic plates and laminates, respectively, under uniaxial
compressive load. Mittelstedt [27, 28] considered the local flange buckling of thin-
walled composite beams taking bending-twisting coupling into account. Mittelstedt
and Beerhorst [29] used discrete plate models for the local buckling analysis of
stiffened composite panels. The combination of compressive and shear load has
been considered by Beerhorst et al. [30]. An extension of existing CLPT models for
the local buckling analysis of webs and flanges of composite laminated beams to
FSDT has been presented by Kühn et al. [31].

In this paper we present a novel discrete plate analysis approach for the local
buckling behaviour of composite laminated beams based on TSDT. For this, we will
employ adequate and rather simple shape functions for the out-of-plane buckling
deflections as well as for the rotational angles of the web and flange cross-sections
and use the principle of minimum elastic potential of the buckled discrete plate under
the assumption of symmetric and purely orthotropic laminates. The shape functions
are required to fulfill the given geometric boundary conditions, and the employed
methodology allows for closed-form approximate solutions of the buckling loads
according to TSDT that can be usedwith ease in a practical engineering environment.
Comparison to reference results shows that the current analysis approach delivers
quite reliable and reasonable results and can thus be recommended for use in engi-
neering practice.

2 Third Order Shear Deformation Theory

In this paper, an analysismethod for the local buckling of composite laminated beams
under uniaxial compression, based on third order shear deformation theory (TSDT)
according to Reddy, will be derived. In this section we briefly summarize this specific
theory. The interested reader is referred to [1] for further details.

Unlike classical laminated plate theory (CLPT) that is based on the hypotheses
of Kirchhoff’s classical plate theory (i.e. normal hypothesis, cross-sections remain
unwarped during plate deformations), TSDT does not use these assumptions and
explicitly allows for non-normal and warped plate cross-sections. However, the
requirement that the transverse normal stress σzz vanishes and that no changes in
plate thickness h occur are also maintained within TSDT. A comparison between
CLPT, first order shear deformation theory (FSDT) and TSDT is given in Fig. 2.
The global coordinate system is denoted as x , y, z, wherein x and y generate the
laminate middle plane and z denotes the thickness direction. The laminate thickness
is denoted as t . TSDT employs the following displacement field:
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Fig. 2 Comparison between CLPT (upper part), FSDT (middle) and TSDT (lower part)

u(x, y, z) = u0(x, y) + zψx (x, y) + z2θx (x, y) + z3λx(x, y),

v(x, y, z) = v0(x, y) + zψy(x, y) + z2θy(x, y) + z3λy(x, y),

w(x, y) = w0(x, y). (1)

Therein, the quantities ψx , ψy , θx , θy , λx , λy are a priori unknown functions that
characterize the deformation behaviour of the laminate cross-section. Hence, as a
starting point there are nine unknown displacement functions that need to be deter-
mined. The quantities u0, v0, w0 are the displacements of the laminate middle plane
(indicated by the index 0), and ψx , ψy are the rotation angles of the cross-section on
the laminate middle plane at z = 0:
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ψx = ∂u

∂z

∣
∣
∣
∣
z=0

, ψy = ∂v

∂z

∣
∣
∣
∣
z=0

. (2)

The remaining quantities θx , θy , λx , λy can be interpreted as:

2θx = ∂2u

∂z2

∣
∣
∣
∣
z=0

, 2θy = ∂2v

∂z2

∣
∣
∣
∣
z=0

, 6λx = ∂3u

∂z3

∣
∣
∣
∣
z=0

, 6λy = ∂3v

∂z3

∣
∣
∣
∣
z=0

. (3)

The requirement that the transverse shear stresses τyz and τxz vanish at the free
laminate surfaces at z = − t

2 and z = + t
2 eventually leads to:

∂w0

∂y
+ ψy − tθy + 3t2

4
λy = 0,

∂w0

∂y
+ ψy + tθy + 3t2

4
λy = 0,

∂w0

∂x
+ ψx − tθx + 3t2

4
λx = 0,

∂w0

∂x
+ ψx + tθx + 3t2

4
λx = 0, (4)

meaning that for θx , θy , λx , λy we achieve:

θx = 0, θy = 0, λx = − 4

3t2

(

ψx + ∂w0

∂x

)

, λy = − 4

3t2

(

ψy + ∂w0

∂y

)

. (5)

The displacement field (1) then assumes the following form:

u(x, y, z) = u0(x, y) + zψx (x, y) − 4z3

3t2

(

ψx (x, y) + ∂w0(x, y)

∂x

)

,

v(x, y, z) = v0(x, y) + zψy(x, y) − 4z3

3t2

(

ψy(x, y) + ∂w0(x, y)

∂y

)

,

w(x, y) = w0(x, y). (6)

Like FSDT, TSDT thus uses five degress of freedom, namely the three middle plane
displacements u0, v0, w0 and the two rotation angles ψx , ψy .

The strain field according to TSDT can be written as follows:

εxx = ∂u

∂x
= ∂u0

∂x
+ z

∂ψx

∂x
− 4z3

3t2

(

∂ψx

∂x
+ ∂2w0

∂x2

)

,

εyy = ∂v

∂y
= ∂v0

∂y
+ z

∂ψy

∂y
− 4z3

3t2

(

∂ψy

∂y
+ ∂2w0

∂y2

)

,
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εzz = ∂w

∂z
= 0, γyz = ∂v

∂z
+ ∂w

∂y
= ψy − 4z2

t2

(

ψy + ∂w0

∂y

)

+ ∂w0

∂y
,

γxz = ∂u

∂z
+ ∂w

∂x
= ψx − 4z2

t2

(

ψx + ∂w0

∂x

)

+ ∂w0

∂x
,

γxy = ∂u

∂y
+ ∂v

∂x
= ∂u0

∂y
+ ∂v0

∂x
+ z

(
∂ψx

∂y
+ ∂ψy

∂x

)

− 4z3

3t2

(

∂ψx

∂y
+ ∂ψy

∂x
+ 2

∂2w0

∂x∂y

)

.

(7)

Using a vector-matrix notation we have:

ε(0) =
⎛

⎝

ε(0)
xx

ε(0)
yy

γ (0)
xy

⎞

⎠ =

⎛

⎜
⎜
⎝

∂u0
∂x
∂v0
∂x

∂u0
∂y + ∂v0

∂x

⎞

⎟
⎟
⎠

, ε(1) =
⎛

⎝

ε(1)
xx

ε(1)
yy

γ (1)
xy

⎞

⎠ =

⎛

⎜
⎜
⎜
⎝

∂ψx
∂x
∂ψy
∂y

∂ψx
∂y + ∂ψy

∂x

⎞

⎟
⎟
⎟
⎠

,

ε(3) =
⎛

⎝

ε(3)
xx

ε(3)
yy

γ (3)
xy

⎞

⎠ =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

− 4
3t2

(

∂ψx
∂x + ∂2w0

∂x2

)

− 4
3t2

(

∂ψy
∂y + ∂2w0

∂y2

)

− 4
3t2

(

∂ψx
∂y + ∂ψy

∂x + 2 ∂2w0
∂x∂y

)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

γ (0) =
(

γ (0)
yz

γ (0)
xz

)

=
⎛

⎝
ψy + ∂w0

∂y
ψx + ∂w0

∂x

⎞

⎠ , γ (2) =
(

γ (2)
yz

γ (2)
xz

)

=
⎛

⎝
− 4
t2

(

ψy + ∂w0
∂y

)

− 4
t2

(

ψx + ∂w0
∂x

)

⎞

⎠ .

(8)

Hence:
ε = ε(0) + zε(1) + z3ε(3), γ = γ (0) + z2γ (2). (9)

Here and in all that follows, a superimposed index 0 indicates quantities that are
related to the laminate middle plane.

We now introduce the inplane force fluxes N 0
xx , N

0
yy , N

0
xy , the moment fluxes M0

xx ,
M0

yy , M
0
xy and the transverse shear force fluxes Qy , Qx as resultants of the inplane

stresses σxx , σyy , τxy and the transverse shear stresses τyz , τxz as:

N 0 =
⎛

⎝

N 0
xx

N 0
yy

N 0
xy

⎞

⎠ =
∫ + t

2

− t
2

⎛

⎝

σxx

σyy

τxy

⎞

⎠dz,

M0 =
⎛

⎝

M0
xx

M0
yy

M0
xy

⎞

⎠ =
∫ + t

2

− t
2

⎛

⎝

σxx

σyy

τxy

⎞

⎠zdz,



182 J. Herrmann et al.

Q =
(

Qy

Qx

)

=
∫ + t

2

− t
2

(

τyz
τxz

)

dz. (10)

TSDT further requires the definition of warping moments as:

P =
⎛

⎝

Pxx
Pyy

Pxy

⎞

⎠ =
∫ + t

2

− t
2

⎛

⎝

σxx

σyy

τxy

⎞

⎠z3dz,

R =
(

Ry

Rx

)

=
∫ + t

2

− t
2

(

τyz
τxz

)

z2dz. (11)

At this point Hooke’s generalized law for monoclinic laminate layer according to a
plane state of stress is employed:

⎛

⎝

σxx

σyy

τxy

⎞

⎠ =
⎡

⎣

Q̄11 Q̄12 Q̄16

Q̄12 Q̄22 Q̄26

Q̄16 Q̄26 Q̄66

⎤

⎦

⎛

⎝

εxx
εyy
γxy

⎞

⎠ . (12)

Therein the quantities Q̄i j (i, j = 1, 2, 6) are the so-called transformed reduced stiff-
ness components of a laminate layer that can be determined from a transformation
of the reduced stiffnesses Qi j from the local layer coordinate system x1, x2, x3 into
the global system x , y, z:

Q̄11 = Q11 cos
4 θ + 2 (Q12 + 2Q66) cos

2 θ sin2 θ + Q22 sin
4 θ,

Q̄22 = Q11 sin
4 θ + 2 (Q12 + 2Q66) cos

2 θ sin2 θ + Q22 cos
4 θ,

Q̄12 = (Q11 + Q22 − 4Q66) cos
2 θ sin2 θ + Q12

(

cos4 θ + sin4 θ
)

,

Q̄66 = (Q11 + Q22 − 2Q12 − 2Q66) cos
2 θ sin2 θ + Q66

(

cos4 θ + sin4 θ
)

,

Q̄16 = (Q11 − Q12 − 2Q66) cos
3 θ sin θ + (Q12 − Q22 + 2Q66) cos θ sin3 θ,

Q̄26 = (Q11 − Q12 − 2Q66) cos θ sin3 θ + (Q12 − Q22 + 2Q66) cos
3 θ sin θ.

(13)

Herein, θ is the orientation angle of an orthotropic laminate layer with respect to the
global coordinate system. The reduced stiffnesses can be computed for each laminate
layer as:

Q11 = E11

1 − ν12ν21
, Q22 = E22

1 − ν12ν21
, Q12 = ν12E22

1 − ν12ν21
, Q66 = G12,

(14)
wherein E11, E22, G12, ν12 and ν21 are the elastic properties of the considered
orthotropic laminate layer.

Inserting (12)with (7) into (10) and (11) yields the constitutive law for a composite
laminate in the framework of TSDT:
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⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

N 0
xx

N 0
yy

N 0
xy

M0
xx

M0
yy

M0
xy

Pxx
Pyy

Pxy
Qy

Qx

Ry

Rx

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

A B E 0 0
B D F 0 0
E F H 0 0
0 0 0 A

S
D

S
0 0 0 D

S
F

S

⎤

⎥
⎥
⎥
⎥
⎥
⎦

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∂u0
∂x
∂v0
∂x

∂u0
∂y + ∂v0

∂x
∂ψx
∂x
∂ψy
∂y

∂ψx
∂y + ∂ψy

∂x

− 4
3t2

(

∂ψx
∂x + ∂2w0

∂x2

)

− 4
3t2

(

∂ψy
∂y + ∂2w0

∂y2

)

− 4
3t2

(

∂ψx
∂y + ∂ψy

∂x + 2 ∂2w0
∂x∂y

)

ψy + ∂w0
∂y

ψx + ∂w0
∂x

− 4
t2

(

ψy + ∂w0
∂y

)

− 4
t2

(

ψx + ∂w0
∂x

)

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

. (15)

In symbolic form we have:

⎛

⎜
⎜
⎜
⎜
⎝

N 0

M0

P
Q
R

⎞

⎟
⎟
⎟
⎟
⎠

=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

A B E 0 0
B D F 0 0
E F H 0 0
0 0 0 A

S
D

S
0 0 0 D

S
F

S

⎤

⎥
⎥
⎥
⎥
⎥
⎦

⎛

⎜
⎜
⎜
⎜
⎝

ε(0)

ε(1)

ε(3)

γ (0)

γ (3)

⎞

⎟
⎟
⎟
⎟
⎠

, (16)

with the laminate stiffness matrix as:

⎡

⎢
⎢
⎢
⎢
⎢
⎣

A B E 0 0
B D F 0 0
E F H 0 0
0 0 0 A

S
D

S
0 0 0 D

S
F
S

⎤

⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

A11 A12 A16 B11 B12 B16 E11 E12 E16 0 0 0 0
A12 A22 A26 B12 B22 B26 E12 E22 E26 0 0 0 0
A16 A26 A66 B16 B26 B66 E16 E26 E66 0 0 0 0
B11 B12 B16 D11 D12 D16 F11 F12 F16 0 0 0 0
B12 B22 B26 D12 D22 D26 F12 F22 F26 0 0 0 0
B16 B26 B66 D16 D26 D66 F16 F26 F66 0 0 0 0
E11 E12 E16 F11 F12 F16 H11 H12 H16 0 0 0 0
E12 E22 E26 F12 F22 F26 H12 H22 H26 0 0 0 0
E16 E26 E66 F16 F26 F66 H16 H26 H66 0 0 0 0
0 0 0 0 0 0 0 0 0 A44 A45 D44 D45

0 0 0 0 0 0 0 0 0 A45 A55 D45 D55

0 0 0 0 0 0 0 0 0 D44 D45 F44 F45
0 0 0 0 0 0 0 0 0 D45 D55 F45 F55

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(17)
The quantities A, B, D are the well-known matrices including the membrane, cou-
pling and plate stiffness components of a laminate according to CLPT (cf. [1]).
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Ai j =
∫ t

2

− t
2

Q̄i jdz, Bi j =
∫ t

2

− t
2

Q̄i j zdz, Di j =
∫ t

2

− t
2

Q̄i j z
2dz. (18)

Further, in (17)wealsofind thematrix of the transverse shear stiffness components A
S

that arises when dealing with a laminate analysis according to FSDT. Its components
read:

A44 =
∫ + t

2

− t
2

C̄44dz, A55 =
∫ + t

2

− t
2

C̄55dz, A45 =
∫ + t

2

− t
2

C̄45dz, (19)

with the stiffness parameters according to Hooke’s generalized law for a three-
dimensional monoclinic continuum (see [1]). Note that the shear correction factor
K that is typically (and oftentimes in a somewhat random fashion) used at this stage
in the framework of FSDT is not required when TSDT is employed.

In (17)we also find the additional submatrices E , F , H , D
S
and F

S
that are unique

features of TSDT and which can be interpreted as transverse shear stiffnesses. The
additional force vectors P and R can be interpreted as warping moments. In detail,
we have for the additional quantities in the framework of TSDT:

E =
⎡

⎣

E11 E12 E16

E12 E22 E26

E16 E26 E66

⎤

⎦ =
∫ t

2

− t
2

⎡

⎣

Q̄11 Q̄12 Q̄16

Q̄12 Q̄22 Q̄26

Q̄16 Q̄26 Q̄66

⎤

⎦ z3dz,

F =
⎡

⎣

F11 F12 F16

F12 F22 F26

F16 F26 F66

⎤

⎦ =
∫ t

2

− t
2

⎡

⎣

Q̄11 Q̄12 Q̄16

Q̄12 Q̄22 Q̄26

Q̄16 Q̄26 Q̄66

⎤

⎦ z4dz,

H =
⎡

⎣

H11 H12 H16

H12 H22 H26

H16 H26 H66

⎤

⎦ =
∫ t

2

− t
2

⎡

⎣

Q̄11 Q̄12 Q̄16

Q̄12 Q̄22 Q̄26

Q̄16 Q̄26 Q̄66

⎤

⎦ z6dz,

(20)

and

D
S

=
[

D44 D45

D45 D55

]

=
∫ t

2

− t
2

[

C̄44 C̄45

C̄45 C̄55

]

z2dz,

F
S

=
[

F44 F45

F45 F55

]

=
∫ t

2

− t
2

[

C̄44 C̄45

C̄45 C̄55

]

z4dz. (21)

Note that these quantities contain z of higher powers so that it can be concluded that
these quantities will start influencing the buckling results in such cases where the
thickness of the considered laminate cannot be classified strictly as thin anymore.
We will study this in detail later on.
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3 Structural Situation and Energy Formulation
for Buckling Analysis

We consider the local buckling of composite laminated beams under uniaxial com-
pression using the discrete plate approach (cf. Fig. 1).Hence,we treat the two separate
buckling problems as depicted in Fig. 3. In both cases we consider a composite lami-
nated plate with the global coordinate system x , y, z, length a and width b = h (web
buckling) respectively b = bF (flange buckling) as indicated. In order to develop a
generally applicable analysis method we will refer to the width of the web and flange
plates as b, keeping in mind that b needs to be substituted with h or bF as required.
Both situations consider a constant uniaxial load N 0

xx that acts in the laminate mid-
dle plane. In the case of local web buckling, all four edges are simply supported,
while in addition the longitudinal edges at y = 0 and y = b are elastically clamped
(restraint stiffness k). The analysis approach for local flange buckling considers the
same structural situation with the exception of the longitudinal edge at y = b which
is supposed to be free of any support or restraints.

The total elastic potential Π of the buckled laminate consist of the inner potential
Πi (i.e. the strain energy), the outer potential Πa and the energy stored in the elastic
restraints at the longitudinal edges (see Fig. 1):

Π = Πi + Πa + Πs . (22)

Consistent with the assumptions of TSDT we have for Πi :

Fig. 3 Local web buckling
(upper part) and flange
buckling (lower part) using
the discrete plate approach
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Πi = 1

2

∫

V
σi jεi jdV

= 1

2

∫

V
(σxxεxx + σyyεyy + τxyγxy + τxzγxz + τyzγyz)dV . (23)

Inserting the strain field (7) according to TSDT we get:

Πi = 1

2

∫ t
2

− t
2

∫ b

0

∫ a

0

{

σxx

[
∂u0
∂x

+ z
∂ψx

∂x
− 4z3

3t2

(
∂ψx

∂x
+ ∂2w0

∂x2

)]

+ σxx

[
∂u0
∂x

+ z
∂ψx

∂x
− 4z3

3t2

(
∂ψx

∂x
+ ∂2w0

∂x2

)]

+ τxy

[
∂u0
∂y

+ ∂v0
∂x

+ z

(
∂ψx

∂y
− ∂ψy

∂x

)

− 4z3

3t2

(
∂ψx

∂y
− ∂ψy

∂x
+ 2

∂2w0

∂x∂y

)]

+ τxz

[

ψx − 4z2

3t2

(

ψx + ∂w0

∂x

)

+ ∂w0

∂x

]

+ τyz

[

ψy − 4z2

3t2

(

ψy + ∂w0

∂y

)

+ ∂w0

∂y

]}

dxdydz. (24)

Performing the integration with respect to the thickness coordinate z leads to:

Πi = 1

2

∫ b

0

∫ a

0

[

N0
xx

∂u0
∂x

+ N0
yy

∂v0
∂y

+ N0
xy

(
∂u0
∂y

+ ∂v0
∂x

)

+ M0
xx

∂ψx

∂x
+ M0

yy
∂ψy

∂y

+ M0
xy

(
∂ψx

∂y
+ ∂ψy

∂x

)

− 4

3t2
P0
xx

(

∂ψx

∂x
+ ∂2w0

∂x2

)

− 4

3t2
P0
yy

(

∂ψy

∂y
+ ∂2w0

∂y2

)

− 4

3t2
P0
xy

(

∂ψx

∂y
+ ∂ψy

∂x
+ 2

∂2w0

∂x∂y

)

+ Qy

(

ψy + ∂w0

∂y

)

+ Qx

(

ψx + ∂w0

∂x

)

− 4

t2
Ry

(

ψy + ∂w0

∂y

)

− 4

t2
Rx

(

ψx + ∂w0

∂x

)]

dxdy. (25)

We now consider the constitutive law (15) with (17). Considering that in this work
we investigate symmetric and orthotropic laminates exclusively we have Bi j = 0 and
Ei j = 0 and also C̄45 = 0. Furthermore, for such laminates we have:

A16 = A26 = Bi j = D16 = D26 = Ei j = F16

= F26 = H16 = H26 = A45 = D45 = F45 = 0. (26)

Further taking into account that for symmetric laminates no displacements u0 and
v0 occur when the laminate buckles, we finally achieve the following representation
for the inner potential Πi :
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Πi = 1

2

∫ b

0

∫ a

0

[

D11

(
∂ψx

∂x

)2

+ 2D12
∂ψx

∂x

∂ψy

∂y
+ D22

(
∂ψy

∂y

)2

+ D66

(
∂ψx

∂y

)2

+ 2D66
∂ψx

∂y

∂ψy

∂x
+ D66

(
∂ψy

∂x

)2

− 8

3t2
F11

(
∂ψx

∂x

)2

− 8

3t2
F11

∂2w0

∂x2
∂ψx

∂x
− 16

3t2
F12

∂ψx

∂x

∂ψy

∂y
− 8

3t2
F12

∂2w0

∂y2
∂ψx

∂x

− 8

3t2
F12

∂2w0

∂x2
∂ψy

∂y
− 8

3t2
F22

(
∂ψy

∂y

)2

− 8

3t2
F22

∂2w0

∂y2
∂ψy

∂y

− 8

3t2
F66

(
∂ψx

∂y

)2

− 16

3t2
F66

∂ψx

∂y

∂ψy

∂x
− 8

3t2
F66

(
∂ψy

∂x

)2

− 16

3t2
F66

∂2w0

∂x∂y

∂ψx

∂y
− 16

3t2
F66

∂2w0

∂x∂y

∂ψy

∂x
+ 16

9t4
H11

(
∂ψx

∂x

)2

+ 32

9t4
H11

∂2w0

∂x2
∂ψx

∂x
+ 16

3t2
H11

(
∂2w0

∂x2

)2

+ 32

9t4
H12

∂ψx

∂x

∂ψy

∂y

+ 32

9t4
H12

∂2w0

∂y2
∂ψx

∂x
+ 32

9t4
H12

∂2w0

∂x2
∂ψy

∂y
+ 32

9t4
H12

∂2w0

∂x2
∂2w0

∂y2

+ 16

9t4
H22

(
∂ψy

∂y

)2

+ 32

9t4
H22

∂2w0

∂y2
∂ψy

∂y
+ 16

9t4
H22

(
∂2w0

∂y2

)2

+ 16

9t4
H66

(
∂ψx

∂y

)2

+ 32

9t4
H66

∂ψx

∂y

∂ψy

∂x
+ 64

9t4
H66

∂2w0

∂x∂y

∂ψx

∂y

+ 16

9t4
H66

(
∂ψy

∂x

)2

+ 64

9t4
H66

∂2w0

∂x∂y

∂ψy

∂x
+ 64

9t4
H66

(
∂2w0

∂x∂y

)2

+ A44ψ
2
y + 2A44

∂w0

∂y
ψy + A44

(
∂w0

∂y

)2

+ A55ψ
2
x + 2A55

∂w0

∂x
ψx

+ A55

(
∂w0

∂x

)2

− 8

t2
D44ψ

2
y − 16

t2
D44

∂w0

∂y
ψy − 8

t2
D44

(
∂w0

∂y

)2

− 8

t2
D55ψ

2
x − 16

t2
D55

∂w0

∂x
ψx − 8

t2
D55

(
∂w0

∂x

)2

+ 16

t4
F44ψ

2
y

+ 32

t4
F44

∂w0

∂y
ψy + 16

t4
F44

(
∂w0

∂y

)2

+ 16

t4
F55ψ

2
x + 32

t4
F55

∂w0

∂x
ψx

+ 16

t4
F55

(
∂w0

∂x

)2 ]

dxdy. (27)

For the outer potential we have (see e.g. [31]):

Πa = −1

2
N 0

xx

∫ b

0

∫ a

0

(
∂w0

∂x

)2

dxdy. (28)
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The energy that is stored within the elastic restraints (restraint stiffness k) at the
longitudinal edges amount to

Πs = 1

2
k

∫ a

0
[ψ2

y (y = 0) + ψ2
y (y = b)]dx (29)

in the case of local web buckling, and

Πs = 1

2
k

∫ a

0
[ψ2

y (y = 0)]dx (30)

when local flange buckling is considered.

4 Governing Equations and Boundary Conditions

We now derive the underlying differential equations and boundary conditions that
constitute the current local buckling problems. The geometric boundary conditions
impose requirements on the displacement quantities u0, v0, w0, ψx , ψy while the
dynamic boundary conditions state requirements for the force quantities N 0

xx , N
0
yy ,

N 0
xy , M

0
xx , M

0
yy , M

0
xy , Pxx , Pyy , Pxy , Qy , Qx , Ry , Rx . We can derive the desired

equations from the principle of minimum total elastic potential of the buckled plate,
i.e. the requirement of a vanishing first variation δΠ of Π :

δΠ = δΠi + δΠa + δΠs = 0. (31)

Performing the variation as indicated in (31), integrating by parts and collecting
terms of the same order we arrive at the following expression:

− 1

2

∫ b

0

∫ a

0

{

(N0
xx,x + N0

xy,y)δu0 + (N0
yy,y + N0

xy,x )δv0 +
(

4

3t2
Pxx,xx + 4

3t2
Pyy,yy

+ 4

3t2
Pxy,xy + Qy,y + Qx,x − 4

t2
Ry,y − 4

t2
Rx,x − 2N0

xxw0,xx

)

δw0

+
(

M0
xx,x + M0

xy,y − 4

3t2
Pxx,x − 4

3t2
Pxy,y − Qx + Rx

)

δψx +
(

M0
yy,y

+ M0
xy,x − 4

3t2
Pyy,y − 4

3t2
Pxy,x − Qy + Ry

)

δψy

}

dxdy

+ 1

2

∫ a

0

{[

N0
xyδu0 + N0

yyδv0 +
(

4

3t2
Pyy,y + 8

3t2
Pxy,x + Qy − 4

t2
Ry

)

δw0

+
(

M0
xy − 4

3t2
Pxy

)

δψx +
(

M0
yy − 4

3t2
Pyy

)

δψy − 4

3t2
Pyyδw0,y

]∣
∣
∣
∣

b

0

+ kψy(y = 0)δψy(y = 0) + kψy(y = b)δψy(y = b)
}

dx
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+ 1

2

∫ b

0

{[

N0
xx δu0 + N0

xyδv0 +
(

4

3t2
Pxx,x + 8

3t2
Pxy,y + Qx − 4

t2
Rx

− 2N0
xxw0,x

)

δw0 +
(

M0
xx − 4

3t2
Pxx

)

δψx +
(

M0
xy − 4

3t2
Pxy

)

δψy

− 4

3t2
Pxx δwo,x

] ∣
∣
∣
∣

a

0

}

dy − 1

2

(
8

3t2
Pxyδw0

) ∣
∣
∣
∣

a

0

∣
∣
∣
∣

b

0
= 0. (32)

Since the variations that appear within (32) are independent and arbitrary we can
solve this equation only if we take the variations of the displacement quantities to
be vanishing independently, i.e. by requiring that either δuo = 0, δv0 = 0, δw0 = 0,
δwo,x = 0, δw0,y = 0, δψx = 0, δψy = 0 or the associated terms become zero. Since
in this contribution we do not make use of the governing differential equations but
will use an energetic approach later on, we will not discuss the buckling differential
equations at this point but focus on the underlying boundary conditions instead. In
the case of local web buckling (b = h), we have:

w0(x = 0) = 0, w0(x = a) = 0, w0(y = 0) = 0, w0(y = b) = 0,

ψx (y = 0) = 0, ψx (y = b) = 0, ψy(x = 0) = 0, ψy(x = a) = 0,

Pxx (x = 0) = 0, Pxx (x = a) = 0, Pyy(y = 0) = 0, Pyy(y = b) = 0,
(

M0
xx − 4

3t2
Pxx

)

(x = 0) = 0,

(

M0
xx − 4

3t2
Pxx

)

(x = a) = 0,

(

M0
yy − 4

3t2
Pyy

)

(y = 0) = kψy(y = 0),

(

M0
yy − 4

3t2
Pyy

)

(y = b) = −kψy(y = b). (33)

For local flange buckling (b = bF) where a free edge exists at y = b and only the
longitudinal edge at y = 0 is elastically clamped, we achieve:

w0(x = 0) = 0, w0(x = a) = a, w0(y = 0) = 0,

ψx (y = 0) = 0, ψy(x = 0) = 0, ψy(x = a) = 0,

Pxx (x = 0) = 0, Pxx (x = a) = 0, Pyy(y = 0) = 0, Pyy(y = b) = 0,
(

4

3t2
Pyy,y + 8

3t2
Pxy,x + Qy − 4

t2
Ry

)

(y = b) = 0,

(

M0
xy − 4

3t2
Pxy

)

(y = b) = 0,

(

M0
xx − 4

3t2
Pxx

)

(x = 0) = 0,

(

M0
xx − 4

3t2
Pxx

)

(x = a) = 0,

(

M0
yy − 4

3t2
Pyy

)

(y = 0) = kψy(y = 0),

(

M0
yy − 4

3t2
Pyy

)

(y = b) = 0.

(34)
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It is interesting to note that the geometric boundary conditions that arise by the
use of TSDT are identical to those that need to be considered when dealing with
analysis approaches within the framework of FSDT (see Kühn et al. [31] where
similar buckling problems are treated).

5 Closed-Form Approximate Solution

For the approximate analysis of the buckling loads N 0
xx for the local buckling prob-

lems outlined in Fig. 3 we use rather simple shape functions for the buckling modes,
characterized by w0, ψx and ψy . A general formulation would be:

w0 = Ww1(x)w2(y), ψx = Xψx1(x)ψx2(y), ψy = Yψy1(x)ψy2(y), (35)

with the constants W , X , Y and the shape functions w1(x), w2(y), ψx1(x), ψx2(y),
ψy1(x),ψy2(y) that will be defined in detail later on. The shape functions are required
to fulfill the geometric boundary conditions outlined in (33) and (34). Inserting the
formulations (35) into the energy formulations (27)–(29) (respectively (30) when
flange buckling is considered) and introducing the abbreviations

I1 =
∫ a

0

(
dψx1

dx

)2

dx, I2 =
∫ a

0

dψx1

dx
ψy1dx, I3 =

∫ a

0
ψ2

y1dx,

I4 =
∫ a

0
ψ2

x1dx, I5 =
∫ a

0
ψx1

dψy1

dx
dx, I6 =

∫ a

0

(
dψy1

dx

)2

dx,

I7 =
∫ a

0

d2w1

dx2
dψx1

dx
dx, I8 =

∫ a

0
w1

dψx1

dx
dx, I9 =

∫ a

0

d2w1

dx2
ψy1dx,

I10 =
∫ a

0
w1ψy1dx, I11 =

∫ a

0

dw1

dx
ψx1dx, I12 =

∫ a

0

dw1

dx

dψy1

dx
dx,

I13 =
∫ a

0

(
d2w1

dx2

)2

dx, I14 =
∫ a

0

d2w1

dx2
w1dx, I15 =

∫ a

0
w2
1dx,

I16 =
∫ a

0

(
dw1

dx

)2

dx,

J1 =
∫ b

0
ψ2

x2dy, J2 =
∫ b

0
ψx2

dψy2

dy
dy, J3 =

∫ b

0

(
dψy2

dy

)2

dy,

J4 =
∫ b

0

(
dψx2

dy

)2

dy, J5 =
∫ b

0

dψx2

dy
ψy2dy, J6 =

∫ b

0
ψ2

y2dy,

J7 =
∫ b

0
w2ψx2dy, J8 =

∫ b

0

d2w2

dy2
ψx2dy, J9 =

∫ b

0
w2

dψy2

dy
dy,

J10 =
∫ b

0

d2w2

dy2
dψy2

dy
dy, J11 =

∫ b

0

dw2

dy

dψx2

dy
dy,
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J12 =
∫ b

0

dw2

dy
ψy2dy,

J13 =
∫ b

0
w2
2dy, J14 =

∫ b

0
w2

d2w2

dy2
dy, J15 =

∫ b

0

(
d2w2

dy2

)2

dy,

J16 =
∫ b

0

(
dw2

dy

)2

, C1rot = ψ2
y2(y = 0), C2rot = ψ2

y2(y = b)

(36)

while taking C2rot = 0 when flange buckling is considered, we eventually arrive at
the following formulation for the total elastic potential Π :

Π = 1

2
D11X

2 I1 J1 + D12XY I2 J2 + 1

2
D22Y

2 I3 J3 + 1

2
D66X

2 I4 J4 + D66XY I5 J5

+ 1

2
D66Y

2 I6 J6 − 4

3t2
F11X

2 I1 J1 − 4

3t2
F11WX I7 J7 − 8

3t2
F12XY I2 J2

− 4

3t2
F12WX I8 J8 − 4

3t2
F12WY I9 J9 − 4

3t2
F22Y

2 I3 J3 − 4

3t2
F22WY I10 J10

− 4

3t2
F66X

2 I4 J4 − 8

3t2
F66XY I5 J5 − 4

3t2
F66Y

2 I6 J6 − 8

3t2
F66WX I11 J11

− 8

3t2
F66WY I12 J12 + 8

9t4
H11X

2 I1 J1 + 16

9t4
H11WX I7 J7 + 8

9t4
H11W

2 I13 J13

+ 16

9t4
H12XY I2 J2 + 16

9t4
H12WX I8 J8 + 16

9t4
H12WY I9 J9

+ 16

9t4
H12W

2 I14 J14 + 8

9t4
H22Y

2 I3 J3 + 16

9t4
H22WY I10 J10 + 8

9t4
H22W

2 I15 J15

+ 8

9t4
H66X

2 I4 J4 + 16

9t4
H66XY I5 J5 + 32

9t4
H66WX I11 J11

+ 8

9t4
H66Y

2 I6 J6 + 32

9t4
H66WY I12 J12 + 32

9t4
H66W

2 I16 J16 + 1

2
A44Y

2 I3 J6

+ A44WY I10 J12 + 1

2
A44W

2 I15 J16 + 1

2
A55X

2 I4 J1 + A55WX I11 J7

+ 1

2
A55W

2 I16 J13 − 4

t2
D44Y

2 I3 J6 − 8

t2
D44WY I10 J12 − 4

t2
D44W

2 I15 J16

− 4

t2
D55X

2 I4 J1 − 8

t2
D55WX I11 J7 − 4

t2
D55W

2 I16 J13 + 8

t4
F44Y

2 I3 J6

+ 16

t4
F44WY I10 J12 + 8

t4
F44W

2 I15 J16 + 8

t4
F55X

2 I4 J1 + 16

t4
F55WX I11 J7

+ 8

t4
F55W

2 I16 J13 − 1

2
N 0

xxW
2 I16 J13 + 1

2
kY 2 I3(C1rot + C2rot ). (37)

Equilibrium is established when the first variation δΠ vanishes which, given the
shape functions (35), reduces to the Ritz equations as follows:
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∂Π

∂W
= 0,

∂Π

∂X
= 0,

∂Π

∂Y
= 0. (38)

Using the abbreviations

λ11 = 16

9t4
H11 I13 J13 + 32

9t4
H12 I14 J14 + 16

9t4
H22 I15 J15 + 64

9t4
H66 I16 J16 + A44 I15 J16

+ A55 I16 J13 − 8

t2
D44 I15 J16 − 8

t2
D55 I16 J13 + 16

t4
F44 I15 J16 + 16

t4
F55 I16 J13,

λ̄11 = I16 J13,

λ12 = − 4

3t2
F11 I7 J7 − 4

3t2
F12 I8 J8 − 8

3t2
F66 I11 J11 + 16

9t4
H11 I7 J7

+ 16

9t4
H12 I8 J8 + 32

9t4
H66 I11 J11 + A55 I11 J7 − 8

t2
D55 I11 J7 + 16

t4
F55 I11 J7,

λ13 = − 4

3t2
F12 I9 J9 − 4

3t2
F22 I10 J10 − 8

3t2
F66 I12 J12 + 16

9t4
H12 I9 J9

+ 16

9t4
H22 I10 J10 + 32

9t4
H66 I12 J12 + A44 I10 J12 − 8

t2
D44 I10 J12 + 16

t4
F44 I10 J12,

λ22 = D11 I1 J1 + D66 I4 J4 − 8

3t2
F11 I1 J1 − 8

3t2
F66 I4 J4 + 16

9t4
H11 I1 J1

+ 16

9t4
H66 I4 J4 + A55 I4 J1 − 8

t2
D55 I4 J1 + 16

t4
F55 I4 J1,

λ23 = D12 I2 J2 + D66 I5 J5 − 8

3t2
F12 I2 J2 − 8

3t2
F66 I5 J5 + 16

9t4
H12 I2 J2

+ 16

9t4
H66 I5 J5,

λ33 = D22 I3 J3 + D66 I6 J6 − 8

3t2
F22 I3 J3 − 8

3t2
F66 I6 J6 + 16

9t4
H22 I3 J3

+ 16

9t4
H66 I6 J6 + A44 I3 J6 − 8

t2
D44 I3 J6 + 16

t4
F44 I3 J6 + k I3(C1rot + C2rot ),

(39)

we can write the equation system resulting from (38) as follows:

⎡

⎣

λ11 − N 0
xx λ̄11 λ12 λ13

λ12 λ22 λ23

λ13 λ23 λ33

⎤

⎦

⎛

⎝

W
X
Y

⎞

⎠ =
⎛

⎝

0
0
0

⎞

⎠ . (40)

In order to avoid the trivial solution W = 0, X = 0, Y = 0 we require a vanishing
coefficient determinant and arrive at the following closed-form approximate solution
for the buckling load N 0

xx :

N 0
xx = λ11(λ22λ33 − λ23λ23) − λ12(λ12λ33 − λ23λ13) + λ13(λ12λ23 − λ22λ13)

λ̄11(λ22λ33 − λ23λ23)
.

(41)
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6 Shape Functions

In order to evaluate the buckling solution derived with (41) we need to determine
adequate shape functions w1(x), w2(y), ψx1(x), ψx2(y), ψy1(x), ψy2(y). Given the
fact that both FSDT and TSDT use the same degrees of freedom and that further
the current geometric boundary conditions are identical to those as they arise in
the framework of FSDT (see Kühn et al. [31]) we use identical shape functions as
employed in [31]. Hence, for local web buckling we use the following formulations:

w0 = Ww1(x)w2(y)

= W sin
(mπx

a

) [

(1 − β)sin
(πy

b

)

+ 1

2
β

(

1 − cos

(
2πy

b

))]

,

ψx = Xψx1(x)ψx2(y)

= Xcos
(mπx

a

) [

(1 − β)sin
(πy

b

)

+ 1

2
β

(

1 − cos

(
2πy

b

))]

,

ψy = Yψy1(x)ψy2(y)

= Y sin
(mπx

a

) [

(1 − β)sin
(πy

b

)

+ βsin

(
2πy

b

)]

. (42)

While the shape functions w1(x), ψx1(x), ψy1(x) fulfill all boundary conditions
at the loaded edges x = 0 and x = a, the shape functions with respect to the y-
coordinate w2(y), ψx2(y), ψy2(y) are chosen strictly due to engineering intuition
and are basically composed of two limit states. The first limit state is the case of
simply supported longitudinal edges y = 0 and y = b, and the second state consists
of fully clamped longitudinal edges. The quantityβ as given in (42) is an interpolation
factor that interpolates between these two limit states (i.e.β = 0 for simply supported
longitudinal edges and thus k = 0, and β = 1 for fully clamped longitudinal edges
and thus k → ∞) and the determination of which will be discussed at a later stage.
With the set of shape functions (42) we have for the abbreviations (36):

I1 = I6 = −I9 = I12 = −I14 = I16 = m2π2

2a
, −I2 = I5 = −I8 = I11 = mπ

2
,

I3 = I4 = I10 = I15 = a

2
, I7 = m3π3

2a2
, I13 = m4π4

2a3
,

J1 = J7 = J13 = b(64β − 64β2 + 12π − 24πβ + 21πβ2)

24π
,

J2 = −J5 = J9 = −J12 = −8

3
β + 8

3
β2 − 1

2
π + πβ − πβ2,

J3 = π(16β − 16β2 + 3π − 6πβ + 15πβ2)

6b
,

J4 = −J8 = J11 = −J14 = J16 = π(16β − 16β2 + 3π − 6πβ + 6πβ2)

6b
,
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J6 = b(16β − 16β2 + 3π − 6πβ + 6πβ2)

6π
,

J10 = π2(16β − 16β2 + 3π − 6πβ + 15πβ2)

6b2
,

J15 = π3(16β − 16β2 + 3π − 6πβ + 15πβ2)

6b3
, C1rot = C2rot = (1 − β)2. (43)

In the case of local flange buckling the following shape functions can be employed:

w0 = Ww1(x)w2(y)

= W sin
(mπx

a

) [

(1 − β)
y

b
+ β

(

1 − cos
(πy

2b

))]

,

ψx = Xψx1(x)ψx2(y)

= Xcos
(mπx

a

) [

(1 − β)
y

b
+ β

(
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(πy
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))]
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2
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(πy
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, (44)

and thus:

I1 = I6 = −I9 = I12 = −I14 = I16 = m2π2

2a
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2
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2
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(
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,
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(
π3β2
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)

, J15 = 1

32

(
π4β2

b3

)

, C1rot = 1

4
(1 − β)2. (45)

The factor β is chosen according to the analysis approach outlined in [31] and reads:
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β = kb

2D22π + kb
. (46)

This formulation holds for both local web and flange buckling. It can readily be
shown that β can attain values between β = 0 and β = 1, depending on the restraint
stiffness k.

7 Results and Discussion

As first examples we consider three different I-beam configurations taken from a
civil engineering application [32]. The employed elastic laminate layer properties
for a typical carbon fiber reinforced plastic are given in Table1. The three different I-
beam configurations are described in detail in Table2. Therein, N is the total number
of laminate layers. Note that for all three considered beams, the web properties
remain unchanged. The web and flange laminates can be classified as moderately
thick so that the application of shear deformation theories is justified. Note that the
laminate layups considered here do not exactly fulfill the requirement for orthotropic
laminates. In order to facilitate the computations, we have set the according stiffness
parameters in the laminate stiffness matrix (17) to zero. The determination of the
restraint stiffness k for both web and flange buckling has been determined according
to an approach outlined by Qiao and Shan in [20]. We will not go into deeper details
at this point, the interested reader is referred to [20] and the references cited therein
for detailed information. It is important to note, however, that the determination of
k showed that for all beam configurations considered in Table2 web buckling is the
relevant case. Figures6, 7 and 8 contain buckling curves for N 0

xx (with N 0
xx given

in the unit N/mm) using the present methodology wherein the length a is varied
between a = 0 and a = 4000 mm. For verification, we have also included results
using CLPT (see [28, 29]) as well as using FSDT (see [31]) where it is important to
note that the reference results have all been extensively verified using comparative

Table 1 Material properties
[32]

Parameter Value Unit

E11 1,21,000 MPa

E22 8600 MPa

E33 8600 MPa

G12 4700 MPa

G13 4700 MPa

G23 3100 MPa

ν12 0.27 –

ν13 0.27 –

ν23 0.4 –



196 J. Herrmann et al.

Table 2 I-beam configurations 1–3 [32]

N Thickness t [mm] Width b [mm] Laminate layup

I-beam 1 Web 176 22 444 [±458/903/03]4S
Flange 224 28 100 [020/ ± 452/904]4S

I-beam 2 Web 176 22 500 [±458/903/03]4S
Flange 200 25 105 [017/ ± 452/904]4S

I-beam 3 Web 176 22 554 [±458/903/03]4S
Flange 200 25 110 [015/ ± 452/904]4S

Fig. 4 Exemplary mesh of a
full beam model

finite element computations. These FEM computations that we will not discuss in
full detail due to reasons of brevity have been performed using full beam models
(see [31, 32] for more details) based on shell models accounting for transverse shear
deformations. An exemplary mesh the density of which has been determined by
convergence studies is given in Fig. 4. The employed boundary conditions and load
introduction by using multi-point constraints is shown in Fig. 5 where here the mesh
density is depicted in a much coarser way so as to facilitate the representation of
boundary conditions.

Note that while even theweb laminate is the same for all three considered I-beams,
the local web buckling problem also depends significantly on the restraint stiffness
values k which in turn depend on the properties of the flange laminates. The results
contained in Figs. 6, 7 and 8 can thus be interpreted as a study of the influence of
the variation of k. Apparently, the results reflect buckling curves as they are typical
when investigating the critical buckling loads of laminates with variable length. All
curves tend to infinite values for N 0

xx when very short laminates are considered. On
the other hand the curves N 0

xx (a) tend to an asymptotic limit value when a takes on
sufficiently high values. In between, the buckling curves reach several local maxima
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Fig. 5 Boundary conditions and load introduction in the framework of the numerical model

I-beam configuration 1

0 500 1000 1500 2000 3000 35002500 4000
Length a [mm]

1.0

1.8

2.0

1.6

1.4

1.2

B
uc

kl
in

g 
lo

ad
 N

   
[N

/m
m

]
xx0

x 104

Fig. 6 Local web buckling of I-beam 1

I-beam configuration 2

0 500 1000 1500 2000 3000 35002500 4000
Length a [mm]

1.0

1.4

1.2

B
uc

kl
in

g 
lo

ad
 N

   
[N

/m
m

]
xx0

x 104

0.8

Fig. 7 Local web buckling of I-beam 2

that correspond to changes in the buckling modes. It furthermore becomes quite
obvious that the results by CLPT are significantly higher than those by FSDT and
TSDT,where the latter ones are quite close to each other. On the one hand this verifies
the current TSDT approach as rather accurate since the FSDT results are matched
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I-beam configuration 3
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Fig. 8 Local web buckling of I-beam 3

Table 3 Material properties
[31]

Parameter Value Unit

E11 1,55,000 MPa

E22 10,000 MPa

E33 10,000 MPa

G12 4500 MPa

G13 4500 MPa

G23 4500 MPa

ν12 0.3 –

ν13 0.3 –

ν23 0.3 –

quite closely, and on the other hand due to the usage of TSDT the necessity of a shear
correction factor can be discarded which is very beneficial for practical application.
In the light of these results the local web buckling approach can be considered to be
verified.

For further verification we consider some I-beam configurations taken fromKühn
et al. [31] which we will denote as I-beams 4–6. The assumed material properties are
given in Table3. All I-beam configurations as described in Table4 are assumed to
consist of purely orthotropic, symmetric and moderately thick composite laminate
layups. The determination of the restraint stiffness values k for web and flanges
showed that in this case flange buckling is the relevant local stability case. The
following study thus serves as a verification of the developed local flange buckling
analysismethod.Note that in this case, bothwebs and flanges show the same laminate
layups. Buckling curves similar to those already discussed before are given in Figs. 9,
10 and 11.

Again we are comparing our results with those obtained with closed-form approx-
imate solutions based on CLPT and FSDT. We have varied the length a [mm] in the
range between a = 0 mm and a = 1200 mm respectively a = 1440 mm and plotted
the resultant buckling load N 0

xx in N/mm as a function of a. The results contained in
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Table 4 I-beam configurations 4–6 [31]

N Thickness t [mm] Width b
[mm]

Laminat layup

I-beam 4 Web 73 9.125 100 [(90/0)18/90/(0/90)18]
Flange 73 9.125 40 [(90/0)18/90/(0/90)18]

I-beam 5 Web 98 12.25 100 [(90/0)24/90]S
Flange 98 12.25 40 [(90/0)24/90]S

I-beam 6 Web 130 16.25 100 [(90/0)32/90]S
Flange 130 16.25 80 [(90/0)32/90]S

I-beam configuration 4
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Fig. 9 Local flange buckling of I-beam 4

I-beam configuration 5
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Fig. 10 Local flange buckling of I-beam 5

Figs. 9, 10 and 11 show similar characteristics as already observed for the local web
buckling presented in Figs. 6, 7 and 8 so that a renewed discussion can be omitted at
this point. It is important to note at this point that again, the results based on FSDT
and TSDT are significantly lower than the CLPT results, and that both FSDT and
TSDT deliver quite similar results. In conclusion the present TSDT approach can be
assumed to deliver very reliable results also in the case of local flange buckling.
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I-beam configuration 6
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Fig. 11 Local flange buckling of I-beam 6

I-beam with N=20 layers
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Fig. 12 Buckling curves of an I-beam with N = 20 laminate layers

I-beam with N=40 layers
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Fig. 13 Buckling curves of an I-beam with N = 40 laminate layers

The following Figs. 12, 13, 14, 15, 16 and 17 show a study of the influence of the
laminate thickness t on the resultant buckling curves according to CLPT, FSDT and
TSDT. For this purpose we consider an I-beam with a web height of 100 mm and a
flange width of 40 mm. We employ the material properties as given in Table3 and
assume that all laminate layups are strictly orthotropic and symmetric. We are now
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I-beam with N=60 layers
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Fig. 14 Buckling curves of an I-beam with N = 60 laminate layers

I-beam with N=80 layers
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Fig. 15 Buckling curves of an I-beam with N = 80 laminate layers

I-beam with N=100 layers
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Fig. 16 Buckling curves of an I-beam with N = 100 laminate layers

varying the number N of laminate layers between N = 20 and N = 120 in steps
of 20 while assuming a layer thickness of 0.125 mm. The resultant buckling curves
for the currently considered elastically restrained composite laminates, contained
in Figs. 12, 13, 14, 15, 16 and 17, show a behaviour of the buckling curves as it is
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I-beam with N=120 layers
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Fig. 17 Buckling curves of an I-beam with N = 120 laminate layers

common for laminated compositematerialswhere transverse shear deformations play
a role in the structural response. Apparently, for N = 20 laminate layers (Fig. 12)
the three considered laminate theories deliver identical results. For such a rather
thin laminate, a higher order theory beyond CLPT with the computational effort that
comes along with improved theories is apparently not necessary. With an increasing
number of layers, however, the three laminate theories deliver increasingly different
results. The difference between the CLPT results and the results according to FSDT
and TSDT increases as N increases, and the results generated by FSDT and TSDT
also begin to exhibit increasing differences between each other. The reason can be
found in the fact that the higher-order terms that appear in the constitutivematrix (17)
and which are not present in CLPT and FSDT begin to play a more dominant role in
the structural response of the composite laminates and thus lead to more pronounced
differences between the results of all three considered laminate theories.

8 Summary and Conclusions

This paper presents a new energy-based approach for the approximate determination
of the local buckling loads (i.e. web and flange buckling) of composite laminated
beams made of symmetric and orthotropic laminates under uniaxial compressive
load. The analysis is based on Reddy’s third-order shear deformation theory and
works with rather simple shape functions for the unknown displacement quantities
that arise during the onset of buckling. A closed-form approximate solution for the
local buckling loads is derived from the principle of minimum elastic potential of
the buckled web and flange plates. The new buckling method has been verified by
comparison with similar results according to CLPT and FSDT, taken from literature
references that in turn were verified by comparison with extensive finite element
computations. The obtained results were shown to be very plausible and reliable
when compared to the reference results. While for rather thin laminates all laminate
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theories deliver identical results, the deviations become more and more pronounced
the higher the laminate thickness becomes which is a unique feature when dealing
with different laminate theories. In all, the presented novel approach has been proven
to deliver very plausible and reliable results.

It is worth noting that a formulation using TSDT yields somewhat more compli-
cated expressions when compared to methods based on CLPT and FSDT. However,
especiallywhen dealingwith thick laminates, an analysis usingCLPT is not an option
due to the very pronounced transverse shear deformations which have a detrimental
effect on the buckling resistance of such composite laminates and where CLPT not
only delivers false, but also non-conservative results in each and every case. Since
the number of degrees of freedom is the same within FSDT and TSDT, the computa-
tional effort itself is identical for both these two theoretical frameworks so that there
is no reason to favor FSDT over TSDT from a purely computational point of view.
However, as a major advantage, TSDT does not require the (sometimes tedious)
determination of shear correction factors which makes it less prone to a potentially
erroneous determination and interpretation of results where it is well-known that the
choice of shear correction factors does have a significant impact (see [1]) on static
and dynamic results for laminated plates which, in the case of inadequate values, can
lead to not only false but also non-conservative and thus dangerous results.

The present methodology is applicable only for prismatic composite laminated
beams under uniform uniaxial compression. However, there is considerable practical
interest in analysis methods that are able to capturemore complicated load cases such
as non-uniform compression, shear, bending, and combinations thereof. Further, the
present approach only holds for purely orthotropic laminate layups and does not
account for important coupling effects such as bending-twisting-coupling (see [1]
for deeper details). Both these issues can be solved by using more extensive buckling
shape functions as presented in e.g. [27, 28] in the framework ofCLPT. The extension
of this methodology to FSDT and TSDT is the topic of currently ongoing research
and will be documented in future reports. Furthermore it will be of interest to extend
the current analysis method to more complicated beam geometries, for instance
non-prismatic beams as they occur when dedicated weight optimization routines are
applied. This can be tackled by using series expansions for the degrees of freedom
and according energy formulations of the buckled beams.

As a closure it is important to note that the present model only accounts for
strictly local bucklingmodes. However, an actual engineering analysis of thin-walled
composite beams, especially for long and slender beams, must also consider global
modes such as Euler-type buckling, torsional buckling, flexural-torsional buckling
under compressive load or lateral buckling under bending load as well. This is,
however, beyond the scope of the present paper, but can be done using the analysis
approaches as given in [2–19] or in many textbooks on structural stability (see e.g.
[33]). The lowest possible global or local buckling load then indicateswhich buckling
mode is relevant for the given application.
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Dislocation Dynamics as Gradient Descent
in a Space of Currents

Thomas Hochrainer

Abstract Recent progress in continuum dislocation dynamics (CDD) has been
achieved through the construction of a local density approximation for the dislo-
cation energy and the derivation of constitutive laws for the average dislocation
velocity by means of variational methods from irreversible thermodynamics. Indi-
vidual dislocations are driven by the Peach–Koehler-force which is likewise derived
from a variational principle. This poses the question if we may expect that the aver-
aged dislocation state expressed through the CDD density variables is driven by a
variational gradient of the average energy, as is assumed in irreversible thermody-
namics. In the current contributionwe do not answer this questions, but rather present
the mathematical framework within which the evolution of discrete dislocations is
literally understood as a gradient descent. The suggested framework is that of de
Rham currents and differential forms. We briefly sketch why we believe the results
to be useful for formulating CDD theory as a gradient flow.

1 Introduction

During the last two decades crystal plasticity revealed itself as an area which poses
great challenges in the discrete to continuum transition from individual dislocations
to continuum dislocation formulations. One important line among others in this field
is the program of continuum dislocation dynamics (CDD) pursued by the author and
co-workers [12]. The original problem solved by CDD is the definition of sufficiently
rich dislocation density measures capable of describing the evolution of a dislocation
system in a kinematically closed form [14]. At least for single glide situations we
regard this problem as solved since the introduction of a hierarchy of dislocation
alignment tensors and their evolution equations [10] – even though the latter require
closure assumptions in order to arrive at useful crystal plasticity theories [23]. But

T. Hochrainer (B)
Institut für Festigkeitslehre, Technische Universität Graz, Kopernikusgasse 24,
8010 Graz, Austria
e-mail: hochrainer@tugraz.at

© Springer International Publishing AG 2018
H. Altenbach et al. (eds.), Advances in Mechanics of Materials
and Structural Analysis, Advanced Structured Materials 80,
https://doi.org/10.1007/978-3-319-70563-7_9

207



208 T. Hochrainer

the achieved kinematic consistency has to be accompanied by a kinetic theory in
order turn CDD into a crystal plasticity materials law.

Regarding a kinetic closure we currently regard energetic approaches as most
promising. The energetic approach assumes that the energy of a dislocation system
may be expressed by an energy functional depending on the CDD density variables.
The evolution of the density variables, which are naturally formulated in terms of
an average dislocation speed, are then derived in the spirit of irreversible thermody-
namics from a variational derivative of the energy with respect to the evolution of
the CDD variables [11]. This reasoning has been substantiated by the derivation of
a local density approximation for the dislocation energy in terms of CDD variables,
which (the derivation) bears strong analogies to quantum mechanics [26]. In the
current contribution we are interested in the complementary question to energetic
modelling in CDD, namely how the single dislocation evolution presents itself as a
gradient descent.

Dislocations are well known to move in response to the so-called Peach–Koehler
force. The Peach–Koehler force on dislocations is a prototypical configurational
force ante verbum. In the original paper, Peach and Koehler [25] derived the force as
the negative variational derivative of the ‘interaction energy with [the] stress field’.
The dislocation mobility turns this force per length into a dislocation (segment)
velocity. This means that discrete dislocation simulations, which employ the Peach–
Koehler force, perform a gradient descent in energy space of some form.With regard
to constitutive modeling in CDD this raises two questions: (i) What is a proper
mathematical space in which the motion due to the Peach–Koehler force on single
dislocations may actually be viewed as a ‘gradient descent’? – Where we expect the
(variational) gradient to be obtained from a Gâteaux differential. (ii) Can we expect
the gradient structure of the evolution equation to be conserved upon (ensemble)
averaging? In the current contribution we focus on the first question (i) and only
briefly discuss how the answer to the first question may affect reasoning on the
second one.

The paper is structured as follows: in Sect. 2 we introduce the notions of (vector
valued) differential forms and currents. In Sect. 3 we describe the differential calcu-
lus on currents from the perspective of variational theory. Subsequently, we briefly
discuss the energetics of dislocations in Sect. 4. The key result is obtained in Sect. 5
where we introduce a metric structure which turns the equation of overdamped dis-
location motion into a gradient descent in a space of one-dimensional vector valued
currents. Finally we briefly summarize the results and give a cursory outlook on
challenges in kinetic modeling of CDD in Sect. 6.

2 Mathematical Preliminaries

We focus on the case of interacting dislocation lines in an infinite crystal and employ
the assumptions of small deformations and linear elasticity. Despite our restriction
to small deformations, we will distinguish upper and lower indices in the sequel.
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Consequently,we usually employ the original Einstein summation convention,where
automatic contraction is restricted to pairs of like upper and lower indices. We think
it is important to distinguish vector spaces and their dual spaces in the current context
both locally and globally – even if the standard metric is available for mutual iden-
tification. As will be discussed in Sect. 5, we regard the viscous drag of dislocation
motion as the origin of a physical metric of dislocation theory, which supersedes the
standard metric.

In the current Section we introduce differential forms, vector valued differential
forms, currents, and vector valued currents in a very condensed way, which, hope-
fully allows the reader to follow the subsequent theory. For thorough introductions
to differential forms we refer to standard text books, e.g. [5, 21]. More details on
vector valued differential forms may be found in [9, 15]. For the notion of currents
we recommend [2], for their application to dislocations and the vector valued case
we refer to [9, 13]. Note that we leave out all functional analytic or measure theoretic
complexities.

Basic notation and differential forms

As we deal with small deformation theory, we regard the crystal as a Euclidean
manifold with standard coordinates x1, x2, x3. The according basis vectors of the
tangent space are denotedwith ∂i and the dual basis one-forms of the co-tangent space
are denoted with dxi . Differential forms are purely covariant and fully antisymmetric
tensors, which are non-trivial in the three-dimensional case only for degrees 0,1,2,
and 3. The wedge-product ∧ is used to combine two differential forms of order p
and q to a differential form of order p + q. For details on the calculus of differential
forms see [5, 21] and many other introductory book in differential geometry. We
just recall a few salient features of and operators defined on differential forms. One
important feature is that differential p-forms may be integrated over p-dimensional
oriented submanifolds Sp, ∫

Sp

α p, (1)

without assigning a standard ‘volume (surface or line) element’ to the submanifold.
Furthermore, the exterior derivative d is defined independent of both Riemannian
metrics and connections and maps differential p-forms to differential p + 1-forms.
The generalized Stokes theorem on differential forms reads

∫
Sp+1

dα p =
∫

∂Sp+1
α p. (2)

The interior multiplication ιXα p with a vector field X turns a differential p-form into
a differential (p − 1)-form. The Lie-derivative LX along a vector field X , which
keeps the degree of a differential form fixed, is defined by Cartan’s magic formula,

LXα = ιXdα + dιXα. (3)
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Vector valued differential forms

In general, vector valued differential forms take values in some vector bundle (which
includes, e.g., tensor bundles) over the crystal manifold [17]. In the current paper
this will be either the tangent bundle or the co-tangent bundle (see [9, 15] for more
detailed introductions of this special case). In the sequel we will reserve the term
vector valued differential form usually for those taking values in the tangent bundle
while we speak of one-form valued differential forms in the latter case. In local
coordinates a vector valued p-form is of the form

P = 1

p! P
j

i1···i p dxi1 ∧ · · · ∧ dxip ⊗ ∂ j , (4)

while a one-form valued p-form appears as

Q = 1

p!Qi1···i p jdx
i1 ∧ · · · ∧ dxip ⊗ dx j . (5)

Vector valued differential forms (in the general sense) only allow for an integral
calculus if the vector bundle is a trivial bundle and a trivialization is fixed. However,
we do not explicitly integrate vector valued differential forms in the sequel, but
restrict integration to differential forms arising from a generalized dotted wedge
product ∧̇, taking a vector valued and a one-form valued form (or vice versa) to a
usual differential form through1

P p∧̇Qq := 1

p!q! P
j

i1···i p Qip+1···i p+q j
dxi1 ∧ · · · ∧ dxip ∧ dxip+1 ∧ · · · ∧ dxip+q (6)

Qq∧̇P p := (−1)pq P p∧̇Qq . (7)

The generalization of the exterior derivative to vector valued differential forms
requires the consideration of a connection ∇ on the vector bundle and is denoted
with d∇ . In the Euclidean case, the connection is of course the standard connection
with vanishing connection coefficients. The generalized exterior derivative of vector
valued and one-form valued differential forms satisfies the product rule

d
(
P p∧̇Q

) = d∇ P p∧̇Q + (−1)p P p∧̇d∇Q. (8)

The interior multiplication ιX applies in the usual fashion to the differential form
part of the vector and one-form valued differential forms. We define a generalized
Lie-derivative on vector and one-form valued differential forms through [9]

L ∇
X = ιXd

∇α + d∇ ιXα. (9)

1Note that in [9] there is a mistake in the anti-symmetry condition below, where the exponent of
−1 is erroneously given as p and not pq.
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Currents

Currents are defined as linear functional on spaces of differential forms. In this work
we deal with the basic definition according to de Rham [2], where the arguments
of currents are C∞ differential forms with compact support. De Rham developed
the notion of currents from electrodynamics at the prototype of a current carrying
wire. Such wire may be described as an electrical current (singularly) concentrated
on a one-dimensional manifold. Even though such objects are often described by
integrals over Dirac delta distributions, it is advantageous to regard singularities
along submanifolds as objects of their own right. Currents which are non-trivial only
for differential forms of a given degree p are called p-dimensional currents. This
obviously includes p-dimensional submanifolds Sp which map smooth differential
p-forms α p onto their integral over the submanifold. We denote the current induced
by such submanifold with γSp , which is defined by

γSp

[
α p

] :=
∫
Sp

α p. (10)

Note that we mark the application of a functional to differential forms with brackets
[·]. Delta distributions at a point r are in this sense 0-dimensional currents assigning
to a function f its value at r , i.e.,

γr [ f ] := f (r) . (11)

If the underlying space M is n-dimensional, p-dimensional currents are likewise
said to be of degree n − p. The rational for this notion is that n − p-dimensional
differential forms βn−p define linear functionals on differential p forms as follows,

γβn−p

[
α p

] :=
∫
M

βn−p ∧ α p. (12)

The above examples of currents motivate the following transfer of operations from
manifolds or differential forms to currents. Stokes’ theorem (2) immediately yields
the notion of the boundary of a current ∂ , which is defined through

∂γ [α] := γ [dα] . (13)

The product rule of the exterior differential derivative yields the closely connected
definition

dγ
[
α p

] := (−1)p+1 γ
[
dα p

]
. (14)

The interior multiplication with a vector field X is defined as

ιXγ
[
α p

] := (−1)p+1 γ
[
ιXα p

]
. (15)
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Finally, the Lie derivative of a current in the direction of a vector field is

LXγ
[
α p

] := −γ
[
LXα p

]
. (16)

Currents from moving submanifolds

The Lie derivative of currents plays a special role for currents derived from moving
submanifolds. It seems that the following transport theorem (e.g. found in [5, 21])
lacks a common denomination and is occasionally ‘rediscovered’ [4]. It may be
viewed as a generalization of theReynolds transport theorem todifferential forms.We
directly introduce it in the language of currents. Let N (t) be a moving submanifold,
where themotion of every point is described by a vector field v (t) along themanifold.
Let moreover γN (t) denote the induced current on smooth differential forms, then the
time derivative of the current is given by

∂tγN (t) = −Lv(t)γN (t). (17)

Vector valued currents

We regard vector valued currents as linear functionals acting on one-form valued
differential forms and vice versa. For example, a dislocation line c defines a vector
valued (because of the Burgers vector b) one-dimensional current γcb acting on one-
form-valued one-forms L = L jidx j ⊗ dxi through

γcb [L] =
∫
c
Li j b

jdxi . (18)

The generalized operations on vector valued differential forms transfer to vector
valued currents in full analogy to their original definition on currents, when replacing
the exterior derivative with the connection dependent exterior derivative, that is

d∇γ
[
P p

] := (−1)p+1 γ
[
d∇ P p

]
, (19)

ιXγ
[
P p

] := (−1)p+1 γ
[
ιX P

p
]
, (20)

L ∇
X γ

[
α p

] := −γ
[
L ∇

X α p
]
. (21)

Vector valued currents from moving submanifolds

As a generalization of the second last paragraph imagine a moving submanifold to
which a vector field is appended. A motion of such a current consists additionally
to the spatial vector field v, which moves the base manifold, also of a variation Ẋ of
the vector field X . The latter variation may be split in the sense of a co-variant time
derivative, Ẋ = Xt + ∇vX , where Xt is the variation of the vector field keeping N
fixed, while ∇vX is understood as the covariant derivative of X along the motion
path of each point moving with the flow of v. The according time derivative of the
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induced current was found in [9] as

∂tγNb = −L ∇
v γN X + γN Ẋ (22)

Double forms

In order to deal with interacting dislocations we work with the interaction energy of
two dislocations. The interaction energy will be discussed in detail below. At this
point we only note for motivational purposes, that the interaction energy is obtained
as a double integral over the two dislocation lines. In the terminology employed here,
the kernel of the double integral is a one-form valued double differential form on the
product space of the crystal manifold with itself. When dealing with double forms
on M × M we distinguish the coordinates on the first and second copy of M as xi

and x̄ i . For the first manifold we use the notations introduced above, while for the
latter we employ the vector basis ∂̄i and the co-vector basis dx̄ i . In local coordinates
a double (p, q)-form reads

D p,q = 1

p!q!Di1···i p | j1··· jq dx
i1 ∧ · · · ∧ dxipdx̄ j1 ∧ · · · ∧ dx̄ jq . (23)

Vector and one-form valued double forms are defined accordingly.

Double currents

Double currents are linear functionals on spaces of double differential forms. Of
specific importance are products of single currents. Note that the double form D p,q

may (with interchangeable perspective) be viewed as a differential p-form on M
taking values in the vector space (consequently a trivial vector bundle) of q-forms
on M . If a fixed q-dimensional current γ q is applied to the resulting q-form at every
x this yields a real number, and henceforth this composition defines a (real-valued)
differential p-form Dp. For this operation we introduce the following notation

Dp
(
γ q

) := γ q
[
D p,q

]
. (24)

Likewise a p-dimensional current produces a q-form, which we write as

Dq
(
γ p

) := γ p
[
D p,q

]
. (25)

The resulting differential p- or q-form, respectively, may again be used as argument
for a p- or q-dimensional current. We define this composition of two currents as their
product

γ qγ p
[
D p,q

] := γ q
[
Dq

(
γ p

)] = γ p
[
Dp

(
γ q

)]
. (26)

The product is commutative, that is γ pγ q = γ qγ p and it defines a double current
on M . The generalization to vector and one-form valued double currents is obvious.
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3 Variational Methods and the Lie-Derivative of Currents

We discuss the case that a current γN is induced by a submanifold N of the crystal
manifold M . A variation of the submanifold N is assumed to be given by a (vari-
ational) vector field ṽ along the manifold. This likewise induces a variation of the
induced current, which is according to the transport theorem (17) given by

γ̃N = −LṽγN . (27)

It seems worth noting that γ̃N is a tangent vector at γN to the space of currents. We
now regard a functional Fφ

[
γN

]
on currents which is induced by a differential form

φ whose degree equals the dimension of N , such that

Fφ
[
γN

] =
∫
N

φ = γN [φ]. (28)

The Gâteaux differential dFφ (at ‘point’ N ) is a linear operator mapping tangent
vectors γ̃N to scalars. It is defined by

dFφ
[
γ̃N

] = lim
t→0

Fφ
[
γNt (ṽ)

] − Fφ
[
γN

]
t

, (29)

where Nt (ṽ) is the manifold which results from letting each point of N move with
the flow of ṽ for time t . In other words the variational derivative was already given
in the transport theorem (17), such that

dFφ
[
γ̃N

] = −LṽγN [φ] = γN [Lṽφ] . (30)

For the vector valued case we work with the induced current γN X of a submanifold N
with an appended vector field X . The functional FP shall be induced by an according
differential form P which takes values in the dual space to the vector bundle of X ,
such that

FP
[
γN X

] = γN X [P] =
∫
N
P∧̇X. (31)

From the transport theorem for vector valued currents we obtain

dFP
[
γ̃N X

] = −L ∇
ṽ γN X [P] + γN X̃ [P] (32)

where the variational current γ̃N X is induced by the spatial variation ṽ and the variation
of the vector field X̃ = X̃t + ∇ṽ X .
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4 Energetics of Dislocation

As we work consistently with vector valued differential forms, we adopt the under-
standing of [15, 18] that the stress tensor σ is most naturally viewed as a one-form
valued two form

σ = 1

2
σi jk dx

i ∧ dx j ⊗ dxk . (33)

The components of the usual (fully covariant) stress tensor may be obtained (for once
employing the modified Einstein summation convention) through σi j = 1

2εiklσkl j .

The latter relation may be reversed to σi jk = εi jlσlk . We disregard the possibility of
body forces in the sequel, such that the stress tensor is solenoidal, which means it is
closed in differential form formalism, that is d∇σ = 0.

The interaction energy Ecr
[
γcb

]
is considered as a functional on vector valued

currents in the sense of the last Section. The interaction energy of a dislocation with
a stress field is usually given in terms of the work done to create the according loop
within the stress field. Let S denote a surface swept by the dislocation to create the
loop c = ∂S. The work done in creating the loop is then taken to be given by the
integral of the scalar product of the stress vector on the surface with the Burgers
vector b. In the language of currents this is the application of the vector valued
current induced by the swept surface combined with the Burgers vector Sb to the
stress form, i.e.,

Ecr
[
γcb

] = γSb [σ ] =
∫
S

1

2
σi jk b

kdxi ∧ dx j . (34)

Obviously, this definition only makes sense if this integral does not depended on the
specific surface S whose boundary is the dislocation line c. We will briefly discuss
this independence in Sect. 5.

Interaction energy

In this Section we define the interaction energy of two dislocations via a double inte-
gral over the dislocation lines. The integral kernel in this is in the current terminology
a (each time) one-form valued (1, 1) form

E = Eik| jldx
k ⊗ dxidx̄ l ⊗ dx̄ j . (35)

The total interaction energy E
[
γcb1 , γc

b
2

]
of two dislocations cb1 and cb2 may then be

defined in terms of a double current as

E
[
γcb1 , γc

b
2

]
:= γcb1γc

b
2
[E ] =

∫
c1

∫
c2

Eik| jl b
k
1b

l
2dx

idx̄ j . (36)
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Explicit expressions for the interaction kernel are known since decades for isotropic
elasticity in an infinite medium, e.g. [3, 6, 8]. But only recently, Lazar and Kirchner
[19] presented a closed form expression for the case of anisotropic elasticity, which
reads (once again applying the modified Einstein convention)

Eik| jl = ε jmnClnpqεqriCstkr F
0
tmps, (37)

where the fourth rank tensor F0
tmps derives as a convolution of the elastic greens

function tensor G0
ps,tm and the Greens function of the Laplace operator GΔ as

F0
tmps = −G0

ps,tm ∗ GΔ. (38)

Very recently Lazar and co-workers [20] were able to derive an analogous formula
for gradient elasticity, where only the Green functions have to be exchanged for those
of the underlying gradient elasticity theory. This is possibly the most elegant way of
dealing with the problem of self-energies which are not defined in the classical case
where the integrand is singular on the dislocation line. With this in mind we will
not go in any detail about the modeling of self energies and shall keep the double
integral formulation also for a single dislocation, such that we formally write

E self
[
γcb

] = 1

2
E

[
γcb , γcb

]
, (39)

where the factor 1/2 corrects for double counting.

5 Variational Calculus Applied to Dislocation Energies

As a first application of the general variational formulas presented above we check
the independence of the energy of creation Ecr

[
γcb

]
from the chosen surface S with

∂S = c. Locally, the value of the energy of creation is independent of the surface
S, if the Gâteaux differential vanishes for any variational vector field ṽ0, which
vanishes along the boundary line, ṽ0 ◦ c = 0, thus maintaining ∂S = c. We denote
the according tangent vector in the space of currents with γ̃ 0

Sb . The independence
of the energy from the specific surface is a consequence of the solenoidality of the
stress tensor, as we find

dSb E
cr

[
γ̃ 0
Sb

] =
∫
S
L ∇

ṽ0 σ ∧̇b (40)

=
∫
S
d∇ ιṽ0σ ∧̇b + ιṽ0d

∇σ ∧̇b (41)

=
∫
S
d

(
ιṽ0σ ∧̇b) (42)
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=
∫
c
ιṽ0σ ∧̇b = 0. (43)

In the above calculation we employed the product rule (8), the constancy of the
Burgers vector (ḃ = 0), and the boundary condition ṽ0 ◦ c = 0. All neighboring sur-
faces to S thus yield the same result for the creation energy and this consequently
applies to all surfaces with the same boundary line which may be obtained from S
by a continuous deformation within the crystal. Two surface with the same boundary
line may for example not be continuously (without tearing) transformed into each
other if the volume surrounded by them contains holes or inclusions. If we exclude
the possibility of holes in the matrix2 there is a potential one-form valued one-form
(called the stress function tensor of first kind [19]) φ = φi jdxi ⊗ dx j available such
that σ = d∇φ. The exterior differential turns into a curl-relation in classical vector
calculus. Using this potential wemay directly turn the surface integral for the creation
energy into a line integral along the dislocation by Stokes theorem (using ∇b = 0)

Ecr
[
γcb

] =
∫
S
d∇φ∧̇b =

∫
∂S

φ∧̇b = γcb [φ] . (44)

This formulation is well suited to inspect the result of varying the position of the
dislocation c, as opposed to varying the position of the surface S. In this case we
obtain the Gâteaux differential with regard to a vector field ṽ along the curve, and
find

dcb E
cr

[
γ̃cb

] =
∫
c
L ∇

ṽ φ∧̇b (45)

=
∫
c
d∇ ιṽφ∧̇b + ιṽd

∇φ∧̇b (46)

=
∫
c
ιṽσ ∧̇b. (47)

We expect this differential to be related to the Peach-Koheler force. To see this we
write the one-form in the last integral in index notation and express it through the
classical stress tensor ṽiσi jk b

kdx j = ṽiεi jlσlkbkdx j . When the curve is parametrized
by arc length s and if t denotes the unit tangent to the curve we easily find that

dcb E
cr [γ̃cb] =

∫
c
ṽiεi jlσlkb

kt jds = −
∫
c
ṽi Fi (t, b) ds, (48)

2Regionswithout holes are called non-periphractic byGurtin [7], a termwhich goes back toMaxwell
[22]. In terms of modern topology this means that the second Betti number is zero, such that all
closed two-forms are exact, saying that they may be obtained from some one-form (a potential) by
exterior differentiation.
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with the well-known Peach–Koehler force Fi (t, b) = εil jσlkbkt j . We thus found the
Peach–Koehler force as a representation of the negative Gâteaux differential on the
space of currents. This comes of courses at no surprise, because the Peach–Koehler
force has been derived as a variational derivative of the interaction energy with the
stress field from the outset [25].

However, the abstract Gâteaux differential is essential to understand how, and
with regard to which Riemannian metric on the space of currents, classical equations
of motion for dislocations actually define a gradient descent. We note that a gradient
is a tangent vector as opposed to the differential which is a co-tangent vector. A
Riemannian metric defines a linear way of mapping tangent vectors to co-vectors
and vice versa. The gradient of a function, as opposed to its differential, will thus
depend on the given Riemannian metric. The appropriate metric will as usual in
the theory of gradient flow in dissipative systems be defined from the viscosity.3

In linear overdamped dislocation theory (as usually assumed in discrete dislocation
simulations) the dislocation velocity v is obtained from the Peach–Koehler force by
a mobility tensor Mi j as v = Mi j Fj∂i . Note that the mobility tensor dependents on
the Burgers vector, M = M (b), though we will usually not state this explicitly. The
velocity field then defines a tangent vector −Lvγcb to the space of currents at γcb ,
such that altogether we map the Gâteaux differential dcb Ecr to a tangent (velocity)
vector to the space of currents. Note that such a map would be defined through any
non-linear mobility law as well. However, in the linear case, and if M is additionally
positive definite, the so obtained evolution law may be understood as a gradient
descent in the space of currents.4 The Riemannian metric is defined by the viscosity
tensor Bi j , which is the inverse of the mobility tensor Mi j , i.e., BikMkj = δ

k
i and

Mik Bkj = δ
k
i . We note that this implies Fi = Bi j v j for the velocity defined by the

linear mobility law. The viscosity tensor defines a Riemannian metric on the tangent
space of dislocations with Burgers vector b as follows

gB (−Lvγcb ,−Lwγcb) =
∫
c
vi Bi j (b)w

jds. (49)

With regard to the viscosity metric the gradient of the creation energy gradB
cb E

cr at
γcb is defined as the tangent vector satisfying

gB
(
gradB

cb E
cr,−Lwγcb

) = dcb E
cr [−Lwγcb

]
. (50)

3Compare [24], where Felix Otto puts it as follows: ‘Themerit of the right gradient flow formulation
of a dissipative evolution equation is that it separates energetics and kinetics. The energetics endow
the state spaceMwith a functional E, the kinetics endow the state spacewith aRiemannian geometry
via the metric tensor g.’
4If the mobility is for instance taken to be zero in the climb-direction, Mi j is not positive definite.
In this case the tangent space to dislocations is restricted to variations within the glide plane, such
that only the in-plane component of the Peach–Koehler force matters. If one then assumes M to be
positive definite for vectors in the glide plane, all the following ideas remain valid.
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By inserting vi = Mi j Fj into (49) we immediately verify that

− gradB
cb E

cr = −LMi j Fj ∂i γcb , (51)

and consequently
∂tγcb = − gradB

cb E
cr. (52)

From the fact that dislocations evolve by a gradient descent with respect to the metric
gB we also obtain the usual interpretation of the evolution of the energy. The energy
will never increase, the decrease in energy is entirely dissipative, and it is quadratic
in (dislocation) velocity and force,

∂t E
cr

[
γcb

] = −gB
(
gradB

cb E
cr, gradB

cb E
cr
)

(53)

= −
∫
c
vi Bi j v

jds (54)

= −
∫
c
vi Fids. (55)

Dislocation ensembles as interacting particle systems

The derivation of the Peach–Koehler force and the understanding of the usual equa-
tion ofmotion of dislocation lines as a steepest gradient descend in a space of currents
is naturally transferred to the case of dislocations interacting by the interaction energy
E

[
cb1, c

b
2

]
, if theLie-derivative operation is applied to the according coordinates. That

is, for two interacting dislocations, we obtain their evolution as

∂tγcbi = − gradB
cbi
E

[
γcb1 , γc

b
2

]
, for i = 1, 2. (56)

We see that in this abstract form we may view a dislocation ensemble of N disloca-
tions with total energy

E tot =
N∑
i=1

Ecr
[
γcbi

]
+ 1

2

N∑
i=1

N∑
j=1

E
[
γcbi , γc

b
j

]
, (57)

as an interacting ‘particle’ system, where each particle follows a steepest descent
with regard to the viscosity metric gB ,

∂tγcbi = − gradB
cbi
E tot = − gradB

cbi
Ecr −

N∑
j=1

gradB
cbi
E

[
γcbi , γc

b
j

]
. (58)
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6 Summary and Outlook

In the current work we took an abstract approach to dislocation systems, which is
designed for averaging static and dynamic dislocation systems. We consider dislo-
cations as linear functionals on spaces of differential forms, i.e., as vector valued de
Rham currents. A transport theorem for moving manifolds provided us with descrip-
tions of tangent vectors to the space of currents and differentials of functions on
the space of currents. Tangent vectors at a current are induced Lie-derivatives of the
current in the direction of vector fields along the dislocation line. We showed that
the Peach–Koehler force is a representation of the negative Gâteaux differential of
the energy function on the space of currents.Moreover, the overdamped linear viscous
drag law for dislocations as employed in discrete dislocation dynamics simulations
was identified as a gradient flow on the space of currents with regard to a Riemannian
metric induced by the viscosity tensor.

The interpretation of the dislocation evolution in terms of a gradient descent may
not be very surprising. We motivated the current investigation from the underly-
ing question, if the variational methods applied to a recently derived local density
approximation for continuous dislocation systems may be justified from averaging
the discrete case. This question is still open and far beyond the scope of this paper.
But we may sketch in which sense we think the results of the current work will
help understanding the variational approach to constitutive modeling in CDD as a
gradient flow on spaces of differential forms. Like in the discrete case, the salient
question in the continuum case is the definition of the right Riemannian metric on
the density spaces [24]. For particle systems underlying porous media equations, the
distance induced by the appropriate Riemannian metric is known as the Wasserstein
distance (which actually goes back to Kantorovich [16]). The Wasserstein distance
between two (normed) densities may be interpreted as the minimum energy needed
to shift either of the density distributions into the other. The Wasserstein distance
is closely related to the conservation law for densities ρ of point particles, i.e., for
evolution equations of the form ∂tρ = − div (ρv) [1]. If the densities are considered
as differential three-forms ω = ρdV , where dV is the standard volume element,
this evolution equation has the form of a Lie-derivative ∂tω = −Lvω. We note that
the general theory of currents developed in this paper yields that tangent vectors to
point particles interpreted as zero-dimensional currents γp are likewise of the form
−Lvγp, in full analogy to the finding for moving dislocations. We may therefore
hope to generalized the concept of viscous Riemannian metrics and the Wasserstein
distance to the evolution equations of the CDD density variables which have the
structure of generalized conservation laws [10] deriving from Lie-derivatives in the
discrete case.
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Optimum Design of Thick Laminated
Anisotropic Plates via Frequency
Regulation. A BEM Approach

J. T. Katsikadelis and N. G. Babouskos

Abstract The optimum design of a thick laminated anisotropic plate in order to reg-
ulate its dynamic response is studied. The optimization problem consists in estab-
lishing the ply orientation of each layer for which the fundamental frequency is
maximized, minimized or forced to reach a prescribed value. The evaluation of
the objective function requires the solution of the dynamic bending problem of a
thick laminated plate which is solved using the Analog Equation Method (AEM) in
conjunction with the Boundary Element Method (BEM). A nonlinear optimization
problem is formulated and the optimum solution is obtained through the sequential
quadratic programming algorithm. Several plate optimization problems have been
studied giving realistic and meaningful optimum designs.

1 Introduction

Laminated plates made of various layers of anisotropic materials exhibit certain sig-
nificant advantages over singled layer plates. For this reason they are extensively
used in various engineering structures, like buildings, ship, aircrafts and space struc-
tures. Laminated plates give the designers the opportunity to optimize their response
according to structural requirements. By changing the material principal directions
of each layer, the number of the layers, their thickness or their sequence we can
minimize the weight of the structure, maximize the buckling load, regulate natural
frequencies or minimize the deflection of the plate.
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Frequency regulation is of great importance in structures under dynamic exci-
tation. By regulating (minimizing, maximizing or specifying) the fundamental or
higher order natural frequencies, we can avoid the destructive consequences of var-
ious dynamic phenomena, like resonance and flutter instability.

The frequency optimization of thin and thick laminated plates has been studied by
many researchers. Most of them investigate frequency optimization by maximizing
the fundamental frequency using as design variables the fiber orientation and the
thickness of each layer. Narita [1, 2], Apalak et al. [3] and Ghashochi [4] study
frequency maximization of thin laminated plates using the Finite Element Method
(FEM). Houmat [5] study frequency maximization assuming that fiber orientation
may be position dependent within a layer of a thin plate.

Many researchers have shown that shear effects cannot be neglected even in thin
laminated anisotropic plates, which are made of modern materials with increased
ratio of Young to shear modulus [6]. Fares et al. [7] investigate optimal design of
laminated plates using various plate theories. They optimize the dynamic response
of the plate using as design variables the fiber orientation and the thickness of the
layers. They concluded thatMindlin plate theory give results close to higher order the-
ories in case of moderate thick laminated plates. Frequency optimization of Mindlin
laminated plates has been studied by many researchers using FEM and gradient
optimization methods [8–10]. Some researchers minimize the weight of the plate
under a frequency constraint using as design variables the fiber orientation of each
layer [11–13]. Modern evolutionary optimization methods have been also used in
frequency optimization of thick laminated plates [14–16].

In this paper we consider the problem of frequency regulation of a thick laminated
plate made of various orthotropic layers. The plate may have arbitrary geometry and
is subjected to any type of boundary conditions. The optimization problem consists
in determining the angle of the material principal direction of each layer (ply ori-
entation) for which the plate fundamental frequency is optimized, i.e., it becomes
minimum, maximum or reaches certain specified value between the extrema. The
optimization problem is subjected to upper and lower bounds on ply orientation. The
evaluation of the objective function (fundamental frequency) requires the solution of
the free vibration problem of an anisotropic thick plate, which is described by a sys-
tem of three coupled hyperbolic partial differential equations (PDE) of second order.
Following the principle of the analog equation [17], the original systemof equations is
substituted by three uncoupled quasi-static Poisson’s equation under fictitious loads.
The Poisson’s equations are solved using the conventional BEM [18] with constant
boundary elements and linear triangular elements for domain discretization. The
optimization problem is solved using sequential quadratic programming algorithm
by a ready to use Matlab function. Several optimization problems for plates of vari-
ous shapes and boundary conditions have been analyzed, yielding thus realistic and
meaningful optimum designs.
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Fig. 1 Laminated thick plate

2 Statement of the Problem

2.1 Optimization Problem

We consider a thick elastic plate made of L orthotropic layers of uniform thick-
ness occupying the two-dimensional multiply connected domain � in the xy-plane
with the boundary � = ∪i=K

i=0 �i (Fig. 1). The nonintersecting curves �i (i = 0, 1,
2, . . . , K )may be piecewise smooth. The principal axes (x ,

k y
)
k (k = 1, 2, . . . , L) of

the k-lamina may be inclined at an angle θk with respect to global coordinate system
(Fig. 1). The plate may be simply supported, clamped or free along the boundary. The
objective function of the problem is the fundamental frequency, which is obtained
from the solution of the free vibration problem in absence of damping.

Theoptimizationproblemconsists in determining the anglesθk (k = 1, 2, . . . , L)

for which the fundamental frequency becomes maximum or minimum or takes a cer-
tain specified value between them. Thus, the evaluation of the objective function
requires the solution of the dynamic bending problem of an anisotropic thick plate.

2.2 The Equation of Motion of a Thick Laminated
Anisotropic Plate

The Mindlin plate theory [19] is adopted to approximate the response of the thick
plate. According to this theory the displacement field is given as

u(x, y, z) = zφx(x, y), v(x, y, z) = zφy(x, y), w(x, y, z) = w(x, y)
(1a, b, c)

where w is the transverse deflection of the middle surface of the plate and φx ,φy its
rotations about y and x axis, respectively.

The constitutive equations of the k = 1, 2, . . . , L layer, which is made of an
orthotropic material, are given as
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⎧
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φx + w,x
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(3)

where Ci j are the elastic constants of the orthotropic material as transformed from
thematerial axes (xk, yk) to the global axes (x, y) [17, 20]. Thus, the stress resultants
are
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] {
φx + w,x
φy + w,y

}

(5)

where Ks is the shear correction factor.
By taking the first variation of the total potential of the plate [17], we obtain the

equations of motion of the plate in terms of the stress resultants

∂Mx

∂x
− ∂Mxy

∂y
− Qx = I2φ̈x (6a)

∂Myx

∂x
+ ∂My

∂y
− Qy = I2φ̈y (6b)

∂Qx

∂x
+ ∂Qy

∂y
= I1ẅ (6c)

where I1, I2

I1 =
∫ h/2

−h/2
ρ(z)dz, I2 =

∫ h/2

−h/2
z2ρ(z)dz (7a,b)

with ρ(z) being the density variation through the thickness. Note that the twisting
moments Mxy, Myx are positive when they have the direction of the outward normal
to the cross section [17].

The associated boundary and initial conditions are:

α1w + α2Qn = α3 (8a)

β1φn + β2Mn = β3 (8b)
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γ1φt + γ2Mnt = γ3 (8c)

w(x, y, 0) = g(1)
1 (x, y), ẇ(x, y, 0) = g(1)

2 (x, y) (8d)

φx (x, y, 0) = g(2)
1 (x, y), φ̇x (x, y, 0) = g(2)

2 (x, y) (8e)

φy(x, y, 0) = g(3)
1 (x, y), φ̇y(x, y, 0) = g(3)

2 (x, y) (8f)

where

Qn = Qxnx + Qyny, Mn = Mxn
2
x + Myn

2
y + 2nxnyMyx (9a,b)

Mnt = Mxy(n
2
x − n2y) + nxny(Mx − My) (9c)

φn = nxφx + nyφy, φt = −nyφx + nxφy (9d,e)

with nx and ny being the direction cosines of the normal to the boundary (Fig. 1).
It is not necessary to specify the functions g(i)

1 (x, y), g(i)
2 (x, y), (i = 1, 2, 3) of the

initial conditions Eq. (8d), (8e), (8f), since we are interested on the evaluation of the
natural frequencies of the plate.

All types of boundary conditions can be derived from Eqs. (8a), (8b), (8c) by
appropriate selection of the parameters αi ,βi , γi (i = 1, 2, 3). Thus an edge is:

(i) clamped for α1 = β1 = γ1 = 1 and α2 = β2 = γ2 = 0, α3 = β3 = γ3 = 0
(ii) simply supported of type I (hard) for α1 = β2 = γ1 = 1 and α2 = β1 = γ2 =

α3 = β3 = γ3 = 0,
(iii) simply supported of type II (soft) for α1 = β2 = γ2 = 1 and α2 = β1 = γ1 =

α3 = β3 = γ3 = 0
(iv) free for α2 = β2 = γ2 = 1 and α1 = β1 = γ1 = α3 = β3 = γ3 = 0.

Substituting Eqs. (4) and (5) in Eq. (6) we obtain the equations of motion in terms
of the displacements

D11φx,xx + 2D16φx,xy + D66φx,yy + D16φy,xx + (D12 + D66)φy,xy

+D26φy,yy − A55(φx + w,x ) − A45(φy + w,y ) = I2φ̈x

(10a)

D66φy,xx + 2D26φy,xy + D22φy,yy + D16φx,xx + (D12 + D66)φx,xy

+D26φx,yy − A45(φx + w,x ) − A44(φy + w,y ) = I2φ̈y

(10b)

A55(φx,x + wxx ) + A45(φx,y + φy,x + 2wxy) − A44(φy,y + w,yy ) = I1ẅ (10c)
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2.3 Evaluation of the Objective Function

The initial-boundary value problem of Eqs. (8) and (10) is solved using the AEM
[17]. Since the governing Eq. (11) represents a system of three coupled second order
PDEs with respect to spatial coordinates, the analog equations are:

∇2w = b1(x, y, t), ∇2φx = b2(x, y, t), ∇2φy = b3(x, y, t) (11a, b, c)

where b1, b2 and b3 are time dependent fictitious sources, unknown in the first
instance. Equations (11a,b,c) are quasi-static equations, that is the time appears as a
parameter, or in other words the equations are instantaneous elliptic. Their solution
is given in integral form as [18]

εw(x, t) =
∫

�

u∗b1(y)d�y −
∫

�

(u∗w,n −u,∗n w)dsξ (12a)

εφx (x, t) =
∫

�

u∗b2(y)d�y −
∫

�

(u∗φx ,n −u,∗n φx )dsξ (12b)

εφy(x, t) =
∫

�

u∗b3(y)d�y −
∫

�

(u∗φy,n −u,∗n φy)dsξ (12c)

in which x ∈ � ∪ �, y ∈ �, ξ ∈ �; u∗ = ln r/2π is the fundamental solution of
the Poisson’s equation, i.e., Eq. (11a); r = ‖y − x‖ in domain integrals and r =
‖ξ − x‖ in boundary integrals; ε is the free termcoefficient (ε = 1 if x ∈ �, ε = a/2π
if x ∈ �and ε = 0 if x /∈ � ∪ �; a is the interior angle between the tangents of
boundary at point x; ε = 1/2 for points where the boundary is smooth (Fig. 2a)). The
subscript in the differentials, i.e., d�y and dsξ , denotes the pointwith respect towhich
the integration is performed. Eq. (12) are solved numerically using the BEM. The
boundary integrals are approximated using N constant boundary elements, whereas
the domain integrals are approximated using linear triangular elements resulting
in total M domain nodal points (Fig. 2b). The domain discretization is performed
automatically using the Delaunay triangulation. Since the fictitious source is not
defined on the boundary, the nodal points of the triangles adjacent to the boundary
are not placed on the vertices of the tringle but on their sides (Fig. 2c). A detailed
description of integration procedure is found in [17].

Thus, after discretization and application of Eqs. (12a)–(12c) at the N boundary
nodal points we obtain

H

⎧
⎨

⎩

w
φx

φy

⎫
⎬

⎭
+A

⎧
⎨

⎩

b1
b2
b3

⎫
⎬

⎭
= G

⎧
⎨

⎩

w,n

φx,n

φy,n

⎫
⎬

⎭
(13)

where H,G are 3N × 3N known matrices originating from the integration of the
kernel functions on the boundary elements and A is an 3N × 3M coefficient matrix
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(a)

(c)

(b)

Fig. 2 a BEM notation; b boundary and domain discretization; c triangle adjacent to the boundary
(l jm , lim side lengths, 0 < κ < 1)

originating from the integration of the kernel function on the domain elements;
b1(t),b2(t),b3(t) are vectors containing the values of the fictitious loads at the M
domain points at instant t . Applying the boundary conditions, Eqs. (8a), (8b), (8c),
at the N boundary nodal points and using Eqs. (9d,e) we obtain

H̄

⎧
⎨

⎩

w
φx

φy

⎫
⎬

⎭
+Ḡ

⎧
⎨

⎩

w,n

φx,n

φy,n

⎫
⎬

⎭
=

⎧
⎨

⎩

α3

β3

γ3

⎫
⎬

⎭
(14)

The tangential derivatives of φx,t ,φy,t , which appear in the boundary conditions,
are expressed in terms of φx ,φy using a finite difference scheme. Equations (13)
and (14) constitute a system of 6N algebraic equations which can be solved for the
boundary quantities w,φx ,φy, w,n,φx,n,φy,n . Substituting the boundary quantities
in the discretized counterpart of Eqs. (12) we obtain the displacementsw,φx ,φy and
their derivatives at the M domain nodal points in terms of the fictitious loads

w,pq (t) = W(1)
,pqb1(t) + W(2)

,pqb2(t) + W(3)
,pqb3(t) (15a)

φx ,pq (t) = S(1)
,pqb1(t) + S(2)

,pqb2(t) + S(3)
,pqb3(t) (15b)

φy,pq (t) = V(1)
,pqb1(t) + V(2)

,pqb2(t) + V(3)
,pqb3(t) (15c)
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where p, q = 0, x, y and W(i)
,pq ,S

(i)
,pq ,V

(i)
,pq (i = 1, 2, 3) are M × M known matri-

ces. Finally, collocating the governing Eqs. (10a), (10b), (10c) at theM domain nodal
points and substituting the displacements and their derivatives from Eqs. (15), we
obtain the equations of motion in terms of the fictitious loads b1,b2,b3

Mä + Ka = 0 (16)

where M,K are the 3M × 3M mass matrix and stiffness matrix, respectively; a =
{
b1 b2 b3

}T
is a 3M × 1 vector with the values of the fictitious loads at instant t .

In order to evaluate the natural frequencies of the plate we assume a time harmonic
solution

a(t) = βeiωt (17)

where β is a vector of time independent parameters and ω the frequency of the
vibration. Substituting Eq. (17) in (16) we obtain

(−ω2M + K
)

β = 0 (18)

Equation (18) is an eigenvalue problem which is solved numerically by ready to use
program (Matlab function). The first eigenfrequency is the objective function of the
optimization problem.

2.4 The Optimization Procedure

The frequency optimization problem reads:

maximize ω1 or minimize ω1 or minimize (1 − ω1/ωpr )
2 (19)

under the constraints of lower θl and upper θu bounds

θl < θk < θu (20)

where ω1 = ω1(θ1, θ2, ..., θk) is the fundamental frequency of the plate and ωpr a
prescribed value between the bounds.

The optimization problem is solved with the sequential quadratic programming
(SQP) algorithm usingMatlab function fmincon. Thismethod belongs to the classical
gradient based methods. The optimum solution is regarded as a local optimum. The
global optimum can be obtained by exhaustive search of the design space starting
the optimization procedure from various initial solutions.
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Fig. 3 Rectangular
laminated plate of Example 1

3 Examples

Example 1 As a first example we optimize a rectangular a × b laminated plate with
thickness h = 0.1amadeof two layers of orthotropicmaterialwith stacking sequence
(θ,−θ). The material parameters are: E1 = 132.38GPa, E2 = 10.76GPa, G12 =
G13 = 5.65GPa, G23 = 3.61GPa, ν12 = 0.25. The plate is simply supported (type I)
along the sides x = 0, a while various types of boundary conditions are considered
for the sides y = 0, b, more specifically (Fig. 3):

(i) simply supported at y = 0, b;
(ii) clamped at y = 0 and simply supported at y = b
(iii) clamped at y = 0, b
(iv) free at y = 0 and simply supported at y = b
(v) free at y = 0 and clamped at y = b

The results were obtained using N = 200 boundary elements and M = 181
domain points resulting from 300 triangular elements (Fig. 4). Figure5 presents the
non-dimensional fundamental frequency ω̄1 = ω1a

√
ρ/E2h2 versus angle θ for the

different boundary conditions of the analyzed square plate. The results are compared
with those obtained by Levy-type solution [20] for three angles, i.e., θ = 30, 45, 60.
Table1 presents the optimum value of angle θ for maximum fundamental frequency
for the considered types of boundary conditions of the square plate. Finally, Fig. 6
presents optimum angle θ for maximum fundamental frequency versus aspect ratio
a/b for three different boundary conditions. It is observed that the optimum ply ori-
entation of each lamina tends to be parallel to one of the plate sides as the aspect
ratio increases. Note the notation for the opposite sides: ss = both simply supported;
cc = both clamped; cs = clamped-simply supported; fs = free-simply supported; fc
= free-clamped.

Example 2 A rectangular thick laminated plate a × b consisting of four layers of
equal thickness made of orthotropic material is optimized. The elastic parame-
ters are: E1 = 40E2, G12 = G13 = 0.6E2, G23 = 0.5E2, ν12 = 0.25, E2 = 1GPa.
The plate is simply supported (type I) along the boundary. The total thickness
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Fig. 4 Boundary and
domain discretization of
rectangular plate in
Example 1

Fig. 5 Frequency ω̄1 versus
angle θ (0 ≤ θ ≤ 90) for the
various cases of the
boundary conditions in
Example 1

Table 1 Optimum angle θ for maximum fundamental frequency in Example1

Boundary
condition

ss cs cc f s f c

θoptimum 45 55 75 0 0

ω̄1max 13.27 14.53 16.54 9.35 9.46

of the plate is h = 0.1a. Two cases of stacking sequence are studied: symmetric
(θ1, θ2, θ2, θ1) and antisymmetric (θ1, θ2,−θ2,−θ1). The resultswere obtainedusing
N = 200 boundary elements and M = 133 domain points resulting from 212 trian-
gular elements. Figures7 and 8 present the non-dimensional fundamental frequency
ω̄1 = ωa

√
ρ/E2h2 versus angles θ1 and θ2 for symmetric and antisymmetric lam-

inates for the square (a = b) and a rectangular plate (b = a/2), respectively. It is
observed that there are various local optimum solutions for a maximum or mini-
mum fundamental frequency. Tables2 and 3 present the optimum angles θ1 and θ2
for maximum fundamental frequency, starting from different initial values of the
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Fig. 6 Optimumangle θ versus aspect ratio a/b for three different boundary conditions in Example 1

Fig. 7 Frequency ω̄1 versus angle θ1 and θ2 for a symmetric and b antisymmetric square plate in
Example 2

design variables. Finally, Tables4 and 5 present local optimum sets of θ1 and θ2 for
minimum fundamental frequency.
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Fig. 8 Frequency ω̄1 versus angles θ1 and θ2 for a symmetric and b antisymmetric rectangular
plate a × (a/2) in Example 2

Example 3 The laminated cantilever plate of Fig. 9a simulating an airplane wing is
optimized. The plate consists of 5 layers with total thickness h = 0.2m (Fig. 9b). The
face sheets (layers 1 and 5) aremade of isotropicmaterialwith elastic parameters E =
70GPa, ν = 0.333,mass density ρ = 2.7 kNs2/m−4 and thickness hs = 0.01m. The
core with thickness hc = 0.18m consists of three layers of equal thickness made of
orthotropic material in sequence (θ1, θ2, θ3) with elastic parameters E1 = 25E2,
G12 = G13 = 0.5E2, G23 = 0.2E2, E2 = 10GPa, ν12 = 0.25 and mass density ρ =
1.55 kNs2/m−4. The results were obtained with N = 310 boundary elements and
M = 215 internal nodal points resulting from350 linear triangular elements (Fig. 9c).
Tables6 and 7 present the initial and the optimum set of the design variables for the
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Table 2 Optimum angles θ1 and θ2 for maximum fundamental frequency ω̄1 of a square plate in
Example 2

Initial Optimum max ω̄1

θ1 θ2 θ1 θ2

Symmetric −20 20 −45.19 45.10 16.24

20 −20 44.74 −44.99 16.39

20 20 90 45.12 14.01

−20 −20 −90 −45.58 13.90

Antisymmetric 20 20 44.85 44.96 16.39

−20 −20 −45.15 −45.10 16.24

20 −20 44.80 −44.95 16.39

−20 20 −45.15 45.10 16.24

Table 3 Optimum angles θ1 and θ2 for maximum fundamental frequency ω̄1 of a rectangular plate
a × a/2 in Example 2

Initial Optimum max ω̄1

θ1 θ2 θ1 θ2

Symmetric 60 −60 79.01 −64.08 36.31

60 60 90.00 68.93 36.03

−60 60 −80.40 63.72 36.45

Antisymmetric 60 60 84.21 62.74 36.37

60 −40 84.21 62.74 36.37

−40 −40 84.20 62.74 36.37

Table 4 Optimum angles θ1 and θ2 for minimum fundamental frequency ω̄1 of a square plate in
Example 2

Initial Optimum min ω̄1

θ1 θ2 θ1 θ2

Symmetric 10 10 −1.01 0.01 13.11

−60 20 −88.72 0.01 13.54

−60 −60 −88.85 −90.00 13.11

Antisymmetric −60 −60 −58.62 −58.35 12.98

60 60 58.51 58.37 12.86

60 −60 90.00 −88.89 13.11

maximum, minimum as well as for a specified value of the fundamental frequency.
Figures10 and 11 present the fundamental frequency versus θ1, θ2 and θ3 (Table8).
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Table 5 Optimum angles θ1 and θ2 for minimum fundamental frequency ω̄1 of rectangular plate
a × a/2 in Example 2

Initial Optimum min ω̄1

θ1 θ2 θ1 θ2

Symmetric 20 20 −1.90 −1.90 17.18

−60 60 −1.89 −1.90 17.18

60 −60 −1.91 −1.92 17.18

Antisymmetric 40 40 −0.56 0.012 17.43

40 −40 −0.56 0.012 17.43

−60 60 −0.56 0.012 17.43

(a)

(c)

(b)

Fig. 9 a Geometry of cantilever plate, b stacking sequence and c boundary and domain discretiza-
tion in Example 3

Table 6 Initial and optimum angles θ1, θ2 and θ3 for maximum fundamental frequency ω1 of the
cantilever plate in Example 3

Initial Optimum maxω1

θ1 θ2 θ3 θ1 θ2 θ3

0 0 0 11.87 11.06 11.76 317.91

60 60 60 11.91 10.84 11.76 317.91

−10 −20 −10 11.93 10.81 11.74 317.91
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Table 7 Initial and optimum angles θ1, θ2 and θ3 for minimum fundamental frequency ω1 of the
cantilever plate in Example 3

Initial Optimum minω1

θ1 θ2 θ3 θ1 θ2 θ3

0 0 0 −89.24 90 −89.94 109.92

0 −30 0 84.47 −67.64 −90.00 108.10

70 70 −20 −90 −69.63 −490 108.48

Fig. 10 Fundamental frequency versus angle θ1 and θ3 for θ2 = 11.060 in Example 3

Fig. 11 Fundamental frequency versus angle θ1 and θ2 for θ3 = 11.760 in Example 3

Table 8 Initial and optimum angles θ1, θ2 and θ3 for specified fundamental frequency ω1 = 250
of the cantilever plate in Example 3

Initial Optimum

θ1 θ2 θ3 θ1 θ2 θ3

0 0 0 −9.73 4.87 −9.88 w=
1 250

20 20 0 31.50 21.25 −25.52

20 0 20 29.54 0.90 29.54
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4 Conclusions

The problem of frequency regulation of a thick laminated plate made of various
orthotropic layers is studied. The plate may have arbitrary geometry and is subjected
to any type of boundary conditions. The optimization problemconsists in determining
the angle of the material principal direction of each layer (ply orientation) for which
the plate fundamental frequency is optimized, i.e., it becomes minimum, maximum
or reaches certain specified value between the extrema. The optimization problem is
subjected to upper and lower bounds on ply orientation. The fundamental frequency
(objective function) is evaluated by the solution of the free vibration problem of
a thick anisotropic plate. This problem is described by a system of three coupled
hyperbolic partial differential equations (PDE) of second order. Using the AEM the
coupled PDEs are converted into three uncoupled quasi-static Poisson’s equations,
which are solved by the conventional BEM with constant boundary elements and
linear triangular elements for domain discretization. The optimization problem is
solved using sequential quadratic programming algorithm by a ready-to-use Matlab
function.

Several optimization problems for plates of various shapes and boundary condi-
tions have been analyzed, yielding realistic and meaningful optimum designs. The
main conclusions of the presented investigation are:

(a) The fundamental frequency of a thick laminated plate can change considerably
(more than 100%) by optimizing the ply orientation of its layers.

(b) The design space includes many local optima and requires exhaustive search,
starting the optimization procedure from various initial points. Otherwise mod-
ern evolutionary methods should be included in the optimization procedure.

(c) In rectangular plates the optimum ply-orientation for maximum fundamental
frequency tends to be parallel to one of its sides as the aspect ratio increases.
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Application of Piezoelements in a Structured
Thin-Walled Shaft Material to Active
Control of Stability and Vibration

Włodzimierz Kurnik and Piotr Przybyłowicz

Abstract The paper is concerned with damping of beam and shaft vibrations using
piezoelements with external shunting circuits. Usually, distributed piezoactuators
are applied to beams or plates to contract curvature occurring during transverse
vibrations. Here, an alternative concept of vibration control is explored consist-
ing in utilising additional dissipation in shunting circuits of piezoelements bonded
to a beam or shaft surface. Attention is focused on a cantilever beam subject to
tip-concentrated follower load (Beck’s column) and/or to kinematic excitation by
clamped edge motion. Efficiency of piezodamping is studied in both stabilising the
equilibrium and reduction of resonance. On the other hand, the effect of shunting
is examined in case of ring-like piezotransducers controlling torsional vibrations of
a shaft under harmonic excitation. A shift of resonance zone and reduction of top
vibration amplitudes are shown as functions of shunting parameters. Application of
piezoelements in vibration control of shafts is developed into a concept of a struc-
tural piezoactive material controlled by external voltage coupled with the current
state of the shaft. Making use of smart technology combining passive composites
with active fibers permanently embedded into their structure is discussed. Fundamen-
tals of active reduction of torsional vibration of a shaft entirely made of the smart
piezoceramic composite are proposed and analysed. It is proved that this method
may occur advantageous both because of increased strength-to-weight properties as
well as enhanced ability to damp torsional vibrations of the system.
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1 Introduction

The piezoelectric effect consists in coupling of mechanical and electrical fields that
a piezoelectric body is subject to. Known for more than hundred years (see [10]
for detailed physical properties), it has found many applications in mechatronic
systems, including flexural and torsional vibration control [1, 3, 12, 17]. It was
shown by Kurnik and Przybyłowicz [7] that PZT transducers appropriately located
and working in closed-loop control can prevent beams subject to follower loads
from flatter instability. The basic concept of using piezoelements in mechanical
vibration control is sensing and contracting deformations. However, piezoelements
following deformations of a controlled system at their location, generate electric
charge and produce additional stiffness of electromechanical nature, dependent on
the electric capacitance of a transducer natural or possibly shunted. On the other
hand, a shunting circuit supplied by induced piezo-voltage can introduce electric
dissipation resulting in what is called electronic damping in the considered structure
(see [5, 8] for exemplary applications). Tuneable electronic damping canbe important
especially in fine vibrating systems in which external and internal dissipation is not
sufficient.

In the linear approximation constitutive equations of a piezoelectric are as follows

εi =
6∑

j=1

Si jσ j +
3∑

k=1

dki Ek (i = 1, . . . , 6) (1)

Dl =
6∑

j=1

d jlσ j+
3∑

k=1

ekl El (l = 1, 2, 3) (2)

where the notations are: εi (i = 1, . . . , 6) - strains components, σi (i = 1, . . . , 6) -
stresses, Si j - mechanical compliances, dki (k = 1, 2, 3)- elements of an electro-
mechanical couplingmatrix, ekl(k, l = 1, 2, 3) - dielectric constants, Dk , Ek - electric
induction and electric field components, respectively.

Since the 1960s commercial piezoelectrics like PZT or PVDF have been available
and applied for various purposes [5, 17]. Massive PZTs are used for actuators and
light PVDFs for sensors. From the point of view of the present applications the
crucial role is played by the electromechanical coupling coefficients, d31 and d15.
For a PZT composed of PbZrO3 and PbT iO3 in proportion one-to-one coupling
coefficients are of order 10−10 [m/V]. Electromechanical coupling in shear is three
times stronger than in longitudinal deformation.

Recently,much attention has been paid to piezoelectric energy harvesters that have
become a very promising alternative to electric batteries for low-power electronics,
especially for MEMS (see overview papers [13, 16] and a quite new publication [18]
including numerous references).
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In the following we are going to examine the piezoelectric damping when applied
to flexural vibrations of a beam and to torsional vibrations of a shaft. Both external
and internal dissipation will be neglected for the purpose of this study.

2 Piezoelectric Beam Transducer with Shunting Circuit

Consider a strip-like piezoelement to be bonded to the beam surface, as shown in
Fig. 1 If bonding is perfect the transducer will follow strains of the beam surface
with no regard to the reason of the beam deflection. Longitudinal stress resulting
from deformation will produce electric polarisation and voltage between lower and
upper transducer surfaces. One equation of (1) and one of (2) are constitutive for the
considered problem of generating electric voltage between the parallel surfaces of
the transducer. They can be expressed are as follows

σ1 = Ep

(
ε1 − d31

h p
U

)
(3)

D3 = d31Epε1 + e3
h p

U

(
1 − d2

31Ep

e3

)
(4)

where U = E3h p denotes electric voltage, h p - transducer thickness, Ep = 1/S11 -
Young’s modulus. The electric voltage, U can be either externally supplied to induce
desired transducer and beam stress or internally generated and possibly shunted to
additionally dissipate energy of the system. The first technique was shown by Kurnik
and Przybyowicz [7] to stabilize the Leipholz column. Here we want to examine
the latter effect and its influence on stability and excited transverse vibration of a
cantilever beam with tip-concentrated follower load (compare [8]).

The electric charge, Q on the surface of transducer of length, a surface is expressed
as

Q = bd31Ep

a∫

0

ε1(x)dx + e3
h p

abU

(
1 − d2

31Ep

e3

)
(5)

Fig. 1 Piezoelement bonded to the beam surface: a configuration, b shunting circuit
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Thus, the electric charge occurs as a results of deformation and externally applied
voltage.

The external shunting circuit is described by the following equation (Rs denotes
shunting resistance)

Rs
dQ

dt
= −U (6)

which will constitute a source of energy dissipation.

3 Dynamics of Beck’s Column with Shunted
Piezotransducer

Consider a cantilever beam of rectangular cross-section subject to a tip-concentrated
follower load as shown in Fig. 1 If the clamped end is immovable we are faced with
the Beck’s problem. The Beck’s column shows flutter instability under increasing
follower load. More general is the problem with kinematic excitation by a damped
edge motion s(t).

The beam is subject to the tangential transducer force q, which appears as a result
of deformation and applied electric field. In case of kinematically undisturbed system
a dynamic equation of transverse beam motion with perfectly bonded transducer
interaction can be derived in the following linear form

ρA ∂2w
∂t2

= −E J ∂4w
∂x4

− P ∂2w
∂x2

+
−1

2hbEp Ap
∂2

∂x2

{(
hb
2

∂2w
∂x2

− d31
h p
U
)
[H(x) − H(x − a)]

} (7)

whereH(·)denotes Heaviside’s function, P is a tip-concentrated follower force,
ρ, A are beam density and cross-section area and E J denotes beam flexural rigidity.
Equation (6) of the shunting circuit can be transformed to the following form

dU

dt
+ 1

RsCp
U = −1

2
d31Epbhb

∂ẇ

∂x
(a, t) (8)

where Cp denotes total transducer electric capacitance andU is resulting transducer
voltage.

Thus, Eqs. (7) and (8) constitute a system of coupled electromechanical equations
of the beam with shunted piezoelectric transducer.

In case of kinematic excitation s = s(t) as shown in Fig. 3, equation of transverse
vibration with reference to the damped edge has the form (7) supplemented with
right-hand side term expressing excitation p(x, t) = −ρAs̈.

It is well known from the theory of columns under follower forces (see [6]) that
analysis of stability and eigenvalues needs at least two lowest eigenmodes. Thus, the
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beam deflection must be expressed as a combination of two shape functions. First,
dimensionless variables and constants are introduced as follows

W = w
h X = x

l τ = t
kt

k2t = l4 ρA
E J

p = Pl2

E J λ = 1
2
Ep Apl2

E J u = U
U0h p

S(t) = s(t)
hb

where U0 denotes piezoelectric break down voltage measured in V/m. After two-
mode Galerkin’s discretisation

W (X, τ ) = y1(τ )F1(X) + y2(τ )F2(X) (9)

coupled electromechanical equations become

⎧
⎪⎨

⎪⎩

ÿ1 + (e11 + pe13 + λλ1e15)y1 + (pe14 + λλ1e16)y2 − λλ2e17u = −e18 S̈

(pe23 + λλ1e25)y1 + ÿ2 + (e22 + pe24 + λλ1e26)y2 − λλ2e27u = −e28 S̈

α2e31 ẏ1 + α2e32 ẏ2 + u̇α1u = 0

(10)

where λ1 = h2b
2l2 , λ2 = d31U0, α1 = kt

Rs
, α2 = h2bbd31Ep

2h plU0Cp
and ei j are discretisation con-

stants.
Equations (10) can be studied either as autonomous (S ≡ 0) for flutter instability

threshold or as externally excited (S(t) - harmonic) for resonant behaviour. It should
be noted that in the latter case analysismakes sense in the stable region of equilibrium
only. The trivial equilibrium [y1, y2, u] = [0, 0, 0] in autonomous case is stable if
all the eigenvalues of the system matrix have non-positive real parts. In terms of the
non-dimensional follower load, p the stability domain is a set

Φ =
{
p : max

k
Re [rk(p)] ≤ 0

}
(11)

where rk denotes k-th eigenvalue (k = 1, . . . , 5). Stability threshold p = pcr depends
on the parameters of the shunting circuit that can be represented by a dimensionless
parameter, γ = RsCp/kt . Thus, γ = 0 corresponds to the short shunting circuit,
while γ → ∞ means open-circuit conditions.

It is known from analyses of flutter instability of slender columns under follower
loads (see [6]) that internal friction can produce instability. Therefore, it is interesting
to examine the resistive piezoelectric shunting effect in Beck’s column. Exemplary
results are shown in Fig. 2. where the critical compressive follower load is presented
as function of the resistive parameter, γ .

Assume p < pcr and consider harmonic kinematic excitation in the form

S(t) = SO cosωt = SO Re {exp(iωt)} (12)
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Fig. 2 Critical follower load
versa resistive shunting
parameter

To examine the effect of piezoelectric shunting we shall concentrate on the first mode
only reducing Eq. (10) to the following

{
ÿ1 + c1y1 − a1u = sOγ 2 cosωt
a2y1 + u̇ + α1u = 0

(13)

In the numerical calculations we shall assume c1 = 1 (p = 0, passive stiffening
neglected).

A steady-state harmonic solution has the form

[
y1
u

]
=
[
B̃1

B̃u

]
exp(iωt) (14)

where i denotes imaginary unit and B̃1, B̃u are complex amplitudes, that are functions
of excitation frequency, ω

B̃1(iω) = sOω2(α1 + iω)

D(iω)
, B̃u(iω) = − isOω3a2

D(iω)
(15)

where D(iω) = (1 − ω2)(α1 + iω) + ia1a2ω. The resonant curves
∣∣∣B̃1

∣∣∣ and
∣∣∣B̃u

∣∣∣are
shown in Fig. 3.

If the passive stiffening by piezoelement is neglected, the original elastic system
is identified with the case of short-circuit conditions. The beam with an open-circuit
piezotransducer is slightly stiffer than the original one and the reason consists in an
electric charge displacement in the transducer. It results in shifting the resonance
zone, but the resonant amplitudes are unlimited (see Fig. 3(2)). In case of resistive
shunting with additional electrical capacitance supplemented that of the piezotrans-
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Fig. 3 Resonant curves: (1)
- short circuit, (1) - open
circuit, (3) - resistive
shunting

Fig. 4 Excited vibration

amplitude
∣∣∣B̃1

∣∣∣as function of

the shunting parameter γ :
a - at the original resonance
ω = 1, b - at the actual
resonance

ducer, a kind of internal system dissipation occurs which results in limited vibration
amplitudes for all excitation frequencies.

The resulting resonance curve is shown in Fig. 3(3). The effect of resistive shunt-
ing is shown in Fig. 4. where the amplitude of vibration at the original resonance
frequency (ω = 1) as well as maximum resonance vibration amplitude are presented
as functions of the resistive parameter, γ .

4 Torsional Resonance of a Shaft with Shunted
Piezotransducer

The considered torsionally vibrating system is a continuous shaft of circular cross-
selection, clamped on one end and subject to harmonic moment excitation on the
other. A ring-like PZT transducer of length l p is assumed to be perfectly bonded to
the shaft surface at a certain position x1, as shown in Fig. 5. Unlike in beams, the



248 W. Kurnik and P. Przybyłowicz

Fig. 5 Shaft with piezotransducer and shunting circuit

electric field in a transducer controlling shaft torsion is directed along the shaft axis
(see [1]).

UponEqs. (1) and (2), applying engineering notations of shear stress and strain, i.e.
ε5 = 0.5γp, δ5 = τp, one obtains equations of the piezoelectric transducer expressing
the direct and converse piezoelectric effects, respectively

D1 = d15Gpγp + e1
l p
U

(
1 − 2d2

15Gp

e1

)
τp = Gpγp − 2d15GpU

lp
(16)

where U = E1 · l p is electric voltage between transducer electrodes and l p denotes
transducer length. The electric charge, Q induced on the edge surfaces of the trans-
ducer is

Q = D∗
1 · 2πR · h p (17)

where R, h p denote shaft radius and transducer thickness, respectively and D∗
1 is

charge displacement averaged along the transducer. Thus, the electric charge occurs
as a result o shear deformation, γp and interelectrode voltage, U , as follows

Q = 2πRhpd15Gp

lp
·

x1+l p∫

x1

γpdx + 2πRhp
e1
l p
U

(
1 − 2d2

15Gp

e1

)
(18)

The shunting electrical circuit is described by Eq. (6).
Assume perfect transducer bonding, what means that shear deformations of the

transducer and shaft on its surface are equal to each other. Moreover, we shall neglect
shear stress changes across the transducer thickness. Thus, the radial shear stress
distribution in the shaft and in the transducer are as follows

τ(r) = Gr
∂φ

∂x
τp = GpR

∂φ

∂x
− 2Gpd15

U

lp
(19)
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where φ(x, t) denotes angle of shaft torsion. The torque as a shear stress resultant
can be expressed as follows

M =
{
GIO + 2

3
πGpR

[
(R + h p)

3 − R3
]} ∂φ

∂x
− 2

3
πGp

[
(R + h p)

3 − R3
]
d15

U

lp
(20)

Neglecting slight increase of torsional stiffness corresponding to the transducer itself,
we obtain the following expression for torque, valid for any x ∈< O, l > .

M = GIO
∂φ

∂x
− λ∗U

[
H(x) − H(x − l p)

]
(21)

where λ∗ = 2
3πGp

[
(R + h p)

3 − R3
] d15

l p
. Dynamic equation of the shaft with per-

fectly bonded piezotransducer is as follows

ρ IO
∂2φ

∂t2
− GIO

∂2φ

∂x2
= −λ∗

l
U
[
δ(x) − δ(x − l p)

]+ MO

l
cos γ t · δ(x − l) (22)

where ρ is shaft density and δ(·) denotes Dirac’s distribution. Shaft equation (22) is
coupled with transducer equation (6) which can be rewritten in the form

dU

dt
+ 1

RsCp
U = −2πR2h pd15Gp

lpCp
φ̇(l p, t) (23)

where

Cp = 2πRhp
e1
l p

(
1 − 2d15Gp

e1

)
+ Cs

where in turn Cx denotes additional capacitance in the shunting circuit.
Introducing dimensionless variables and constants

τ = t
kt

X = x
l kt = l

√
G
ρ

λ = λ∗k2t UOlp
ρ IO ·l

� = γ kt mO = MO
k2t

lρ IO
u = U

UOlp
a = l p

l

α1 = kt
Cp Rs

α2 = 2πR2h pd15Gp

l2pCpUO

and performing discretisation based on the eigenfunctions corresponding to unloaded
shaft

Φn(X) = sin kn X (24)

we can analyse n-th projection of Eqs. (22) and (23) in the form

{
ÿ1 + k2n yn = λanu + mObn cosωt

u̇ + α1u = −α2cn ẏn
(25)
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Fig. 6 Resonant curves of
torsional vibration: (1) -
original undamped system,
(2) - open circuit, (3) -
resistive shunting

where an , bn and cn are discretisation constants. To examine the effect of piezoelectric
shunting we shall concentrate on the first mode only, substituting n = 1 in Eq. (20).
The steady-state solution of Eq. (21) has the form

[
y1
u

]
= Re

[
B̃1

B̃u

]
exp(iωt) =

⎡

⎣

∣∣∣B̃1

∣∣∣ cos(ωt + ψ1)
∣∣∣B̃u

∣∣∣ cos(ωt + ψu)

⎤

⎦ (26)

where idenotes imaginary limit and B̃1, B̃u are complex amplitudes

B̃1(iω) = mO(α1 + iω)

D(iω)
B̃u(iω) = − imOc1α2ω

D(iω)
(27)

D(iω) = (
k21 − ω2

)
(α1 + iω) + iλa1c1α2ω (28)

The resonant curves of the system are
∣∣∣B̃1

∣∣∣ and
∣∣∣B̃u

∣∣∣. The original undamped shaft

has dimensionless natural frequency of the first mode equal to k1. Thus, unlimited

amplitude
∣∣∣B̃1

∣∣∣ is expected in the system for ω = k1. The corresponding resonant

curves are shown in Fig. 6.

5 Active Damping of Torsional Vibration in Shafts Made
of Piezoelectric Composites

Despite good electromechanical properties of piezoelectric ceramics, the surface-
bonded actuators are brittle, heavy, non-flexible and non-conformable elements.
Their alternatives, PVDF copolymers are, admittedly, flexible and conformable to
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any shape but they have high electrical losses, are difficult to pole and their properties
are sensitive to temperature variations. Instead of looking for an entirely new class of
piezoelectric materials without the above-mentioned drawbacks, a concept of piezo-
electric composites has come into being. First patterns of diphasic materials and
several different piezocomposites were fabricated at Pennsylvania State University.
Properties of ceramic/polymer composites can be tailored by changing connectivity
of the phases, volume fraction of the active component and spatial distribution of the
ceramic phase. Piezocomposites exhibit excellent electromechanical properties and
limit detrimental characteristics of monoliths at the same time [2].

In literature, one can come across various techniques used to form a variety of
novel piezoceramic/polymer composites. Among them Solid Freeform Fabrication
(SFF) containing Fused Deposition of Ceramics (FDC) and Sanders Prototype (SP)
are most popular. The FDC or the lost mould endows piezocomposites with par-
ticularly good electromechanical properties. That way, Volume Fraction Gradients
(VGFs), staggered rods, radial tubes, curved transducers and many other composite
structures are fabricated [14].

The integration of piezoceramic (PZT) fibers within composite materials repre-
sents a new type of material evolution. Tiny PZT fibers of 30 μm in diameter can
be aligned in an array, electrodized with interdigital electrodes and then integrated
into planar architectures. Such architectures are embedded within glass or graphite
fiber-reinforced polymers and become piezoelectric after being poled [15]. The idea
of combining piezoceramics with polymers occurred in the 1980s [9] and several
years later it evolved towards smart composite materials, see Fig. 7.

Piezoelectric Fiber Composites (PFCs) have a large potential for controlling.
Matrix and ceramic combinations, volume fractions, and ply angles contribute
to the tailorability of PFCs, which make them applicable to structures requiring
highly distributed actuation and sensing. Manufacturing technologies of PFCs have
been adopted from graphite/epoxy manufacturing methods. Today, PFCs are being
equipped with an interdigitated electrode pattern (the so-called IDEPFCs), see Fig. 8.
Regardless of the electrode arrangement, the piezoelectric composites now create a
class of active materials which may be used for manufacturing of entire structures
and curved elements such as shafts, tubes or shells.

In this paper, themaking use of active piezocomposites is focused on their capabil-
ity of reducing torsional vibration in axi-symmetric shafts made of such materials.
Different arrangements of lamination are considered in terms of the efficiency in

Fig. 7 Active piezoelectric
lamina - geometric
configuration of active fibers
and the poling direction
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Fig. 8 Interdigitated electrode pattern and the poling of an IDEPFC lamina

Fig. 9 Shaft made of a composite with acitve piezoceramic fibers (left) and a single fiber subject
to an electric field

damping the amplitude of torque-excited vibration. To this aim, concentrate now on
pure torsion of a PFC laminated shaft modelled as a closed cylindrical shell with
a regular structure (symmetric or anti-symmetric, cross- or angle-plied). The active
piezocomposite fixed-free shaft is subject to a tip-concentrated torque at the free end.
Its fragment together with a single fiber is shown in Fig. 9.

The equation of torsional vibration of a cylindrical shaft has the following well
known form:

ρ J0
∂2ϕ

∂ t2
= ∂MT

∂ x
(29)

where ρ is the averaged mass density of the composite, J0 axi-symmetric cross-
sectional moment of inertia, ϕ angular displacement of the shaft, x axial coordinate,
t time. In the analyzed case, the moment (torque) MT contains both mechanical and
electromechanical components:

MT = J0

(
G0

∂ϕ

∂x
− 1

r
ΞT E [H(x) − H(x − l)]

)
(30)

where r is the mean radius of the shaft, E denotes intensity of the applied electric
field, H(.) is Heaviside’s function (the electrodes cover entire length l of the shaft,
i.e. 0 < x < l). The effective shear modulusG0 depends on the lamination angle and
has correspondingly the following form in symmetric and antisymmetric laminates:
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G0 = Q̄66 (sym.) G0 = Q̄66 − Q̄16

N 2 Q̄11
(antisym.) (31)

where N denotes the number of composite layers and

Q̄11 = Q11cos4θ + (Q12 + 2Q66)sin22θ + Q22sin4θ
Q̄16 = (Q11 − Q12 − 2Q66) sin θcos3θ + (Q12 − Q22 + 2Q66)sin3θ cos θ

Q̄66 = (Q11 + Q22 − 4Q12 − 2Q66)sin2θcos2 + Q66(sin4θ + cos4θ)

(32)

and:

Q11 = Y1
1 − ν122

Y2
Y1

Q22 = Y2
1 − ν122

Y2
Y1

Q12 = ν12Y2
1 − ν122

Y2
Y1

Q66 = 2G12 (33)

In the above formulas, Y1, Y2, G12, ν21 denote Young’s moduli with respect to prin-
cipal directions of the lamina (along the fibers and perpendicularly), Kirchhoff’s
modulus and Poisson’s ratio, respectively. The constant ΞT in (30) corresponds to
the electric part of the system and describes the averaged piezoelectric effect brought
about by piezoceramic fibers upon the action of the electric field. An explicit form
of this constant is presented in Table1.

In Table1, the particular terms denote:

Ξ̄11 = Ξ11cos2θ + Ξ21sin2θ Ξ̄13 = Ξ13cos2θ + Ξ23sin2θ

Ξ̄31 = (Ξ21 − Ξ11) sin θ cos θ Ξ̄33 = (Ξ23 − Ξ13) sin θ cos θ

Ξ̄
(S)
11 = Ξ11cos3θ + (Ξ21 + 2Ξ32) sin θcos2θ

Ξ̄
(S)
31 = [(Ξ21 − Ξ11)cos2θ + Ξ32 cos 2θ ] sin θ

(34)
in which:

Ξ11 = Q11d∗
33 + Q12d∗

31 Ξ21 = Q12d∗
33 + Q22d∗

31 Ξ13 = d∗
31Q11 + d∗

32Q12

Ξ23 = d∗
31Q12 + d∗

32Q22 Ξ32 = Q66d∗
15

(35)

Table 1 Expressions for ΞT in different configurations of the electrode pattern and type of lami-
nation

PFC IDEPFC S-IDEPFC

symmetric lamination ΞT =
1
N

(
Ξ̄33 − Q̄16

Q̄11
Ξ̄13

) ΞT =
1
N

(
Ξ̄31 − Q̄16

Q̄11
Ξ̄11

) ΞT =
1
N

(
Ξ̄

(S)
31 − Q̄16

Q̄11
Ξ̄

(S)
11

)

antisymmetric
lamination

ΞT = 1
2 Ξ̄13

Q̄66
Q̄11

ΞT = 1
2 Ξ̄11

Q̄66
Q̄11

ΞT = 1
2 Ξ̄

(S)
11

Q̄66
Q̄11
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Fig. 10 Two types of interdigitated electrode patterns IDEPFC (left) and S-IDEPFC (right). The
principal 1–2 directions and a rotated coordinate system Oxy

where d∗
i j are effective (averaged) electromechanical coupling constants of the piezo-

electric lamina. The meaning of abbreviations IDEPFC and S-IDEPFC used in
Table1 is concerned with the way of supplying an electric field to the piezoelec-
tric layer and is explained in Fig. 10. The PFC arrangement is shown in Fig. 7.

Now get back to equation of motion (29) assuming the presence of a harmonic
excitation torque m(x, t) = m0 sin ν t applied to the free end of the shaft. In that
case:

∂2ϕ

∂ t2
− G0

ρ

∂2φ

∂ x2
+ 1

ρ r
ΞT E[δ(x) − δ(x − l)] = m(x, t)δ(x − l) (36)

δ( . ) is Dirac’s delta function. Introducing a simple control strategy based on the
velocity feedback:

UA = cd
dUS

d t
and E = UA

he
(37)

where UA is the voltage applied through the electrodes to the active fibers, cd -
gain factor, he - distance between the electrodes (in PFCs he = h/N with h being
thickness of the shaft). The voltage US produced by the sensor is

US = YS (dS32 − dS31) sin 4θ

4(1 + νS12)

hSr

εS

∂ϕ(xS)

∂ x
(38)

where YS is Young’s modulus of the sensor material in the principal direction, νS12 -
its Poisson’s ratio, hS - thickness, θ - angle of orientation of the principal axis of the
sensor with respect to the shaft axis, εS - dielectric permittivity of the sensor, xS -
location coordinate of the sensor along the shaft axis, dS32 , dS31 - electromechanical
coupling constants [11]. Substituting (37) and (38) into (36), the equation of motion
becomes:

∂2ϕ

∂ t2
− a2

∂2ϕ

∂ x2
+ β

∂2ϕ(xS, t)

∂ x ∂t
[δ(x) − δ(x − l)] = m(t)δ(x − l) (39)
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where:

a2 = G0

ρ
β = cd

h ΞT

he εS ρ

YS (dS32 − dS31) sin 4θ

4(1 + νS12)
(40)

Solution to the equation of motion can be predicted in form of an infinite series
expressed in terms of the eigenfunctions corresponding to the given fixed-free bound-
ary conditions

φ(x, t) =
∞∑

i=1

Φi (x)Ti (t) (41)

where Φi (x) is the i-th eigenfunction and Ti (t) - arbitrary time function. Expressing
the right-hand side of (39) by an analogous infinite series, i.e.:

m(x, t) =
∞∑

i=1

Φi (x)μi (t) (42)

one obtains:

μi = m0 sin ν t

l∫

0
Φi (x)δ(x − l) dx

l∫

0
Φi

2(x)dx

= m0
Φi (l)

l∫

0
Φi

2(x)dx

sin ν t = m0 Γi (l) sin ν t

(43)
Now, the active term in (39) is to be expanded into Φi -series as well:

β
∂2ϕ(xS, t)

∂x ∂t
[δ(x) − δ(x − l)] =

∞∑

i=1

Φi (x)βi (t) (44)

To this end, multiply (44) by Φ j (x) and integrate over the entire length of the shaft:

∞∑

i=1

βi (t)

l∫

0

Φi (x)Φ j (x) dx = β

∞∑

i=1

Ṫi (t)
dΦi (xS)

dx

l∫

0

Φ j (x) [δ(x) − δ(x − l)] dx

(45)
which, keeping in mind that ∀ j ∈N Φ j (0) = 0, yields:

βn(t) = −β Γn(l)
∞∑

i=1

Ṫi (t)
dΦi (xS)

dx
(46)

Substituting the above expressions into the equation of motion, one gets:
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∞∑

i=1

Φi (x)T̈i (t) − a2
∞∑

i=1

d2Φi (xS)

dx2
Ti (t) +

∞∑

i=1

Φi (x)βi (t) =
∞∑

i=1

Φi (x)μi (t) (47)

Taking into account that:
d2Φi (x)

dx2
= −ωi

2

a2
Φi (x) (48)

where ωi is the i-th eigenfrequency of the fixed-free shaft, and knowing that the
eigenforms Φi (x) are linearly independent, one writes down:

T̈i (t) + ωi
2Ti (t) + βi (t) = μi (t) (49)

for every i ∈ N . The term βi (t) is related to Ṫi as follows:

βi (t) = −β Γi (l)
∞∑

j=1

Ṫ j (t)
dΦ j (xs)

dx
=

∞∑

j=1

Ṫ j (t) βi j (xs) (50)

where βi j = −β Γi (l)dΦ j (xs)/dx . Finally, one gets an infinite system of simulta-
neous linear ordinary differential equations of the second order:

T̈i +
∞∑

j=1

βi j Ṫi + ωi
2Ti = μi , i = 1 , . . . , n , . . . ∞ (51)

or:
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

T̈1 + β11Ṫ1 + β12Ṫ2 + . . . + β1n Ṫn + . . . + ω1
2T1 = μ1

T̈2 + β21Ṫ1 + β22Ṫ2 + . . . + β2n Ṫn + . . . + ω2
2T2 = μ2

. . .

T̈n + β1n Ṫ1 + β2n Ṫ2 + . . . + βnn Ṫn + . . . + ωn
2Tn = μn

. . .

(52)

The infinite set of non-homogeneous ordinary differential equations (52) can be
easily transformed into a set of corresponding algebraic equations (complex ones)
by making use of the substitution:

μ j (t) = m0 Γ j (l)e
iν t Tj (t) = Ã j (ν) eiν t (53)

where Ã j (ν) is a complex amplitude of the j-th eigenform, ν - excitation frequency.
The amplitudes can be found from the following infinite set of equations:
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Fig. 11 Resonant curves for θ = 00. Symmetric (left) and antisymmetric (right) lamination

⎡

⎢⎢⎢⎢⎣

ω2
1 − ν2 + iνβ11 iνβ12 . . . iνβ1n . . .

iνβ21 ω2
2 − ν2 + iνβ22 . . . iνβ2n . . .

. . . . . . . . . . . . . . .

iνβn1 iνβn2 . . . ω2
n − ν2 + iνβnn . . .

. . . . . . . . . . . . . . .

⎤

⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎣

Ã1(ν)

Ã2(ν)

. . .

Ãn(ν)

. . .

⎤

⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎣

μ1(t)
μ2(t)
. . .

μn(t)
. . .

⎤

⎥⎥⎥⎥⎦

(54)
Having found all the amplitudes Ã j (ν) up to a certain numerical limit N , one can
determine the amplitude of torsional vibration at the end of the shaft:

A(ν) =
∣∣∣∣∣∣

N∑

j=1

Φ j (l) Ã j (ν)

∣∣∣∣∣∣
(55)

The results of numerical simulations in form of amplitude frequency characteris-
tics are shown in figures below. The thick lines correspond to characteristics with-
out active control. The thin lines present drops in the vibration amplitude due to
the applied electronic damping for three the patterns of electrodes supplying the
shaft with the electric field (transversely poled PFCs, longitudinally IDEPFCs and
S-IDEPFCs) (see left Fig. 11).

As can be seen, in some cases all curves cover one another (see e.g. right Fig. 11),
which means inability to damp the vibration for the given geometric arrangement of
the laminate. Sometimes, only some of the curves are in line (e.g. right Fig. 15). In
Fig. 14, the resonant characteristics are shown for the lamination angles denoted by
θmax e f , i.e. θ at which the efficiency of piezoelectric actuation is the greatest. For
antisymmetric laminates θmax e f is about 80◦ and 70◦ for symmetric ones (Fig. 14).

6 Conclusions

Resistive shunting of distributed piezotransducers bonded to the surface of a beam
or a shaft generates internal dissipation of electric nature supplementing natural
damping of the structure. Short shunting circuit does not affect original resonant
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Fig. 12 Resonant curves for θ = 450. Symmetric (left) and antisymmetric (right) lamination

Fig. 13 Resonant curves for θ = 600. Symmetric (left) and antisymmetric (right) lamination

Fig. 14 Resonant curves for θ = θmax e f . Symmetric (left) and antisymmetric (right) lamination

Fig. 15 Resonant curves for θ = 900. Symmetric (left) and antisymmetric (right) lamination
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properties of a beam or a Shaft. Open-circuit conditions mean an increase in stiffness
without dissipation and produce shifted resonance curves with unlimited maximum
amplitudes. The top amplitude in the case of closed shunting circuit depends on both
shunting resistance and additional transducer capacitance. The efficiency of resistive
shunting shows maximum as a function of circuit resistance. The resistive shunting
effect is limited by the electric breakdown in the transducer.

Smart composites containing piezoelectric fibers may constitute an alternative to
active reduction of torsional vibration in thin-walled shafts and similar structures.
They are integrated structural elements endowedwith some attractive electromechan-
ical capabilities from the point of view of intelligent technology. Simulations prove
that the making use of piezocomposites leads to a considerable drop in the amplitude
of torsional vibration. At the same time, it is possible to find an optimum lamination
angle corresponding to the best compromise between strength of the piezocomposite
structure and its ability to reduce torsional vibration.
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Remarks on a Fluid-Structure Interaction
Scheme Based on the Least-Squares Finite
Element Method at Small Strains

Carina Nisters, Alexander Schwarz, Solveigh Averweg and Jörg Schröder

Abstract The present contribution introduces a least-squares finite element method
(LSFEM) based fluid-structure interaction (FSI) approach. The proposed method is
based on the formulation of mixed finite elements in terms of stresses and velocities
for both the fluid and the solid regime. The LSFEM offers the advantage of a flexi-
bility to construct functionals with sophisticated physical quantities as e.g. stresses,
velocities and displacements. The approximation of the stresses and velocities in suit-
able spaces, namely in the spaces H(div) and H 1, respectively, leads to the inherent
fulfillment of the coupling conditions of a FSI method. A numerical example con-
sidering an incompressible, linear elastic material behavior at small deformations
and the incompressible Navier–Stokes equations demonstrates the applicability of
the LSFEM-FSI method.

1 Introduction to Fluid-Structure Interaction

The simulation of fluid-structure interaction (FSI) problems gained increasingly
attention in the framework of computer-basedmechanical andmathematical research
in the last decades. Recent findings in FSI simulations were established in the frame-
work of a continuum mechanical suitable description, mathematical treatment and
several algorithmic approaches. Fundamental research effort can be attributed to the
work of many research groups, an overview on that can be found in e.g. [10, 35].
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Numerous FSImodels are based on finite element formulations of themixedGalerkin
method in the framework of fluid and solid mechanics. The approaches of this kind
are successfully applied and improved continuously in recent years. A second essen-
tial and popular method is the finite volume method. The following publications and
the references therein are exemplarily for research on FSI methods [15–17, 24, 25,
42, 44].

In case of partial differential equations with not self-adjoint operators (e.g. in case
of fluid flow and transport problems) the mixed Galerkin method leads to unsymmet-
ric and in case of incompressible materials or fluids to indefinite systems of equa-
tions. In order to guarantee solvability and stability of such saddle point problems
the finite element methods have to satisfy ellipticity as well as the Ladyzhenskaya–
Babuška–Brezzi (LBB) condition (also inf-sup condition), see e.g. [8]. A summa-
rizing overview on stabilized FE formulations for fluid mechanics is given in [14],
for instance. Furthermore, the following publications and the references herein fur-
nish detailed explanations on the different stabilization schemes as for example the
penalty-method [32, 33], the SUPG-method [9, 18] and the Galerkin/least-squares
method [19]. In the framework of stable and robust finite element methods in solid
mechanics a considerable effort was pursued in the past. Especially, research on
quasi-incompressible materials as can be found in biological tissues was encouraged.
Different approaches were developed as for example mixed or hybrid formulations,
see e.g. [29, 39, 45].We can conclude, there exist robust, stable and efficient (mixed)
finite element formulations in the regime of fluid and solid mechanics, which cover
a wide range of application scenarios and requirement profiles.

Next to the demand for performant FE-formulations special attention has to be
paid to the interface description in fluid-structure interaction problems. The coupling
conditions need to be fulfilled on the interface, which are the equilibrium of the
traction vectors of the fluid and the solid domain and the equality of the velocities
of both domains. In order to guarantee these conditions there exist monolithic and
staggered or segregated approaches in the established FSI applications, see e.g. the
list of publications above and especially the overviews in [10, 35]. Anyways the
known methods can lead to issues regarding convergence and stability. Additionally,
the employed solvers, which are developed independently for the fluid and the solid
part, can be inadequate, see e.g. [47] and the references herein.

Todays research in FSI focusses therefore on the performance of utilized solvers
(e.g. [41]), the stability and robustness of modern time integration schemes (e.g. [12,
43]) and the extension to complex 3D applications (e.g. [3] or [2]). Furthermore, the
effect of turbulent flows in fluid-structure-interaction, see [1] for instance, is inves-
tigated. Modern FSI applications can be found in structural design or biomechanics,
see e.g. [6, 24], which give detailed overviews on established FSI solution procedures
in biomechanics.

In this contribution a least-squares FEMbasedfluid-structure interaction approach
is introduced. The idea is based on a certain choice of the approximated values and
discretization spaces. Therefore, both the fluid and the solid domain are described
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by mixed least-squares finite element formulations in terms of stresses and velocities
discretized in H(div) and H 1, respectively. This leads to the simulation of a FSI
problemwithin one triangulation, which fulfills the coupling conditions intrinsically.

2 The Least-Squares Finite Element Method

The least-squares finite element method (LSFEM) is an alternative variational
approach compared to the well-known mixed Galerkin method. It provides some
theoretical benefits, which make its application favorable in certain cases: Firstly,
the method is not restricted to the LBB-condition, hence a free choice of the poly-
nomial degree of the interpolating functions is possible. Secondly, the least-squares
FEM offers a wide range of mixed approaches based on different solution variables
such as stresses, pressure, displacements or velocities, since they can be included in
the variational formulation inherently and at free choice. Furthermore, the LSFEM
results in general in stable formulations for first-order systems and is applied suc-
cessfully especially in fluid mechanics. The construction of the finite elements leads
to positive definite and symmetric system matrices, also for differential equations
with not self-adjoint operators, see e.g. [5], which describes its success in the frame-
work of computational fluid dynamics. Furthermore, the resulting systems offer a
robust convergence behavior for a certain choice of iterative solvers, compare to [36]
for instance. A further convenient benefit is the availability of an a posteriori error
estimator without additional costs, which can be used in adaptive meshing strategies.
This conception is applicable to nonlinear theories, too, see e.g. [28, 40].

The least-squares finite element formulation is based on the construction of a
functional F in terms of the L2-norm of certain residuals Ri defining the problem
to be solved. With the residuals

||Ri ||L2(Ω) =
{ ∫

Ω

|Ri (x)|2dx
} 1

2

, (1)

the functional is defined with

F = 1

2

(
r∑

i=1

||ωiRi ||2L2(Ω)

)
, (2)

where r denotes the number of residuals of the system andωi weighting factors. This
can be displayed by the bilinear form of the residual R = L · u − f , such that

F = 1

2
ω2||L · u − f ||2L2(Ω) = 1

2
ω2(L · u − f , L · u − f ) → minimal, (3)
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with (•, •) denoting the inner product. The problem can be identified to be solved for
the minimization of the constructed functional F . The condition for minimization
is fulfilled for the first variation of the problem equals to zero, such that

δF = ∂F

∂u
· δu = lim

ε→0

F (u + ε δu) − F (u)

ε
:= ω2(L · u − f , L · δu) = 0 ,

(4)
see e.g. [20]. The finite element formulations considered in the following are ofmixed
form and suitable approximation spaces have to be chosen. As mentioned before the
LSFEM is not restricted to the LBB condition. Anyways the choice of the approxima-
tion spaces and related interpolation functions is essential regarding approximation
quality and efficiency. Both aspects are self-evident to be presupposed: The formu-
lations have to guarantee the correctness of the results compared to given reference
solutions. Secondly, the formulations have to satisfy the requirements of complex
boundary value problems.

The experiences of previous work and the state of art in research indicate, that the
usage of vector-valued Raviart–Thomas interpolation spaces for the stress approx-
imation with W ⊂ H(div,Ω) and Lagrangian interpolation spaces for the veloc-
ity approximation with V ⊂ H 1(Ω) are suitable in appropriate combinations. The
approximation spaces for the stresses and velocities of the finite elements are chosen
with

W h
m = {σ ∈ H(div,Ω)2 : σ |Ωe ∈ RTm(Ωe)

2 ∀Ωe} ⊆ W , (5)

V h
k = {v ∈ H 1(Ω)2 : v|Ωe ∈ Pk(Ωe)

2 ∀Ωe} ⊆ V . (6)

The finite element is then denotedwith RTm Pk in the following. In detail two interpo-
lation combinations are investigated in the numerical examples, namely elements of
order RT1P2 and RT3P4. For more details on the approximation with vector-valued
Raviart–Thomas interpolation functions, the reader is referred to [7, 31, 34]. The
chosen finite element spaces fulfill inherently the essential boundary conditions both

Fig. 1 Interpolation sites of
RT1P2 with arrows and
crosses denoting the
interpolation sites of the
Raviart–Thomas
interpolation and bullets
denoting the interpolation
sites of the Lagrange
interpolation
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for the velocities and for the stresses, aswell as the interaction conditions as described
in Sect. 3.1. Exemplarily the interpolation sites of an RT1P2 are given in Fig. 1, with
the arrows and crosses marking the interpolation sites of the vector-valued Raviart–
Thomas functions on the edges of the element, and inside the element, respectively.
The filled dots denote the quadratic Lagrange interpolation sites.

3 A Least-Squares Finite Element Based Fluid-Structure
Interaction Scheme

In this Section the general idea on the least-squares FEM based fluid-structure inter-
action scheme is introduced. Therefore, advanced least-squares formulations both
for the solid and the fluid regime are used and investigated regarding efficiency and
interpolation order as well as time integration.

3.1 Governing Equations for the FSI Scheme

In both frameworks the governing differential equations are given by the balance of
momentum and the constitutive equations for the solid and the fluid phase. In case of
the fluid domain the physical behavior is described by the incompressible stationary
Navier–Stokes equations given by the balance of momentum

− ρ∇v · v + 2μ div(∇sv) − ∇ p = 0, (7)

and the continuity equation
div v = 0. (8)

In here, v denotes the velocity vector, p the pressure, ρ the density andμ the dynamic
viscosity of a medium flowing through a domain Ω . The symmetric gradient of the
velocity field is given by

∇sv = 1

2
(∇v + (∇v)T ). (9)

For applications of the proposed fluid-structure interaction scheme with an intrinsic
fulfillment of the coupling conditions the Cauchy stresses σ are used in the following.
Then Eq. (7) can be rewritten as

− ρ∇v · v + div σ = 0 and σ = 2μ∇sv − p1. (10)

In case of the solid domain the finite element formulation is based on the balance
of momentum
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Fig. 2 Coupling conditions
on the interface Γi f of a fluid
and a solid finite element f s

f s

fluid (f) solid (s)

f si f i f

div σ + f − ρ a = 0, (11)

with f denoting a body force, a = ∂2u
∂t2

denoting the acceleration, u denoting the

displacements, and the constitutive law for small deformations and linear elasticity

σ = Ci jkl : ∇su, (12)

with the elasticity tensor Ci jkl = κ δi jδkl + 2μ (δikδ jl − 1
3δi jδkl) where κ and μ

denote Lamé constants.
The central idea is the introduction of least-squares finite element formulations

with both the stresses σ and the velocities v as independent degrees of freedom,
which then intrinsically fulfill the coupling conditions of a fluid-structure interaction
scheme. These coupling conditions are given by σ f · n = σ s · n on the interface
between the fluid domain Ω f and the solid domain Ωs domain denoted with Γi f and
v f = vs on Γi f , respectively. This coupling is illustrated in Fig. 2. The least-squares
finite element formulations regarding the introduced equations are presented in the
following two subsections.

3.2 Least-Squares Finite Element Formulation
for the Fluid Part

The least-squares finite element formulation used in this contribution regarding the
fluid domain bases on the incompressible stationary Navier–Stokes equations as
given in (7) and (8). In the following a stress-velocity (SV) formulation is introduced,
which is based on the findings in [11, 37]. Within the formulation a redundant
residual is added to the functional without additional variables in order to strengthen
specific physical relations, see e.g. [38]. Both the SV formulation as well as the
SV formulation with additional residual are based on the three-field stress-velocity-
pressure (SVP) formulation, see [4, 11]. For the derivation of the three-field SVP
approach the Cauchy stress tensor σ is introduced as an additional variable to the
system of equations in (7) and (8), compare to (10), such that the three residual forms
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of the well-known stress-velocity-pressure formulation are achieved with

RF
1 := div σ − ρ∇v · v, RF

2 := σ − 2μ∇sv + p1, RF
3 := div v. (13)

Then, taking the trace of the second equation in (13) and inserting the continuity
equation given in (8) yields the governing equation for the pressure p, such that

p = −1

3
tr(σ ). (14)

We can reduce the system of equations by inserting this definition of the pressure
into (13)2. Furthermore, assuming the definition of the deviatoric part of the Cauchy
stresses, which is

dev σ = σ − 1

3
tr(σ ) 1, (15)

we obtain the remaining residuals of the stress-velocity two-field formulation, see
e.g. [11].

Previous investigations have shown, that this formulation has the drawback of
a poor approximation quality especially with respect to mass conservation. These
findings lead to the extension of the given formulation by [37]. They proposed to
take a further residual into account. Analogous deliberations were made by [26]
for the Stokes equations. Anyways the authors do not give a detailed study on the
influence on the numerical results of the extended system in contrast to the basic SV
formulation at that point. A detailed investigation of the SV formulation with the
third residual can be found in [27].

In the before mentioned contributions the continuity equation is introduced as an
additional condition, such that the residuals of the system are given by

RF
1 := div σ − ρ∇v · v, RF

2 := dev σ − 2μ∇sv and RF
3 := div v. (16)

The related extended two-field functional reads then

FSV f luid(σ , v) = 1

2

( ∣∣∣∣
∣∣∣∣ 1√

ρ
(div σ − ρ∇v · v)

∣∣∣∣
∣∣∣∣
2

L2(Ω)

+
∣∣∣∣
∣∣∣∣ 1√

μ
(dev σ − 2μ∇sv)

∣∣∣∣
∣∣∣∣
2

L2(Ω)

+
∣∣∣∣
∣∣∣∣div v

∣∣∣∣
∣∣∣∣
2

L2(Ω)

)
,

(17)

with appropriate weightings. For further details on weighted least-squares FEM see
e.g. [13, 30]. The first variation of the functional FSV f luid with respect to each
variable is given by
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δσFSV f luid(σ , v; δσ ) =
∫
Ω

1

ρ
div δσ · (div σ − ρ∇v · v)dV

+
∫
Ω

1

μ
dev δσ : (dev σ − 2μ∇sv)dV,

(18)

δvFSV f luid(σ , v; δv) = −
∫
Ω

1(∇δv · v + ∇v · δv) · (div σ − ρ∇v · v)dV

−
∫
Ω

2∇sδv : (dev σ − 2μ∇sv)dV

+
∫
Ω

div δv · div v dV .

(19)

Implementation aspects on the finite element within the fluid part are given in
Sect. 3.4 and in the Appendix in Table1.

3.3 Least-Squares Finite Element Formulation
for the Solid Part

Based on the deliberations in the beginning of this Section the two residuals of the
considered linear elasticity LSFEM formulation are given by

RS
1 := div σ + f − ρ a and RS

2 := C
−1 : σ − ∇su. (20)

Thus the least-squares functional in terms of stress and velocity is given by

FSV solid (σ , v) = 1

2

(∣∣∣∣∣∣ω1(div σ + f − ρ a)
∣∣∣∣∣∣2
L2(Ω)

+
∣∣∣∣∣∣ω2(C

−1 : σ − ∇su)

∣∣∣∣∣∣2
L2(Ω)

)
,

(21)

with theweighting factorsω1 andω2. Hence, the first variation of the time-discretized
functional FSV solid with respect to each unknown is given by

δσFSV solid(σ , v; δσ ) =
∫
Ω

[
ω2
1 div δσ · (div σ + f − ρa)

+ ω2
2 C

−1 : δσ : (
C

−1 : σ − ∇su
)]
dV

(22)
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and

δvFSV solid(σ , v; δv) =
∫
Ω

[
δã · (div σ + f − ρa) + ∇sδũ : (

C
−1 : σ − ∇su

)]
dV

(23)

with the abbreviations δã and ∇sδũ

δã = δv(−ω2
1 ρα1) and ∇sδũ = ∇sδv(−ω2

2 α2), (24)

with α1 and α2 are depending on the choice of the time discretization scheme and
defined in the following as well as the weighting factors ω1 and ω2.

In this contribution the time discretization is described by theHouboltmethod.We
achieve a discretization scheme in time that interpolates the displacements and the
accelerations from the actual velocities and the history variables of the last time steps.
The Houbolt method is based on a third-order interpolation of the displacements and
the multistep implicit formulas are obtained by using a backward difference scheme
in general. The reformulation with respect to the velocities leads to an approximation
scheme for the displacements and accelerations, given with

un+1 = 6

11
vn+1 Δt + 18

11
un − 9

11
un−1 + 2

11
un−2, (25)

and

an+1 = 1

Δt2

[
12

11
vn+1 Δt − 19

11
un + 26

11
un−1 − 7

11
un−2

]
, (26)

with Δt denoting the time step size and all values subscripted n + 1 denoting values
of the actual time step. Analogously, the values of the previous time steps are given
with n, n − 1 and n − 2. For the Houbolt time discretization scheme the values of

α1 and α2 read α1 = 12

11Δt
and α2 = 6Δt

11
. The proposed choice of the weighting

factors for the usage of the Houbolt method is based on a physical weighting in
alignment with the contribution in [21] given with

ω1 =
√

Δt

ρ
and ω2 =

√
μ

Δt
. (27)

Implementation aspects on the finite element are given in the following Sect. 3.4
and in the Appendix in Table2 for the solid part.
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3.4 Finite Element Discretization in Space

In the following we want to give a description of the discretization of both finite
elements for the solid and the fluid part, respectively. Both mixed least-squares finite
element formulations presented here are based on stress-velocity functionals, as
given in the previous subsections. Thus, the solution variables are the velocities v
and stresses σ . The interpolation of the unknowns are chosen appropriately, such that
the mentioned approximation spaces, see (6) and (5), are discretized conformingly.
As mentioned in Sect. 2 the discretization in space of the velocity and the stress
field are given in terms of Lagrangian interpolation functions denoted with N and
Raviart–Thomas shape functions denoted with ψ (see the Appendix), respectively.
Furthermore, we introduce the degrees of freedom vector d I = [d I

1 , d
I
2 ]T associated

to the velocities in x1- and x2-direction of each node I and the vector β
J = [β J

1 , β J
2 ]T

denoting the degrees of freedom associated to the stresses at the interpolation sites J .
Then we obtain for the discretization of the velocities v ≈ vh, the velocity gradient
∇v ≈ ∇vh and the divergence of the velocities div v ≈ div vh

vh with the entries vhi =
∑
I

N I d I
i ,

∇vh with the entries vhi, j =
∑
I

N I
, j v

I
i

and

div vh with the entries vhi,i =
∑
I

N I
,i di

I .

Analogously the entries of displacement the field u ≈ uh as well as its gradient
∇u ≈ ∇uh and the acceleration field a ≈ ah are calculated from the nodal values
uI and a I given through the time discretization, see Eqs. (25) and (26). The stress
interpolation is given with σ ≈ σ h and the divergence of the stresses divσ ≈ divσ h ,
such that

σ h with the entries σ h
i j =

∑
J

ψ J
j β J

i

and

div σ h with the entries σ h
i j, j =

∑
J

ψ J
j, j β J

i .

The algorithmic treatment based on this discretization is described in the Appendix
in Table1 for the fluid finite element and in Table2 for the solid finite element,
respectively.
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4 Numerical Example

In the numerical example we will restrict ourselves to the two-dimensional regime.
We consider a channel flow including an elastic wall, which is subjected only to the
fluid flow impact of velocities and stresses acting on its boundary. The geometry of
this problem is depicted in Fig. 3with the light gray domain denoting the fluid regime,
and the dark gray shading marking the solid domain. All length specifications are
given in meter.

On the left edge of the domain an inflow condition is defined for the fluid with
vx1 f (0, x2) = Λ(t) 0.15 x2(5.0−x2)

6.25 and vx2 f = 0. The upper and lower boundaries of
the fluid domain are so-called no slip boundaries, meaning vx1 f = vx2 f = 0. The
lower boundary of the solid domain is fixed, such that vx1s = vx2s = 0, too. Suitable
stress boundary conditions are assigned to the right boundary of the domain, which
is in the case of a stress-velocity formulation β1 = σ11 = 0. The material parameters
are the following for the fluid domain: ρ f = 1.0 kg

m3 , μ f = 0.01Ns
m2 , and for the solid

β

Fig. 3 Channel flow around an elastic wall

Fig. 4 Evaluation of the ux1 displacement of node (4, 2) over time at different time step widths for
different interpolation orders
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(a)

(b)

Fig. 5 Plot of a the resulting velocity field on the whole domain and b pressure distribution in the
fluid domain

domain: A density of ρs = 0.12 kg
m3 and the Lamé constants κs = 33333.3 N

m2 and
μs = 66.71 N

m2 . The inflow velocity profile is increased from Λ(t = 0) = 0 to
Λ(t = 4) = 1 and then hold forΛ(t = ti ) = 1, for ti ∈ [4, 8]. In the numerical inves-
tigation the horizontal displacement ux1 of node (4, 2) is tracked. Note, this value is
computed by default due to the time discretization of the solid domain. The influ-
ence of different approximation orders is considered. Additionally, different time
increments Δt are considered. Figure4 shows the results of this investigation.

We find that the Houbolt time integration scheme is stable for the presented
investigated time steps. Within the low interpolation formulation larger time steps
lead to convergence in the Newton scheme. For the higher interpolation elements
a larger time step leads to divergence. Anyways, the low interpolation FEM is not
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Fig. 6 Plot of the third residual RF
3 := div v asking for mass conservation in the fluid domain

approximating a satisfying result. Lower time steps are underestimating the result.
Whereas the solutions of the high interpolation elements reach a good result for each
of the presented time steps. Considering the solution of the RT3P4 simulations, we
find that the displacement of node (4, 2) converges after t ≈ 6 s to ux1 = 0.0049m.

Besides, the resulting velocity field including the streamlines on thewhole domain
is displayed in Fig. 5a. Themain stream is clearly visible above the elastic wall, while
one large vortex is developed behind the elastic wall. Furthermore, the pressure field
of the fluid domain in Fig. 5b shows the gradient of the pressure in the immediate
vicinity of the wall. In Fig. 6 the value of the third residual RF

3 := div v of the fluid
domain is shown.We obtain the highest values at the sharp corners of the flow-around
wall, which is in agreement with the pressure distribution in Fig. 5b. This numerical
example is carried out using the AceGen and AceFEM packages (version 6.5), see
[22, 23], embedded in Mathematica (version 10.1), see [46].

5 Conclusion

The present contribution introduces a least-squares finite element based fluid-
structure interaction scheme and provides a numerical example showing the applica-
bility of the method. The Houbolt scheme leads to stable results for the investigated
time steps. We find, the higher order interpolation obtains a more accurate result
than the lower order approach, which underestimates the result. Within the higher
order interpolation scheme the time stepping ismore sensitive, such that values larger
than Δt = 0.01 lead to divergence in this example. Investigations on further time
integration schemes could be promising for this effect.
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Appendix

Algorithmic Implementation of Both Finite Element
Formulations

Table 1 Algorithm for the SV formulation of the fluid part on element level

• Initialization of basic variables

d I =
[
d I
1

d I
2

]
β J =

[
β J
1

β J
2

]

• Space discretization

1. Velocities: vhi = ∑
I
N I di I , vhi, j = ∑

I
N I

, j d
I
i and vhi,i = ∑

I
N I

,i di
I

2. Stresses σ h
i j = ∑

J
ψ J

j β J
i , σ h

i j, j = ∑
J

ψ J
j, j β J

i and dev σ h
i j = σ h

i j − 1
3σ h

mmδi j

with the Kronecker delta δi j

• LS-Functional

FSV f luid (σ
h, vh) = 1

2

(∣∣∣∣ω1R
F
1

∣∣∣∣2
L2(Ωe)

+ ∣∣∣∣ω2R
F
2

∣∣∣∣2
L2(Ωe)

+ ∣∣∣∣ω3R
F
3

∣∣∣∣2
L2(Ωe)

)
,

with RF
1 := div σ h − ρ∇vh · vh , RF

2 := dev σ h − 2μ∇svh , RF
3 := div vh ,

ω1 = 1√
ρ
, ω2 = 1√

μ
and ω3 = 1

• Element RHS-Vector Pe and System-Matrix Se

De = [d1, ..., dK ,β1, ...,βM ]T degree of freedom vector of element ewith K andM denoting
the number of interpolation sites

For each element e do

Pe = ∂FSV f luid

∂De

Se = ∂ Pe

∂De

end do
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Table 2 Algorithm for the SV formulation of the solid part on element level

• Initialization of basic variables

d I =
[
d I
1

d I
2

]
β J =

[
β J
1

β J
2

]

• Time discretization - Houbolt scheme

1. Read from history (uI
n, u

I
n−1, u

I
n−2)

2. Calculate at actual time step n + 1 for each node I

uI
n+1 = 6

11 d I
n+1 Δt + 18

11u
I
n − 9

11u
I
n−1 + 2

11u
I
n−2 ,

a I n+1 = 1
Δt2

[ 12
11 d I

n+1 Δt − 19
11u

I
n + 26

11u
I
n−1 − 7

11u
I
n−2

]
3. Write uI

n+1 to history

• Space discretization

1. Displacements and ac celerations

∇suh = 1
2 (∇uh + (∇uh)T ) with the entries of ∇uh given with uhi, j = ∑

I
N I

, j u
I
i

and ai h = ∑
I
N I aI

i (uI
i and aI

i from the actual time step n + 1)

2. Stresses σ h
i j = ∑

J
ψ J

j β J
i and σ h

i j, j = ∑
J

ψ J
j, j β J

i

• LS-Functional

FSV solid (σ , v) = 1
2

(∣∣∣∣ω1R
S
1

∣∣∣∣2
L2(Ωe)

+ ∣∣∣∣ω2R
S
2

∣∣∣∣2
L2(Ωe)

)
,

with RS
1 := div σ h + f − ρ ah , RS

2 := C
−1 : σ h − ∇suh ,

ω1 =
√

Δt
ρ

and ω2 =
√

μ
Δt

• Element RHS-Vector Pe and System-Matrix Se

De = [d1, ..., dK ,β1, ...,βM ]T degree of freedom vector of element e with K and M
denoting the number of interpolation sites

For each element e do

Pe = ∂FSV solid

∂De

Se = ∂ Pe

∂De

end do
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Raviart–Thomas Vector-Valued Interpolation Functions

Vectorial basis functions v̂J1 of the reference element for the considered stress inter-
polation in the RT1-case are given as

v̂11 =
( −8ηξ − 8ξ 2 + 6ξ

−8η2 − 8ηξ + 12η + 6ξ − 4

)

v̂21 =
(

8ξ 2 − 4ξ
8ξη − 2η − 6ξ + 2

)

v̂31 =
(
8ξ 2 − 4ξ
8ξη − 2η

)

v̂41 =
(
8ξη − 2ξ
8η2 − 4η

)

v̂51 =
(
8ηξ − 6η − 2ξ + 2

8η2 − 4η

)

v̂61 =
(−8ηξ + 6η − 8ξ 2 + 12ξ − 4

−8η2 − 8ηξ + 6η

)

v̂71 =
(−8ηξ − 16ξ 2 + 16ξ

−8η2 − 16ηξ + 8η

)

v̂81 =
( −16ηξ − 8ξ 2 + 8ξ

−16η2 − 8ηξ + 16η

)
.

These functions are transformed to the basis functions of the physical space by

vJ1 = 1

det T
Tv̂J1 ,

with the transformation matrix T = ∂x
∂ξ
, which is constant in here since straight-

edged triangle meshes are used. Here x denotes the coordinate vector of the element
in the physical space and ξ the coordinate vector of the reference element. Then
the vector-valued Raviart–Thomas shape functions for RT1 in two dimensions are
obtained as

ψ J
1 = l

2
vJ1 and div ψ J

1 = l

2
div vJ1 ,

with l denoting the associated length of the edge of the interpolation sites
J = 1, . . . , 6. The normalization factor l/2 is omitted for the interpolation sites
inside the element, namely for J = 7, 8.
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Dynamic Analysis of Gradient Poroelastic
Solids and Structures

Ioannis P. Pegios, Sofia Papargyri-Beskou and Dimitri E. Beskos

Abstract The present chapter presents a review of previous works of the authors
on the subject of the dynamic analysis of gradient poroelastic solids and structures.
First, the governing equations of motion of a fluid-saturated poroelastic mediumwith
microstructural (for both the solid and fluid) and microinertia (for the solid) effects
are derived. These equations are of an order of two degrees higher than in the clas-
sical case and consist of seven equations with seven unknowns in three-dimensions.
Second, the propagation of plane harmonic waves in an infinitely extended medium
is studied analytically for the low and high frequency range. This is accomplished
by separating the equations of motion in their dilatational and rotational parts for
which wave dispersion curves can be constructed. Third, a simple one-dimensional
boundary value problem, that of the transient behavior of a gradient poroelastic soil
column, is solved analytically/ numerically with the aid of numerical Laplace trans-
form. Finally, on the basis of the above, conclusions are drawn and suggestions for
future research are made.

1 Introduction

The quasi-static and dynamic theories of linear poroelasticity due to Biot [1, 2] have
found many applications in geotechnical engineering, bioengineering and materials
science and engineering. A review on the subject of poroelastodynamics up to 2009
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has been reported bySchanz [3],while a very recent book on quasi-static and dynamic
poroelasticity has been published by Cheng [4].

For some classes of materials like granular ones, which possess a natural
microstructure, classical linear elasticity cannot take into account microstructural
effects and resort should be made to higher order theories that do take into account
those effects. A general linear theory of elasticity with microstructural effects (both
of the micro-stiffness and micro-inertia type) has been developed by Mindlin [5].
The simplest possible version of that theory has two elastic constants (internal length
scales) in addition to the two classical elastic moduli, which express the microstruc-
tural (micro-stiffness and micro-inertia) effects in a macroscopic manner. Using that
simple theory, called gradient elastic theory, variouswave propagation problems have
been solved (e.g. [6, 7]) and the microstructural effects on dispersion curves have
been assessed.

Microstructural effects in fluid-saturated poroelastic media have been studied by
Berryman and Thigpen [8] through micro-inertia terms, Aifantis [9] and Vardoulakis
and Aifantis [10] through second order gradients for densities and fluid pressure and
Ehlers and Volk [11, 12] through micropolar solid rotations. More recently, Sciarra
et al. [13] and Madeo et al. [14] developed a poroelastic theory involving gradi-
ent effects (micro-stiffness of solid) and studied the one – dimensional consolida-
tion (quasi-static) problem of soil mechanics. Recently, Papargyri-Beskou et al. [15]
introduced second order gradient of strain in the stress-strain relation for the solid
component of a fluid-saturated poroelastic medium and studied the gradient effect on
the dynamic column problem of soil mechanics. Finally, Papargyri-Beskou et al. [16]
developed a three-dimensional poroelasticity theory with micro-stiffness effects for
both the solid and the fluid and micro-inertia effects for the solid and studied wave
dispersion and attenuation in the low frequency range. This work was very recently
extended to the high frequency range by Smyrlis et al. [17]. Closing one should also
mention the very recent book of Serpieri and Travascio [18] on variational poroelas-
ticity, which also discusses gradient effects as treated in [13, 14].

The present work represents a review of the abovementioned recent works of the
authors [15–17] in an effort to provide a unified treatment on the subject of gradient
poroelastodynamics.

1.1 Governing Equations of Motion

Consider a fluid saturated poroelastic medium. Following [16] and using indicial
notation for vectors and tensors (i, j = 1, 2, 3), one can write down the linearized
equations of mass balance and linear momentum balance for the two constituents
solid and fluid of a solid-fluid mixture in the form

− ṅ + 1 − n

ρs
ρ̇s + (1 − n)ε̇ = 0 (1)
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− ṅ + n

ρ f
ρ̇ f + Q̄ f

i,i + nε̇ = 0 (2)

σs
i j, j = bsi + ρ̄s üi (3)

σ
f
i j, j = b f

i + ρ f Q̄
f
i + ρ̄ f üi (4)

In the above, indices s and f stand for the solid skeleton and fluid, respectively,
n denotes the porosity of the solid, ρ̄ f = nρ f and ρ̄s = ρs(1 − n) are the relative
densities for the fluid and the solid, respectively with ρ f and ρs being the fluid
and solid densities, respectively, ui are the components of the solid displacements,
εi j = 1/2(ui, j + u j,i ) is the strain tensor of the solid, ε = ui,i is the dilatation of the
solid, Q̄ f

i = n(u̇ f
i − u̇i ) is the relative specific discharge of the fluid with u f

i being
the components of the fluid displacements, σs

i j and σ
f
i j are the partial stress tensors

for the solid and fluid, respectively with σi j = σs
i j + σ

f
i j being the total stress tensor

of the composite medium, bsi = −b f
i are the seepage forces and overdots denote time

differentiation.
Assuming gradient effects in both the solid and the fluid components one has [16]

σs
i j = (1 − g2∇2)(λεδi j + 2μεi j ) + ρ̄sh

2üi, j (5)

σ
f
i j = −βδi j (1 − θ2∇2)p (6)

In the above, g and h are the length scale parameters (with dimensions of length)
of the microstructure and microinertia, respectively, of the solid and θ the length
scale parameter (with dimensions of length) of the microstructure of the fluid, p is
the fluid pore pressure, λ and μ are the Lamé elastic constants of the solid, β is the
coefficient expressing the deformability of the solid as affected by the fluid pressure
and ui, j = ∂ui/∂x j .

Constitutive equations can also be assumed for n, ρ f and b f
i of the form [16]

n = βε + γ p (7)

ρ̇ f = ρ f δ(1 − θ2∇2)p (8)

b f
i = β

ν f

K
Q̄ f

i (9)

In the above, γ is the compressibility of the porous medium, δ is the fluid compress-
ibility, ν f is the dynamic viscosity of the fluid and K is the permeability in units of
length square.

Combining (7) and (1) one obtains
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ρ̇s = ρs

1 − n
((β + n − 1)ε̇ + γ(1 − θ2∇2) ṗ) (10)

and thus, Eq. (1) is replaced by Eq. (10).
The governing equations ofmotion of the composite medium can now be obtained

by substituting the constitutive equations (5)–(9) into the field equations (2)–(4) and
express Q̄ f

i in terms of u̇ f
i and u̇i . The result is [16]

(1 − g2∇2)((λ + μ)uk,ki + μ∇2ui ) = −βν f n

K
(u̇ f

i − u̇i ) + ρ̄s üi − ρ̄sh
2∇2üi

(11)

−β(1 − θ2∇2)p,i = nρ f ü
f
i + βν f n

K
(u̇ f

i − u̇i ) (12)

βu̇i,i + nu̇ f
i,i + (γ + δn)(1 − θ2∇2) ṗ = 0 (13)

The above governing equations of motion for a fluid-saturated poroelastic medium
with microstructural effects form a system of 7 partial differential equations with
7 unknowns, that is, three solid displacements ui , three fluid displacements u f

i and
one porewater pressure p. It is observed that for g = h = θ = 0, that is, when there
are no microstructural effects, Eqs. (11)–(13) reduce to the classical ones presented
as Eqs. (42)–(44) in Beskos [19]. A comparison between these classical equations
with the classical ones of Biot [1] done in Beskos [19] reveals that apart from an
extra term in Biot’s equations, the form of the two sets of classical equations in [1,
19] is the same with some differences in some of the coefficients due to different
definitions of partial stresses and seepage forces between the two theories. A com-
parison between Eqs. (11)–(13) and their corresponding classical ones indicates that
inclusion of microstructural parameters raises the spatial order of the differential
equations by two as in the case of gradient elasticity [5, 7].

1.2 Wave Propagation Analysis

Application of the divergence and the rot (curl) operators on Eqs. (11) and (12) and
employment of Eq. (13) results in the dilatation equations of motion [16]

(λ + 2μ)(1 − g2∇2)∇2ε = βν f

K
[(β + n)ε̇ + (γ + δn)(1 − θ2∇2) ṗ] + ρ̄s(1 − h2∇2)ε̈

(14)

β(1 − θ2∇2)∇2 p = ρ f βε̈ + ρ f (γ + δn)(1 − θ2∇2) p̈ (15)

+ βν f

K
[(β + n)ε̇ + (γ + δn)(1 − θ2∇2) ṗ]
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and the rotational equations of motion [16]

μ(1 − g2∇2)∇2ω = nρ f ω̈
f + ρ̄s(1 − h2∇2)ω̈ (16)

ρ f ω̈
f + βν f

K
ω̇

f − βν f

K
ω̇ = 0 (17)

where

ε = ui,i , ω = 1

2
∇ × u , ω f = 1

2
∇ × u f (18)

with bold face letters denoting vectors.
Consider first plane harmonic waves in the x-z plane propagating along the z

direction in an infinitely extended medium moving according to Eqs. (14) and (15).
Thus [16]

ε = Aei(ωt−�z)
, p = Bei(ωt−�z) (19)

where A and B are amplitudes,ω the circular frequency,� the complex wavenumber
and i = √−1. It can be shown that [16]

(ε, p) = (A, B)e�p zei(ωt−kpz) (20)

where kp and �p are the wavenumber and attenuation coefficient, respectively,
for dilatation or P-waves, connected via � as � = kp(ω) + i�p(ω) with the �’s
obtained as the roots of an algebraic equation of the 8th order [16]. The phase veloc-
ity Cp of P-waves is then obtained as Cp = ω/kp(ω).

Consider now plane harmonic waves in the x-z plane propagating along the z
direction in an infinitely extended medium moving according to Eqs. (16) and (17).
Thus [16]

ω = Aei(ωt−�̄z) ω f = Bei(ωt−�̄z) (21)

whereA andB are vector amplitudes to be determined and �̄ the complex wavenum-
ber. It can be shown

(ω,ω f ) = (A,B)e�s zei(ωt−ks z) (22)

where ks and �s are the wavenumber and attenuation coefficient, respectively, for
rotational or S-waves, connected via �̄ as �̄ = ks(ω) + i�s(ω) with �̄ obtained as
the roots of an algebraic equation of the 4th order [16]. The phase velocity Cs of
S-waves is then obtained as Cs = ω/ks(ω).

The physical quantities of interest here are the frequency-dependent velocities of
propagation Cp1, Cp2, Cs and the corresponding attenuation coefficients �p1, �p2,
�s . The variation of these quantities with frequency is presented here for various
combinations of the microstructural parameters g, h and θ. All quantities are normal-
ized. Thus,Cp1,Cp2 are normalized byCpf = [(1/δ)/ρ f ]1/2,Cs byCrs = (μ/ρ̄s)

1/2,
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ω is normalized by ωrp = βν f /K ρ̄s, �p1 and �p2 are normalized by ωrp/Crp with
Crp = [(λ + 2μ)/ρ̄s]1/2, and �s is normalized by ωrs/Crs with ωrs = βν f /Kρ f .

According to Biot [2], Poiseuille flow in the pores breaks down for frequencies
higher than ωt = πν f /4ρ f d2 where d is the pore diameter. In the low frequency
range (ω ≤ ωt ), ν f is constant, while in the higher frequency range, ν f is replaced
by ν f F(ω), where F(ω) is a frequency correction factor expressed in terms ofBessel-
Kelvin functions. The work in [14] was restricted to the low frequency range. Exten-
sion to the high frequency range was done by Smyrlis et al. [17]. For the frequency
in the higher range there is an upper bound ωu to ensure that the medium is still
a continuum, i.e., the value at which the wavelength becomes of the order of the
pore size. Thus ωu = 2πC/d where C is the phase velocity of the S wave for the
soil-fluid mixture computed as C = (μ/(ρ̄s + ρ̄ f ))

1/2. Following Beskos et al. [20]
and Smyrlis et al. [17], the correction factor F(ω) is finally expressed as

ω <
4ν f

d2ρ f
, F(ω) =

(
1 +

(d/2)4ρ2f ω
2

1.152ν2f

)
+ i

(
(d/2)2ρ f ω

24ν f

(
1 −

(d/2)4ρ2f ω
2

1.440ν2f

))

(23)

4ν f

d2ρ f
≤ ω ≤ 400ν f

d2ρ f
, F(ω) =

∞∑
r=0

(−r)r

(r!)2
(
i3/2dρ f ω

1/2

4ν f

)2r

(24)

ω >
400ν f

d2ρ f
,

F(ω) ≈
{(

d
8
√
2

(
ωρ f
ν f

)1/2) [
1 +

(
3
√
2

d

(
ν f

ωρ f

)1/2) + 15ν f

2d2ρ f ω
− 135ν2f

2d4ρ2f ω
2

]}

i

{(
d

8
√
2

(
ωρ f
ν f

)1/2) [
1 − 15ν f

2d2ρ f ω
− 15

√
2

d3

(
ν f

ωρ f

)3/2 − 135ν2f
8d4ρ2f ω

2

]}
(25)

The numerical results of this section have been obtained on the basis of the values
of the coefficients shown in Table1, which correspond to a fully-saturated poroelastic
sandstone. For these values one has ωt = 7.85 × 105rad/s, ωrp = 4.352 × 105rad/s
and ωrs = 8.838 × 105rad/s. Thus, the low frequency results are valid for ω ≤ ωt

or for �
ω = ω/ωrp ≤ �

ωt = 1.804 and �
ω = ω/ωrs ≤ �

ωt = 0.888 for P and S waves,
respectively. Finally, ωu = 140 × 105sec−1 and hence �

ωu = ωu/ωrp = 32.174 and
�
ωu = ωu/ωrs = 15.840 for P and S waves, respectively. Using the above numerical
data, dispersion and attenuation curves for the two P-waves and the S-wave of the
considered gradient poroelastic medium have been obtained for the whole frequency
range (low and higher) thereby completing the work in [16], which is restricted only
to the low frequency range, i.e., up to �

ωt .

Figures1 and 2 present dispersion curves for the first (fast) P wave for various
values of g = h = θ, g > h, respectively. One can observe that in all cases with
g = h = θ = 0, the present results are identical with the classical results for the
special case of the single porosity medium in low and higher frequency range [20],
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Table 1 Numerical values of coefficients for water-fully saturated, poroelasic sandstone

Coefficient Symbol Numerical value Units

Lamé constant λ 2.76 × 109 N/m2

Lamé constant μ 2.76×109 N/m2

Porosity n 0.2364 −
Porosity change due to
dilatation

β 0.70 −

Solid density ρs 2.66×103 kg/m3

Water density ρ f 1.00×103 kg/m3

Water compressibility δ 4.67×10−10 1/N m2

Compressibility of
pores

γ 4.24×10−9 1/N m2

Water dynamic
viscosity

ν f 1.00×10−3 N s/m2

Muskat permeability K 7.92×10−13 m2

Pore diameter d 1.0×10−6 m

Fig. 1 Dispersion curves for the first (fast) P wave and g = h = θ

as expected. It is also observed in Fig. 1 all dispersion curves start from a value
Cp/Cpf = 1.318 (instead of 1.165 in [16]) at ω = 0 in agreement with [20] and
subsequently separate and become horizontal at �

ω = 10.
Furthermore, one can observe from Fig. 2 that for g > h = θ, and for high frequen-
cies, increasing values of g, h and θ result in higher values of velocity for the same
frequency.On the contrary, one can observe from Fig. 3 that for h > g = θ and for
high frequencies, increasing values of h result in lower values of velocity for the
same frequencies.
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Fig. 2 Dispersion curves for the first (fast) P wave and g > θ = h

Fig. 3 Dispersion curves for the first (fast) P wave and h > g = θ

Observing now Figs. 4 and 5, dealing with the attenuation curves corresponding to
the dispersion ones of Figs. 1 and 2, one can conclude that for g = h = θ and g > h,
respectively, increasing values of g, h and θ result in lower values of attenuation with
high frequencies. The same also happens for g < h (curves are not shown here due
to lack of space).

Dispersion and attenuation curves for the second (slow) P wave are not affected
by g, h, θ and hence coincide with the classical ones. Thus, they are identical with
those in [16] in the low frequency range and those in [20] for one degree of porosity
in both the low and high frequency range, as expected.

Figures6 and 7 present dispersion curves, for the S wave and g = h = θ and
g > h = θ respectively. One can observe that for g = h = θ = 0, the present results
are identical with the classical results in [20] for the special case of the single porosity
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Fig. 4 Attenuation curves for the first (fast) P wave and g = h = θ

Fig. 5 Attenuation curves for the first (fast) P wave and g > h = θ

medium in the low and high frequency range, as expected. Furthermore, one can
observe that for g > h = θ, and g < h = θ, the dispersion curves behave as in the
case of fast P-waves.

Figures8 and 9 present attenuation curves for the Swave and g = h = θ, g > h =
θ, respectively. It is observed that while for �

ω ≤ 0.01 there is no any microstructural
effect, for �

ω ≥ 0.01 microstructural effects do appear and one has that for increasing
values of g = h = θ or g > h = θ the attenuation decreases for the same frequency.
The same behavior is also observed for the case of h > g = θ (curves are not shown
here due to lack of space).
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Fig. 6 Dispersion curves for S wave and g = h = θ

Fig. 7 Dispersion curves for S wave and g > h = θ

1.3 The Dynamic Gradient Poroelastic Column Problem

Consider a fluid-saturated porous gradient elastic layer of height H supported by
a rigid and impervious base medium and subjected at its top to a uniformly dis-
tributed suddenly applied load, as shown in Fig. 10. This load has a magnitude σo

and is applied through a rigid porous plate. The problem can be solved by analyzing
only a one-dimentional column of the layer under appropriate boundary and initial
conditions. For this gradient poroelastic medium it is assumed for simplicity that
h = θ = 0 and thus the one-dimensional form of Eqs. (11)–(13) reads as

Eu′′ − g2Eu′′ ′′ = ρ̄s ü − nβν f

K
(u̇ f − u̇) (26)
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Fig. 8 Attenuation curves for S wave and g = h = θ

Fig. 9 Attenuation curves for S wave and g > h = θ

Fig. 10 Geometry and loading of the column problem
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− np′ = nρ f ü
f + n2v f

K
(u̇ f − u̇) (27)

n(u̇ f )′ + βu̇′ + (γ + δn) ṗ = 0 (28)

where E is the modulus of elasticity, u = u (z, t) and u f = u f (z, t) are the displace-
ments of the solid and fluid along the vertical z direction, respectively and primes
indicate differentiation along the z direction. The corresponding equations in [15]
which are based on Biot’s theory extended to the case of gradient elastic skeleton,
are of the form

Eu′′ − g2Eu′′′′ = (α̃ − n)p′ + ρ̄s ü − n2ν f

K
(u̇ f − u̇) (29)

− np′ = nρ f ü
f + n2v f

K
(u̇ f − u̇) (30)

n(u f )′ + (α̃ − n)u′ + β̃ p = 0 (31)

where the coefficients α̃ and β̃ can be found in [15]. One can observe that there are
some small differences between Eqs. (29)–(31) and Eqs. (26)–(28) consisting of the
extra pressure term in Eq. (29) and some other differences in some of the coefficients,
as it has been mentioned in Beskos [19] and at the end of the present Sect. 2. In the
following, use will be made of Eqs. (29)–(31) of [15].

The boundary conditions take the form [15]

u′(0, t) = −ζσ0/E, u′′′(H, t) = 0 (32)

u(H, t) = u f (H, t) = 0 (33)

p(0, t) = p′(H, t) = 0 (34)

u′′′(0, t) = −σ0(1 − ζ)/g2E (35)

while the initial conditions are given by [15]

u(z, 0) = u f (z, 0) = σ0(H − z)/(E + E∗) (36)

u′(z, 0) = (u f )′(z, 0) = −σ0/(E + E∗) (37)

u̇(z, 0) = u̇ f (z, 0) = 0 (38)

p(z, 0) = σ0/(β
∗ + n) (39)
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where
E∗ = α̃n/β̃, β∗ = E β̃/α̃ (40)

Application of Laplace transform with respect to time on Eqs. (29)–(31) under the
initial condition (36)–(39) and subsequent elimination of the transformed u f results
in the system of the two ordinary differential equations

Eū′′ − g2Eū′′ ′′ + A1(s)ū − A2(s) p̄
′ = B(s)(z − H) (41)

A2(s)ū
′ − A3(s) p̄

′′ + β̃ p̄ = F(s) (42)

where overbars denote Laplace transformed quantities and A1 (s), A2 (s), A3 (s),
B(s) and F(s) are explicitly given in [15]. The solution of the system (41) and (42)
is of the form

ū = ūh + ū p, p̄ = p̄h + p̄p (43)

where

ūh =
6∑

i=1

C1i e
ξi z, p̄h =

6∑
i=1

C2i e
ξi z (44)

ū p = D1(z − H), p̄p = D2 (45)

C2i = C1i A2ξi/[A3ξ
2
i − β̃)] = C1i f (ξi ) (46)

D1(s) = B(s)/A1(s), D2(s) = [F(s)A1(s) − B(s)A2(s)]/A1(s)β̃ (47)

with ξi being the roots of the sixth order characteristic algebraic equation.
Use of the boundary conditions (32)–(35) in the Laplace transformed domain

enables one to determine the 6 unknowns constants C1i. The time domain response
of the system is obtained by a numerical inversion of the transformed solution (43)

Fig. 11 Displacement
history at z = 0 for soil
column with H = 5m
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Fig. 12 Displacement history at z = H/2 for soil column with H = 0.1m

Table 2 Material properties of soil rock types considered
Material 1/β

[N/m2]
ν ρs

[kg/m3]
n K

[m2]
1/βs
[N/m2]

1/βf
[N/m2]

ρf
[kg/m3]

νf
[Ns/m2]

Soil 3.41E+08 0.25 2660 0.45 1.00E-09 2.14E+10 2.14E+09 1000 1.00E-03

with the aid of Durbin’s [21] algorithm. Figures11 and 12 provide the time histories
(here the time history is 0.20 sec divided by 500 points in equal intervals) of solid
displacement u(0, t) for σ0 =0.5MPa, ζ = 0.5.

For Fig. 11 H = 5m, the gradient coefficient g = 0.0, 0.02 and 0.5m although for
Fig. 12 H = 0.1m the gradient coefficient g = 0.0, 0.05 and 0.1m and the values of
the remaining constants are those of Table2. From Figs. 11 and 12 and other figures
which can be found in [15] one can observe that the response is oscillatory over time
with oscillation amplitudes decreasing with time and that the presence of g results
in a small displacement amplitude reduction (stiffening effect).

2 Conclusions and Recommendations for Future Research

On the basis of preceding developments and discussion, the following can be stated:

(1) A general dynamic poroelastic theory including both microstructural and micro-
inertia effects has been developed and used to study wave propagation in an
infinitely extended medium and to solve the one-dimensional column problem
of soil mechanic, under a suddenly applied load.

(2) Concerning the wave propagation analysis presented here for both the low and
high frequency ranges
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(i) There are no microstructural effects on either the dispersion or the attenua-
tion curves in the low frequency range.

(ii) Microstructural effects are significant for higher frequencies and all
microstructural parameters (g, h, θ) are important.

(iii) Dispersion and attenuation curves for the second (slow) P wave exhibit no
dependence on the microstructure.

(iv) Increasing values of g or h result in higher or lower values of dispersive
velocities, respectively, and lower values of attenuation for either the fast P
or the S wave.

(3) Concerning the dynamic response of the soil column to the suddenly applied load,
it was found that the strain gradient effect consists of stiffening the solid skeleton
and resulting in lower displacements for those soils for which the column height
tends to have comparable dimensions to those of the internal length scale of the
material microstructure.

(4) Concerning recommendations for future research on the subject, one can pro-
pose the establishment of a variational principle for gradient poroelastodynam-
ics, which will reproduce the governing equations of motion thereby providing
a verification of the theory and determine all possible classical and non-classical
boundary conditions of the phenomenon. Knowledge of these boundary con-
ditions will enable one to solve correctly more complicated boundary value
problems than the simple one-dimentional soil column problem for which non-
classical boundary conditions were just the result of an educated guess.
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Microstructured Multiferroic Materials:
Modelling Approaches Towards Efficiency
and Durability

Andreas Ricoeur, Artjom Avakian and Stephan Lange

Abstract Magnetoelectric composites are investigated by numerical simulation.
Nonlinear material models describing the magneto-ferroelectric or electro-
ferromagnetic behaviors of the two constituents are presented. The ferroelectric
model additionally accounts for damage evolution due to micro crack growth. The
constitutive equations and weak forms of balance equations have been implemented
within a finite element framework. A so-called condensed approach is also elaborated
towards multiferroic compounds. Numerical simulations focus on the prediction of
local domain orientation, the overall constitutive behaviors, the calculation of mag-
netoelectric coupling coefficients, and the investigation of damage processes, pre-
dominantly during magneto-electric poling, as well as mutual interactions of these
aspects. A particle and a laminated composite are compared as examples.

1 Introduction

The coupling of magnetic and electric fields due to the constitutive behavior of a
material is commonly denoted as magnetoelectric (ME) effect. The latter is only
observed in a few crystal classes exhibiting a very weak coupling, mostly at low
temperatures, which can hardly be exploited for technical applications [13, 19, 30].
Much larger coupling coefficients are obtained at room temperature in composite
materials with ferroelectric and ferromagnetic constituents. The ME effect is then
induced by the strain of matrix and inclusions or of different constituents, respec-
tively, converting electrical and magnetic energies based on the piezoelectric and
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magnetostrictive effects. From the engineering point of view, this kind of quasistatic
conversion of magnetic to electric energy and vice versa is extremely interesting,
giving rise to various technical applications. Promising examples are the monitoring
of brain activity from weak magnetic fields generated by neuronal activity (magne-
toencephalography, MEG) or the storage of digital data based on the principle of
electric writing magnetic reading [40].

Some ferromagnetic materials exhibit a pronounced hysteresis behavior, others
show an almost reversible nonlinear characteristic. Even two specimenswith an iden-
tical chemical composition can exhibit qualitatively different features [5–7], depend-
ing e.g. on the milling of the powder, the sintering conditions or particle diameters.
The reason for the different behaviors is found on the micro scale of domain or
Blochwalls [4, 8]. In this chapter, two approaches are presented for the constitutive
modelling of ferromagnetic materials. The one is akin to a model for ferroelectrics
and is based on microphysical considerations [1, 26]. It takes advantage of the fact
that some aspects of ferromagnetic and ferroelectric behaviors, although originating
from completely different processes on the atomic scale, show comparable features
on the meso and macro levels. The other approach is purely phenomenological start-
ing from a thermodynamical potential and providing a reversible nonlinear behavior.

The finite element method (FEM) is adopted to solve complex boundary value
problems (BVP) based on weak formulations of multiphysical balance laws in con-
nection with the constitutive laws outlined above. User-defined finite elements (FE)
have been developed, which are integrated into the commercial FE code ABAQUS
providing the solver tool. Additionally, an own pre-and postprocessor has been devel-
oped for the sake of conveniently displaying the results of simulations. Due to the
brittleness of the investigated materials, large deformations do not appear, thus the
FE framework is restricted to linear kinematics. Besides the FEM, a so-called con-
densed model (CM) is presented here. It does not exhibit a spatial discretization,
thus it is not suitable for complex boundary value problems. On the other hand, it
is very efficient to investigate multiaxial, multiphysical features of polycrystalline
smart materials. The CM approach has been developed for ferroelectric materials
[26] including damage evolution in terms of micro crack growth [27].

Among various possible configurations of multiferroic composites, two compo-
sitions have been chosen in this chapter, to demonstrate the potential of numerical
simulation in the design process. One consists of a ferroelectric matrix with embed-
ded soft ferromagnetic particles, the other is a laminated structure with ferroelectric
and hard ferromagnetic layers. The prediction and comparison of ME coupling coef-
ficients is in the focus of the investigations, providing the possibility of functional
optimization. These coefficients turn out to be subject to a variety of influencing fac-
tors, e.g. the way of magnetoelectric poling, geometrical features or volume fractions
of constituents. One important and inevitable aspect is the cracking of the structure
in terms of micro crack initiation in the ferroelectric and ferromagnetic materials,
as well as delamination of the constituents. The related stress relief reduces the
piezoelectric and magnetostrictive coupling, the domain activities and thus the ME
coupling efficiency. A second aspect, of course, is the reduction of strength and life-
time of the smart devices. In order to include cracking into the simulations, damage
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evolution has been incorporated into the ferroelectric constitutive model, accounting
formicro crack growth, predominantly driven by residual stresses due to ferroelectric
domain switching. Cracking of the ferromagnetic constituent and delamination are
not considered so far.

An overview on the state of the art in ferroic constitutive modelling and FE
simulation of ME composites is given in [1–3].

2 Constitutive Behaviors: Compilation of Equations

The constitutive frameworks of ferroelectric and reversible and irreversible ferro-
magnetic behaviors are briefly summarized in this section and compared to each
other. The theoretical framework is outlined more detailed in Sect. 3. Ferroelectric
materials exposed to electromagnetic fields are described by the following constitu-
tive equations [1]:

σi j = Ci jkl
(
εkl − εirrkl

) − eli j El ,

Di = eikl
(
εkl − εirrkl

) + κil El + P irr
i ,

Bi = μi j Hj .

(1)

Here, as in the following, the analytical notation is used introducing lower case
indices taking values 1, 2, 3 and implying summation over repeated indices. Within
a microphysical framework, the irreversible strain εirrkl and polarization P irr

i are due
to domain wall motion. Considering plane problems, a grain consists of four domain
species separated by 90◦ - and 180◦ - domain walls, see Fig. 1. The formulation
of a nonlinear constitutive law thus requires four internal variables and associated
evolution equations describing the switching of unit cells on the micro level. Due
to intended applications within a multiferroic framework, the ferroelectric material
is allocated a magnetic permeability expressed by the third equation relating the
magnetic field Hj and the induction Bi . The elastic, piezoelectric, dielectric and
magnetic permeability tensors Ci jkl , eikl , κil and μi j also depend on the internal
variables, giving rise to an additional source of nonlinearity, even in the magnetic
properties. The other quantities in Eq. (1) are stress σi j , electric field El and electric
displacement Di .

Based on the same ideas as Eq. (1), the ferromagnetic constitutive equations read
[2]

σi j = Ci jkl
(
εkl − εirrkl

)
,

Di = κil El,

Bi = μi j Hj + M irr
i .

(2)
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Fig. 1 Representative volume element (RVE) and global coordinate system
(
xmacro
1 , xmacro

2

)
,

domain pattern and internal variables νn representing the magnetic orientations in a grain with
local coordinate system (x1, x2)

Here, irreversible strain and irreversiblemagnetizationM irr
i ormagnetic polarization,

respectively, are likewise governed by four internal variables describing Blochwall
motion due to magnetomechanical driving forces. The affinity to ferroelectricity on
the macro- and mesoscales allows for a similar modeling of ferromagnetism cover-
ing the essential phenomena. Anyway, in the constitutive framework both physical
processesmerge into an evolution law for the internal variables, which is based on the
magnetoelastic or electroelastic energies, respectively, going along with the changes
of the directions of magnetic or electric dipoles.

In contrast to ferroelectricity, piezomagnetic coefficients relating magnetic field
and stress or strain and magnetic induction are not involved, accounting for the
saturation at larger fields. As a second consequence, the irreversible strain does not
directly induce a magnetic induction Bi . Magnetostriction is rather induced by the
irreversible part of the strain, which in turn is controlled by the magnetic field but
also by mechanical loads. The same way, a strain field has an impact on the magnetic
induction via M irr

i . Dielectric properties are allocated by the second equation in
Eq. (2) which is linear only at the first glance, since the dielectric constants κil are
controlled by the internal variables in a nonlinear manner. Ferromagnetic materials
exhibiting a significant electric conductivity are excluded by the model.

Whereas Eq. (2) generates hysteresis loops, the constitutive equations of nonlinear
reversible ferromagnetic behavior are given by

σ̇i j
(
ε̇i j , Ḣi

) = Ci jkl ε̇kl − qki j
(
εi j , Hi

)
Ḣk,

Ḋi
(
Ėi

) = κi j Ė j ,

Ḃi
(
ε̇i j , Ḣi

) = qikl
(
εi j , Hi

)
ε̇kl + μi j

(
εi j , Hj

)
Ḣ j ,

(3)
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where a rate dependent formulation has been chosen and dots on variables denote
time derivatives. The nonlinearity is completely included in the material coeffi-
cients depending on the independent variables strain and magnetic field. Due to the
reversibility of the constitutive behavior, these functions are unique, not involving
any internal variables. The coefficient functions, now including the magnetostrictive
tensor qki j

(
εi j , Hi

)
, have to be chosen in a way to reflect experimental observa-

tions. A second requirement is to satisfy thermodynamical consistency by defining
a thermodynamical potential yielding all the coefficient functions by differentiation.
These purely phenomenological approaches involve several parameters, which are
adjusted to specific material behaviors.

3 Constitutive Models for Ferromagnetic Materials

3.1 Physically Motivated Ferromagnetic Model

For the electro- andmagnetostatic case (Ḃi , Ḋi = 0), the scalar electric andmagnetic
potentials φel and φmag are motivated from the Maxwell equations [21]. Their
gradients yield electric Ei and magnetic Hi fields [44], just as displacements ui and
strain are related for infinitely small deformations:

εi j = 1

2

(
ui, j + u j,i

)
, Ei = −φel

,i , Hi = −φ
mag
,i . (4)

To define boundary value problems, the balance equation of momentum

σi j, j + bi = ρüi (5)

has to be considered besides the remaining twoMaxwell equations, not being triv-
ially satisfied within a quasistatic framework. Inertia effects and specific body forces
will be neglected in the intended applications, i.e. bi = 0, ρüi = 0 in Eq. (5). Since
free electric volume charges are assumed not to be present in a dielectric material,
the mechanical and magneto-/electrostatic balance equations can be specified as

σi j, j = 0, Di,i = 0, Bi,i = 0 . (6)

For the FE implementation, the weak formulations of these differential equations are
required, which are given e.g. in [1] or [2]. Cauchy’s theorem, introducing tractions
ti , is generalized providing the relations

ti = σi j n j , ωel
S = −Dini , ω

mag
S = −Bini , (7)
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whereωel
S is the surface charge density andω

mag
S is the part of the magnetic flux along

the surface normal ni of the Neumann type boundary Sω. Reversible quantities will
now be denoted with a superscript rev. According to a common approach, strain εi j
andmagnetic induction Bi are additively decomposed into reversible and irreversible
parts:

εi j = εrevi j + εirri j , Bi = Brev
i + M irr

i . (8)

The irreversible parts are due to Barkhausen jumps on the microlevel or domain
wall motion on the mesoscopic level. It should be noted that a reversibility of εrevi j
and Brev

i at this point disregards changes of effective material properties which are,
however, incorporated in the implementation. Concerning the electric displacement,
just these weak nonlinearities are present due to changes of the dielectric constants
κi j in Eq. (2) as a consequence of Bloch wall motion, while an explicit nonlinearity
due to polarisation rearrangement does not exist, i.e. P irr

i = 0.
The choice of strain, electric and magnetic fields as independent variables is

feasible for most engineering applications, thus the constitutive ferromagnetic model
is based on the thermodynamical potential Ψ

(
εi j , Ei , Hi

)
[2]

Ψ
(
εi j , El , Hk

) = 1

2
Ci jklεklεi j − 1

2
κi j Ei E j − 1

2
μi j Hi Hj−

− Ci jklε
irr
kl εi j − M irr

i Hi .

(9)

The constitutive equations of nonlinear ferromagnetic behavior within a magneto-
electric context are then given by

σi j = ∂Ψ
(
εi j , Ei , Hi

)

∂εi j

∣∣
∣∣∣
Ei ,Hi

,

Di = − ∂Ψ
(
εi j , Ei , Hi

)

∂Ei

∣∣
∣∣∣
εi j ,Hi

,

Bi = − ∂Ψ
(
εi j , Ei , Hi

)

∂Hi

∣∣∣∣∣
εi j ,Ei

,

(10)

which coincide with the Eq. (2) from the compilation in Sect. 2. Relating the third
constitutive equation to common representations in textbooks, the irreversible mag-
netization M irr

i is in a more general sense denoted as spontaneous magnetic polar-
ization or magnetization M sp

i according to

Bi = μ0
(
δi j + χi j

)
Hj + M sp

i = μ0μ
r
i j Hj + M sp

i = μi j Hj + M sp
i , (11)
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where δi j is the Kronecker identity tensor, χi j (≥0) the magnetic susceptibility,
μ0 the magnetic permeability of vacuum and μr

i j are the coefficients of relative
permeability of the material (≥1).

On the continuum level, domain wall motion is described by internal variables
νn , see Fig. 1, for plane problems associated with the four possible orientations of
domains in a grain, with the easy axis in the 〈100〉 direction [4, 9, 25, 32]:

ε̇irri j =
4∑

n=1

(n)
ε
sp
i j ν̇n , Ṁi =

4∑

n=1

Δ
(n)

M sp
i ν̇n , (12)

where
(n)
ε
sp
i j and Δ

(n)

M sp
i represent the spontaneous strain and change of spontaneous

magnetization for the domain n, respectively. The total change of volume fractions
of the domain species in a grain resulting from Bloch wall motion is conserved by
the following relations

0 ≤ νn ≤ 1,
4∑

n=1

νn = 1 , (13)

where vn represents the specific volume of each domain. In all calculations, the
generalized state of plane stress will be assumed, i.e. σi3 = 0, D3 = 0, B3 = 0. The
changes of magnetization exhibit three possibilities,±90◦ and 180◦, for each domain
species n = 1, . . . , 4. In Fig. 1, one variant for n = 3 is depicted as an example, i.e.

Δ
(3)
M sp

k = (4)
M sp

k − (3)
M sp

k for +90◦-jumping. Concerning the spontaneous strain, each
domain species n is allocated one unique tensor representing ±90◦ jumping. The
rates of volume change of the species ν̇n , i.e. the time derivatives of the internal
variables, play an important role in the thermodynamical formulation of the material
law. The evolution of the internal variables νn within a domain structure is controlled
by an energetic criterion, which has been chosen in the style of ferroelectric switching
criteria [2, 20, 24, 26]

Δwn = σi j
(n)
ε
sp
i j + HiΔ

(n)

M sp
i ≥ wcrit . (14)

The left hand side of the inequality, consisting of mechanical and magnetic contribu-
tions, represents the dissipative workΔwn of Blochwall motion due to the jumping
of a species n. In-plane, there are three possible jumping variants with the easy axis
in the 〈100〉 direction. Based on the idea of ferroelectric switching [20, 23], two
different threshold values are introduced:

wcrit =
{√

2M0HC, ±90◦

2M0HC, 180◦ (15)
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where the material parameters HC and M0 are coercive field and magnitude of spon-
taneous magnetization.

On the macroscopic level, an evolution law for the internal variables νn controls
Bloch wall motion. Based on Eqs. (14) and (15) the evolution law for a domain
species n is

ν̇n = −ν̇0
nH

(
Δw̃n

wcrit
− 1

)
, Δw̃n = max

(
Δwn

±90◦ , Δwn
180◦

)
, (16)

where H (. . .) is the Heaviside-function and ν̇0
n a model parameter. The latter

represents a discrete amount of domain wall motion, which has to be chosen within a
numerical context. Equation (16) determines, if the volume of the species n decreases
by a magnitude dν0

n due to local jumping or not. The reduction of νn always occurs
in favor of another species, satisfying Eq. (13). While the changes of strain and
spontaneous magnetization due to Bloch wall motion are described by Eq. (12),
the evolutions of material tangents in a grain are likewise connected to the internal
variables, e.g. for the stiffness

Ci jkl =
4∑

n=1

(n)

C i jklνn → Ċi jkl =
4∑

n=1

(n)

C i jkl ν̇n =
4∑

n=1

∂Ci jkl

∂νn
ν̇n (17)

and similar for all other material tensors.

3.2 Phenomenological Ferromagnetic Model

The constitutive behavior of the ferromagnetic-dielectric material is found to be
governed by the thermodynamic potential [3]

Ψ
(
σp, Ei , Hi

) = −1

2
S11σ1σ1 − S12σ1σ2 − 1

2
S22σ2σ2 − S66σ6σ6−

− 1

2
κ11E1E1 − 1

2
κ22E2E2 − 1

2
μ0
11H1H1 − η1

1 + ζ1H
−3
1

σ1−

− η2

1 + ζ2H
−3
1

σ2 − ρ (H1 − ξ ln (ξ + H1)) ,

(18)

where, in contrast to Eq. (9), stress, electric and magnetic fields are chosen as inde-
pendent variables. Here, Spq , κi j andμ0

11 are the coefficients of compliance, dielectric
and magnetic permeability tensors, respectively. It is feasible to develop the mate-
rial model based on stress and magnetic field, since these are the quantities which
are commonly controlled in experiments, where e.g. stresses are zero due to free
boundaries. In this section the compressed or Voigt notation is applied, so e.g. σ6

is the shear stress σ12 and S12 denotes S1122. Essential features of magnetisation and
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magnetostriction are appropriately described adapting the constant coefficients ηi ,
ζi , ρ and ξ to experimental curves. Table4 indicates how to identify the material
parameters from experimental data.

Equation (18) has been formulated in a local coordinate system where the x1-axis
is attached to the vector of the H -field. Thus, H2 does not appear in the potential.
The easy axis locally always points in the direction of the magnetic field, since
the reversibility, in connection with a vanishing remanence, leads to an immediate
magnetisation even at low field intensities. Consequently, the x1-axes of the local
coordinate systems are always attached to the direction of magnetisation and mag-
netic induction and the material tensors are sparsely populated in these coordinate
systems. The potential according to Eq. (18), for curved magnetic flux lines being
valid locally and adjusted to the local coordinates, thus contains only these coeffi-
cients. In contrast to hard magnetic materials, stresses do not control the direction of
magnetisation and the easy axis, respectively, in fact having an impact only on the
local magnitudes of the H -field. If boundary conditions are fundamentally changed
during the loading process, generally an iteration is required in each load step, adapt-
ing the evolving magnetic flux lines and the local coordinate systems to one another.
Finally, all fields are transformed into global coordinates, where the material tensors
in general are fully populated.

The superscript in the magnetic permeability μ0
11 indicates a constant magnitude

in contrast to the function μ11

(
σp, Hi

)
[3]. The denominators in Eq. (18) cannot

be zero since ζ1 and ζ2 are always positive, requiring a negative value of H1 for a
division by zero. This is not possible, however, since the local coordinate system is
always adapted to the H -field such that H1 > 0. The general constitutive behaviour
is obtained by differentiation of Eq. (18) according to

ε̇p
(
σ̇p, Ėi , Ḣi

) = −∂2Ψ

∂σp∂σq
σ̇q + −∂2Ψ

∂σp∂E j
Ė j + −∂2Ψ

∂σp∂Hj
Ḣ j ,

Ḋi
(
σ̇p, Ėi , Ḣi

) = −∂2Ψ

∂Ei∂σq
σ̇q + −∂2Ψ

∂Ei∂E j
Ė j + −∂2Ψ

∂Ei∂Hj
Ḣ j ,

Ḃi
(
σ̇p, Ėi , Ḣi

) = −∂2Ψ

∂Hi∂σq
σ̇q + −∂2Ψ

∂Hi∂E j
Ė j + −∂2Ψ

∂Hi∂Hj
Ḣ j .

(19)

Thus, the rate dependent constitutive framework is given by

ε̇p
(
σ̇q , Ḣi

) = Spq σ̇q + q jp (Hi ) Ḣ j ,

Ḋi
(
Ėi

) = κi j Ė j ,

Ḃi
(
σ̇p, Ḣi

) = qiq (Hi ) σ̇q + μi j

(
σp, Hi

)
Ḣ j .

(20)

Here, q jp represents the magnetostrictive tensor. Equation (20) represent nonlinear
reversible changes of state since thematerial tensors are single-valued functions of the
independent variables. The electric displacement only depends on the electric field,
in a ferromagnetic material not being strongly coupled with mechanical or magnetic
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fields. Having a closer look, the dielectric properties are controlled bymagnetic fields
to a certain extent, the latter rotating the axis of transversal isotropy. This effect is
intrinsically taken into account by the proposed model due to the local coordinate
systems, being attached to the magnetic flux lines, as outlined above. In Eq. (20)
bars are added to the magnetic permeability μi j

(
σp, Hi

)
and the magnetostrictive

coefficients q jp (Hi ) to distinguish from quantities based on a different potential.
Due to the tensorial representation, Eq. (20) allows for multiaxial loading.

In general, all material coefficients depend on the three independent variables.
Experimental observations, however, put this thermodynamical requirement into
perspective, showing e.g. a noticeable nonlinearity of the stress–strain curve only
for giant magnetostrictive materials. In the potential Eq. (18) and the constitutive
relations Eq. (20) the magnetostrictive constants are functions of just the magnetic
field and the magnetic permeability is a function of both magnetic field and stress:

q11 = 3
η1ζ1H 2

1(
ζ1 + H 3

1

)2 , q12 = 3
η2ζ2H 2

1(
ζ2 + H 3

1

)2 , (21)

μ11 = μ0
11 + 6η1ζ1H1

(
ζ1 − 2H 3

1

)
σ1

(
ζ1 + H 3

1

)3 + 6η2ζ2H1
(
ζ2 − 2H 3

1

)
σ2

(
ζ2 + H 3

1

)3 +

+ ρξ

(ξ + H1)
2 . (22)

The constant part of the magnetic permeabilityμ0
11 is intended to represent the linear

behaviour of the B-field, once the spontaneous magnetisation is saturated at large
magnetic fields [3]. Its magnitude is much smaller than those permeabilities typically
found in charts, the latter representing values for much lower magnetic fields. A
parameter � = μ/μ0 is thus introduced to provide a suitable μ0

11, based on values
of relative permeabilitiesμr

11 available from literature acccording toμ0
11 = μ11/� =

μr
11μ0/� , where μ0 is the magnetic permeability of vacuum. The parameter � is

calibrated on the basis of experimental plots, typically taking values in the range of
a few tens, see appendix.

The constitutive model based on constant coefficients ζ1, ζ2 and ξ is suitable for
Neumann type boundary conditions. The evolution of stress, which is inevitably
associated with e.g. a Dirichlet condition, is however not appropriately taken into
account with constant coefficients. A more sophisticated model thus replaces the
constant coefficients ζ1, ζ2 and ξ by variables depending on stresses and their evo-
lution:

ζ1 = ζ 0
1 + ζ σ

1 (σ1 − σ2) , ζ2 = ζ 0
2 + ζ σ

2 (σ1 − σ2) ,

ξ = ξ 0 + ξσ (σ1 − σ2) + ξ̂ σ (dσ1 − dσ2) ,
(23)

where dσi denotes the change of the normal stress σi in each load increment and
ζ σ
2 = ζ σ

1

(|σ s
1 |/|σ s

2 |
)
. Here, |σ s

1 | and |σ s
2 | represent the absolute values of satu-

rated normal stresses, which can be attained applying realistic magnetic loads.
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Unfortunately, theirmagnitudes are not available from literature. Therefore, both val-
ues have been calculated for plane stress conditions, based on the saturation strains
εs1 ≈ η1 and εs2 ≈ η2 in connection with the stiffness Cpq , see appendix Eq. (50).
The last term of ξ in Eq. (23) involving the parameter ξ̂ σ is crucial, if Dirichlet
boundary conditions or adjacent compliant phases shall be considered. Thus, it is
inevitable for the investigation of multiferroic composites, where a ferromagnetic
phase may be embedded into a ferroelectric one. For constant mechanical loads
σ1, σ2 the term vanishes. For displacement boundary conditions both σ1, σ2 and
dσ1, dσ2 emanate from the solution of the boundary value problem. Introducing the
parameters ζ1 (σ1, σ2), ζ2 (σ1, σ2) and ξ (σ1, σ1, dσ1, dσ2) the Maxwell relations
of thermodynamics are still satisfied [3].

Results of the constitutive model will be investigated in Sect. 6. For the sake
of an efficient numerical implementation, the independent mechanical variable is
changed from stress to strain, in principle taking another thermodynamical poten-
tial Ψ

(
εp, Ei , Hi

)
as a basis. Accordingly, the material tensors are subject to the

following transformations:

Cpq = S−1
pq , qip = qiqCqp , μi j = μi j − qiqCqpq jp . (24)

The constitutive equations for themodified set of independent variables are thus given
inEq. (3).Discardingμ0

11 inEq. (22), Eqs. (24) and (3) yield themagnetic polarization
M sp

i according to Eq. (11) instead of Bi . That quantity is equivalent toM irr
i in Eq. (10),

however, a different notation is chosen due to the reversible characteristic of the
magnetization in the phenomenologicalmodel. The specificmagnetizationmi , which
is commonly depicted in experimental plots, is finally obtained as

mi = μ−1
0 ρ−1M sp

i , (25)

where ρ denotes the mass density of the material.
Due to the incremental formulation according to Eq. (3) or (20), the range of

the magnetic load H ∈ [0, Hmax] is divided into load increments, controlling the
evolution of the magnetomechanical fields in each load step, e.g. the stress evolution
dσi decreasing or increasing according to the choice of the parameter ΔH , which
was chosen ΔH = 100A/m in the calculations. Accordingly, ξ̂ σ in Eq. (23) has to
be adapted according to

ξ̂ σ = ξ̂ σ
0
Hmax

ΔH
, (26)

where ξ̂ σ
0 depends on the material and is determined from fitting numerical to exper-

imental magnetization plots under clamped conditions, see Table4.
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4 Condensed Method: Application to Multiferroic
Compounds

To investigate the macroscopic behavior of polycristalline ferroic materials based
on nonlinear constitutive laws, the FEM is commonly applied, even if structural or
geometric issues are irrelevant. The implementation of a discretization scheme is
going along with a high computational effort and the solution of the BVP requires
high computational costs. Investigating just the material behavior, most predictions,
however, are restricted to simple BVP under uni- or biaxial loading and their goal
is e.g. the calculation of hysteresis loops. Anyway, the FEM is mostly applied, just
to deal with the complex nonlinear material behavior. Interactions of grains are
implemented by means of interacting integration points.

In [26, 27, 37] the so-called condensed method (CM) was introduced to inves-
tigate the nonlinear polycrystalline material behavior of tetragonal ferroelectrics at
a macroscopic material point without any kind of discretization scheme. The CM
provides essential issues like various hysteresis loops or residual stresses due to
domain wall motion [26]. The latter aspect, in addition, establishes a basis for the
modelling of mechanical degradation due to micro crack growth [27, 37]. In this
section the CM is extended towards ferromagnetic material behavior and multifer-
roic bi-material systems. The physically motivated modelling of domain or Bloch
wall motion in ferroelectrics or ferromagnets according to Sect. 3.1 is adopted here.
A more detailed representation of the basic idea of the CM can be found in [26, 37].

In Fig. 2 a representative volume element (RVE) of a multiferroic compound
under magnetoelectromechanical loading is presented. The ferroelectric (FE) and
ferromagnetic (FM) regions might be interpreted as grains, consisting of pure FE or
pure FM material, respectively. In the microphysical model, the domain structure of
a grain is represented by an arrowed cross, see Fig. 1, where the volume fractions
of the four possible orientations of magnetization or polarization are now described

Fig. 2 RVE of a multiferroic compound with distributed ferroelectric (FE) and ferromagnetic (FM)
constituents undermagnetoelectromechanical loading (left) and illustration of internal variables ν(i)

allocated to single FE and FM domain orientations at a condensed material point (right)
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separately by internal variables ν(i)FM or ν(i)FE (i = 1, . . . , 4). Domain switching
and rotation of the molecular magnets, respectively, can only occur within the par-
ticular arrowed cross, see Fig. 2 (right). In the following a grain will be denoted as
a microscopic material point. In the CM, the RVE is condensed to a macroscopic
material point where an arbitrary number of grains is collected, whereupon just two
of those are depicted in the figure. One major issue which has to be incorporated in
the homogenization procedure is the interaction between the microscopic material
points.

On the macroscopic scale of an RVE stress σi j , electric displacement Di andmag-
netic induction Bi are microscopic volume averages, specified by angled brackets:

〈
σi j

〉 = 1

V

∫

V

σi j (xl) dV , 〈Di 〉 = 1

V

∫

V

Di (xl) dV , 〈Bi 〉 = 1

V

∫

V

Bi (xl) dV .

(27)

Assuming homogeneous fields in a microscopic material point m with the volume
V (m), i.e. σ (m)

i j , D(m)
i , B(m)

i = const in V (m), the relations in Eq. (27) turn into

〈
σi j

〉 =

M∑

m=1
σ

(m)
i j V (m)

M∑

m=1
V (m)

, 〈Di 〉 =

M∑

m=1
D(m)

i V (m)

M∑

m=1
V (m)

, 〈Bi 〉 =

M∑

m=1
B(m)
i V (m)

M∑

m=1
V (m)

, (28)

where M is the number of microscopic material points per RVE. For the sake of sim-
plicity, it is further assumed that all microscopic materials points have the same size,
i.e. V = MV (m). Finally the macroscopic quantities are obtained by the following
equations:

〈
σi j

〉 = 1

M

M∑

m=1

σ
(m)
i j , 〈Di 〉 = 1

M

M∑

m=1

D(m)
i , 〈Bi 〉 = 1

M

M∑

m=1

B(m)
i . (29)

The averagematerial properties
〈
Ci jkl

〉
, 〈eikl〉 ,

〈
κi j

〉
and

〈
μi j

〉
are determined likewise

[26]. σ (m)
i j , D(m)

i and B(m)
i in Eq. (29) describe the stress, electric displacement and

magnetic induction of a microscopic material point m. Depending on the respective
material, either ferroelectric or ferromagnetic, the constitutive equations are given
by the Eq. (1) or (2). Inserting Eqs. (1) and (2) into Eq. (29), accounting for M =
MFE + MFM, the macroscopic quantities read:
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〈σi j 〉 = 1

M

(
MFE∑

mFE=1

C (mFE)
i jkl ε

(mFE)
kl +

MFM∑

mFM=1

C (mFM)
i jkl ε

(mFM)
kl −

−
MFE∑

mFE=1

C (mFE)
i jkl ε

irr(mFE)
kl −

MFM∑

mFM=1

C (mFM)
i jkl ε

irr(mFM)
kl −

−
MFE∑

mFE=1

e(mFE)
li j E (mFE)

l

)

,

(30)

〈Di 〉 = 1

M

(
MFE∑

mFE=1

e(mFE)
ikl ε

(mFE)
kl −

MFE∑

mFE=1

e(mFE)
ikl ε

irr(mFE)
kl +

+
MFE∑

mFE=1

κ
(mFE)
il E (mFE)

l +
MFM∑

mFM=1

κ
(mFM)
il E (mFM)

l +

+
MFE∑

mFE=1

P irr(mFE)
i

)

,

(31)

〈Bi 〉 = 1

M

(
MFE∑

mFE=1

μ
(mFE)
i j H (mFE)

j +
MFM∑

mFM=1

μ
(mFM)
i j H (mFM)

j +

+
MFM∑

mFM=1

M irr(mFM)
i

)

.

(32)

In the following, a generalized Voigt assumption is taken as a basis. Here, strain,
electric andmagnetic field are assumedhomogeneous in theRVE, thus being identical
in all microscopic material points m:

〈εkl〉 = 1

M

(
MFE∑

mFE=1

ε
(mFE)
kl +

MFM∑

mFM=1

ε
(mFM)
kl

)

= ε
(m)
kl = εkl ,

〈Ei 〉 = 1

M

(
MFE∑

mFE=1

E (mFE)
i +

MFM∑

mFM=1

E (mFM)
i

)

= E (m)
i = Ei ,

〈Hi 〉 = 1

M

(
MFE∑

mFE=1

H (mFE)
i +

MFM∑

mFM=1

H (mFM)
i

)

= H (m)
i = Hi .

(33)

Considering Eq. (33), the macroscopic constitutive equations result from Eqs. (30),
(31) and (32):
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〈σi j 〉 = 〈Ci jkl〉εkl − 〈eFEli j 〉El − 〈CFE
i jklε

irr(FE)
kl + CFM

i jklε
irr(FM)
kl 〉 , (34)

〈Di 〉 = 〈eFEikl〉εkl + 〈κil〉El − 〈eFEiklεirr(FE)
kl 〉 + 〈P irr(FE)

i 〉 , (35)

〈Bi 〉 = 〈μi j 〉H j + 〈M irr(FM)
i 〉 . (36)

Quantities without the superscript FE or FM have contributions of both constituents.
Obviously, themacroscopic fields inEqs. (34) and (35) donot depend explicitly on the
magnetic field, even though e.g. the irreversible strain ε

irr(FM)
kl or the elastic constants

C (FM)
i jkl in Eq. (34) are controlled by the magnetic field. On the one hand, this is due

to the fact that the ferroelectric material does not exhibit any magnetostriction. On
the other hand, the ferromagnetic model neglects piezomagnetic coupling, in order
to attain saturation at higher magnetic fields, see Sect. 3.1. Depending on the specific
problem the unknowns are chosen among the quantities

〈
σi j

〉
, 〈Di 〉, 〈Bi 〉, εkl , Ei and

Hi . Assuming stress, electric and magnetic fields as external loads, i.e.
〈
σi j

〉 = σ ext
i j ,

〈Ei 〉 = Eext
i and 〈Hi 〉 = H ext

i , the macroscopic strain εkl results from Eq. (34):

εkl = 〈Ci jkl〉−1
(
σ ext
i j + 〈eFEmi j 〉Eext

m + 〈CFE
i jmnε

irr(FE)
mn + CFM

i jmnε
irr(FM)
mn 〉) = ε

(m)
kl . (37)

With Eq. (37) the residual stress, e.g. of a microscopic material point m of the ferro-
electric phase, is given by:

σ
(m)
i j = C (m)

i jkl

(〈Cmnkl〉−1
(
σ ext
mn + 〈C (FE)

mnopε
irr(FE)
op + C (FM)

mnopε
irr(FM)
op 〉+

+ 〈e(FE)
rmn 〉Eext

r

) − ε
irr(m)
kl

)
− e(m)

li j E
ext
l .

(38)

From Eq. (38) it is obvious, that in the CM the interaction between the microscopic
material points is realized by the strain εkl in conjunction with the generalizedVoigt
assumption.

5 Continuum Damage Model

Two fundamental damage mechanisms are observed in a ME composite: cracking
of the two constituents and delamination. The latter will not be considered at this
point and cracking will be only allowed in the ferroelectric material. In Fig. 3 the
micromechanical motivation of the model is depicted using the example of a particle
composite with a ferroelectric matrix. The RVE of the composite shows a few parti-
cles and the multiphysical boundary conditions. In the third sketch, the RVE of the
ferroelectric matrix with statistically distributed cracks is shown, where the principal
stresses σI and σI I are the relevant loading quantities, being controlled by magnetic
and electric fields as well. Those are part of the driving force being responsible for
ferroelectric domain wall motion, giving rise to residual stress. In the model, only
cracks being perpendicular to the maximum principal stress are allowed to grow
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Fig. 3 Damaging of aME particle composite: micro crack initiation perpendicular to themaximum
principal stress σI , magnetic field penetrating the crack, electric field circumventing it

following a classical K -factor-based fracture criterion. Assuming a dilute crack dis-
tribution, crack interactions can be neglected, thus leaving a single Griffith crack
to be considered, as depicted in the last sketch of Fig. 3.

One essential issue in the fracture mechanics of multifunctional materials is the
choice of boundary conditions at the crack faces. A comprehensivemodel is complex,
including inducedMaxwell tractions andfinite electrical permeabilities [18, 35, 36,
38]. A simple model is implemented here, where the crack is assumed traction-free
and electrically impermeable, in Fig. 3 indicated by the solid yellow lines circum-
venting the crack. Concerning the magnetic field, the crack is assumed to be fully
permeable, indicated by the dashed blue lines penetrating the crack. This is justified
since, in contrast to the dielectric properties, the magnetic permeabilities of air and
of a ferroelectric material are similar by order of magnitude.

In the following, some basic equations of the model are introduced, while the
complete theory can be looked up in [17, 27]. Introducing the compressed nota-
tions Πp = (

σi j , Di
)T

and Zq = (
εi j ,−Ei

)T
for generalized stresses and electric

displacements, the constitutive equations, linearized with respect to an operating
point, are given as

〈σi j 〉 = C∗
i jkl〈εkl〉 − e∗

li j 〈El〉
〈Di 〉 = e∗

ikl〈εkl〉 + κ∗
il〈El〉

}

→ 〈Πp〉 = C∗
pq〈Zq〉 ,

〈Bi 〉 = μ∗
i j 〈Hj 〉 → Bi = μi j Hj ,

(39)

where angled brackets denote average fields and superscript asterisks represent effec-
tivematerial coefficients. The effective quantities have to be determined fromhomog-
enization of the crack RVE, thus the magnetic quantities remain unaffected due
to the permeability of the crack. C∗

pq is the effective generalized stiffness matrix,
comprising homogenized elastic, dielectric and piezoelectric tangent modules. The
inverse formulation of the effective constitutive law introduces the generalized stiff-
ness S∗

pq = (
C∗

pq

)−1
:
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〈Z p〉 = S∗
pq〈Πq〉 . (40)

The generalized strain is decomposed as

〈Z p〉 = 〈Z p〉M + 〈Z p〉C (41)

with 〈Z p〉M = SM
pqΠ

0
q for the matrix and 〈Z p〉C = SCpqΠ

0
q for the defect phase.

Assuming a generalized Reuss approximation, the average stress is introduced as a
constant field, i.e. 〈Πq〉 = Π0

q . Stresses and electric displacements at the boundary
of the crack RVE ∂VC are thus coincident with the average quantities σ 0

kl and D0
n in

the domain VC .
The generalized compliance is likewise decomposed in matrix and defect phase:

S∗
pq = SM

pq + SCpq . (42)

The contribution of micro cracks to the averaged strain and electric field is comprised
in 〈Z p〉C and reads

εCi j = 1

2A

+a∫

−a

(
Δuin j + Δu jni

)
dxc1 ,

EC
i = − 1

A

+a∫

−a

Δφni dx
c
1 ,

(43)

whereΔui andΔφ are jumps of displacement and electric potential accross the crack
faces and n j is the unit normal. The area of the plane RVE is denoted as A and a is
half the crack length. The Griffith crack RVE and related quantities are depicted
in Fig. 4, where xc1 is the crack coordinate system.

Fig. 4 a Dilute crack RVE loaded by principal stress σI , initial crack length 2a0 and damage
parameter f0; b crack with global

(
xmacro
1 , xmacro

2

)
, local material related (x1, x2) and crack

(
xc1, x

c
2

)

coordinate systems
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The jumps in Eq. (43) are determined from the closed-form solutions of the
piezoelectric Griffith crack problem (see e.g. [33, 35, 42], accounting for imper-
meable electric crack boundary conditions. The generalized effective compliance
S∗
pq according to Eq. (42) is then obtained as

SM
pq =

(
Ci jkl eli j
eli j −κln

)−1

, SCpq = f π

4

⎛

⎜⎜⎜
⎜⎜⎜⎜⎜
⎜⎜⎜⎜
⎝

0 0 0 0 0 0 0 0 0
0 Y22 0 Y12 0 Y23 0 Y24 0
0 0 0 0 0 0 0 0 0
0 Y12 0 Y11 0 Y13 0 Y14 0
0 0 0 0 0 0 0 0 0
0 Y23 0 Y13 0 Y33 0 Y34 0
0 0 0 0 0 0 0 0 0
0 Y24 0 Y14 0 Y34 0 Y44 0
0 0 0 0 0 0 0 0 0

⎞

⎟⎟⎟
⎟⎟⎟⎟⎟
⎟⎟⎟⎟
⎠

. (44)

The matrix is valid for the crack coordinate system
(
xc1, x

c
2

)
defined by the local

principal stress axes, see Fig. 4a. The local polarization, being subject to continuous
ferroelectric domain evolution, is associatedwith the local coordinate system (x1, x2),
see Fig. 4b. The Irwin matrix YMN in Eq. (44) is a material property, depending on
the direction of polarization.

The local degree of damage is described by the crack density or damage parameter
f . Being defined as

f = 4a2

A
(45)

it takes the value f = 1 if the crack tips reach the boundary of the RVE, the extension
of the latter

√
A being a model parameter. The mode-I stress intensity factor K (n)

I is
applied to quantify the loading, and the related fracture criterion is

σI
√

πan = K (n)
I = KIC . (46)

The fracture toughness KIC can be chosen constant or account for an R-curve behav-
ior, where the crack resistance is controlled by the electric field due to small scale
switching at the crack tip [16]. The index n indicates an incremental crack growth
in such a way that

an = a0 + n · Δa, fn = f0 + n · Δ f . (47)

Equation (47) is repeated at one external load step as long as the criterion Eq. (46)
claims for crack growth, finally initiating the next load step. If f = 1 the elastic
stiffness is locally reduced to 5% of the undamagedmaterial, the dielectric properties
of air are adopted and the piezoelectric coefficients are set to zero.



Microstructured Multiferroic Materials: Modelling … 315

6 Results

6.1 Ferroelectric, Ferromagnetic and Multiferroic Behavior
from FE Simulation

The constitutive models summarized in Sect. 2 have been implemented within the
framework of the FE method (for details see [1, 2]). Cobalt ferrite (CF) is employed
as an example to demonstrate nonlinear reversible behavior of soft magnetic mate-
rials, whereas AlNiCo 35/5 represents a hard magnetic alloy exhibiting pronounced
hysteresis behavior. BaTiO3 (BT) is employed as an example to demonstrate non-
linear irreversible behavior of ferroelectric materials. The material data are given in
the appendix.

Dielectric and butterfly hysteresis loops for BT are shown in Fig. 5a, b. Both plane
stress (esz) and plane strain (evz) are invesigated, depicted by solid blue and dashed
black lines, respectively. Qualitatively, there is a good agreement with experimental
findings [10, 14, 15]. A quantitative comparison is feasible based on coercive field
and remanent strain as well as polarization. From the simulations EC = 0.2MV/m,
εeszr = 224 ppm, εevzr = 208 ppm, Pesz

r = 73.6mC/m2 and Pevz
r = 72.9mC/m2 are

the obtained values, being in good agreementwith experimental results [39].Compar-
ing plane strain and plane stress, deviations are predominantly visible in the butterfly
loop, where the remanent strain is larger in the plane stress state.

In Fig. 5c, d magnetization M and magnetic induction B as well as strain are
plotted versus the magnetic field in x1–direction, where maximum values of approx-
imately five times the coercive field are applied, i.e. H1 = ±250 kA/m. The alloy
AlNiCo 35/5 has been chosen as an example to demonstrate hard ferromagnetic
behavior. Generalized plane stress is assumed in the simulations, i.e. the magnetic
induction in perpendicular direction is likewise zero. Equation (2) postulates that the
induction Bi and themagnetizationM irr

i differ by a termμi j Hj which is almost linear
in Hj , since nonlinearities in the magnetic permeability, similar as in Eq. (17), play
a secondary role. This explains the characteristics of the loops in Fig. 5c, particu-
larly for a saturated magnetization. The dashed red line in the second quadrant is an
experimental demagnetization curve, the only part of the loop which is provided by
the manufacturer of the material [31]. Anyway, there is a perfect agreement with the
numerical prediction. The facts that the coercive magnetization is slightly larger than
the coercive induction, while the remanent values are identical are also confirmed
experimentally, where HB

C = 47 kA/m, HM
C = 48 kA/m andMr = Br = 1.12 T are

given [31]. The butterfly loop in Fig. 5d shows the magnetostrictive properties with a
remanent strain εr = 36 ppm. In contrast to the ferroelectric loop, there is a saturation
of the strain at larger loading fields.

Figure5e, f show the specific magnetization (Eq. (25), ρ = 5.3 g/cm3) and strain,
respectively, for CF as a soft ferromagnetic alloy, based on the phenomenological
constitutive model outlined in Sect. 3.2. Stress-free boundaries are presumed, thus
constant values ζ1 = ζ 0

1 , ζ2 = ζ 0
2 and ξ = ξ 0 are adopted according to Eq. (23). Fur-

thermore, a generalized state of plane stress is assumed. The curves are nonlinear,
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Fig. 5 Constitutive behaviors from FE simulations: a, b electric displacement and strain versus
electric field for generalized plane stress (esz) and strain (evz) for BT; c, d magnetic induction B,
magnetization M , (dashed red line: experimental data of demagnetization curve [31]) and strain
versus magnetic field for AlNiCo 35/5; e, f specific magnetization and strain versus magnetic field
for CF (dashed red line: experimental data [5])
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Fig. 6 Damage pattern of a ME particle composite (0,2CoFe2O4–0,8BaTiO3, matrix: BT) right
after electric poling with E1 = 5EC and magnetic loading with H1 = 1000kA/m, see Fig. 8. The
local damage parameter f = 1 indicates full damage and thus macro crack formation

Table 1 Effectivemagnetoelectric coupling coefficients of a 0,2CoFe2O4–0,8BaTiO3 particle com-
posite, where the simulation accounts for linear constitutive relations for both constituents

Coefficients Linear FEM Experiment [11, 12]

g(R)∗
11 = Δ〈Dl 〉

ΔH0
k

∣∣
∣∣
∣
σi j ,En

= Δ〈Bk〉
ΔE0

l

∣∣
∣∣
∣
σi j ,Hm

[Ns/VC]
148 · 10−12 4.4 · 10−12

but reversible. Experimental results have been included in the graphs using dashed
red lines. The overall coincidence with the simulation is good, without reproducing
every detail. Based on the same constitutive model the influence of superimposed
bi-axial mechanical stress on the constitutive behavior is investigated in [3].

Based on the material models, in particular nonlinear simulations have been done
in order to predict ME coupling coefficients. First of all, however, linear calcula-
tions provide upper limiting values to demonstrate the essential role of nonlinear
effects stemming from domain switching or damage. Two kinds of composites will
be considered: one with a matrix of barium titanate (BT, BaTiO3) with embedded
elliptic soft ferromagnetic particles of cobalt ferrite (CF, CoFe2O4) and a laminated
one consisting of three layers of BT and the hard ferromagnetic 0,2AlNiCo 35/5.
The particle composite accounts for statistical distributions of particle sizes, shapes
and positions. Figure6 shows an RVE with a magnified excerpt on the right hand
side including the FE mesh. Periodic boundary conditions are generally imposed in
the FE analyses prior to calculating the coupling coefficients.

For the particle composite experimental values [11, 12] are taken for comparison,
where the composition is 80% BT and 20% CF. Table1 shows a comparison with
calculations based on linear piezoelectric and -magnetic constitutive laws. The values
differ by two orders of magnitude, the larger coefficient belonging to the calculation.

Several aspects are responsible for this overestimation. First of all, the consti-
tutive laws for both constituents imply perfect poling along the transversal axes,
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Fig. 7 RVE of an electrically and magnetically poled ME compound with periodically distributed
ferromagnetic particles in a ferroelectric matrix (0.2AlNiCo 35/5 − 0.8BaTiO3): a poling load
history and b vectors of polarization and magnetization

which is far from reality. Figure7 shows the real states of polarization and magne-
tization in an example representing the RVE of a periodic particle composite with
hard ferromagnetic inclusions. It is obvious that right after the poling, according to
the magnetoelectric loading scheme in the left sketch, the vectors of magnetization
and polarization are far from being perfectly aligned. Second, the residual stresses
induced during the poling process will lead to substantial cracking and delamination
between matrix and particles, thus further reducing the ME coupling. A possible
crack pattern in the matrix of a non-periodic particle composite after the magneto-
electric poling is indicated in Fig. 6 by the red regions.

Nonlinear simulations are shown next, where the ferroelectric matrix is mod-
elled by the microphysically motivated constitutive law and the particle behavior is
described by the phenomenologicalmagnetostrictive law. Calculations are presented,
accounting for damage evolution in the matrix on the one hand side and neglecting
it on the other. Cracking of the particles and delamination are not considered in any
case. The poling process of the initially unpoled materials has to be considered first,
in order to induce a piezoelectric effect in thematrix. Themagnetostrictive phase, fol-
lowing a nonlinear reversible material law, does not require a magnetic pre-poling.
The loading scheme for calculating the ME coupling coefficients is depicted in a
small sketch in Fig. 8, whereupon an electric half-cycle with a maximum load of
5EC is followed by a linearly increasing magnetic field up to H1 = 1000 kA/m.

The coupling coefficient g(R)∗
11 in Fig. 8 is determined in the interval of magnetic

loading and plotted versus themagnetic field H1. The right plot is an excerpt of the left
one,where the scalingof g(R)∗

11 along theordinate is different. The red crosses illustrate
the scope of experimental results for coupling coefficients. The solid lines represent
average electric displacements 〈D1〉. Green symbols and lines generally indicate
results neglecting damage, blue ones emanate from simulations with damage. The
electric displacement is non-zero at H1 = 0 due to the electric poling, in the absence
of free charges, leading to a remanent polarization. A depolarization along the x1-axis
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Fig. 8 Average electric displacement 〈D1〉 and ME coupling coefficient g(R)∗
11 for a 0,2CoFe2O4–

0,8BaTiO3 particle composite, see Fig. 6, from numerical simulation; experimental values from [11,
12])

is observed already at lowmagnetic fields. The reason is themagnetostriction, leading
to a compression in the x1-direction and an extension in x2. The stress release due
to damage on the one hand reduces the slope of reduction in 〈D1〉 for very small
magnetic loads, on the other fosters the drop to a stationary value.

The coupling coefficients are calculated from the local derivatives of the 〈D1〉(H1)-
function. Averaging within intervals is necessary to smoothen the results which are
depicted by the squared dots. Still there is a considerable scattering, in particular
when damage is neglected, whereas the simulation with damage exhibits compara-
ble variance just in the range of small magnetic fields. A general observation is that
the ME coupling is obviously reduced by the damage, whose patterns are shown in
Fig. 6, where the red regions with f = 1 indicate the formation of macro cracks.
These are widely dispersed in the ferroelectric matrix, however most of them not
being located at the interfaces of matrix and inclusions. Looking at the experimental
values of coupling coefficients, they are within the range of those predicted from the
model accounting for damage evolution.

Results for the layered composite are considered next. Figure9c shows the three
layers and the mechanical boundary conditions. The middle layer consisting of
AlNiCo 35/5 is ferromagnetic, while the outer layers are made of BT. In contrast
to the previous simulations of the particle composite, the microphysically motivated
constitutive approaches are employed for both ferroelectric and ferromagnetic con-
stituents. In d an excerpt illustrates the damage pattern, the red dots again being
interpreted as macroscopic crack formation. In Fig. 9b the ME loading scheme is
depicted, starting with an electric poling with a maximum field of strength 5EC ,
followed by a magnetic poling with a maximum of 5HC . The ME coupling coeffi-
cients are calculated after the poling, increasing an electric field linearly. The reason
for imposing the fields along the longer edges is due to the fact that the simulation
of the poling process is easier that way than for a perpendicular loading. In reality
the middle layer will be poled before assembling the composite. The simulation,
however, is based on the whole composite, so the magnetic poling field would have
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Fig. 9 a laminated ME composite (0,2AlNiCo 35/5–0,8BaTiO3) and boundary conditions, b load
history, c FE analysis of displacement (×10) and damage pattern ( f = 1: macro crack) right after
poling

Fig. 10 Laminated composite according to Fig. 9: average magnetic induction 〈B1〉 and effective
ME coupling coefficient g(R)∗

11 with different scalings

to penetrate the non-ferromagnetic layers, thus being too weak. The ME coupling
coefficients might be even larger for fields along the shorter edges.

In Fig. 10 the averagemagnetic induction (solid lines) and theME coupling coeffi-
cient (symbols) are plotted versus the electric field. Both magnetic and electric fields
are those along the longer edges denoted as x1-direction. The blue color represents
the results including damage, again just in the ferroelectric layers, the green color
stands for simulations neglecting damage. The right graph in Fig. 10 magnifies the
scaling of the coupling coefficient.

Compared to the particle composite, a first observation is that the range of the
induced field, i.e. the magnetic induction, is relatively small, barely exceeding one
percent of its total magnitude. The regression caused by electric loading, however,
is monotonous, reducing the initial magnetic poling. Comparing the ME coupling
efficiency, the coefficients of the laminated composite exceed those of the one with
embedded particles by several orders of magnitude, which is the most important
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outcome at this point. The cracking of the ferroelectric layers, on the other hand,
doesn’t have a significant impact, neither on the magnetic flux nor on the coupling
coefficient. In the plots, the magnetic induction from poling seems to be slightly
larger due to damage, the magnitudes, however, indicating a negligible effect.

6.2 Constitutive Behavior and ME Coupling Predicted
from the Condensed Method

In this section some results are presented calculated with the condensed method,
which is introduced in Sect. 4. First of all, some aspects of pure ferroelectric and
ferromagneticmaterial behavior are considered, finally coupling coefficients of aME
compound are predicted. Figure11a shows the electromechanical loading scheme
for the investigation of a ferroelectric material. Here, N denotes the load increment,∣∣Emax

2

∣∣ the amplitude of the applied electric field and σ̂11 the mechanical load, which
is kept constant during a cyclic electric field. According to Fig. 11b the compressive
stress σ ext

i j = (−σ ext
11 , 0

)T
is applied perpendicular to the external electric field Eext

i =
(
0, Eext

2

)T
.

In Fig. 12a the influence of a perpendicular stress on the electromechanical cou-
pling coefficient k22 is investigated, see Fig. 11b. The latter is defined as

k22 =
√

〈e22〉2
〈κ22〉 〈C22〉 (48)

and describes the efficiency of conversion of electrical and mechanical energies and
vice versa [28]. 〈C22〉 is the elastic constant in x2-direction in compressed notation.
As shown in [28] by FE simulation, the electromechanical coupling coefficient versus

(a) (b)

Fig. 11 Electromechanical in-plane loading by stresses σ ext
11 and perpendicular electric field Eext

2
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(a) (b)

Fig. 12 a Electromechanical coupling coefficient k22 versus normalized electric field for BT;
bmagnetic induction B2 and magnetization M irr

2 versus normalized magnetic field for AlNiCo 35/5

the normalized electric field exhibits a butterfly-like hysteresis. For a non-polarized
polycrystalline material k22 vanishes. Increasing the electric field above EC , k22 is
augmented due to the domain wall motion. For large fields, a saturation of k22 is
observed. Concerning the remanent values of the electromechanical coupling coeffi-
cient kr22 it is obvious, that a compressive perpendicular stress leads to an increasing
kr22. The remanent values of Fig. 12a are in a very good agreement with the results
in [28], where a micromechanically motivated constitutive model is implemented
within a FE framework.

Figure12b shows the average magnetic induction 〈B2〉 and magnetization
〈
M irr

2

〉

for a hard ferromagnetic material with pure magnetic loading H2. The thick dashed
line of the second quadrant represents the demagnetization curve taken from [2, 31].
The close-up of Fig. 12b shows a very good agreement between

〈
M irr

2

〉
of the CM and

the experimental data. A comparison of Fig. 5b, where the FEM is used to investigate
the nonlinear ferromagnetic material behavior, and Fig. 12b shows a good agreement
as well, in particular concerning the demagnetization and remanent magnetization
M r. The results of Fig. 12 indicate that the CM is able to predict the macroscopic
nonlinear behavior of ferroelectric and ferromagnetic single phase materials.

Figure13a presents results of a multiferroic compound with 80% barium titanate
and 20% cobalt ferrite. The magnetoelectric coupling coefficient g(σ,H)

22 and the aver-
age magnetic induction 〈B2〉 are plotted versus the normalized electric field. The
nonlinear characteristics of both ferroelectric and ferromagnetic constituents are
considered by the microphysical constitutive approach. In that context it should be
mentioned that CF is known as hard as well as soft ferromagnet, depending on its
processing. In the simulation, the compound is poled applying an unipolar elec-
tric field of Emax

2 = 5 EC and then magnetized with Hmax
2 = 15 HC , thus a similar

scheme is implemented as depicted in Fig. 9b. Afterwards, an electric field is applied
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(a) (b)

Fig. 13 aMagnetoelectric coupling coefficient g(σ,H)
22 and magnetic induction 〈B2〉 versus normal-

ized electric field; b comparison of FEM and CM for a 0.2CF–0.8BT multiferroic compound

to calculate the magnetoelectric coupling coefficient according to

g(σ,H)
i j = ∂〈Bi 〉

∂Eext
j

∣∣
∣∣∣
σ,H

≈ Δ〈Bi 〉
ΔEext

j

∣∣
∣∣∣
σ,H

= Δ〈M irr
i 〉

ΔEext
j

∣∣
∣∣∣
σ,H

, (49)

bearing in mind that σ ext
i j and H ext

i are equal to zero, see Fig. 9b. The latter aspect in

connection with the generalized Voigt approximation of the CM, i.e. 〈Hi 〉 = H̄i =
H ext
i , is responsible for the last equality in Eq. (49), leading to a suppression of the

linear contribution of Hi to Bi .
Figure13a reveals that amagnetic field is induced by electric fields above 1.75 EC ,

thus the ME coupling is zero for lower fields. The increasing residual stresses in the
ferroelectric constituent yield a demagnetization of the ferromagnetic part, leading
to a negative ME coupling coefficient. The amount of demagnetization, however, is
small and similar to the one in Fig. 10. In Fig. 13b the results of the ME coupling
coefficients from the FEM and the CM are compared to each other. The solid line
represents the results of the FEM [2] and the dashed line those of the CM. The
FEM provides non-zero coupling coefficients already for small electric fields. The
main reason therefore are the larger residual stresses in the ferroelectric constituent
predicted by the FEM. These are probably caused by geometric features of the com-
posite which cannot be considered in the CM. Nevertheless, the demagnetization of
the ferromagnetic constituent is predicted in both cases. The magnitudes of the ME
coupling are similar for both simulation approaches.



324 A. Ricoeur et al.

7 Conclusion

Nonlinear constitutivemodels for ferroelectric and ferromagneticmaterials havebeen
presented within a magneto-electro-mechanical multifield context. The associated
finite element implementation enables the simulation of multiferroic composites, in
order to determine e.g. the magnetoelectric coupling coefficients or residual stresses
due to domain switching. A simple micromechanically motivated damage model has
been developed and included, since cracking turns out to have an essential impact,
not only on life time but also on the functionality in terms of coupling efficiency. The
present damage model thus has to be extended towards cracking in the ferromag-
netic phase and delamination of the constituents. The latter aspect will be crucial for
laminated composites, where cracking of the material itself turns out to have minor
influence on the coupling coefficient. Besides the classical finite element implemen-
tation, the constitutive laws have been applied to a so-called condensed method in
order to predict nonlinear multiphysical behavior of ferroelecrics, ferromagnetics
and multiferroics. The finite element investigations confirm the common experience
that the coupling efficiency of laminated composites is much larger compared to
embedded particle composites. Nevertheless, more configurations will have to be
investigated numerically, including variations of magnetoelectric poling procedures,
playing a crucial role. An important aspect, not yet considered in the constitutive
and balance equations, is the flux of electric charge. In particular for ferromagnetic
materials, the assumption of a dielectric medium often is not quite appropriate.

Appendix

The coefficients of cobalt ferrite (CF) and barium titanate (BT) are listed in Table2.
The coefficient μ11 of BT is determined from the magnetic suszeptibility χCGS

v =
−8.47 · 10−8 at 293.8K [41] according to μ11 = μ0

(
χSI
v + 1

)
with χSI

v = 4πχCGS
v .

The coefficient μ22 was estimated, adapting the transversal isotropy of the dielectric
constants κi j to the magnetic permeability. In the state of maximummagnetostriction
the magnetic suszeptibility of CF is χSI

v = 1.16, providing a permeability of μ11 =
2.71 · 10−6 Ns2/C2. The coefficientμ22 is determined based on the same idea as with
BT.

Additionally, the quantities in Table3 have been identified for the nonlinear
reversible constitutive model. Due to the fact, that an appropriate value of μr

11 could
not be found in the literature, μr

11 = 5 has been chosen, relying on similar ferromag-
netic materials.

Table4 illustrates the procedure of how to identify the parameters of the consti-
tutive model based on experimental and numerical curves.
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Table 2 Material properties
of BaTiO3 and CoFe2O4 [22,
29, 41, 43]

BaTiO3 CoFe2O4

C11 [GPa] 162 269.5

C12 [GPa] 77.5 170

C22 [GPa] 166 286

C23 [GPa] 76.6 173

C44 [GPa] 42.9 45.3

κ11 [C/Vm] 12.57 · 10−9 0.093 · 10−9

κ22 [C/Vm] 11.16 · 10−9 0.08 · 10−9

μ11
[
Ns2/C2

]
1.26 · 10−6 2.71 · 10−6

μ22
[
Ns2/C2

]
1.12 · 10−6 2.33 · 10−6

e11
[
C/m2

]
18.6 0

e12
[
C/m2

] −4.4 0

e24
[
C/m2

]
11.6 0

Table 3 Parameters of the
phenomenological material
model adapted to the
constitutive behavior of
CoFe2O4

No. Parameter Unit CoFe2O4

1 η1 - −131 · 10−6

2 η2 - 106 · 10−6

3 ζ 0
1 A3/m3 5.5 · 1015

4 ζ 0
2 A3/m3 2.1 · 1015

5 ζ σ
1 A3/Nm 9 · 1010

6 ρ T 0.6

7 ξ0 N/Vs 1 · 105
8 ξσ m2/Vs 0.3

9 ξσ
0 m2/Vs 6

10 � - 50

Table 4 Identification of the
parameters of the
phenomenological
constitutive model

No. Parameter Calibration

1 η1 Saturation strain εs11 at σi j = 0

2 η2 Saturation strain εs22 at σi j = 0

3 ζ 0
1 ε11 − H - curve at σi j = 0

4 ζ 0
2 ε22 − H - curve at σi j = 0

5 ζ σ
1 ε11 − H - curve at σi j = const �= 0

6 ρ Saturation magnetisation (converted in T )
at σi j = 0

7 ξ0 m − H - curve at σi j = 0

8 ξσ m − H - curve at σi j = const �= 0

9 ξσ
0 m − H - curve (rigidly clamped:

dσi j �= 0)

10 � Slope of B at saturation of magnetisation
(·μ−1

0 ) at σi j = 0
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Table 5 Parameters of the
physically based model
adapted to the constitutive
behavior of BaTiO3 and
AlNiCo 35/5 [10, 22, 34, 39]
(in [34] μr is denoted as μrec)

Parameter Unit CoFe2O4 AlNiCo 35/5

Ec MV/m 0.2 -

Hc = HcB kA/m - 47

P0 C/m2 0.26 -

M0 T - 1.9

εD − 0.01 0.04

a0 µm 5 -

f0 − 0.005 -

K crit
I MPa

√
m 1.4 -

For a plane stress state, the values of σ s
11 and σ s

22 are calculated as follows:

σ s
11 = C11η1 + C12η2 − C12

C22
(C12η1 + C23η2) ,

σ s
22 = C12η1 + C22η2 − C23−

C22
(C12η1 + C23η2) .

(50)

Moreover, the quantities in Table5 have been applied for the physically motivated
model. Due to the lack of elastic and dielectric constants in literature, the values
of Table2 have been taken for AlNiCo 35/5 as well, assuming the same orders of
magnitude.
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Biaxial Tensile Tests
and Microstructure-Based Inverse
Parameter Identification of Inhomogeneous
SMC Composites

Malte Schemmann, Sebastian Gajek and Thomas Böhlke

Abstract Discontinuous fiber reinforced composites offer great advantages for
high-volume lightweight components. The characterization of their process-
dependent, macro-heterogeneous, anisotropic mechanical behavior presents, how-
ever, a challenge to composite material science. Biaxial tensile tests allow for the
loading of various stress states on the specimen. The inhomogeneous stress and
strain fields require an inverse parameter identification. Previous biaxial tensile tests
in the elastic range showed fluctuations in the elastic properties within one specimen.
Micro CT scans suggested that some of these fluctuations derive from an inhomoge-
neous fiber orientation distribution. The identification of a generally inhomogeneous
stiffness leads, however, to an ill-posed problem which does not allow for a unique
solution. We introduce the assumption of linearity between the stiffness tensor and
the fiber orientation distribution. This simplification reduces the problem size to five
degrees of freedom per specimen which do not depend on fiber orientation distribu-
tion. Four of these parameters are identifiable and are determined in a Gauss-Newton
type optimization procedure.

1 Introduction

Due to their good formability, economicalmass-production and high specific strength
and stiffness, discontinuous fiber reinforced polymers are increasingly applied in
components in the automotive industry and the mobility sector in general. The appli-
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Fig. 1 CT scan of amacro-heterogeneous SMCmicrostructure that shows to different flow regions:
almost straight fibers on the left side and curly fibers on the right third of the image, specimen
dimensions: 73 mm × 73 mm × 3 mm

cation of this class of materials is, however, hindered by a lack of a detailed under-
standing of its mechanical behavior.

The material class under consideration is the discontinuous fiber reinforced ther-
moset, Sheet Molding Compound (SMC). Specifically, glass fiber reinforced Unsat-
urated Polyester Polyurethane Hybrid (UPPH) resin is under consideration. The
fibers have a length of 25mm. Typically, parts of SMC such as structural automotive
components are manufactured by compression molding of prepregs. This forming
process leads to a heterogeneous fiber orientation distribution. An example for such
a heterogeneous microstructure is shown in a slice of a Computed tomography (CT)
scan in Fig. 1. Here, characteristic flow regions developed during moldfilling. As a
result, the material behavior is spatially heterogeneous and anisotropic in a process
sensitive way [10].

Within the virtual process chain, this heterogeneity has been taken into account
in moldfilling analysis [1, 17] and homogenization approaches [3, 16] for discontin-
uous fiber reinforced polymers. The mechanical characterization of heterogeneous
composites has been considered in great detail in the literature by the assumption of
homogeneously distributed material properties within the specimen. However, the
consideration of heterogeneous specimens is in an early stage of research.
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For the heterogeneous stress and strain state and multiaxial loading even in cru-
ciform specimen with homogeneous properties, it is, in general, not possible to ana-
lytically identify the material parameters of a constitutive equation. Therefore, an
inverse parameter identification method is needed. Schnur and Zabras [23] introduce
a coupled procedure that links finite element simulations to an optimization method
for inverse parameter identification. Through theminimization of a goal function that
describes the deviation of a simulation and the experiment, the unknown material
parameters are identified.

In the past, many approaches were suggested for the optimization of the goal func-
tion.Akey benefit of gradient free procedures such as neural network computation [4]
and evolutionary algorithms [18] is that no additional model information is needed.
These procedures, however, usually result in comparably high computational cost.An
overview of different gradient methods for inverse parameter identification is given
by Ponthot and Kleinermann [19]. The required gradient can either be estimated
by a finite difference scheme [5, 23] or calculated analytically [12, 13]. The latter
one requires modifications in the finite element code. The development of full field
measurement techniques allows for a parameter identification with inhomogeneous
displacement and strain fields. Lecompte et al. [11] identified the anisotropic elastic
behavior of glass fiber reinforced epoxy. Through using a goal function that com-
pares strain fields, the needed gradient for the optimization method can be obtained
analytically using the constitutive equations without making adjustments to the finite
element code.

A direct tensor notation is preferred throughout the text. Tensor components are
expressed by latin indices, and Einstein’s summation convention is applied. com-
ponents of vectors and tensors refer to the orthonormal basis {e1, e2, e3}. Vectors
and second-order tensors are denoted by lowercase and uppercase bold letters, e.g., a
andA, respectively. Fourth-order tensors are denoted by, e.g.,A,B, . . .. Additionally,
second and higher-order tensors can be written as A〈α〉, where α indicates the tensor
rank. The composition of two second-order or two fourth-order tensors is formulated
by AB and AB. A linear mapping of second-order tensors by a fourth-order tensor
is written as A = C[B]. The scalar product is denoted by A · B. The dyadic product
operator ⊗ is defined as (A ⊗ B) [C] = (B · C)A, higher-order dyadic products of
the same tensor are indicated by n⊗α = n ⊗ · · · ⊗ n, where n⊗α is a tensor with the
rankα times the rank of n. The identity on symmetric second-order tensors is denoted
by Is. Completely symmetric and traceless, i.e. irreducible tensors are denoted with a
prime, e.g., A′. Column vectors and matrices are noted with underscores, e.g., p, A.

2 Experimental Procedure

The specimens are tested in an electro-mechanical biaxial tensile testing machine
from Zwick. Four independent axes allow for a maximum load of 150 kN. Figure2
(left) shows the setup of the machine. Five markers for integrated strain measure-
ments are located on the lower side of the specimen. These markers are traced by the
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Fig. 2 Biaxial tensile testingmachine (left) and cruciform specimenwith markers for displacement
measurement (right)

Fig. 3 Experimental procedure: strain path

integrated strain measurement system Video XTens. The distances between oppos-
ing points d1 and d2 (see Fig. 2 (right)) are used for the load control. Additionally,
the marker positions are used for the active midpoint control of the system which
allows for load application without bending in specimen’s arms, even for highly
heterogeneous specimen. On the upper side of the specimen, a speckle pattern is
applied which is used for full-field strain measurements with the GOM ARAMIS
4M grayscale image correlation system.

Figure3 shows the prescribed strain path, and Fig. 4 the force path over the three
loading steps of the experiments. Firstly (i), the specimen is loaded with a relative
marker distance or average technical strain ε1. The perpendicular axes are in the e2-
direction and controlled in such a way that the force remains at a low contact force.
This strain is maintained whereas the viscosity of the material leads to a decrease
of the tension forces. Secondly (ii), after a relaxation time, the e2-direction is tested
equivalently. Thirdly (iii), an equibiaxial load is applied to the specimen.
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Fig. 4 Experimental procedure: force path

3 Inverse Parameter Identification

In biaxial tensile experiments, the stress and strain fields in the specimen are het-
erogeneous. Due to this heterogeneity, the material parameters cannot be identified
directly, but may be obtained by the solution of an inverse problem. The direct prob-
lem is defined by the strain displacement relation, the balance of linear momentum,
the boundary conditions and Hooke’s law for the constitutive relation between the
stress tensor σσσ (with σσσ = σσσ T) and strain tensor εεε with a position-dependent stiff-
ness C(x)

σσσ = C (x) [εεε] . (1)

The quasi-static boundary value problem - using these relations - is solved with the
FE software ABAQUS.

Furthermore, if the numerically calculated strain field is εεεsim ∈ U sim, whereas C
is the space of stiffness tensors and U sim the solution space of the FEM for strains,
the inverse problem can be defined by:

find C(x) ∈ C , that resolves εεεsim (C(x)) = εεεexp. (2)

In general, the equality of the strain fields εεεexp and εεεsim(C(x)) cannot be assured.
This discrepancy derives frommeasurement uncertainties or modeling errors [13]. A
solution of the inverse problem is, however, obtained by minimizing the correlation
function f (C(x)) that describes the error of the experimental and simulated strains.
The vector r(C(x)) quantifies the deviation of the strain fields. In f (C(x)) and
r(C(x)), only the measurable in-plane strains are considered
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r(C(x)) =

⎛
⎜⎜⎜⎝

εsim11,i, j (C(x)) − ε
exp
11,i, j

εsim22,i, j (C(x)) − ε
exp
22,i, j

γ sim
12,i, j (C(x)) − γ

exp
12,i, j

...

⎞
⎟⎟⎟⎠

i=1...K , j=1...N

. (3)

Since themeshes of the experimentallymeasured strain field is discretizedmuch finer
than the FEM simulation solution, both strain fields are compared in a comparison
mesh. A mapping algorithm interpolates the strain fields on a comparison mesh with
the spatial coordinates xi ∈ Ω, i = 1...K and discrete times t j ∈ T , j = 1...N .

Using the strain vector ε = (ε11, ε22, γ12)
T , the error function f (C(x)) and the

strain deviation r(C(x)), the inverse problem can be rewritten as

f (C(x)) = ||r(C(x))||22 = r(C(x))Tr(C(x)) → min
C(x)∈C

. (4)

The results of experiments with the identification of a homogeneous anisotropic stiff-
ness and consideration of viscous effects in SMC and long fiber reinforced thermo-
plastics can be found in [21]. These results are compared with homogenized material
over the whole specimen with the interaction direct derivative (IDD) estimate [22].

3.1 Note on Fiber Orientation Tensors

Despite the fact that the material microstructure and part dimensions do not show
scale separation (see Fig. 1), mean field modeling is widely used in literature and
within this paper.Here, SMCis considered as a two-phasemicrostructure that consists
of the UPPHmatrix phaseΩM and glass fibersΩF. Thematrix is characterized by the
isotropic matrix stiffness CM and the corresponding volume fraction cM. The fibers
are modeled as straight fibers, therefore, fiber curvature is neglected. Additionally, it
is assumed that all fibers have the same isotropic stiffnessCF and aspect ratio av. The
orientation of each fiber is characterized by the unit vector n, as shown in Fig. 5. The
total fiber volume fraction is cF = 1 − cM. The fiber orientation distribution function

e2
n

e1

e3

Fig. 5 A single fiber with the orientation n
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(FODF) specifies the volume fraction dv/v of fibers with the orientation n with
respect to all fibers (see, i.e. [15, 25]):

dv

v
(n) = f (n) dS. (5)

Here, dS is the surface element on the unit sphere S := {n ∈ R
3 : ‖n‖ = 1}. The

FODF is symmetric, normalized and non-negative:

f (n) = f (−n),

∫
S
f (n) dS = 1, f (n) ≥ 0 ∀n ∈ S. (6)

Tucker [1] introduced the fiber orientation tensors (FOT) of second N, fourth N〈4〉
and nth-order N〈n〉 as follows:

N =
∫
S
f (n)n ⊗ n dS, N =

∫
S
f (n)n ⊗ n ⊗ n ⊗ n dS, N〈n〉 n>4=

∫
S
f (n)n⊗n dS.

(7)

Kanatani [9] calls these tensors orientation tensors of first kind. Equation (6) impli-
cates that A is completely symmetric and normalized. Higher order tensors of the
same kind provide complete information about lower orders,

Ni j = N ji , Ni jkl = N jikl = Nkli j = Nik jl, Nii = 1, Ni jkk = Ni j . (8)

Kanatani [9] introduced fabric tensors of the third kind D〈n〉 as follows. Orientation
tensors of third kind are deviatoric and fully symmetric [6]. Therefore, the nth-
order orientation tensor of third kind has 2n + 1 independent components. These
irreducible orientation tensors are traceless and fully symmetric:

Dii = 0, Di jkl = Djikl = Dkli j = Dik jl, Diikl = 0kl . (9)

By using the orientation tensors of first kind N〈n〉, the orientation tensor of the third
kind can be obtained by

D
′
〈n〉 = 2n + 1

2n

(
2n

n

)
N

′
〈n〉, (10)

where
(n
k

)
are the binomial coefficient. The index notation for the deviatoric part of

a nth-order symmetric tensors can be found in [9]. An approximation of the FODF
by orientation tensors of the third kind is given by

f (n) = 1

4π

(
D〈0〉 + D′

〈2〉 · n ⊗ n + D
′
〈4〉 · n ⊗ n ⊗ n ⊗ n + · · · ) . (11)
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3.2 Implications by the Assumption of the Linearity Between
the Stiffness Tensor and the Fiber Orientation Tensor

The harmonic decomposition of the fully anisotropic stiffness tensor [2, 7, 20, 24]
yields

C︸︷︷︸
21

=
Ciso︷ ︸︸ ︷

k1P1 + k2P2︸ ︷︷ ︸
2

+
CH21︷ ︸︸ ︷

I ⊗ H
′
1 + H

′
1 ⊗ I︸ ︷︷ ︸

5

+
CH22︷ ︸︸ ︷

4J(H
′
2)︸ ︷︷ ︸

5

+
CH4︷︸︸︷
H

′
︸︷︷︸

9︸ ︷︷ ︸
21

, (12)

where the operator J is defined as

4J[A] = (
Aimδ jn + Ainδ jm + A jnδim + A jmδin

)
ei ⊗ e j ⊗ em ⊗ en. (13)

The two isotropic projectors are P1 = (I ⊗ I)/3 and P2 = I
S − P1, IS denotes the

fourth-order identity on symmetric second-order tensors. The tensors H′
1, H

′
2 and

H
′ are completely symmetric and traceless. The coefficients h1 and h2 assemble the

isotropic part Ciso, CH21 and CH22 are first and second deviatoric parts, CCH4 is the
harmonic part. The numbers below the quantities, i.e. in Eq. (12), indicate the number
of independent components of each tensor. The assumption of linearity between C

and the fiber orientation tensors D
′
〈2〉,D

′
〈4〉 lead to the following relationship:

C = k1P1 + k2P2︸ ︷︷ ︸
2

+ α(I ⊗ D
′
〈2〉 + D

′
〈2〉 ⊗ I)︸ ︷︷ ︸

1

+ βJ(D
′
〈2〉)︸ ︷︷ ︸

1

+ γD
′
〈4〉︸ ︷︷ ︸

1

. (14)

IfD〈4〉 and D〈2〉 are known, this assumption reduces the number of unknown parame-
ters from 21 (anisotropic elasticity) to five, namely k1, k2, α, β and γ . These parame-
ters depend on thematrix and the fiber properties, the volume fraction, the fiber geom-
etry, but not the fiber orientation distribution. Therefore, we assume these parameters
as constant within the specimen. The material inhomogeneity derives only from an
inhomogeneous fiber orientation distribution which can be obtained, i.e. by micro
CT analysis or moldfilling simulations.

3.3 Numerical Treatment of the Optimization

Since k1 only describes the relation between the stress and the volume change or
trace of the strain tr(εεε) = ε11 + ε22 + ε33 and ε33, and the out of plane strain is not
measurable (Eq. (3)), the parameter k1 is indifferent with the goal function. If all
the other parameters are combined into the parameter vector p = (k2, α, β, γ ) the
stiffness can be written as

C(x) = C(p, k1,D
′
〈2〉(x),D

′
〈4〉(x)) = C(p). (15)
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A reformulation of the optimization problem leads to

f (p) = r(p)Tr(p) → min
p∈P

. (16)

The given problem is nonlinear and solved numerically. To identify the unknown
parameters p, a Gauss-Newton optimization procedure is used [11]. This procedure
is based on the classical Newton’s optimization method

pk+1 = pk −
[
H(pk)

]−1 ∇ f (pk). (17)

The gradient of Eq.16 can be written as

∇ f (p) = 2J (p)Tr(p), with the Jacobian Ji j (p) = ∂ri (p)

∂p j
. (18)

The Gauss-Newton-Approximation of the Hessian can than be expressed as

H H(p) = 2J (p)T J (p) + 2G(p), with Gi j (p) =
N ·K∑
k=1

∂2rk(p)

∂pi∂p j
rk(p). (19)

Negligence of G(p) yields the Gauss-Newton optimization method

pk+1 = pk −
[
J (pk)

T
J (pk)

]−1
J (pk)

T
r(pk). (20)

The Jacobian required for the Gauss-Newton optimization method is assembled by
partial derivatives of the strain field with respect to the parameter vector p. These
entries are estimated by the constitutive equation σσσ = C (x) [εεε] while assuming the
stress field is independent of p

∂εεε

∂pi
= −C

−1 ∂C

∂pi
[εεε] . (21)

This assumption was successfully used in the identifications of homogeneous param-
eters and showed significant increase performance [11]. In the context of this work,
the comparison to a finite difference scheme of ∂εεε/∂pi showed a difference in the
converged material properties of up to 10%. Therefore, the solution with the analytic
derivative (Eq.21) was used as a starting value for the optimization with the finite
difference scheme, which had a significant higher computational cost because in each
iteration, solutions for small fluctuations of pi had to be calculated. As mentioned
in above, due to the lack of reliable measurement techniques to measure the out of
plane strain of the specimen, the parameter k1 is not identifiable. Its value is obtained
through a Mori–Tanaka [14] homogenization in the following way k1 = 1

3P1 · CMT.
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Fig. 6 Reduction of error in the optimization process (left) and evolution of coefficients (right),
iterations 1–8 obtained byGauss-Newton procedure with analytic Jacobian (Eq. 21), iterations 9–10
obtained by finite difference scheme

Gradient based optimization algorithms are, generally, highly sensitive to a devi-
ation of start values. Hartmann and Gilbert [8] showed that for the case of homo-
geneous isotropic elasticity (surface strain and force measurement including some
measuring uncertainties), the material parameters can be identified at sufficient pre-
cision. However, to minimize the risk of convergence problems, the start values to
the Gauss-Newton method are obtained in the following way.

An inverse parameter identification is used to identify the homogeneous stiffness
of the specimen. In the following step, the heterogeneous stiffness tensor (Sect. 3.2)
is fitted to the homogeneous stiffness tensor using a least-square approach and a
genetic optimization algorithm. The obtained values for k2, α, β, γ are now used as
starting values.

Figure6 (left) shows the convergence behavior of the described optimization pro-
cedure. In average, the Gauss-Newton algorithm converges in less than 10 iterations,
whereas convergence is achieved when the relative change of every parameter is
below 1%. The plot in Fig. 6 left shows the reduction of the error function f (p)
over the Gauss-Newton iterations i . An error reduction of about 25% was obtained.
Figure6 (right) shows the evolution of the four parameters k2, α, β and γ normed to
its converged values.

4 Results and Discussion

Figures7 and 8 depict a comparison between measured and simulated strain fields
for two different biaxial tensile specimens for the load case of equibiaxial tension.
For Fig. 7, the fiber volume fraction of the specimen is 22%, and for Fig. 8 it is
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Fig. 7 Comparisons of the strain fields for the load case of equibiaxial tension. The fiber volume
fraction of the specimen is 22%. Left column: measured strain field by digital image correlation.
Middle column: fitted under the assumption of linearity between the fiber orientation tensor and
stiffness tensor. Right: fitted with a homogeneous stiffness over the specimen

29%. The left columns of both figures show the measured strain field by digital
image correlation. The middle column shows the strain fields obtained by finite
element simulations with the consideration of a heterogeneous material behavior, see
Sects. 3.2 and 3.3. The right column shows finite element results for a homogeneous
stiffness. This stiffness was identified in a state-of-the-art standard procedure [22],
that is similar to the heterogeneous one mentioned above.

Measurement errors at low strains such as 0.2–0.5%, and the evaluation of only
five specimens (two are only shown within this paper) requires to exercise caution
to avoid over-interpretation of the results. Some to the authors reliable findings are,
however, collected in the following.

First, the measured and homogeneously simulated strain fields show significant
fluctuations which additionally motivates an identification of inhomogeneous mate-
rial properties.
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Fig. 8 Comparisons of the strain fields for the load case of equibiaxial tension. The fiber volume
fraction of the specimen is 29%. Left column: measured strain field by digital image correlation.
Middle column: fitted under the assumption of linearity between the fiber orientation tensor and
stiffness tensor. Right: fitted with a homogeneous stiffness over the specimen

The new approach (middle column) covers tendencies of these fluctuations. The
normal strains in Figs. 7 and 8 seem to reproduce the measured strain field not only
qualitatively but also quantitatively. A slice of the CT scan of the specimen in Fig. 8 is
depicted in Fig. 1. The CT scan shows a typical SMC fiber orientation on the left two
third of the specimen,whereas on the right side of the specimen, themoldflow induced
an increased amount of fiber bending. The consideration of the measured strains in
the e1-direction shows an increase on the right side. This suggests a lower stiffness in
this areawhichmay derive from themicrostructure described above. Similarly, on the
lower left side of the image, the fibers seem to be orientated dominantly horizontal,
therefore reduction of the stiffness in the vertical direction could explain the higher
strains.
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5 Conclusions

In contrast to common testing procedures, we introduced a method to character-
ize the microstructure based heterogeneity of SMC in biaxial tensile tests. The
micromechanically-motivated assumption of linearity between stiffness and fiber ori-
entation distribution reduced the problem dimension to four identifiable parameters,
even for a highly heterogeneous fiber orientation distribution. Volumetric compres-
sion is not measurable. However, all other components of the stiffness tensor were
obtained in a single biaxial tensile specimen (plane stress) in one experiment.

Compared to traditional homogenization schemes, the introduced approach
requires one measurement per fiber volume fraction and aspect ratio to predict the
stiffness for any fiber orientation distribution. New measurements are required for a
different fiber volume fraction or fiber aspect ratio. Homogenization approaches on
the other hand do not require tests of the composite, however the elastic properties
of the phases are needed as an input.
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Configurational Forces in a Phase Field
Model for Dynamic Brittle Fracture

Alexander Schlüter, Charlotte Kuhn and Ralf Müller

Abstract In this work, the concept of configurational forces is proposed to enhance
the post-processing of phase field simulations for dynamic brittle fracture. A local
configurational force balance is derived by taking the gradient of the Lagrangian
density of the phase field fracture problem. It is shown that the total configurational
forces computed for a crack tip control volume are closely related to the Griffith
criterion of classical fracturemechanics. Finally, the evaluation of the configurational
within the finite element framework is demonstrated by two examples.

1 Introduction

The numerical analysis of dynamic brittle fracture by so-called phase field models
has gained attention in recent years, see e.g. Hofacker and Miehe [12], Borden et.
al. [3], Steinke et al. [30], Li et al. [17] and Schlüter et al. [28, 29]. In phase field
models for fracture, a scalar order parameter, the phase field, represents cracks in
a continuous manner, i.e. there is a smooth transition zone in which the phase field
varies from a value indicating undamaged material to another value that indicates
completely broken material. Hence, the distribution of the phase field variable can
be seen as a regularized approximation of the crack. Crack growth is governed by
two coupled partial differential equations: the equation of motion and the phase field
evolution equation. These are the Euler–Lagrange equations of Hamilton’s principle
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if, following Griffith’s [9] idea, the fracture energy is interpreted as a part of the
potential energy. Phase field models for dynamic brittle fracture have been able to
predict fracture phenomena like crack branching and intersonic fracture in good
agreement with experiments and theoretical predictions, e.g. in Schlüter et al. [28],
Borden et al. [3] and Li et al. [17]. However, often it is difficult to gain deeper insight
into the computational results and some features of the computational results remain
obscure.

The development of the concept of configurational forces on the other hand started
with Eshelby’s pioneering work [7] and has since been extended and applied to
various fields, see e.g. the textbooks of Gurtin [10], Kienzler and Herrmann [13] and
Maugin [18, 19]. Configurational forces represent the change of potential energy of
a body with respect to certain quantities that characterize the material configuration,
i.e. the size and shape of cracks or the position of an inclusion. This energetic point
of view of material changes links the concept of configurational forces to phase field
models for fracture. Indeed, configurational forces in a phase field model for fracture
have been studied inKuhn andMüller [15], Kuhn [14] andHakim andKarma [11] for
the quasi-static casewhere inertia terms are neglected. In this case, the configurational
force components acting on a crack tip are related towell-knownquantities of fracture
mechanics such as the path-independentJ -integral, see Rice [27], and the fracture
resistance. In contrast to numerical strategies that rely on the configurational forces
in order to model crack propagation such as in Miehe and Gürses [21] and Özenç et
al. [25], the evaluation of the configurational forces is not a necessity in phase field
fracture models. In the context of phase field fracture models, configurational forces
should rather be understood as a post-processing tool that enhances the understanding
of the simulations.

In this work, the idea to consider configurational forces for a phase field fracture
model from Kuhn and Müller [15] is extended to the dynamic case. After a brief
introduction of the employed phase field model for dynamic fracture, a configura-
tional force balance is derived by considering the gradient of the Lagrangian of the
fracture problem. This balance describes the energetic changes associated with a
translation of a crack tip, i.e. crack growth, and is used to highlight the relation of
the phase field model to the Griffith criterion of classical fracture mechanics. Lastly,
two dynamic fracture problems are solved numerically. The analysis of the results
relies on the computed configurational forces and reveals interesting features of the
simulations.

2 A Phase Field Model for Dynamic Brittle Fracture

We consider a homogeneous body Ω ⊂ R
2 with external boundary ∂Ω that consists

of linear elastic material with Lamé parameters λ and µ as well as mass density ρ.
The speed of surface waves in this elastic medium, the Rayleigh wave speed, can be
approximated by
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cr ≈ 0.87 + 1.12ν

1 + ν

√
μ

ρ
, (1)

see Rahman and Michelitsch [26], where

ν = 2
λ

λ + μ
(2)

is the Poisson’s ratio. Themotion of the body is described in terms of the displacement
field u (x, t) = u1e1 + u2e1, where e1 and e2 are the unit vectors in x1- and x2-
direction of a cartesian coordinate system. Physical internal forces are represented
by the Cauchy stress tensor σ (x, t). The fields have to satisfy Dirichlet boundary
conditions

u (x, t) = u∗ (t) (3)

on ∂Ωu and traction boundary conditions

σn = t∗(t) (4)

on ∂Ωt, where n is the outward normal vector on the boundary ∂Ω = ∂Ωu ∪ ∂Ωt.
In addition, initial conditions

u (x, t0) = u0 (x) (5)

and
u̇ (x, t0) = v0 (x) , (6)

where ˙(∗) = ∂(∗)

∂t
indicates the material time derivative, have to be provided. The

linearized strain tensor

ε = 1

2

(
gradu + (gradu)T

)
(7)

serves as a strain measure. Cracks are denoted as Γ , see Fig. 1a, and are approxi-
mated by an order parameter s(x, t) ∈ [0, 1] which varies continuously from s = 1
in undamaged material to s = 0 in fully broken material, as displayed in Fig. 1b. To
be precise, the cracks Γ are replaced by the zero set of s and the surface measure of
Γ is approximated by the crack surface density per unit volume which is formulated
in terms of the order parameter

γ = (1 − s)2

4l
+ l|∇s|2 (8)

as proposed in Bourdin [4]. The integral

∫
Ω

γ dV (9)
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(a) (b)

Fig. 1 a Fractured body with internal discontinuity (sharp crack) Γ b and smooth representation
of the crack by means of a phase field s(x, t)

yields the surface measure of the crack set Γ . Initial cracks in the material are
modelled by specifying initial conditions

s(x, t0) = 0 (10)

for the order parameter. Following Griffith’s idea, the crack Γ is associated with a
fracture energy that is required to create the crack surface. The phase field is used to
approximate this fracture energy in a regularized manner, i.e.

∫
Γ

Gc dA ≈
∫

Ω

ψ sdV = Es, (11)

where
ψ s = Gcγ (12)

is the fracture energy density per unit volume. The parameter Gc denotes the fracture
resistance which is assumed to be a constant material parameter. The length-scale
parameter l controls the width of the phase field approximated crack, i.e. an increase
of l causes the width of the transition zone between broken and unbroken material to
increase as well. It can be shown that the volume integral on the right-hand side of
approximation (11) converges to the surface integral on the left-hand side if l → 0,
as illustrated in Miehe et al. [23]. In order to model the degradation of stiffness in
broken material, the phase field s is linked to the elastic energy of the body, i.e.

Ee =
∫

Ω

ψe (ε, s) dΩ. (13)

where the strain energy density is given by

ψe (ε, s) = ψe
− (ε) + g(s)ψe

+ (ε) . (14)
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The strain energy density is decomposed in a crack driving partψe+ that is affected by
a degradation function g(s) and a part that is associatedwith compressive strain states
ψe−. In the literature, there are several propositions to implement this decomposition,
which all aim to prevent unphysical fracture behaviour in compressive load states.
The model of Miehe et al. [22] proposes a split based on a spectral decomposition of
ε whereas Strobl and Seelig [31] actually take the orientation of the phase field crack
into account. The approach used in this work follows the publication of Amor et
al. [1] and is based on a volumetric-deviatoric decomposition of the strain tensor ε.
The degradation function g(s) models the loss of stiffness in broken material by
reducing the strain energy accordingly, i.e. it has to satisfy g(1) = 1 and g(0) = 0.
The compressive strain energy is not affected by g(s) which models the impenetra-
bility of cracks during crack closure, i.e. no degradation of the compressive stress,
see (16). In this work, the degradation function is chosen to be

g(s) = a(s3 − s2) + 3s2 − 2s3, where a = 0.1 (15)

as proposed in Borden [2]. An additional consequence of leaving ψe− unaffected
by s is that crack growth is not driven by compressive load states, which becomes
apparent in (23). The stress is

σ = ∂ψe

∂ε
= ∂ψe−

∂ε
+ g(s)

∂ψe+
∂ε

. (16)

The kinetic energy of the body is assumed not to be affected by the phase field, i.e.

K (u̇) =
∫

Ω

k dV, where k = 1

2
ρu̇ · u̇. (17)

Eventually, the dynamic fracture problem can be stated using Hamilton’s principle

δ

∫ t2

t1

L dt = 0, (18)

for arbitrary times t1 < t2. The Lagrangian is given by

L =
∫

Ω

L dV + P, (19)

where

P =
∫

∂Ωt

t∗ · u dA (20)

is the work of external forces - neglecting volume forces - acting on the boundary
∂Ωt and

L (u̇, ε, s,∇s) = k(u̇) − ψe (ε, s) − ψ s (s,∇s) (21)
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is the Lagrangian density per unit volume. The Euler–Lagrange equations following
from (18) are the equation of motion

ρü − div σ = 0, (22)

and the phase field equation

∂ψ

∂s
− div

(
∂ψ

∂∇s

)
= 0 ⇔ g′(s)ψe

+ − Gc

[
2l
s + 1 − s

2l

]
= 0, (23)

with
ψ = ψe + ψ s, (24)

as well as the traction boundary conditions

σn = t∗ on ∂Ωt (25)

and the Neumann boundary conditions for the phase field

∇s · n = 0 on ∂Ω. (26)

The Dirichlet boundary conditions for the displacement field have to be specified
as shown in (3) but do not follow directly from Hamilton’s principle. An additional
constraint on the phase field s is necessary to impose the irreversibility of fracture.
This is achieved by defining homogeneous Dirichlet boundary conditions

s(x, t > t∗x ) = 0 if s(x, t∗x ) = 0 (27)

on the crack field. Herein, t∗x is the time when the crack field becomes zero at the
location x for the first time. The extension (27) allows for partial reversibility of the
phasefield because s is interpreted as an indicator field for cracks rather than a damage
variable. Since only the zero set of s is interpreted as the crack, the extension (27)
prevents unphysical crack healing. Details on the implementation in a finite element
scheme can be found in Kuhn [14] whereas details on the interpretation of the phase
field as a damage-like variable and the corresponding irreversibility constraint can
be found in Miehe et al. [23].

3 Configurational Force Balance for a Phase Field Model
for Dynamic Brittle Fracture

Crack growth corresponds to a translation of the crack tip with respect to its coordi-
nates z in the reference configuration. As explained in Kienzler and Herrmann [13],
a configurational force balance law that captures the energy change due to a trans-



Configurational Forces in a Phase Field Model for Dynamic Brittle Fracture 349

lation of the considered defect, in our case the crack tip, can be found by taking
the gradient of the Lagrangian density. In the phase field model, the evolution of
the phase field is governed by the Lagrangian (19) but also by the irreversibility
constraint (27). Thus, a configurational force balance law derived by taking the gra-
dient of the Lagrangian density without incorporating the irreversibility constraint
does only describe the fracture process as long as the load is high enough to sus-
tain the cracks and the irreversibility constraint does not play a role. We still follow
the gradient of the Lagrangian approach to derive the configurational force balance
but discuss the neglected irreversibility condition as part of the interpretation of the
computational results in Sect. 5. In order to determine the energetic driving force on
a particular crack tip, the Lagrangian density L is considered to additionally be a
function of the position of that crack tip z and the gradient

−∇L (u̇, ε, s,∇s, z) =
(

∂ψ

∂s
s,k + ∂ψ

∂s,i
s,ik + ∂ψ

∂εi j
εi j,k − ∂k

∂ u̇i
u̇i,k − ∂L

∂zi
zi,k

)
ek

(28)

is computed. Employing Einstein’s summation convention and making use of the
identities

∂ψ

∂s,i
s,ik =

(
s,k

∂ψ

∂s,i

)
,i

−
(

∂ψ

∂s,i

)
,i

s,k (29)

and
∂ψ

∂εi j
εi j,k = (

u j,kσ j i
)
,i − ui,kσi j, j (30)

the components of Eq. (28) can be rewritten as

−L,k =∂ψ

∂s
s,k +

(
s,k

∂ψ

∂s,i

)
,i

−
(

∂ψ

∂s,i

)
,i

s,k

+ (
u j,kσ j i

)
,i − ui,kσi j, j − ∂k

∂ u̇i
u̇i,k − ∂L

∂zi
zi,k

(31)

By means of the equation of motion (22), the evolution Eq. (23) and the definition of
the linear momentum

p = ∂k

∂ u̇k
ek = ρu̇ (32)

we obtain

− ∇L =
((

s,k
∂ψ

∂s,i
+ u j,kσ j i

)
,i

− ui,k ṗi − pi u̇i,k − ∂L

∂zi
zi,k

)
ek (33)
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which with

− ∇L = −(L δki ),i ek, δi j =
{
1 if i = j

0 else
(34)

can be recast in the form
g = divΣ − ṗ. (35)

Here, the configurational stress tensor

Σ = Σe + Σs (36)

consisting of the dynamic Eshelby stress tensor or elastic part of the configurational
stress tensor

Σe = ((
ψe − k

)
δi j − uk,iσk j

)
ei ⊗ e j , (37)

and the cohesive configurational stress tensor

Σs =
(

ψ sδi j − s,i
∂ψ

∂s, j

)
ei ⊗ e j (38)

has been introduced. The symbol “⊗” denotes the dyadic product. The expression

p = −ui,k pi ek = − (gradu)T p (39)

denotes the so-called pseudo-momentum, see e.g. Maugin and Trimarco [20],
whereas the quantity

g = −zi,k
∂L

∂zi
ek (40)

is the local contribution of the state [u̇(x, t), ε(x, t), s(x, t),∇s(x, t)] at x to the
energetic driving force that acts on the crack tip z.Alternatively,gmight be interpreted
as a measure of the change of L at x due to an infinitesimally small translation of
the crack tip z. By integration over a subdomain R of Ω , a global form of the
configurational force balance

∫
R
g dV

︸ ︷︷ ︸
GR

=
∫
R
divΣe dV

︸ ︷︷ ︸
Ge

R

+
∫
R
divΣs dV

︸ ︷︷ ︸
Gs

R

−
∫
R
ṗ dV

︸ ︷︷ ︸
−PR

,

GR = Ge
R + Gs

R + PR

(41)

is obtained. In contrast to g, the quantityGR represents the resulting configurational
force on z of the states [u̇(x, t), ε(x, t), s(x, t),∇s(x, t)] of all x inside R.



Configurational Forces in a Phase Field Model for Dynamic Brittle Fracture 351

4 Discussion of the Configurational Force Balance

In this section, the configurational force balances thatwere established in the previous
section are discussed. In particular, their role as a means to highlight the connection
between phasemodels for dynamic brittle fracture andGriffith’s description of brittle
fracture in the framework of dynamic linear elastic fracture mechanics (LEFM) is
explained.

To this end,we consider a LEFMmodel of the crack tip and the region surrounding
it, see Fig. 2a as well as the corresponding phase field representation, see Fig. 2b. In
order to evaluate the relevant energetic driving forces on a particular crack tip, suitable
control volumes should at least contain all particles that constitute the near tip region
and no other crack tip. Hence, a disc with radius δ that is centered around the crack
tip z

Dδ(t) = {x(t) ∈ Ω : ‖x(t) − z(t)‖ ≤ δ} (42)

is chosen as a control volume for the phase field problem and a ξ -η-coordinate system
is introduced where eξ is tangential to the crack path at z. The control volume for
the respective LEFM problem, is bounded by the contour ∂D′

δ and the crack faces
as displayed in Fig. 2a. Presume that

A: the boundary conditions at the crack faces are adequately modeled by (14).

In that case,

B: the displacements u in Dδ but outside the subset Rs ⊂ Dδ where the phase field
is significantly different from s = 1 are assumed to be a good approximation
of the displacements u′ that are obtained for the otherwise identical problem
formulated in the framework of dynamic linear elastic fracture mechanics, see
Fig. 1a. The size of Rs depends on the length-scale parameter l which is assumed
to be small compared to δ. Consequently, it is also ∂Dδ,A→B ≈ ∂Dδ .

(a) (b)

Fig. 2 a Crack tip region of a problem formulated in the framework of linear elastic fracture
mechanics (LEFM) and b the associated phase field representation of the crack tip region
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Assumption B is motivated by the proofs ofΓ -convergence for the quasi-static phase
field model, e.g. in Chambolle [5] which establish a link between the global energies
and their minimizers obtained in a free-discontinuity model on the one hand and a
phase field model on the other hand. Furthermore, we choose

C: Dδ to be small enough compared to a typical length-scale L of the problem to
ensure that the fields on ∂Dδ \ ∂Dδ,B→A and ∂D′

δ are the universal crack tip
fields known from linear elastic fracture mechanics.

Addtionally,

D: it is assumed that the fields in Dδ are smooth enough to allow the gradient and
divergence operations.

Assumption C justifies that for any fields φ (x, t) that show high gradients in the
near-tip region the "transport condition of the singularity" assumption

E:
∂φ

∂t
≈ −∇φ · v, (43)

with the crack tip velocity
v = d

z
dt (44)

is made, see Ehrlacher [6]. In particular,

− u̇ ≈ (gradu) v and − ü ≈ (gradu̇) v (45)

is used which also implies

k̇ = ρü · u̇ ≈ −∇k · v. (46)

In order to find out how the configurational force balances relate to the energy
release rate known fromdynamic linear elastic fracturemechanics, theworking of the
dynamicEshelby stress tensor and the pseudo-momentumon Dδ are considered.With
the definition of the dynamic Eshelby stress tensor (37), of the pseudo-momentum
(39), the divergence theorem, the symmetry of the stress tensor, the fact that v is
constant in Dδ , (45) and (46)1 we obtain

[∫
∂Dδ

Σenδ dA

]
· v −

[∫
Dδ

ṗ dV

]
· v

=
[∫

∂Dδ

(
ψe − k

)
nδ dA

]
· v −

[∫
∂Dδ

(
(gradu)T σ

)
nδ dA

]
· v

+
[∫

Dδ

(
(gradu)T ṗ + (gradu̇)T p

)
dV

]
· v

=
∫

∂Dδ

((
ψe − k

)
v · nδ − σ u̇ · nδ

)
dA − 2

∫
Dδ

k̇ dV .

(47)



Configurational Forces in a Phase Field Model for Dynamic Brittle Fracture 353

Application of the gradient theorem to the kinetic energy density

∫
Dδ

∇k dV =
∫

∂Dδ

knδ dA, (48)

taking the dot product with v on both sides and using (46) results in

∫
Dδ

k̇ dV ≈ −
∫

∂Dδ

knδ dA · v. (49)

Thus, we obtain from (47) and (49)

[∫
∂Dδ

Σenδ dA

]
· v −

[∫
Dδ

ṗ dV

]
· v ≈

∫
∂Dδ

((
ψe + k

)
nδ · v + σ u̇ · nδ

)
dA.

(50)

Division by the absolute value of the crack tip velocity v and making use of v ≈ veξ

yields (
Ge

Dδ
+ PDδ

) · eξ ≈ 1

v

∫
∂Dδ

((
ψe + k

)
nδ · v + σ u̇ · nδ

)
dA. (51)

From assumptions B it follows that

1

v

∫
∂Dδ ,A→B

((
ψe + k

)
nδ · v + σ u̇ · nδ

)
dA

≈ 1

v′

∫
∂D′

δ

((
ψe ′ + k ′)n′ · v′ + σ ′u̇′ · n′) dA

(52)

where the boundary is split into two segments ∂Dδ,A→B and ∂Dδ,B→A, see Fig. 2b.
Herein, (·)′ marks the respective quantities obtained in the otherwise identical prob-
lem formulated in the framework of linear elastic fracture mechanics. Presuming
that the tip domain is indeed small, see assumption C, the integrals in (52) are path-
independent and the dynamic energy release rate is

G = 1

v′

∫
∂D′

δ

((
ψe ′ + k ′) n′ · v′ + (

σ ′u̇′) · n′) dA, (53)

e.g. see Freund [8]. By means of (53) and the relations (51) and (52) we eventually
obtain a linkbetween the configurational forces in the phasefieldmodel andquantities
from classical fracture mechanics as

G ≈ (
Ge

Dδ
+ PDδ

) · eξ . (54)

In order to obtain an interpretation of the cohesive configurational stress the procedure
described in Kuhn [14] is followed. Firstly, the divergence theorem is applied to the
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second term on the right-hand side of (41), i.e.

Gs
Dδ

=
∫
Dδ

divΣs dV =
∫

∂Dδ

Σsnδ dA =
∫

∂Dδ,A→B

Σsnδ dA +
∫

∂Dδ,B→A

Σsnδ dA.

(55)

On the first segment Σs |∂Dδ,A→B
= 0 since s ≡ 1. If the second segment is sufficiently

far away from the crack tip, i.e. assumption B is fulfilled and the crack is straight
inside Dδ , it is reasonable to assume that the phase field has the same shape in
η-direction as the 1D solution derived in Kuhn [14],

s(x1, x2)|∂Dδ,B→A
= 1 − exp

(
−|η|

2l

)
. (56)

Thus, it is

Σs
∣∣
∂Dδ,B→A

=
(

ψ s 0
0 0

)
(57)

with

ψ s = Gc

2l
exp

(
−|η|

l

)
. (58)

Eventually these considerations yield

Gs
Dδ

=
∫

∂Dδ,B→A

Σsn dA =
∫

∂Dδ,B→A

(−ψ s

0

)
dη =

(−Gc

0

)
= −Gceξ . (59)

Hence, with (54), (59) and (41) we find that the configurational force balance applied
to an appropriately small crack tip disc Dδ in the form

GDδ
· eξ = (

Ge
Dδ

+ PDδ
+ Gs

Dδ

) · eξ = 0 (60)

is closely related to the Griffith condition for stable crack growth

G = Gc. (61)

TheGriffith condition is fulfilled ifGDδ
= 0, i.e. the crack driving forcesGe

Dδ
+ PDδ

balance the cohesive configurational force Gs
Dδ
.

In order to judge whether the size of the control volume Dδ is chosen large enough
in order to complywith assumptionB,we consider a second tip disc control volume R
with radius δR > δ and a third control volume Rδ = R \ Dδ that does not include the
crack tip, any other crack tip nor the regions dominated by the stress concentrations
surrounding them. It is

∫
R

(
divΣe − ṗ

)
dV =

∫
Rδ

(
divΣe − ṗ

)
dV +

∫
Dδ

(
divΣe − ṗ

)
dV . (62)
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The integral
∫
Rδ

(
divΣe − ṗ

)
dV represents the crack-extending energetic driving

force on z that results from the states [u̇(x, t), ε(x, t), s(x, t), ] of all x inside Rδ ,
see (41). Since no stress concentration is located in Rδ , it is

∣∣∣∣
∫
Rδ

(
divΣe − ṗ

)
dV

∣∣∣∣ �
∣∣∣∣
∫
Dδ

(
divΣe − ṗ

)
dV

∣∣∣∣ . (63)

From (62) it follows

∫
R

(
divΣe − ṗ

)
dV ≈

∫
Dδ

(
divΣe − ṗ

)
dV . (64)

Equation (64) implies that the value of the above integral is insensitive to a further
increase of the size of the control volume if the crack tip field is sufficiently contained
in Dδ . Hence, δ is chosen large enough, if (64) is fulfilled for δR > δ.

By taking the dot product with eξ on both sides of (64), we obtain bymeans of (54)

G ≈
∫
R

(
divΣe − ṗ

)
dV · eξ (65)

Relation (59) holds for larger control volumes as well as long as the crack is straight
and aligned with eξ . Hence, under these conditions, the configurational force balance
in the form (60) can be applied to a large control volume and still be related to the
Griffith condition (61).

5 Numerical Examples

In order to demonstrate the significance of the derived configurational force balances
for the analysis of phase field simulations of fracture, two numerical experiments
are performed. The set of coupled Eqs. (22) and (23) is solved by a finite element
scheme with bilinear shape functions, implicit time integration and automatic step
size control, see Schlüter et al. [29] for details. The degradation function used in
Schlüter et al. [29] differs from the general cubic formulation used in thiswork,which
may raise the question whether this variation has any consequences for the numerical
solution strategy. Indeed, in Kuhn et al. [16] a monolithic finite element scheme
with bilinear shape functions proved to have difficulties predicting crack nucleation
in previously undamaged material if a degradation function of the type (15) with
a = 0 was used. However, these difficulties are removed for a > 0. Furthermore,
crack nucleation in pristine material is not considered in this work. Consequently,
the chosen numerical solution strategy is assumed to be suitable for the presented
problems. The computation of the configurational forces within the finite element
framework is explained in Müller et al. [24], Kuhn and Müller [15] and Kuhn [14].
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5.1 Crack Arrest

To begin with, a tension-loaded specimen with an initial crack as depicted in Fig. 3a
is considered. The length-scale parameter is set to l = 0.02L and the element size
h of the regular mesh is small enough to resolve the phase field crack properly, i.e.
h = 2l. The Lamé parameters of the material are λ = µ, i.e. the Poisson’s ratio is
ν = 1

4 . The applied displacement, u∗(t) = ± u∗(t) e2, is controlled such that after
initial crack growth in x1-direction - with crack speeds of around half the Rayleigh
wave speed cr - the crack arrests and the velocity drops to zero, see the magenta line
in Fig. 3b. The maximum applied displacement is umax = 0.8

√
G c L/2µ which causes

the crack to extend from its initial size of 0.5L to its final length of 1.53L . The
crack speed is calculated from a post-processing regression analysis of a series of
subsequent crack tip positions. Herein, the current crack tip position z(t) is identified
with the position of the node I that is themost advanced on the crack path and fullfills
sI = 0. Subsequently, a polynomial is fitted to this discrete representation of the crack
tip location in order to get a smoothed representation of the crack tip position as a
function of t

z̃(t) ≈ z(t), (66)

which allows to compute the crack speed as

v = ˙̃z (67)

(a)

(b)

Fig. 3 a Phase field s (contour), domain Dδ (circle), total configurational forceGDδ
in the unloaded

state (arrow). b Applied load u∗ and crack speed v (solid lines), Rayleigh wave speed (dashed line)
and the point in time (black circle) at which the convergence study displayed in Fig. 4a is performed
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(a) (b)

Fig. 4 a configurational force components evaluated at time t = 9.6
√

L2ρ/2µ for different radii of
the control volume. b ξ -components of the configurational forces for a tip disc control volume with
a radius of δ = 20l, see also the vertical black line in Fig. 4a, period of crack growth (grey area)
and point in time at which Fig. 4a is recorded (vertical black line)

and the tangential vector as

eξ = v
|v| , (68)

see also Fig. 6a.
Figure4a shows the ξ -component of the configurational forces Ge

ξ + P
ξ
, Gs

ξ and

Gξ evaluated at time t = 9.6
√

L2ρ/2µ for different sizes of the tip control volume. The
index (∗)Dδ

is skipped for clarity from this point on, whereas the underbar notation *
indicates that the respective quantities are evaluated numerically. It can be observed
that control volumeswith a radius smaller than δ = 10l do not yield converged values
of the configurational force components Ge

ξ + P
ξ
and Gs

ξ . In this case, the tip disc is
too small compared to l to include the near tip stress field or to evaluate the cohesive
fracture resistance force correctly. Thus, assumption B, see the previous chapter, is
violated and the computed configurational forces cannot be related in any way to the
energy release rate G or the fracture resistance Gc. Larger control volumes however
approve that - apart from a slight overestimation of the cohesive configurational
force which is typical for finite element discretizations of phase field models for
fracture, see e.g. Kuhn [14] and Borden [2] - the cohesive force is Gs

ξ ≈ −Gc. Thus,
the cohesive configurational force Gs

ξ represents the materials resistance to crack
propagation in accordance with (59). The part Ge

ξ + P
ξ
on the other hand is the

crack driving component which counteracts the cohesive force Gs
ξ . For all control

volumes, the total tip configurational force is Gξ ≈ 0, which underlines the phase
field model’s connection to the Griffith condition (61). The crack tip control volume
needs to be chosen large enough such thatGe + P is insensitive to a further increase
of the radius δ, see (63). As can be observed in Fig. 4a this is fulfilled for a size of at
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least δ = 10l. For further analysis, we choose δ = 20l in this example, see also the
vertical black line in Fig. 4a.

Figure4b shows records of the configurational forces with respect to time for a
control volume of size δ = 20 l. Initially, only the cohesive configurational force
is non-zero and its ξ -component agrees well with Gc as mentioned above. Over
the course of the simulation this does not change significantly, except for a slight
increase of |Gs

ξ |well before crack initiation. The elastic component of the configura-
tional forceGe

ξ is the crack driving force. It is controlled by the applied displacement
load, see also Fig. 3b, and decreases as soon as the displacement load is reduced.
Inertial effects are present even before crack initiation at time t ≈ 7.3

√
L2ρ/2µ which

becomes apparent in the nonzero pseudo-momentum P
ξ
. However, up to crack ini-

tiationP
ξ
oscillates around zero and only shows a clear trend to negative values dur-

ing the period of crack propagation 7.3
√

L2ρ/2µ < t < 11.3
√

L2ρ/2µ where it reaches
peak values of around −0.5Gc. Thus, in this stage of the simulation P

ξ
represents

a resistance to crack propagation which is in contrast to Gs
ξ due to inertial effects

and not due to the cohesion of material particles. Note that the Griffith condition
Gξ ≈ 0 is fulfilled during crack growth. In the last stages of crack growth, i.e. for

t > 10.9
√

L2ρ/2µ, positive values ofP
ξ
can be observed which imply a crack driving

inertial force. It can be concluded that there is an inertial resistance to crack decel-
eration that keeps the crack growing although Ge

ξ does not provide a sufficiently
large crack driving force anymore to overcome the material resistance Gs

ξ . Eventu-
ally, Ge

ξ drops to the point that the Griffith condition is no longer satisfied and the
crack stops. Initially, the total configurational force is Gξ ≈ −Gc, since the crack tip
is unloaded and thus Ge

ξ = 0 and P
ξ

= 0 but the material’s resistance Gs
ξ = −Gc

is non-zero. A negative ξ -component of the total configurational force implies that
the resulting energetic driving force on the crack tip favors a recession of the crack,
i.e. crack healing. Hence, an according evolution of the order parameter should take
place in this subcritical load state. However, such an evolution of s is prevented by
the irreversibility constraint (27). The irreversibility constraint counteracts the crack
closing energetic driving force Gs

ξ in subcritical load states but - since the antago-
nistic irreversibility force is not accounted for in the configurational force balances
(35) and (41) - Gξ ≈ −Gc follows.

This example demonstrates the main character of the different components of the
crack tip configurational force. The elastic part Ge

ξ is the crack driving energetic
force, whereas Gs

ξ andPξ
represent the material’s and the inertial resistance to crack

propagation. During crack deceleration the inertial forces may also play a crack driv-
ing role, i.e. P

ξ
> 0. The fact that Gξ ≈ 0 during crack propagation highlights the

connection of the phase field model to Griffith’s description of crack growth. Fur-
thermore, it is found that states at which Gξ < 0 have to be interpreted as subcritical
load states where the irreversibility constraint (27) comes into effect. Additionally,
it is observed that the size of the control volume needs to be large enough compared
to the length-scale parameter l in order to yield useful results, e.g. δ > 20l. Above
this critical size, the configurational force components Ge

ξ + P
ξ
, Gs

ξ and Gξ are
insensitive to a further increase of the size of the control volume.
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5.2 Branching

In this section, the concept of configurational forces is employed to study dynamic
crack branching in the phase field model. A body with an initial crack as displayed in
Fig. 5a is considered. The Lamé parameters of the material are λ = µ, i.e. ν = 1/4.
Again, a regular mesh with an element size of h = 2 l is used where the length-scale
parameter is set to l = 0.005 L . The traction load t∗ = ±t∗e2 is increased linearly to
its maximum value of tmax = 1.0

√
2µG c/L and afterwards held constant, see Fig. 5b.

The crack originally propagates in x1-direction and eventually branches, see the crack
pattern displayed in Fig. 6a. It is not possible to unambiguously identify the moment
of branching since the diffuse phase field representation of the crack surface does not
allow to identify distinct crack tips in the very early stages of the branching process.
Instead, branching is announced by a period A of crackwidening and the formation of
bulges indicating the directional instability of the crack, see Fig. 6b. Subsequently,
pronounced bulging of the crack tip initiates crack branching and eventually two
distinct crack tips can be identified. This branching period is denoted as B and lasts
from t = 1.63

√
L2ρ/2µ to t = 1.76

√
L2ρ/2µ, see also Figs. 5b and 6b.

The crack speed - recorded for the lower branch - reaches its maximum value of
v ≈ 0.56cr right after branching occurs, see the magenta line in Fig. 5b. The config-
urational force components acting on a control volume of size δ = 15l are displayed
in Fig. 6b. In addition to the computed data (thin lines) the corresponding moving
average filtered data sets (thick lines) are plotted. The filtered data corresponds to
the unweighted mean of the data of the last 30 time steps and the resulting lag is
corrected. This post-processing step is necessary to make the strongly oscillating
configurational forces more accessible to interpretation. After this smoothing step
it becomes obvious that the main characteristics of the configurational force com-
ponents from the previous numerical example remain the same. Again, Ge

ξ > 0 is

(a)
(b)

Fig. 5 a Setup for the branching problem and b crack speed v and applied traction load t∗. The
period of crack branching B is indicated by the grey region
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(a)

(b)

Fig. 6 a representation of the crack pattern by successive crack tip positions z̃ (black lines),
tangential vectors eξ for the lower (blue arrows) and upper (red arrows) branch, illustration of the
ξ -η-coordinate system. b ξ -components of the configurational forces for a tip disc control volume
with a radius of δ = 15l (thin lines) and corresponding moving average filtered data (thick lines).
The stages of branching A, B, C are indicated by regions of different shades of grey

the crack driving force whereas Gs
ξ < 0 andP

ξ
< 0 represent the material and iner-

tial resistance to crack propagation. In contrast to the previous example however,
the total configurational force acting on the crack tip is slightly larger than zero in
the phase of notable crack widening A, and shows peak averaged values of around
Gξ ≈ 1.0 Gc during crack branching, i.e. phase B. This suggests that the crack driv-
ing force exceeds the inertial and material resistance and thus, an additional crack
tip is formed to transform sufficient amounts of energy. Period C that lasts from
t = 1.76

√
L2ρ/2µ to t = 1.94

√
L2ρ/2µ denotes the period where branching already

took place but the two crack tips are still located in D15l . In this phase, domain inde-
pendence of Ge

ξ + P
ξ
, i.e. (63), is not valid since more than one stress concentration

is contained in D15l . Note that the cohesive configurational force Gs
ξ peaks signifi-

cantly later than Gξ , i.e. at the end of C , driving the total configurational force Gξ

back to zero. The absolute values of the inertial configurational force before branch-
ing of |P

ξ
| > 1.0Gc exceed the maximum values of the previous, non-branching

example.
The various components of the tip configurational force are displayed in Fig. 7

for different sizes of the crack tip control volume ranging from δ = 10l to δ = 20l.
As expected, the elastic configurational force Ge

ξ and the pseudo-momentumP
ξ
for

themselves are clearly dependent on the size of the control volume, since their graphs
(quantitatively) vary significantly for different δ, see Fig. 7a. The sum Ge

ξ + P
ξ
,

plotted in Fig. 7b, on the other hand is less sensitive to the size of the control volume,
which is in good agreement with the considerations that led to (63), see Fig. 7b. A
significant difference in the graphs of Ge

ξ + P
ξ
can however be noted directly after
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(a)

(c)

(b)

(d)

Fig. 7 Configurational force components for different radii of the tip disc: a the elastic partGe
ξ (red)

and the pseudo-momentum P
ξ
(green), b the sum of the elastic part and the pseudo-momentum

Ge
ξ + P

ξ
, c the cohesive configurational force Gs

ξ and d the total configurational force Gξ . The
branching period B is indicated by the grey region

crack branching. This is due to the fact that the second crack tipmay still be contained
in a larger control volumewhile it is not located in a smaller control volume anymore.
The quantity Ge

ξ + P
ξ
corresponds to the dynamic energy release rate, see (65), and

reaches values larger than 1.3 Gc with an increasing tendency prior to branching and
∼ 2.0 Gc during the period of crack branching B.

The cohesive configurational forces show pronounced peak values. Their magni-
tude as well as the time of their occurrence is clearly dependent on δ, see Fig. 7c. The
peak occurs right before the second crack tip exits the respective control volume, i.e.
at the end of period C, and is thus delayed for larger control volumes. Larger control
volumes also contain a larger part of the second crack (tip) and hence the absolute
value of Gs

ξ is larger as well. Apart from these features, the cohesive configurational
force provides a resistance to crack propagation slightly larger than Gc as explained
in the previous example.

The total configurational force Gξ also shows a low sensitivity on δ. All graphs
in Fig. 7d have a significant peak during crack branching in common. Its magnitude
ranges from Gξ ≈ 0.7Gc for δ = 10 l to Gξ ≈ 1.0Gc for δ = 20 l. In contrast to the
crack arrest simulation however,Gξ is slightly larger than zero before and after crack



362 A. Schlüter et al.

branching. Consequently, the Griffith condition (61) is not perfectly fulfilled but the
crack driving force exceeds the cohesive material resistance.

The evaluation of the configurational forces in this numerical example suggest
that a critical energy release rate G ≈ Ge

ξ + P
ξ
and total configurational forceGξ go

along with dynamic crack branching. Furthermore, it shows that the energy release
rate G ≈ Ge

ξ + P
ξ
, the cohesive configurational force Gs

ξ and the total configura-

tional force Gξ are less sensitive to the size of the crack tip control volume than Ge
ξ

and P
ξ
, which is in good agreement with the considerations made in Sect. 4.

6 Conclusions

In this work, the concept of configurational forces is proposed to enhance the post-
processing and the interpretation of the results of phase field simulations for dynamic
brittle fracture. A local configurational force balance is derived by taking the gradient
of the Lagrangian density of the phase field fracture problem. It is shown that the total
configurational forces computed for a crack tip control volume are closely related to
the Griffith criterion of classical fracture mechanics.

The relevance of the configurational forces as a post-processing tool for dynamic
phase field simulations is illustrated by means of two examples. The first example
deals with a crack arrest scenario, where an initially fast growing crack stops again.
Here, the inertial resistance to crack propagation at high crack speeds can be visu-
alized by considering the pseudo-momentum of the crack tip. Furthermore, the con-
nection to the Griffith criterion is established by noting that the total configurational
force tangential to the direction of crack growth is approximately zero during crack
propagation. The second numerical example deals with the phenomenon of dynamic
crack branching. In this case, configurational forces yield interesting insights in the
simulations. Right before branching, the absolute value of the crack driving con-
figurational force exceeds the resistant cohesive configurational force by a factor
of around two. This indicates that an additional crack tip needs to be nucleated in
order to match the energy flux to the crack tip with the energy that can be dissipated
during the creation of the new fracture surface. Furthermore, the observation of these
critical values of the crack driving force enable the identification of crack branching
even before two distinct crack tips can be observed in contour plots of the phase field
variable.

It is concluded that the concept of configurational forces is indeed helpful to
reveal features of phase field simulations for dynamic brittle fracture. Furthermore,
the decomposition of the configurational force acting on a phase field crack tip and
the interpretation of its components highlight the relation of the model to Griffith’s
energetic description of brittle fracture.
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Abstract In smart structural applications, multi-layered piezocomposite plates are
very common for the study of active control applications. In this paper a finite ele-
ment formulation is presented to model the static and dynamic response of laminated
composite plates containing integrated piezoelectric sensors and actuators subjected
to electrical and mechanical loadings. The formulation is based on a third order
shear deformation theory and Hamilton’s principle. A nine-noded C0 plate element
is implemented for the analysis. The element was developed to include stiffness and
the electromechanical coupling of the piezoelectric sensor/actuator layers. The elec-
tric potential is assumed to vary linearly through the thickness for each piezoelectric
sublayer. The model is validated by comparing with existing results documented
in the literature. A displacement and optimal LQR control algorithm is used for
the active control of the static deflection and of the dynamic response of the plates
with surface bonded piezoelectric sensors and actuators layers or patches. The main
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1 Introduction

Smart composite structures have attracted a great deal of attention in the last few
decades due to their significant potential applicability in various industrial and
research areas. Piezocomposites constitute a significant class of smart structures and
have been studied extensively. Dealing with smart composite structures requires the
possibility ofmodelling and simulation of their behavior. Stress and strain distribution
within a multilayer composite may require careful approximation that deviates from
classical thin plate theories. This is mainly due to the higher contribution of shear
and the effect of weak points like glue layers and interfaces. It is widely accepted that
higher-order shear deformation theory (HSDT) is essentially required for the accu-
rate modelling of thick plates. If one uses the classical plate theory for modelling
of thick laminated structures made of advanced composites (e.g. graphite/epoxy,
boron/epoxy) whose elastic to shear modulus ratios are very large, the errors in
deflections, stresses, natural frequencies and buckling loads become higher. Reddy
[1] also showed that HSDT improves the in-plane response even in the case of thin
laminated composite structure. Thus, if the substrate of a smart structure is amultilay-
ered laminated composite structure, one should consider the effect of transverse shear
deformation to obtain an accurate response. A variety of higher order lamination the-
ories has been proposed in order to improve the transverse shear stress calculation.
Kant and Manjunatha [2] developed a nine-node finite element (FE) having seven
degrees of freedom per node to perform free vibration analysis of unsymmetrically
laminated multilayered plates. Goswami [3] presented a simple C0 FE formulation
for nine-node FEwith six degrees of freedombased onHSDT. Lee andKim [4] devel-
oped a four-node laminated plate element by using a higher order shear deformation
theory and assumed strains to perform the FE analysis of laminated composite plate
structures.

The recent advances in smart structures have prompted interest in more accurate
modelling and simulation of their coupled electro-mechanical behavior for active
control applications. FE models for piezoelectric composite beams and plates have
been reported in Refs. [5]–[12]. Ray et al. [13] developed a two-dimensional eight-
noded isoparametric finite element for modelling the distributed coupled electrome-
chanical behavior of smart structures using higher-order displacement theory. In
Ref. [14] a higher-order, shear-flexible piezolaminatedC1 QUAD 8multi-layer com-
posite plate finite element with 48 elastic degrees of freedom per element and 9 elec-
tric degrees of freedom per element per piezoelectric layer has been presented for the
analysis of multi-layer smart composite structures. The electric potential is assumed
to vary quadratically over the thickness, following [15], representing the potential
induced due to bending deformation more accurately, by interpolating using nodal
mid-plane electric potentials and one electric degree of freedom representing the
potential difference between the top and bottom surfaces of the piezoelectric layer.
Phung–Van et al. [16] presented a simple and effective formulation to investigate
static, free vibration and dynamic control of piezoelectric composite plates inte-
grated with sensors and actuators, based on isogeometric analysis and higher order
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shear deformation theory. Recently, the static behavior of a laminated composite flat
panel, surface bonded with and without piezoelectric and/or magnetostrictive layers,
have been analyzed in [17]. The plate has been modeled in the framework of the
HSDT mid-plane kinematics discretised using suitable FEM with sixteen degrees of
freedom.

Additionally, several other analytical and numerical methods [18–20] are promis-
ing to solve various piezoelectric structures.

The objective of this work is to develop a finite element model for active control of
multilayer piezocomposite plates using higher order shear deformation displacement
theory. The core elastic part of the smart plate is a laminate made of several plies
with different material orientations. The plate is integrated with piezoelectric layers
or patches polarized in the thickness direction. The overall structure is considered as
a laminated plate with the integrated piezoelectric and sensor layers as the bounding
plies of the laminated plate. In order to create a flexible model, suitable for both
classical (statics, dynamics, control) as well as advanced applications (delamination,
damage, consideration of glue material), a nine-node quadrilateral finite element is
developed. The formulation is based on the third order shear deformation theory
that accounts for parabolic distribution of the transverse shear strains through the
thickness of the plate and rotary inertial effects [2] and has been extended to incor-
porate the piezoelectric sensors and actuators layers. To illustrate the accuracy of
the present finite element model, a comparison of results with published ones is pre-
sented. Moreover, the shape control and active vibration suppression of a cantilever
composite plate are studied, in order to demonstrate some of the capabilities of the
model.

Fig. 1 Geometry of the smart piezocomposite plate
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2 Governing Equations

Consider a piezocomposite plate structure consisting of several layers, including
piezoelectric layers, as shown in Fig. 1. All layers are perfectly bonded. The plate
has length a, width b, total thickness h and consists of N layers with the principal
material coordinates of the k -th lamina oriented at an angle θk to the laminate
coordinate x . The xy plane coincide with the midplane of the plate, with the z-axis
being normal to themidplane. The piezoelectric layers are much thinner than the host
structure and they have poling direction along z-axis. For simplicity of the notation,
all the layers of the laminate will be considered as piezoelectric. Elastic layers are
then obtained by making their piezoelectric constants vanish.

2.1 Mechanical Displacement and Strains

The mechanical behaviour of the structure is modelled by the 3rd order displacement
theory developed by Kant et al. [2] as follows

u1(x, y, z, t) = u(x, y, t) + zθx (x, y, t) + z3θ∗
x (x, y, t)

u2(x, y, z, t) = v(x, y, t) + zθy(x, y, t) + z3θ∗
y (x, y, t)

u3(x, y, z, t) = w(x, y, t) (1)

where, u1, u2, u3 are the displacements at any point of the plate along the (x, y, z)
coordinates, u, v, w are the displacements associated with a point on the mid-plane
of the plate and θx , θy are the normal rotations about the y and x -axes, respectively.
The functions θ∗

x , θ
∗
y are the higher order terms of Taylor series expansion defined at

the mid-surface.
The in-plane strains are thus expressed by the following equation

{εb} = {εxx , εyy, γxy}T = {εb0} + z{k} + z3{k∗} (2)

where

{ε0b} =
{

∂u

∂x
,
∂v

∂y
,

(
∂u

∂y
+ ∂v

∂x

)}T

, {k} =
{

∂θx

∂x
,
∂θy

∂y
,

(
∂θx

∂y
+ ∂θy

∂x

)}T

,

{k∗} =
{

∂θ∗
x

∂x
,
∂θ∗

y

∂y
,

(
∂θ∗

x

∂y
+ ∂θ∗

y

∂x

)}T

,

The transverse shear strains are given by

{εs} = {γyz, γxy}T = {ε0s} + z2{ks} (3)
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where

{ε0s} = {
ψx , ψy

}T =
{
θy + ∂w

∂y
, θx + ∂w

∂x

}T

, {ks} = {
ψ∗

x , ψ
∗
y

}T = {
3θ∗

y , 3θ
∗
x

}T
.

2.2 Constitutive Equations of Piezoelectric Lamina

The linear constitutive equations for the k -th piezoelectric lamina with reference to
its principal axes are given by:

{σ̂ }k = [Q̄]k{ε̂} − [ē]Tk {E}k
{D̂}k = [ē]k{ε̂} + [ξ̄ ]k{E}k (4)

where {σ̂ },{ε̂}, {D̂} and {E} are stress, strain, electric displacement and electric
field vector, respectively. [Q̄], [ē] and [ξ̄ ] are plane-stress reduced stiffness coeffi-
cients, the piezoelectric coefficients and the permittivity constant matrices, respec-
tively. In the above equations, a superscript T denotes the transpose of a matrix.
Equation (4a) describes the inverse piezoelectric effect and Eq. (4b) describes the
direct piezoelectric effect. Next, we assume that the piezoelectric material exhibits
orthorhombic 2mm symmetry. After transforming Eq. (4) to the global coordinate
system (x, y, z) and separating the bending and shear related variables, the consti-
tutive Eq. (4) becomes

{σb} = [Qb]{εb} − [eb]T {E}
{σs} = [Qs]{εs} − [es]T {E}
{D} = [eb]{εb} + [es]{εs} + [ξ ]{E} (5)

where {σb} = {σxx , σyy, τxy}T , {σs} = {τyz, τxz}T and

[Qb]k =
⎡
⎣Q11 Q12 Q16

Q21 Q22 Q26

Q16 Q26 Q66

⎤
⎦ , [Qs]=

[
Q44 Q45

Q45 Q55

]

[eb] =
⎡
⎣ 0 0 0

0 0 0
e31 e32 e36

⎤
⎦ , [es]=

⎡
⎣e14 e15e25 e25

0 0

⎤
⎦ , [ξ ] =

⎡
⎣ξ11 ξ12 0

ξ21 ξ22 0
0 0 ξ33

⎤
⎦ (6)

In Eq. (6), Qkl , ekl and ξkl are the transformed reduced elastic, piezoelectric and
permittivity constants of the kth lamina, respectively. The detailed expressions for
transformed material constants can be obtained from [21]. For non-piezoelectric
layer the material constants ekl and ξkl should be zero.
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2.3 Electric Field

It is assumed that the electric field acts in the thickness direction. Also, this paper
considers piezoelectric elements with electrodes on the top and bottom surfaces and
poled in the thickness direction. Thus, for most of the typical piezoelectric laminate
structures with relatively small thickness of the piezolayers in comparison to the
overall laminate thickness, the electric field inside the k-th piezoelectric layer can be
expressed as

{E}k = [Bφ]pkφ pk (7)

where

[Bφ]pk = [
0 0 − 1

h pk

]

and h pk , φ pk are the thickness and the difference of electric potential between the
electrodes covering the surface on each side of the piezoelectric layer pk . It should
be noted that such formulation gives one electric degree of freedom per layer per
element of the electric field.

2.4 Finite Element Formulation

It is well known that the analytical solutions of laminated composite structure bonded
with and without functional materials are very tough due to their material and geo-
metrical complexities. However, FEM has been proved to be a robust numerical tool
for such kind of complex analysis. In this present study, the smart plate model has
been discretized using a nine nodded isoparametric quadrilateral Lagrangian element
with seven degrees of freedom (DOF) per node. The element is developed to include
the stiffness and the electromechanical coupling of the piezoelectric sensor/actuator
layers. The generalized displacement vector for any point within a typical element e
may be expressed as:

{ū(x, y, t)} ≡ {u, v, w, θx , θy, θ
∗
x , θ

∗
y }T = [Nu]{d}e =

9∑
i=1

(Ni [I ]7×7{di }e) (8)

where {di }e = {ui , vi , wi , θxi , θyi , θ
∗
xi , θ

∗
yi }T corresponding to the i-th node of the

element and Ni are the shape functions.
Substituting (8) into Eqs. (2) and (3) gives:

{ε(x, y, t)} = [B]{d}e =
9∑

i=1

([Bi ]{di }e) (9)
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or equivalent:

{ε̄} =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

{εb0}
{k}
{k∗}
{εs0}
{ks}

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

=

⎡
⎢⎢⎢⎢⎣

[Bb]
[Bk]
[Bk∗ ]
[Bs]
[Bks]

⎤
⎥⎥⎥⎥⎦ {d}e =

9∑
i=1

⎛
⎜⎜⎜⎜⎝

⎡
⎢⎢⎢⎢⎣

[Bb]i
[Bk]i
[Bk∗ ]i
[Bs]i
[Bks]i

⎤
⎥⎥⎥⎥⎦ {di }e

⎞
⎟⎟⎟⎟⎠

where

[Bb]i =
⎡
⎣∂x 0 0 0 0 0 0
0 ∂y 0 0 0 0 0
∂y ∂x 0 0 0 0 0

⎤
⎦ Ni , [Bk]i =

⎡
⎣0 0 0 ∂x 0 0 0
0 0 0 0 ∂y 0 0
0 0 0 ∂y ∂x 0 0

⎤
⎦ Ni

[Bk∗ ]i =
⎡
⎣0 0 0 0 0 ∂x 0
0 0 0 0 0 0 ∂y
0 0 0 0 0 ∂y ∂x

⎤
⎦ Ni , [Bs]i =

[
0 0 ∂x 1 0 0 0
0 0 ∂y 0 1 0 0

]
Ni

[Bks ]i =
[
0 0 0 0 0 3 0
0 0 0 0 0 0 3

]
Ni

and ∂x = ∂
∂x , ∂y = ∂

∂y .
In general, piezocomposite structures may comprise more than one piezoelectric

layer, e.g. a number of Npe piezoelectric layers. Therefore, electrical quantities are
observed layerwise, and in the finite element model they are given in the condensed
form of vectors {E}e and {φ}e defined on the element level.

Thus after the discretization of the structure, the differences of electric potentials
of all piezoelectric layers across the thickness of the element can be expressed as:

{φ}e = {φ1, φ2, . . . , φNpe}T (10)

where Npe is the number of the piezoelectric layers of the eth element. The electric
field distribution can be written as:

{E}e = [Bφ]{φ}e
where [Bφ] = diag([Bφ]1, [Bφ]2, . . . , [Bφ]N pe) is the electric field-electric potential
matrix, which has a diagonal form since the difference of electric potentials of a
piezo-layer affects the electric field only of the very same layer.
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2.5 Variational Principle

This formulation will be based on the Hamilton variational principle in which the
strain potential energy, kinetic energy and work are considered for the entire struc-
ture. Since we are dealing with the piezoelectric continuum, the Lagrangian will be
properly adapted in order to include the contribution from the electrical field besides
the contribution from the mechanical field. The most general form of this variational
principle is stated as:

T∫
0

(δT − δU + δW ) dt (11)

where T is the total kinetic energy, U is the total strain energy and W is the work
done by the loads.
The strain energy of a piezocomposite element is given by:

U = 1

2

∫
Ve

({εb}T {σb} + {εs}T {σs}) dV

= 1

2

∫
Ve

({εb0}T [Qb]{εb0} + {εb0}T z[Qb]{k} + {εb0}T z3[Qb]{k∗}

+{k}T z[Qb]{εb0} + {k}T z2[Qb]{k} + {k}T z4[Qb]{k∗}
+{k∗}T z3[Qb]{εb0} + {k∗}T z4[Qb]{k} + {k∗}T z6[Qb]{k∗}
+{εs0}T [Qs]{εs0} + {εs0}T z2[Qs]{ks}
+{ks}T z2[Qs]{εs0} + {ks}T z4[Qs]{ks}
−{εb0}T [eb]T {E} − {k}T z[eb]T {E} − {k∗}T z3[eb]T {E}
−{εs0}T [es]T {E} − {ks}T z[es]T {E}) dV

= 1

2

∫
Ve

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

{εb0}
{k}
{k∗}
{εs0}
{ks}

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎣

[Qb] z[Qb] z3[Qb] 0 0
z[Qb] z2[Qb] z4[Qb] 0 0
z3[Qb] z4[Qb] z6[Qb] 0 0

0 0 0 [Qs] z2[Qs]
0 0 0 z2[Qs] z4[Qs]

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

{εb0}
{k}
{k∗}
{εs0}
{ks}

⎤
⎥⎥⎥⎥⎦ dV
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−1

2

∫
Ve

⎡
⎢⎢⎢⎢⎣

{εb0}
{k}
{k∗}
{εs0}
{ks}

⎤
⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎣

[εb]T
z[εb]T
z3[εb]T
[εs]T
z2[εs]T

⎤
⎥⎥⎥⎥⎦ {E}dV

= 1

2

∫
Ve

({ε̄}T [D(z)]{ε̄} − {ε̄}T [E (z)]{E})dV (12)

where Ve is the volume of an element. Substituting for {εb0}, {k}, {k∗}, {εs0}, {ks} and
{E} in Eq. (12), U can be written as:

U = 1

2
{d}Te [Kuu]e{d}e − 1

2
{d}Te [Kuφ]e{φ}e (13)

where

[Kuu]e =
N∑

k=1

⎡
⎣∫
Vk

([B]T [D(z)]k[B]dVk

⎤
⎦

[Kuφ]e =
⎡
⎢⎣
∫
Vp1

[B]T [E (z)]p1[Bφ]p1dVp1

∫
Vp2

[B]T [E (z)]p2 [Bφ]p2dVp2 . . .

. . .

∫
VpNe

[B]T [E (z)]pNe [Bφ]pNe dVpNe

⎤
⎥⎦

and Vk is the volume of the k-th layer, Vpk is the volume of the pk-th piezoelectric
layer inside an element and N is the number of lamina.
The element kinetic energy is given by:

T = 1

2

N∑
i=1

∫
Vk

ρk
[{u̇1}2 + {u̇1}2 + {u̇1}2

]
dVk (14)

where ρk is the density of the k-th layer. Substituting the displacements relations (1),
Eq. (14) becomes:

T = 1

2

N∑
i=1

∫
Vk

ρk[u̇2 + 2zu̇θ̇x + 2z3u̇θ̇∗
x + v̇2 + 2zv̇θ̇y + 2z3v̇θ̇∗

y + ẇ2

+z2θ̇2
x + 2z4θ̇x θ̇

∗
x + z6(θ̇∗

x )
2 + z2θ̇2

y + 2z4θ̇y θ̇
∗
y + z6(θ̇∗

y )
2]dVk



374 G. Tairidis et al.

= 1

2

N∑
k=1

∫
Vk

ρk

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

u
v

w

θx
θ∗
x

θy
θ∗
y

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

T ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 z 0 z3 0
0 1 0 0 z 0 z3

0 0 1 0 0 0 0
z 0 0 z2 0 z4 0
0 z 0 0 z2 0 z4

z3 0 0 z4 0 z6 0
0 z3 0 0 z4 0 z6

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

u
v

w

θx
θ∗
x

θy
θ∗
y

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

dV

= 1

2

N∑
k=1

∫
Vk

{ ˙̄u}T [I (z)]k{ ˙̄u}dV (15)

Substituting Eq. (8) in the relation (15), one obtains:

T = 1

2
{ḋ}Te [M]e{ḋ}e (16)

where

[M]e =
∫
Ae

N∑
k=1

zk∫
zk−1

[N ]T [I (z)]k[N ]dzdA

where Ae is the area of the element and zk−1, zk are the z coordinates of laminates
corresponding to the top and bottom surface of the k-th layer.

The total work W is the sum of the work done by the electrical forces WE and
the work done by the mechanical forces Wm . Using constitutive relations, strain dis-
placement and electric field-electric potential relations, the element electrical energy
can be written as:

WE = 1

2

Npe∑
k=1

∫
Vpk

{E}Tk {D}kdV = 1

2

Npe∑
k=1

∫
Vpk

{E}Tk ([eb]k{εb} + [es ]k{εs} + [ξ ]k{E}k)dV

= 1

2
{φ}Te

∫
Vp

[Bφ]T [ξ ][B]dV {d}e + 1

2
{φ}Te

∫
Vp

[Bφ]T [ξ ][Bφ]dV {φ}e

= 1

2
{φ}Te [Kφu ]e{d}e + 1

2
{φ}Te [Kφφ]e{φ}e (17)

where
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[Kφφ]e = diag

⎛
⎜⎝
∫
Vp1

[Bφ]Tp1 [ξ ]p1[Bφ]p1dVp1 ,

∫
Vp2

[Bφ]Tp2 [ξ ]p2 [Bφ]p2dVp2 , . . . ,

. . . ,

∫
VpNe

[Bφ]TpNe [ξ ]pNe [Bφ]pNe dVpNe

⎞
⎟⎠

[Kφu]e = [Kφφ]Te and Vp is the volume of the piezoelectric layer.
The work done by the mechanical forces is given by:

Wm = {ū}T { fc} +
∫
S1

{ū}T { fs}dS +
∫
V

{ū}T { fv}dV −
∫
S2

{E}T { fφ}dS

= {d}Te [N ]T { fc} + {d}Te
∫
S1

[N ]T { fs}dS + {d}Te
∫
V

[N ]T { fv}dV −

− {φ}Te
∫
S2

[Bφ]T { fφ}dS

= {d}Te {Fm}e + {φ}Te {Fφ}e (18)

In Eq. (18), { fc} denotes the concentrated forces intensity, { fs} and { fv} denote the
surface and volume force intensity, respectively and { fφ} denotes the surface charge
density. S1 and S2 are the surface areas where the mechanical forces and electrical
charge are applied, respectively. {Fm}e are the applied mechanical forces at each
element and {Fφ}e are the applied electrical charges at each element.

2.6 Equations of Motion

Using Hamilton s principle (11) the resultant global FE spatial model, governing the
motion and electric charge equilibrium, is given by:

[M]
{
d̈
} + [Kuu] {d} + [

Kuφ

] {φ} = {Fm}[
Kφu

] {d} + [
Kφφ

] {φ} = {
Fφ

}
(19)

where {d} and {φ} are the global mechanical and electrical DoFs vectors, [M] is the
global mass matrix, [Kuu],

[
Kuφ

] = [
Kuφ

]T
and

[
Kφφ

]
are the global mechanical

stiffness, mechanical-electrical coupling stiffness and dielectric stiffness matrices
respectively. {Fm} and {Fφ

}
are the respective global mechanical and electrical load-

ing vectors.
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Next we assume that the electrical DoFs vector in Eq. (19) can be divided into the
actuating and sensing DoFs, {φ}e = {φa, φs}T , where the subscripts a and s denote
the actuating and sensing capabilities. Hence, considering open-circuit electrodes,
and in that case

{
Fφ

} = 0, the non-specified potential differences in (19) can be
statically condensed and the equations of motion and charge equilibrium become:

[M]
{
d̈
} + [

K ∗
uu

] {d} = {Fm} − [
Kuφ

]
a
{φ}a

{φ}s = − [
Kφφ

]−1
s

[
Kφu

]
s
{d} (20)

where
[
K ∗

uu

] = [Kuu] − [
Kuφ

]
s

[
Kφφ

]−1
s

[
Kφu

]
s .

Equation (20) can be used in smart structures applications such as vibration con-
trol, static or dynamic shape control, etc. In shape control applications, the piezoelec-
tric layers are used as actuators. In addition the time-dependent momentum forces
become zero. Thus, all the electrical degrees are considered as known quantities and
the coupled equations (20) reduce to pure mechanical ones:

[Kuu] {d} = {Fm} − {Fel} (21)

where {Fel} = [
Kuφ

] {φ} is the electrical force vector due to the actuation.

2.7 Modal Model in Terms of State Space

The application of the active control methods in dynamic structural problem requires
the use of a state space model. Before we obtain this kind of equations, a mode
superposition method is adopted to obtain an approximate reduced-order dynamic
model of the system with uncoupled equations of motion in the modal coordinates.
Hence {d(t)} can be approximated by:

{d} ≈
r∑

i=1


 jη j = [
] {η} (22)

where [
] = [
1,
2, · · · ,
r ] is the truncatedmodalmatrix and {η} = {η1, η2, · · · ,

ηr } is the modal coordinate vector. Substituting Eq. (22) into Eq. (20) leads to:

{η̈} + [
�2] {η} = [
]T {Fm} − [
]T

[
Kuφ

]
α
{φ}α (23)

{φ}s = − [
Kφφ

}−1
s

[
Kuφ

]
s [
]T {η} (24)

Also, using the modal approach, structural damping can be easily introduced as:

{η̈} + [�] {η̇} + [�] {η} = [
]T {Fm} − [
]T
[
Kuφ

]
α
{φ}α (25)
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where [�] is a diagonal modal damping matrix with the generic term 2ξiωi , where ξi
is the modal damping ratio and ωi the undamped natural frequency of the i-th mode.

For control design, the Eqs. (25) and (24) are transformed into state-space form
as follows:

{ẋ} = [A] {x} + [B]
{
uφ

} + { f } (26)

{φ}s = {y} = {C} {x} (27)

where {x} = {η, η̇}T is the state vector, [A] is the system matrix, [B] is the control
matrix, { f } is the disturbance input vector and {

uφ

} = {φ}α is the control input to
the actuator.

These matrices are given by

[A] =
[

[0] [I ][−�2
]
[�]

]
[B] =

[
[0]

− [
]T
[
Kuφ

]
a

]

{ f } =
[

[0]

[
]T {Fm}

]
[C] =

[
− [

Kφφ

]−1
s

[
Kφu

]
s [
] [0]

]
(28)

2.8 Control Law

The state-space system Eq. (26) is now applied to the design of an optimal con-
troller. The control algorithm considered here is the linear quadratic regulator (LQR)
controller. The control voltage in this case is given by:

{uφ} = [G]{x} (29)

in which the feedback control gain [G] is obtained so as to minimize the quadratic
cost function of the form:

J = 1

2

∞∫
0

({x}T [Q]{x} + {u}T [R]{u}) dt (30)

subjected to system equation (26). [Q] and [R] are the semi-positive-definite and
positive-definite weighting matrices on the outputs and control inputs, respectively.
In our case higher values in [Q] mean that we demand more vibration suppression
ability from the controller, while larger values in [R] put more interest in limiting
the control effort. Assuming infinite optimization horizon and full state feedback,
the control gain [G] in (29) is given by:

[G] = −[R]−1[B]T [P] (31)
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where [P] is a solution of the Riccati equation.

[A]T [P] + [P][A] − [P][B][R]−1[B]T [P] + [Q] = 0 (32)

An advantage of the linear quadratic formulation of the problem is the linearity of
the control law, which leads to easy analysis and practical implementation. Another
advantage is that the values of the gain and phase margins imply stability, good
disturbance rejection and good tracking.

A computer program has been developed in MATLAB to perform all the nec-
essary computations. Reduced integration technique is adopted to avoid shear and
membrane locking during computation.

3 Numerical Applications

In this section, the formulation and finite element code developed in the present work
is validated with existing results documented in the literature. For static deflection,
a piezoelectric bimorph cantilever beam is considered and for dynamic analysis
a cantilever piezocomposite plate is considered. After the validation work, shape
control and vibration suppression of piezocomposite multilayer plate is investigated.

3.1 Validation Example 1

To validate the static analysis, a piezoelectric bimorph cantilever beam (100 × 5 ×
1mm) constructed of two layers of PVDF bonded together and polarized in oppo-
site directions is considered. The total height or thickness is 0.001 m, the length is
0.1 m and the width is 0.005 m. The cantilever is fixed on the left end and electric
potential is applied such that the top layer is 0.5V and the bottom layer is 0.5 V .
Thematerial properties of the PVDFmaterial are given as: E1 = E2 = 2.0 E9N/m2,
G12 = G13 = G23 = 7.75 E9N/m2 and e31 = 0.046 N/Vm. The bimorph beam is
modelled using five beam elements of equal length. This particular example has
been considered by several researchers (see e.g. [5–7]). The numerical results for
the present method are compared with results from other methods in Table 1. Veley
and Rao [6] used a 2D plane stress element modified with pseudo-nodes to include
the electric potential DOF. Tzou and Ye [7], using triangular shell elements which
have both mechanical (using FOSDT) and electrical DOFs, showed that they pro-
duced better results than the thin solid linear elements used by Tzou [7]. Chee et al.
[10] used a mixed finite element model, which uses Hermitian beam elements with
electric potential incorporated via the layerwise formulation. The present results fit
exactly with those of Chee et al. and has a high correlation with Tzou ’s theoreti-
cal shell solutions and the results of Veley and Rao. This comparison suggests that



A Multi-layer Piezocomposite Model and Application … 379

Table 1 Transverse Displacement w (m) of the bimorph beam

Nodes x (m) Present FE-Chee et al.
[10]

Theory-Tzou et al.
[7]

FEM Veley et al.
[6]

1 0.00 0.00 0.00 0.00 0.00

2 0.02 1.380 × 10−8 1.380 × 10−8 1.380 × 10−8 1.380 × 10−8

3 0.04 5.520 × 10−8 5.520 × 10−8 5.520 × 10−8 5.520 × 10−8

4 0.06 1.242 × 10−7 1.242 × 10−7 1.240 × 10−7 1.240 × 10−7

5 0.08 2.208 × 10−7 2.208 × 10−7 2.210 × 10−7 2.210 × 10−7

6 0.10 3.450 × 10−7 3.450 × 10−7 3.450 × 10−7 3.450 × 10−7

the developed finite element code is capable of analyzing cases where piezoelectric
material in the structures is used for actuation.

3.2 Validation Example 2

To validate the dynamic analysis, a cantilever composite plate (20 × 20cm) with
continuous piezoceramic layers bonded to the surface (top and bottom) is con-
sidered (Fig. 2). The stacking sequence the composite is antisymmetric angle-ply
([−45o/45o/ − 45o/45o]). The plate is made of T300/976 graphite-epoxy compos-
ite and the piezoceramic is PZTG1195N. Thematerial properties are given in Table2.
The total thickness of the composite is 1mm and each layer has the same thickness
(0.25mm); the thickness of each PZT is 0.1mm. The plate is modelled using the
present nine-node elements with a mesh size of 6 × 6. The first ten circular frequen-
cies based on the present element are compared with those obtained by Lam et al., [8]
in Table 3. Lam et al. [8] used a rectangular nonconforming plate bending element

Fig. 2 The cantilever piezocomposite plate
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Table 2 Material properties
of T300/976 graphiteepoxy
composites and PZT G1195N
piezoceramics

T300/976 PZT

Young’s moduli (GPa):

E1 150.0 63.0

E2 9.0 63.0

Poisson ratio: 0.3 0.3

Shear moduli (GPa):

G12 7.1 24.2

G23 = G13 2.5 24.2

Density ρ(kgm−3) 1600 7600

Piezoelectric constants (mV−1):

d31 = d32 – 254 ×
10−12

Electrical permittivity (Fm−1):

ξ11 = ξ22 – 15.3 × 10−9

ξ33 – 15.0 × 10−9

Table 3 Natural frequencies
(in Hz) for the
piezocomposite plate

Mode Results of Lam et al. [8] Present

1 21.7558 21.4655

2 64.6483 63.3468

3 130.8456 130.8108

4 185.9157 182.4012

5 221.4875 218.2537

6 382.2130 381.9080

7 407.1130 395.6595

8 415.6272 410.8062

9 482.9578 476.3271

10 669.5056 642.7275

based on classical plate theory. It can be easily observed that the present values are
showing good agreement with the results of Lam et al. and the difference between
the results are within the expected line. The minor difference was expected because
the model of Ref. [8] used low order classical displacement field.

3.3 Shape Control Applications

Having validated the model and finite element method code, we present a numerical
example to demonstrate the use of this code for the simulation of the response of
laminated composite plates with integrated piezoelectric sensor and actuator in active
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Fig. 3 Effect of symmetric
and asymmetric ply
orientation on the deflection
of point A for different
applied voltage

deformations and vibration control. The physical model is the same as in the previous
dynamic study.

First, the static analysis and deformation control of the composite plate are pre-
sented. In the static analysis, all the piezoceramics on the upper and lower surfaces of
the plate are used as actuators. Equal voltages with opposite signs are applied across
the thickness of the upper and lower piezoelectric layer, respectively. Figure3 shows
the corresponding displacements at the tip point A for different applied actuator volt-
ages under different symmetric angle-ply lay up [p/θ/θ/θ/θ/p] and antisymmetric
angle-ply layup [p/θ/θ/θ/θ/p]. It can be concluded from Fig. 3 that there is a linear
relationship between the plate s centerline deflection and the actuator ’s input voltage.
Also, it is observed that with an increase in the angle θ , an increase of tip deflection
is obtained under same applied actuator voltage in both type of layup. However,
deflection is more in case of the symmetric angle-ply lay up than the antisymmetric
angle-ply lay up.

For practical applications one would like to know the optimal actuation value with
respect to a given shape control task. A first attempt has been done here by classical
trial and error techniques. After some numerical experiments the more satisfactory
results are shown in Fig. 4.

The centerline deflection under the action of a uniform distributed load of
100Nm−2 for different values of the actuation is shown in Fig. 3. The task has
been the reduction of plate’s deflections due to loading. The results are directly
comparable with that published in paper [8].
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Fig. 4 The centerline
deflection under uniform
load and different actuator
input voltages

3.4 Vibration Control Applications

In order to investigate the active vibration control of the composite plate, the same
structure as in validation example 2 is considered again except that the piezoelectric
layers are not located on the entire top and bottom faces of the plate. In the present
case, only the first six elements near the clamped edge are covered (on the top and
bottom) by piezoelectric patches. In vibration control, the upper piezoceramics serve
as sensors and the lower ones as actuators. The first six modes are used in the modal
space analysis and an initial modal damping ratio for each of the modes is assumed
to be 0.4%. The plate is subjected to a vertical impulse at its tip and the disturbance
in a structure is suppressed by using the linear quadratic regulator (LQR) as a control
measure.

To design the feedback control usingLQR, the appropriate selection of theweight-
ing matrices [Q] and [R] plays a vital role. To estimate the weighting matrices and
provide an insight into weighting matrices on structural response and actuator volt-
age, the effect of [Q] and [R] on vibration response and control voltage is investigated
in the following.

The value of the [Q] matrix is changed as (105, 106, 107) I12×12 in the LQR
procedure given byEqs. (29) and (31),while the value of [R] is kept constant as [R] =
γ I36×36 with γ = 1. One should note that the order of matrix [Q] is determined
according to the number of state variables, {x}, which is defined by the number
of vibration modes considered in the control system. Here, the first six modes the
vibration control is considered. Similarly, the order of matrix [R] is determined
according to the number of actuators of the system. In the present example, each
finite element is assumed to covered by an actuator requiring a dimension of 36 × 36
formatrix [R]. The LQR function inMATLAB is used to find the optimal gain, which
decides the gain based on the system matrix, disturbance matrix and control matrix
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Fig. 5 Effect of the [Q] matrix coefficient on a tip displacement and b applied voltage

Fig. 6 Effect of the [R] matrix coefficient on a tip displacement and b applied voltage

as explained in Eq. (29). Using the determined feedback control, the tip displacement
and the control voltage for the first mode of the smart laminated plate are obtained
as shown in Fig. 5. It is observed that the higher value of [Q] results in lower settling
time but higher applied voltage (Fig. 5).

In another investigation, the coefficientγ of the [R]matrix is changed from1 to3 in
the LQRprocedure, while the value of [Q] is kept constant as [Q] = 105 I12×12. Next,
the feedback gain is determined according to each [R] value. Using the determined
feedback control, the tip displacement and control voltage of the first actuator are
obtained as shown in Fig. 6. It is observed that increasing the value of the [R] matrix
decreases the required electric voltage but, on the other hand, it increases the settling
time.
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4 Conclusion

In this work, a theoretical and FE formulation for the analysis of anisotropic piezo-
composite laminated plates was presented. The formulation was based on the third
order shear deformation theory that accounts for parabolic distribution of the trans-
verse shear strains through the thickness of the plate and rotary inertial effects and has
been extended to incorporate the piezoelectric sensors and actuators layers. To imple-
ment the model, a nine-noded isoparametric element with seven degree of freedom
per node and one electric degree of freedom per element per piezoelectric layer has
been proposed. The element was developed to include stiffness and the electrome-
chanical coupling of the piezoelectric sensor/actuator layers. Numerical experiments
using a computer code, whose algorithm is based on the present finite element model,
produced results that correlated well with other published results. After the valida-
tion work, numerical illustrations have been presented to study shape and vibration
control of a cantilever piezocomposite plate. The effects of laminate configuration
and applied voltage on shape control of the smart system have been investigated in
this simulation study. Finally, the active vibration control performance of the piezo-
composite plate was studied by applying LQR optimal control based on full state
feedback assumption. The effects of weighting matrices on controlled response of
the smart system have also been investigated.

More complicated adaptive fuzzy and neurofuzzy controllers have been recently
studied by the authors [22]–[25] and canbeused for control applications of the created
model. Furthermore, extension to geometric or material nonlinearity is possible,
within classical Newton–Raphson approaches.
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Optimal Design of Disks Under Large Creep
Deformation

Aneta Ustrzycka, Krzysztof Szuwalski and Zbigniew L. Kowalewski

Abstract Optimal distribution of thickness in the class of polynomial functions for
rotating axisymmetric disks with respect to the mixed creep rupture time are found.
Two effects lead to damage: reduction of transversal dimensions and growth ofmicro-
cracks are simultaneously taken into account. The former requires the finite strain
analysis, the latter is described by the Kachanov’s evolution equation. Behaviour of
thematerial is described by nonlinearNorton’s law, generalized forCauchy true stress
and logarithmic strain, and the shape change law in the form of similarity of Cauchy
true stress and logarithmic strain deviators. For optimal shapes, changes of geometry
of the disk and continuity function are presented. The theoretical considerations
based on the perception of the structural components as some highlighted objects
with defined properties are presented.

Keywords Optimal disk · Mixed creep rupture · Optimal design

1 Introduction

For over 300 years, the optimal design problems of structural elements have been an
object of interest for scientist from all over theworld. It is an interdisciplinary domain
combining not only mechanics and physics, but also theory of optimal design and IT.
Each science domainmentioned earlier has a direct influence on the results of optimal
design. Technical progress achieved in advanced technology increases growth of
demands for effective tools in the range of strength of materials. Scientific research
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stimulates a development in this domain offering new technological opportunities
making their application beneficial for industry.

The problem of structural optimization under creep conditions is a relatively
young subject and offers a wide scope of investigations. Operational loadings of
structural elements are usually long-lasting, quite often acting at elevated temper-
atures promoting large permanent deformation. Creep deformation is defined as a
process carried out at long-lasting loadings at elevated temperature, during which
the values of stress and strain caused by structural loadings undergo change in time.
This problem is of special significance in many branches of industry, beginning
from energetics (steam boilers, turbine blades), thermal power plants (pipelines)
in chemical industry, defense industry (military equipment) to space research. A
general approach to the creep problem, especially in multi-axial stress state was pre-
sented byMartin and Leckie [29], Hayhurst [19] and Betten [1]. Contemporary creep
research is carried out for already used materials as well as for new ones such as:
composites [15, 22], graded materials [25, 26, 44], intermetallic [2, 24] and many
others. Among many new possible criteria of optimization, such as stiffness after
given time, stress relaxation, one of the most important seems to be time to creep
rupture. A broad presentation of various objective functions with division on time-
dependent and time-independent was given by Życzkowski [45, 46]. Most papers
on optimal structural design are based on the brittle creep rupture theory proposed
by Kachanov (small deformation theory). It was due to its relative simplicity - the-
ory based on principle rigidification. Optimal solutions with respect to brittle creep
rupture often coincide with uniform strength structures. In such a way the optimal
solutions have been found by: Rysz [34] for cylinders; by Ganczarski and Skrzypek
[11] for prestressed disks; Gunneskov [17] for rotating disks. In the work published
by Hoff [20], the moment of failure of a bar under tension is defined as the one
at which the cross-sectional area becomes zero as a result of quasiviscous flow. It
was shown that the calculated results are in a good agreement with the experimental
data [5, 13, 14, 27, 28, 30]. Applications of the ductile rupture theory, proposed
by Hoff in optimization problems are rather scarce, because they require the finite
deformation theory. First time it was used by Szuwalski [36] for optimization of
bars under nonuniform tension. Some problems of prismatic tension rods were dis-
cussed by Pedersen [32, 33] and Shimanovskii and Shalinskii [35]. Their approach
introduces not only physical nonlinearities, connected with creep law, but also geo-
metrical ones, resulting from the finite deformation theory. Additional time factor
and presence of body forces depending on the spatial coordinate complicate analysis
of the problem. The optimal full disks with respect to ductile creep rupture time
were found by Szuwalski [36, 37]. The first attempts to find a solution for annular
disks were made by Szuwalski and Ustrzycka [39–41]. Earlier, some problems of
optimal design for annular rotating disks were discussed by Farshi and Bidabadi
[9]. Analytical solutions for the elastic-plastic stress distribution in rotating annular
disks were obtained by Çğallioğlu et al. [3], Gun [16] and Golub [12]. The ductile
creep rupture analysis for the elastoplastic disks was carried by Dems and Mróz [4],
Ahmet and Erslan [6], Jahed et al. [21] and Golub et al. [14]. Modifications of the
Hoff’s model was proposed by Golub and Teteruk [13]. The influence of boundary
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conditions on optimal shape was investigated by Pedersen [33] and later by Szuwal-
ski and Ustrzycka [38]. The elastic–plastic analysis of rotating disks was presented
by Vivio and Vullo [42, 43], Eraslan [6–8], Gamer [10], Guven [18] and Orcan and
Eraslan [31]. Hoff’s definition of rupture - reduction of transversal dimensions of
structures to zero (infinite large strains) has certain limitations. It predicts, contrary
to observations, that creep does not result in damage of structure. Also, his scheme
does not explain fractures at small strains (brittle rupture) and the change of charac-
ter of rupture (from ductile to brittle). Application of mixed rupture theory proposed
by Kachanov [23] takes into account both: geometrical changes - diminishing of
transversal dimensions resulting from large deformation and growth of microcracks.
Theory of shape optimization was proposed currently by Szuwalski and Ustrzycka
for bars under nonuniform tension (2012) and rotating full disk (2013). Problems
of structural optimization under creep conditions show specific features. The consti-
tutive equations are often strongly nonlinear. Additional time factor causes that all
differential equations describing process are the partial ones. Such problems require
the finite strain approach, i.e. resignation of the rigidification theorem and analysis
of already deformed body using Cauchy true stress and logarithmic strain. The ana-
lytical equations describing the shapes of axisymmetric rotating discs, optimal with
respect tomixed time rupture, are derived. The numerical procedure for solving these
equations is proposed and same final results are presented in the form of diagrams.
The problems of optimal shape are difficult, but important in view of metal structures
working at elevated temperatures.

2 Optimal Design of Full Disks with Respect to Mixed
Creep Rupture Time

2.1 Mathematical Model of Disk with Respect to the Mixed
Creep Rupture Time

The problem of optimal shape of rotating full disk is investigated with respect to
mixed creep rupture time under complex stress state. Microcracking and diminish-
ing of transversal dimensions from the beginning of creep process is assumed. Such
an approach introduces not only physical nonlinearities, connected with creep law
(usually Norton’s law), but also geometrical ones, resulting from the finite deforma-
tion theory. Additional time factor leads to an increase of model complexity. The
whole creep process must be analyzed from its beginning up to rupture. The concept
of the mathematical description of mixed creep rupture requires examination of the
entire process, taking into account geometrical changes. The problem is solved in
material coordinates (Lagrangian description) and all parameters in the initial state,
for time equal to zero, are denoted by capital letters, while current values of these
parameters by the same small letters. Due to axial symmetry, all quantities will be
functions of two independent variables: radius R and time t . The disk rotates with
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Fig. 1 Element of the deformed disk

Fig. 2 Deformed element of the disk

constant angular velocityω and the body forces connected with ownmass of the disk
are taken into account, Fig. 1.

Arbitrarily chosen small element of the disk, limited previously by two cylindrical
surfaces of radii R and R + dR, and two planes forming the angle after deformation
are shown in Fig. 2. The internal equilibrium condition for plane stress state takes
the form

1

hr ′
∂

∂R
(hσr ) + σr − σϑ

r
+ γ

g
ω2r = 0 (1)

where:σr - current value of radial stress andσϑ current value of circumferential stress,
h - current thickness, γ - specific weight of material and g - acceleration of gravity,
r

′
- derivative of spatial coordinate r with respect to material one R. Assumption of

incompressibility leads to
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HRdR = hrdr (2)

where R stands for the material coordinate of the discussed point, while r for the spa-
tial one, H for initial, and h for current thickness of the disk. Finite strain components
require logarithmic measure of deformation

εr = ln
∂r

∂R
= ln r ′, εϑ = ln

r

R
, εz = ln

h

H
(3)

where a prime denotes the derivative with respect to the material coordinate, and
their rates denoted by overdots

ε̇r = ṙ ′

r ′ , ε̇ϑ = ṙ

r
, ε̇z = ḣ

h
(4)

Here, physical relation in the form of deviators similarity of true Cauchy stress Dσ

and logarithmic strain rate Dε̇ is adopted

Dε̇ = 3

2

ε̇e

σe
Dσ (5)

where σe denotes the effective stress, according to the Huber–Mises–Hencky hypoth-
esis generalized to the true Cauchy stress

σe =
{
1

2

[
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2
]} 1

2

(6)

and, respectively, ε̇e is the effective strain rate

ε̇e =
√
2

3

{[
(ε̇1 − ε̇2)

2 + (ε̇2 − ε̇3)
2 + (ε̇3 − ε̇1)

2
]} 1

2 (7)

The material of the disk fulfills Norton’s creep law:

ε̇e = kσ n
e (8)

Finally, taking Eq. (8) leads to the following expressions

ε̇1 = 3

2
kσ n−1

e (σ1 − σm)

ε̇2 = 3

2
kσ n−1

e (σ2 − σm)

ε̇3 = 3

2
kσ n−1

e (σ3 − σm) (9)
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where

σm = 1

3
(σ1 + σ2 + σ3) (10)

stands for the mean true Cauchy stress. The following compatibility equation results
from definitions of logarithmic strain, cf. Eq. (3)

εr = εϑ + ln

(
1 + R

∂εϑ

∂R

)
(11)

which, after derivation with respect to time, takes the form

ε̇r − ε̇ϑ = R ∂ε̇ϑ

∂R

1 + R ∂εϑ

∂R

(12)

Substitution of the first two Eqs. (9) and (3) makes it possible to rewrite this equation
in the form of the relation between stress components. Compatibility condition after
some rearrangements takes the form

σ
′
r

[
(n − 1) (2σr − σϑ) (2σϑ − σr ) − 2σ 2

e

] +

+ σ
′
ϑ

[
(n − 1) (2σϑ − σr )

2 + 4σ 4
e

] = 6σ 2
e
r

′

r
(σr − σϑ) (13)

The shape change law assumed in the form of similarity of the true Cauchy stress
and logarithmic strain velocity deviators leads to

ṙ

r
= 1

2
kσ n−1

e (2σϑ − σr ) (14)

To find the mixed rupture time, the evolution equation proposed by Kachanov will
be applied

∂�

∂t
= −D

[σe

�

]m
(15)

in which D and m are material constants. Continuity function � is defined by the
ratio of effective cross-sectional area ae to the total area a

� = ae
a

(16)

Contrary to the brittle rupture theory, σe denotes here the effective true Cauchy stress
- related to the current cross-section a (geometrical changes are taken into account).
Damage is characterized by the continuity function 0 � � � 1. At the initial state
(no damage): � = 1, as time goes on, it decreases. Rupture occurs when the con-
tinuity function reaches a critical value � = 0. The internal equilibrium condition
Eq. (1) incompressibility condition Eq. (2), compatibility condition, in the form of



Optimal Design of Disks Under Large Creep Deformation 393

the relation between stresses Eq. (13), the shape change law Eq. (14) and evolution
equation Eq. (15) form the set of five equations with five unknowns: true Cauchy
stress σr and σϑ , spatial coordinate r , current thickness of the disk h, and continuity
function �.

1

hr ′
∂

∂R
(hσr ) + σr − σϑ

r
+ γ

g
ω2r = 0

σ
′
ϑ =

6σ 2
e (σr − σϑ)

r
′

r
− σ

′
r

[
(n − 1) (2σr + σϑ) (2σϑ + σr ) − 2σ 2

e

]
[
(n − 1) (2σr + σϑ)2 + 4σ 2

e

] (17)

ṙ

r
= 1

2
kσ n−1

e (2σϑ − σr )

HRdR = hrdr

∂�

∂t
= −D

[σe

�

]m

Initially, the disk remains undeformed, therefore, the initial conditions take the
form

r (R, 0) = R, h (R, 0) = H (R) (18)

The boundary conditions on the disk axis are as follows

r (0, t) = 0, ṙ (0, t) = 0 (19)

σr (0, t) = σϑ (0, t) (20)

Further, it is assumed that the traction at the external edge of the disk results from the
constantmassM = const. uniformly distributed throughout thewhole creep process.
The total radial force at the external radius is equal to

Nr (R0) = Mω2r (R0, t) (21)

and the radial stress is equal to the tensile pressure

σr (R0) = p = Nr (R0)

2πr (R0) h (R0)
= Mω2

2πh (R0)
(22)

The set of five equations Eq. (17) allows to specify the mixed creep rupture time. It
is the time after which the rupture criterion adopted in the following form is fulfilled
at least in one place

∃R : (R ∈ 〈0, R0〉 ∧ �∈ 〈1, 0〉 ∧�|tm∗ →0) (23)
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Theoretically, according to the Kachanov’s proposal, time after which the continuity
function diminishes to zero is the time of mixed rupture t (m)∗ .

A parametric optimization, where the initial shape is defined by polynomial func-
tion, was applied. Let us consider an optimality criterion in the form

(∃!H (R) ∈ f ) t∗|V=const. −→ max (24)

where functions f : R −→ R, R −→ b0 + b1R + b2R2 + · · · + bi Ri , for all argu-
ments R ∈ 〈A, B〉, i ∈ N\ {0} (i is a non-negative integer) and bi ∈ R are constant
for a given and fixed volume of the structure. The latter can be treated as a limitation.
The initial profile of a full disk is sought in the class of polynomial functions.

2.2 Numerical Solutions

For the sake of numerical calculations, dimensionless quantities are introduced. Both
material and spatial coordinates are related to the initial external radius R0

R̂ = R

R0
, r̂ = r

R0
(25)

The thickness of the disk is related to themean thickness hm of the full disk of volume
V and radius R0

hm = V

πR2
0

(26)

Dimensionless thicknesses of the initial and current disk related to themean thickness
Eq. (26), are respectively

Ĥ = πR2
0

V
H, ĥ = πR2

0

V
h (27)

Dimensionless stress is referred to stress calculated using a rigidification theorem in
the motionless full plane disk subject to tension with uniform pressure p Eq. (22)

s = Mω2

2πhm
= Mω2R2

0

2V
(28)

Radial loading at radius R0 of the rotating disk results from mass M uniformly
distributed on the external edge

σr (r) = p = Mω2

2πh (R0)
(29)
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Finally, the dimensionless stress is equal to

σ̂i = 2V

Mω2R2
0

,∀i = {r, ϑ} . (30)

Consequently, the dimensionless time is defined

t̂ = t

t (d)
0

(31)

where: t (d)
0 stands for the time of ductile rupture for full plane disk. To evaluate the

time of ductile rupture for full plane disk, the equation resulting from Eq. (9) may be
used

ε̇z = ḣ

h
= 3

2
kσ n−1

e (σz − σm) (32)

where the effective stress reads

σe = σr = σϑ = p (33)

and the mean stress can be written as

σm = 2

3
p (34)

Applying the above equations to Eq. (22) leads to the relationship

1

h

dh

dt
= −k

(
Mω2

2πh

)n

(35)

which describes a change of thickness in time. The initial condition takes form

h (t = 0) = hm (36)

The condition of ductile rupture h→0 enables calculation of the time of ductile
rupture t (d)

0

t (d)
0 = 1

nk

(
Mω2

2πhm

)n = 1

nksn
(37)

Finally, the dimensionless time Eq. (31) is defined

t̂ = nksnt (38)
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To avoid a large number of material constants in numerical calculations, the new
parameter 
 is introduced. This parameter is equal to the ratio of the brittle rupture
time to the ductile rupture time for the prismatic bar subject to uniform tension under
the initial stress s Eq. (28)


 = t (K )
pr

t (H)
pr

= nksn

(m + 1)Dsm
(39)

The parameter 
 contains four material constants: n and k in Norton’s law Eq. (8),
m and D in evolution equation Eq. (15). In some way, it describes sensitivity of
material to the damage type: brittle or ductile. The mathematical model of mixed
creep rupture is finally described by the system of five partial differential equations
in the dimensionless form

σ̂
′
r = r̂

′

r̂

(
σ̂r − σ̂ϑ

) − 2r̂ r̂
′
μ − ĥ

′

ĥ
σ̂r

σ̂
′
ϑ =

6σ̂ 2
e

(
σ̂r − σ̂ϑ

) r̂ ′

r̂
− σ̂

′
r

[
(n − 1)

(
5σ̂r σ̂ϑ − 2σ̂ 2

r − 2σ̂ 2
ϑ

) − 2σ̂ 2
e

]
(n − 1)

(
2σ̂ϑ − σ̂r

)2 + 4σ̂ ′
e

dr̂

dt̂
= r̂

2n

(
σ̂ 2
r + σ̂ 2

ϑ − σ̂r σ̂ϑ

) n−1
2

(
2σ̂ϑ − σ̂r

)
(40)

ĥ = Ĥ R̂

r̂ ′ r̂

∂�

∂ t̂
= −1

(m + 1) 


[
σ̂e

�

]m

where μ is the ratio of disk’s own mass to the mass distributed at the external radius

μ = γ V

gM
(41)

The above equations set Eq. (40) contains five unknowns: true Cauchy stress com-
ponents σr and σϑ , current thickness h, spatial radial coordinate r and continuity
function �. The initial conditions Eq. (18) can be expressed in the following dimen-
sionless form

r̂
(
R̂, 0

)
= R̂, ĥ

(
R̂, 0

)
= Ĥ

(
R̂
)

(42)

while the boundary conditions Eqs. (19) and (20) can be described by

r̂
(
0, t̂

) = 0, ˆ̇r (
0, t̂

) = 0, σ̂r
(
0, t̂

) = σ̂ϑ

(
0, t̂

)
(43)
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The condition at external radius Eq. (22), where the mass M is distributed, may be
written in the dimensionless form

σ̂r
(
1, t̂

) = 1

ĥ

(
1, t̂

)
(44)

The function Ĥ(R̂) describing the initial profile of the disk is expressed by the
fourth equation in set Eq. (40) and by the initial conditions Eq. (42). It is necessary
to know this function in order to solve the set Eq. (40). Since this function is being
sought in the optimisation process, a parametric optimisation is applied. We are
looking for the best possible function Ĥ(R̂), leading to the longest lifetime under
the mixed rupture in the class of polynomial functions assumed. In order to perform
an optimisation procedure, the rupture and optimality criteria are introduced. We
must follow the whole creep process step by step for each new initial geometry of
the disk up to the moment of fulfilling of rupture criterion in order to establish the
mixed creep rupture time. The numerical algorithm consists of two blocks, which
are sequentially activated (Fig. 3).

In the first block, the stress distribution is found for a given geometry of disk.
It requires integration of two first equations of set Eq. (54) and initial conditions
Eq. (56). A width of the disk was divided initially into fifty parts of equal length.
The program assigns a procedure using the fourth order Runge–Kutta method. The
values of stresses in the middle of disk must be assumed in such a way that the result
of integration satisfies the boundary condition Eq. (58) for a given accuracy. To this
aim, the recurrential procedure must be applied, because initial values of stress at the
external edge of the disk are unknown. In this way, the distribution of true Cauchy
stress components with help of the evolution equation may be found (the last one
in the set Eq. (54). This makes it possible to establish the distribution of continuity
function �. Subsequently, the rupture criterion is checked, and a new geometry of
the disk is calculated.

In the second block, for already known distribution of stress the integration with
respect to time is made, and the new geometry of the disk is calculated. The third
equation in set Eq. (54) is integrated with respect to time using Euler’s method. The
time step varies, at the beginning of the creep process it may be larger (slow geometry
changes), it must be small for time close to the rupture time, since process accelerates
significantly. The new spatial coordinates of the knot points are found (third equation
in set Eq. (54), after that the current thickness h is calculated from the incompress-
ibility condition (fourth equation in set Eq. (54). In this way, the new geometry of
deformed disk is found, stress distribution may be calculated repeating the procedure
of part I. All time steps are summarized giving the total time of the work for a given
disk. The calculations are carried out until the mixed rupture condition is satisfied,
i.e. the continuity function reaches the critical value 0.001. As a consequence, the
creep process can be treated as finished and the time to mixed rupture determined.

Among the results obtained for many initial shapes of the disk described by the
assumed polynomial function one can indicate the best solution leading to the longest
time to mixed creep rupture. This is the optimal disk.
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Fig. 3 Numerical algorithm for the finite creep deformation analysis and optimization procedure

For the arbitrary chosen initial geometry: Ĥ(R̂) = 0.8 − R̂ + 2.1R̂2, an influence
of parameters m and 
 on time to the mixed rupture t (m) can be investigated (see
Fig. 4).

The
 parameter Eq. (53) characterizes sensitivity of amaterial to a type of rupture
Fig. 4. As the 
 parameter increases, the material sensitivity to cracking decreases
and geometrical variation decideswhen time to rupture is achieved.Above the critical
value of 
 parameter, the material can be treated as destroyed due to diminishing
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Fig. 4 Influence of
parameters m and 
 on time
to mixed rupture t (m)

of transversal dimensions, and as a consequence, time to rupture is equal to that for
ductile rupture obtained.

2.3 Optimal Solutions

2.3.1 Uniparametric Optimization

Firstly, the optimal solutions for the problem of rotating full disk with respect to
mixed creep rupture time are sought in the class of linear functions:

Ĥ
(
R̂, u0, u1

)
= u0 + u1 R̂ (45)

Parameters u0 and u1 (uniparametric optimisation), which optimal values are sought,
are linked together by the condition of given volume V :

u1 = 3

2
(1 − u0) (46)

Parameter u0 is treated as a free steering one (uniparametric optimisation). Values
of it are limited by the condition of nonnegative thickness at the external edge:

Ĥ (1) > 1→1 ≤ u0 ≤ 3 (47)

An influence of two important parameters is investigated: μ as the ratio of own mass
of the disk to mass uniformly distributed at the external edge, and 
 ratio of the
brittle rupture time and ductile rupture time of the prismatic bar subject to uniform
tension under the stress expressed by Eq. (28).
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Table 1 Profiles of optimal disks for n = 3 and m = 2 and for three different values of parameter

 and μ


 = 0.3 
 = 0.8 
 = 3

μ = 0.1 Ĥ(R̂) = 1.12–0.15R̂ Ĥ(R̂) = 0.69–0.45R̂ Ĥ(R̂) = 1.09–0.15R̂

μ = 1 Ĥ(R̂) = 1.21–0.33R̂ Ĥ(R̂) = 1.42–0.61R̂ Ĥ(R̂) = 1.91–1.35R̂

μ = 10 Ĥ(R̂) = 2.01–1.52R̂ Ĥ(R̂) = 2.09–1.65R̂ Ĥ(R̂) = 2.1–1.65R̂

Fig. 5 Profiles of the optimal disks for n = 3 andm = 2 and for three different values of parameter



Profiles of optimal disks for uniparametric optimization are shown in Table1 as
a function of the parameter μ for three different values of parameter 
.

The solutions strongly depend on the ratio 
 and μ (Fig. 5). When the mass M
is very large in comparison to the disk’s own mass (small values of μ), optimal
disks are close to flat ones. For larger values of parameter 
 (ductile materials), the
thickness of optimal disks in the vicinity of external edge grows. For larger values of
parametersμ (small massM at the external radius), themass of the disk is distributed
as close to the rotation axis as possible.
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2.3.2 Biparametric Optimization

Better results may be obtained for disks, that initial shape is defined by quadratic
function:

Ĥ
(
R̂, b0, b1, b2

)
= b0 + b1 R̂ + b2 R̂2, b2 
= 0 (48)

In the case of quadratic functions, three parameters are considered. Finding the
optimal values for these parameters takes much more time than for the uniparametric
optimization. From three parameters in this function, only two of themmay be treated
as free ones, the third one results from the given volume of disk:

V̂ =
∫ 1

0
2π

(
b0 + b1 R̂ + b2 R̂

2
)
R̂d R̂ = π (49)

Including Eq. (49), one can obtain the following formula:

b2 = 2 − 2b0 − 4

3
b1 (50)

In the process of biparametric optimization, we look for such parameters b0 and
b1, that give the longest values of the time to ductile creep rupture. Some limitations
may be imposed on these parameters. One may expect that for the rotating disk with
centrifugal forces, its thickness should diminish with an increase of radius (although
sometimes this limitation may be violated). It leads to:

d Ĥ(R̂)

d R̂
≤ 0 −→ b0 < 2 − 1

3
b1 (51)

Obviously, the thickness at the external radius (and on the whole width of the disk)
must be positive, that means:

Ĥ(1) > 0 −→ b0 < 1 − 5

12
b1 (52)

Finally, in the plane of free parameters b0 and b1, the search range at the beginning of
numerical calculation will be restricted to the triangle area designated by continuous
lines shown in Fig. 6.

Profiles of optimal disks for the biparametric optimization are shown in Fig. 7.
For smaller parameter μ (the own mass almost neglected), the growth of thickness
at the external edge was observed. The optimal solutions have minimum inside the
disk width.

The larger thickness at the external edge works as some kind of reinforcement,
which slows down the creep process, and thanks to it, the time to mixed rupture may
be longer. For larger parameter 
 (brittle materials), this effect is weaker.
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Fig. 6 Range of the expected b0 and b1 optimal parameters for n = 6, β = 0.5, μ = 1

Fig. 7 Optimal shapes of the disks for biparametric optimisation
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Fig. 8 Time to mixed rupture for the disks with optimal biparametric shapes in terms of μ and 


Fig. 9 Creep process for selected time intervals

The time to mixed rupture for optimal shapes of the disks with the same volume,
as a function of the parameters μ and 
 for biparametric optimisation is shown
in Fig. 8. The longest time to mixed creep rupture for optimal disks is observed for
larger parameter
 (brittlematerials) and smallerμ (the ownmass almost neglected).
Increase of μ, for all kind of materials (brittle and ductile) leads to decrease of the
lifetime of the full disks. Changes of a profile for the optimal disk are shown in Fig. 9a,
while in Fig. 9b the corresponding distribution of the continuity function is illustrated
for the same time intervals. The results are presented for optimal disks using the
following parameters: μ = 0.1,n = 3,
 = 3, where an initial shape is described
by function Ĥ(R̂) = 2 − 3R̂ + 2R̂2. It was observed, that despite the strengthening
of the external edge of the disk, the rupture criterion for the continuity function is
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fulfilled. Inside the disk the values of function are quite large. This effect is only
achieved for the disks of initial profile described by the quadratic function Eq. (48).

2.3.3 Modified Disk of Uniform Strength

One may expect that disks of uniform initial strength, in which both radial and
circumferential stresses are the same for 0≤ R ≤ B and close to optimumwith respect
to mixed rupture time. Such disks are described by formula:

Ĥus(R̂) = 1

�̂
exp

[
μ

�̂

(
1 − R̂2

)]
(53)

where: �̂ - dimensionless equalized initial stress, calculated under assumption of the
constant volume:

�̂ = μ

ln(1 + μ)
(54)

It may be slightly corrected in order to obtain the longest creep lifetime. Correction
may be adopted in the form of the third degree polynomial function:

Ĥcor = p0 + p2 R̂
2 + p3 R̂

3 (55)

without the linear element. As a consequence, the thickness derivative in the middle
of the disk is equal to zero.

As the correction cannot change the total volume of the bar, only two coefficients
in Eq. (55) may be treated as free, while the third one can be determined from the
constant volume condition:

p3 = −5

2
p0 − 5

4
p2 (56)

An initial shape of the disk was proposed for different values of these parameters
using expression

Ĥ(R̂) = Ĥus(R̂) + Ĥcor (R̂) (57)

and then carrying out integration of the set of equations Eq. (40). Calculations
were carried for μ = 0.1, 
 = 3, exponent in Norton’s law n = 3 and exponent
in Kachanov’s law m = 2. The comparison between the optimal shapes of the uni-
form strength disk and uni- and biparametric optimisation is presented in Fig. 10.

The optimal solution of the disks are presented on the time axis. As expected, the
corrected shape of uniform initial strength disk provides the longest time of mixed
creep rupture. The parabolic disk enlarges this time around 14%. The lifetime of
corrected disk of uniform strength is 70% longer than that of conical disk.
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Fig. 10 Optimal shape of
the corrected uniform initial
strength disks compared to
the uni- and biparametric
optimisation

3 Optimal Design of Annular Disks with Respect to Mixed
Creep Rupture Time

3.1 Mathematical Model of Annular Disk with Respect
the Mixed Creep Rupture Time

The initial shape of rotating annular disk is sought for the given internal and external
radii A and B and given volume V (Fig. 11), ensuring the longest time tomixed creep
rupture. In the case of the annular disk (volume V and initial radii A and B are given)

Fig. 11 Model of the
annular rotating disk
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rotatingwith constant angular velocityω, (the properties of material are known, mass
M is uniformly distributed at the external edge), the optimization problem can be
formulated in the following way:

• for given V , A, B, ω, γ , M
• we look for such H(R, b0, b1, b2) = b0 + b1R + b2R2

• that t (m)∗ −→ max

The problem seems to be of great importance for rotors of jet engines and power
plant turbines working at high temperatures. In such cases the creep effects must
be taken into account. Also, the body forces are of great importance. The axially
symmetric problem (all variables depend on the single material coordinate only, a
radius) is described using material Lagrangean coordinate denoted by capital R.
Corresponding spatial coordinate r may be treated as a measure of deformation. The
external loading of the disk results from centrifugal force acting on the blades of
total mass M put at the external edge of the disk, under assumption that they are
uniformly distributed. Moreover, the body forces connected with the own mass of
the disk are taken into consideration. Both types of loading depend on the spatial
coordinate, and change according to the disk deformation within the creep process.
The mathematical model of mixed creep rupture is finally described by the system
of five partial differential equations in the dimensionless form:

σ̂
′
r = r̂

′

r̂

(
σ̂r − σ̂ϑ

) − 2r̂ r̂
′
μ − ĥ

′

ĥ
σ̂r (58)

σ
′
ϑ =

6σ 2
e (σr − σϑ)

r
′

r
− σ

′
r

[
(n − 1) (2σr + σϑ) (2σϑ + σr ) − 2σ 2

e

]
[
(n − 1) (2σr + σϑ)2 + 4σ 2

e

] (59)

dr̂

dt̂
= r̂

2n

(
σ̂ 2
r + σ̂ 2

ϑ − σ̂r σ̂ϑ

) n−1
2

(
2σ̂ϑ − σ̂r

)
(60)

ĥ = Ĥ R̂

r̂ ′ r̂
(61)

∂�

∂ t̂
= −1

(m + 1) 


[
σ̂e

�

]m

(62)

In the case of annular disk an additional parameter is used:

β = A

B
(63)

where: β is the ratio of internal and external radii. A set of equations Eqs. (58)–(62)
written in the above form is convenient for numerical calculations.
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3.2 Influence of Boundary Conditions

3.2.1 Disk Clamped on a Rigid Shaft

At the beginning of creep process (for t = 0), the disk remains undeformed, therefore,
the initial conditions take the form:

r̂
(
R̂, 0

)
= R̂, ĥ

(
R̂, 0

)
= Ĥ

(
R̂
)

(64)

Boundary conditions at internal radius may be written:

ĥ
(
β, t̂

) = Ĥ(β, 0), r̂
(
β, t̂

) = β (65)

Since we are looking for the stress distribution, this boundary condition should be
rewritten in terms of stress. Taking advantage of shape change law Eq. (60), the
condition at the internal edge can be written as follows:

˙̂r(β, t̂) = 0 (66)

It leads to relation of stress at the internal edge

σ̂r (β, t̂) = 2σ̂ϑ (β, t̂) (67)

By introduction of dimensionless parameters into the condition at external radius
Eq. (65), where the mass M is distributed:

σ̂r (b)Mω2b2

2V
= Mω2b2

2V ĥ(b)
(68)

one can get a condition at the external radius B in the following form:

σ̂r (1, t) = 1

ĥ(1, t)
(69)

The numerical algorithm consists of three steps:

The first step – for given geometry of the disk, the true Cauchy stress distribution
is established from Eqs. (58) and (59). We don’t know values of stress at the internal
edge of the disk, so it is necessary to assume them arbitrarily, remmembering that
the boundary condition at the external edge of the disk must be fulfilled.

The second step – distribution of the Cauchy stress found in the first step, makes
it possible to establish a new geometry of the disk from Eqs. (60) and (61).

The third step – fromEq. (62) a distribution of continuity function� is calculated.
If its minimum value satisfies the rupture criterion, the creep process is finished –
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Fig. 12 Influence of
parameter 
 on the time to
rupture for the disk clamped
on the shaft

the time to mixed rupture is found. Due to the inability in order to write the objective
function (mixed rupture time) as an explicit function of the optimization parameters
(initial profile of the disk) the parametric optimization is applied (search method).
To establish the range of parameter 
 arbitrary taken the disk described by the
equation Ĥ(R̂) = 0.8 − R̂ + 2.1R̂2, was investigated. The parameter 
 is defined
here identically as for full disks, Eq. (39), where it has significant influence on the
time to rupture. The results are presented in Fig. 12.

By increasing of 
, the time to rupture becomes longer for the disk clamped on
the rigid shaft. This is observed up to the values of 
 equal to 11 approximately. For
higher values of 
, the influence of brittle rupture becomes so small in comparison
to ductile effect, that rupture effects result almost from geometrical variations only.
Time to rupture for 
 ≥ 11 coincides with that for ductile rupture obtained. For
numerical calculations three values 
 = 0.4,
 = 3 and 
 = 10 were taken into
account. Initially, the optimal solution was sought among the conical disks which
initial shape is described by the formula:

Ĥ
(
R̂; u0, u1

)
= u0 + u1 R̂ (70)

Using condition of constant volume leads to:

u1 = 3

2
(1 − u0) (71)

and as a consequence, only one free parameter u0 remains. Optimal solutions for the
disks clamped on the rigid shaft for various 
 are presented in Fig. 13 for β = 0.1
and μ = 0.1.

For 
 = 0.4, the optimal profile of the conical disk becomes almost flat. For
higher 
, the mass moves toward the internal edge. It was expected that the results



Optimal Design of Disks Under Large Creep Deformation 409

Fig. 13 Optimal profiles of
conical disk clamped on the
rigid shaft, β = 0.1, μ = 0.1

presented earlier can be improved by expanding the class of functions, in which the
optimal solution is sought. In the next step the biparametric optimization was used.

An initial shape is defined by quadratic function:

Ĥ
(
R̂, b0, b1, b2

)
= b0 + b1 R̂ + b2 R̂2, b2 
=0 (72)

From three parameters in this function, only two of themmay be treated as free ones,
the third results from the given volume of disk:

V̂ =
∫ 1

0
2π

(
b0 + b1 R̂ + b2 R̂

2
)
R̂d R̂ = π (73)

in which:

b2 =
2 − 4

3
b1(1 − β3) − 2b0(1 − β2)

1 − β4
(74)

The search process for biparametric optimisation is much more time consumable.
For determined values of b0, the time to mixed rupture is calculated for various b1. In
such away, parameter b1 leading to the longest lifetimemay be found. This procedure
is repeated for subsequent values of b0. Finally, the optimal solution is established
as “maximum maximorum” of all disks investigated (sometimes almost hundred).
Optimal shapes of the disks for biparametric optimisation are shown in Fig. 14.

The optimal shape of disk for 
 = 0.4 is characterized by the large increase of
thickness at the external edge. In spite of larger centrifugal forces, the external edge
works as a kind of reinforcement slowing down the creep process. For larger 
 such
effect does not occur.
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Fig. 14 Optimal shapes of the disks clamped on the rigid shaft, β = 0.5, μ = 0.1

Fig. 15 Time intervals of creep process for β = 0.5, μ = 0.1 and 
 = 3

The creep process of the optimal diskwith initial profile described by the function:

Ĥ
(
R̂
)

= 3.51 − 5R̂ + 2.76R̂2 (75)

is presented in Fig. 15, showing changes of shape (A) and continuity function dis-
tribution (B) in terms of time. A distribution of the continuity function at rupture is
not uniform, criterion of rupture is fulfilled inside the disk at single point. For other
radii the values of function are non-zero and at the internal and external edges they
are quite large. This effect is attributed only to the disks of initial profile described
by the quadratic function, Eq. (72).

One may expect that disks of uniform initial strength, in which the radial and
circumferential stress components are equal and independent of the radius, will be
close to the optimal profiles with respect to the mixed rupture time.
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3.2.2 Disk Fastened on the Rigid Shaft, with Changing Thickness
in the Place of Joint

Analysis of the disk fastened to the rigid shaft is carried out in such a way that
enables displacement on the one hand and variation of thickness in this place (e.g.
spline joint) on the other. The boundary and initial conditions are the same as in
Sect. 4.2.1, Eqs. (65), (67) and (69). Only the condition represented by Eq. (66) is
eliminated, what means that thickness of the disk at the joint with the shaft will
diminish throughout the creep process. An influence of the parameter 
 on the
time to rupture of disk fastened to the rigid shaft, with possible change of thickness
was investigated for the annular disk described by the equation Ĥ(R̂) = 0.8 − R̂ +
2.1R̂2. The results are presented in Fig. 16.

Taking advantage of these results the following values of 
 were chosen for
numerical calculations: 
 = 0.4,
 = 3 and 
 = 10. It turned out, that parameter

 has no influence on the optimal shape of conical disk (due to small width of the
disk, Fig. 17), which is described by the equation:

Ĥ
(
R̂
)

= 1.87 − 0.74R̂ (76)

The optimal shapes of disks fastened to the rigid shaft with possible thickness varia-
tion are shown in Fig. 18 for the biparametric optimisation. For 
 = 0.4 and 
 = 3
the optimal shapes of disk have a reinforcement of the external edge (an increase of
the thickness). For larger 
, the effect vanishes.

Figure19 elaborated for the optimal disk:

Ĥ(R̂) = 4.39 − 8R̂ + 5.05R̂2 (77)

shows the time intervals of the optimal profile for the annular disk fastened to the
rigid shaft (Fig. 19a) and the continuity function (Fig. 19b).

Fig. 16 Influence of
parameter 
 on the time to
rupture of disk fastened to
the rigid shaft, with possible
thickness variation in the
place of joint

http://dx.doi.org/10.1007/978-3-319-70563-7_4
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Fig. 17 The optimal shapes
of disks fastened to the rigid
shaft - uniparametric
optimisation,
β = 0.5, μ = 0.1

Fig. 18 The optimal shapes
of disks fastened to the rigid
shaft - biparametric
optimisation,
β = 0.5, μ = 0.1

The geometrical variations of a disk profile are not significant in the creep process.
Due to small width of the disk, the thickness variation at the internal edge is not too
large, although possible.

3.2.3 Disk with Free Inner Edge

Boundary condition at the internal radius is described by the following expression:

σ̂r
(
β, t̂

) = 0 (78)

and at the external radius by the following equations:
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Fig. 19 Time intervals of the optimal profile and the continuity function for β = 0.5, μ = 0.1,

 = 3

Fig. 20 The optimal profiles
of the conical disk with free
internal edge,
β = 0.1, μ = 0.1

σ̂r (1, t) = 1

ĥ(1, t)
(79)

The optimal profiles for the conical disk are plotted in Fig. 20 as a function of param-
eter 
 for the boundary conditions defined.

The optimal profiles for the conical disks with free internal edge are characterized
by significant reduction of thickness at the external radius, even larger than for the
disk clamped to the rigid shaft. The optimal shapes of the free disks are shown in
Fig. 21 for the biparametric optimization.

The reinforcement of the disk external edge is observed for 
 = 0.1. In the case
of 
 = 0.2 and 
 = 0.3 the optimal shapes are characterized by reduction of the
disk thickness toward the external edge. An example of the optimal profiles can be
expressed as follows:

Ĥ
(
R̂
)

= 4.09 − 5.01R̂ + 1.79R̂ (80)
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Fig. 21 The optimal shape for the disk with free internal edge, β = 0.5, μ = 0.1

Fig. 22 Time intervals of the optimal profile for free edge and the continuity function,β = 0.5, μ =
0.1,
 = 0.2

The time intervals of the disk profile and continuity function are shown in Fig. 22a,
b, respectively.

Time intervals of the optimal profile and the continuity function indicate, that the
rupture criterion of the disk is fulfilled at the internal edge, despite of the significant
reinforcement of the thickness at this point.

4 Conclusions

Time-dependent properties of materials make it possible to formulate various prob-
lems of structure optimization under creep conditions. The problemof optimal design
with respect to ductile and mixed creep rupture time turns out to be a very compli-
cated one. In spite of physical nonlinearites (Norton’s creep law), also geometrical
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nonlinearities are introduced, due to necessity of finite deformation theory applica-
tion.Moreover, additional time factor causes that all differential equations describing
process are the partial ones.

All these complications caused, that the parametric optimization was applied –
the initial shape of the disk was described by polynomial function. The best solution
was sought among disks with initial shape described by linear (one free parameter),
or quadratic (two free parameters) functions. Better result, longer times to mixed
creep rupture were obtained for biparametric optimization.

Significant influence on optimal solution of parameter 
 describing sensitivity of
material on brittle, or ductile rupture was observed. Also ratio of own mass of the
disk and mass placed at the external edge μ is of great importance.
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A J-Interaction Integral to Compute Force
Stress and Couple Stress Intensity Factors
for Cracks in Functionally Graded
Micropolar Materials

Hongjun Yu and Meinhard Kuna

Abstract In contrast to classical elasticity, the micropolar continuum theory allows
to describe materials with significant microstructural effects, such as particulate,
granular and porous composites. Such materials show a size effect and have often
a spatially varying distribution of mechanical properties. This contribution focuses
on the establishment of the interaction integral (I-integral) for decoupling the force
stress intensity factors (FSIFs) and couple stress intensity factors (CSIFs) of a crack
in functionally graded micropolar material (FGMM). The I-integral is derived from
the J-integral by superimposing an auxiliary field on the actual field. The auxiliary
field is examined using three different definitions including the constant-constitutive-
tensor (CCT) formulation, the non-equilibrium (NE) formulation and the incompat-
ibility (IC) formulation. The NE and IC formulations are more appropriate than the
CCT formulation because the I-integral using the CCT formulation involves strain
gradients and curvature gradients, which may cause loss of accuracy in numerical
calculations. Furthermore, we introduce the patched extended finite element method
(patched-XFEM), which replaces crack-tip enrichment functions from the XFEM by
a local refined mesh to improve the numerical precision. The I-integral in combina-
tion with the patched-XFEM is employed to examine numerically the influence of
material parameters on the FSIFs and CSIFs.
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1 Introduction

The micropolar continuum theory is preferable to describe materials where micro-
structural effects are significant, such as particulate, granular and porous compos-
ites, whereas the classical continuum theory does not enable it. A current overview
about micropolar continuum theory can be found in [1–3]. The micropolar contin-
uum concept was first proposed by Cosserat and Cosserat [4], who introduced three
rotational degrees of freedom, in addition to translational degrees of freedom. The
micropolar continuum did not receive much attention until the elaborate studies of
Eringen [5, 6], who introduced a general theory of a microelastic continuum. Cowin
[7] used an internal length to describe the size effect and the coupling number N to
characterize a continuous transition from classical elasticity to micropolar elasticity.
The size effect was first observed by researchers [8–12] in foam and porous mate-
rials. The experiments [11, 12] showed that the porous specimens behaved much
stiffer than expected from classical elasticity under torsion of slender cylinders and
under bending of plates and beams, but size effects were not observed in tension.
In particular, the micropolar elastic theory accurately fits the experimental data for
the effective stiffness of bone samples from the osteon to the whole bone [12, 13].
Moreover, many natural porous materials show a spatially gradation of the mechani-
cal properties tomatch an optimal design. Nevertheless, issues of fracture and fatigue
have to be considered to maintain high strength and durability.

Through analyzing a crack in an infinite two-dimensional (2D) micropolar
medium, researchers [14, 15] found that both force stresses and couple stresses
near a crack tip have an r−1/2 singularity. They proposed to use the force stress
intensity factors (FSIFs) and couple stress intensity factors (CSIFs) to characterize
the crack-tip fields. Paul and Sridharan [16, 17] analyzed the influence of themicrop-
olar constitutive material parameters on the FSIFs and CSIFs for penny-shaped and
Griffith cracks in a micropolar medium. They found that both the mode-I FSIF and
the CSIF depend on the internal length parameter as well as the coupling number
N . Sridharan [18] analyzed an insulated penny-shaped crack in micropolar media
under uniform heat-flow loading. He found that the mode-II FSIF depends on the
intrinsic length parameter and the coupling number N , and that its value remains
higher than those obtained from the classical continuum theory. Diegele et al. [19]
provided the near-tip asymptotic field solutions for a mixed-mode crack in a 2D
isotropic micropolar solid. They showed that aside from two FSIFs and one CSIF
characterizing the singular terms, two constant force stresses and one constant couple
stress are involved in the expressions of force stresses and couple stresses, respec-
tively. Recently, a number of research works on fracture of micropolar materials have
been carried out in theoretical [20–25] and numerical approaches including the finite
element method (FEM) [26, 27] the boundary element method (BEM) [28, 29] and
the extended finite element method (XFEM) [30, 31].

In practical numerical calculations, only few methods are effective to extract the
crack-tip fracture parameters for micropolar elasticity. Jaric [32] proposed a path-
independent J-integral that equals the crack-tip energy release rate. However, the
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mixed-mode FSIFs and CSIFs cannot be decoupled from the J-integral. An effective
approach to decouple the mode-I FSIF, the mode-II FSIF and the in-plane CSIF is
the I-integral [33], which is derived from the J-integral based on the superposition
of the actual field and an auxiliary field. The I-integral was first proposed by Stern et
al. [34] for classical elastic media. As the auxiliary field can be designed freely, the
I-integral allows not only to decouple the mixed-mode SIFs, but also to extract the
crack-tipT-stress [35]. The I-integralwas developed for functionally gradedmaterials
(FGMs) [36, 37] which is a category of nonhomogeneous materials with properties
varying continuously with location. Compared to the analytical models for FGMs
[38, 39], the I-integral is easily implemented in practical fracture analyses. The merit
of the I-integral is demonstrated in crack analyses of FGMs, bi-materials, and fiber-
reinforced composites [40–45]. Recently, Yu et al. [33] developed the I-integral for
extracting the FSIFs and CSIFs of micropolar materials and proved that the I-integral
is domain-independent for interfaces.

The present contribution aims to discuss the validity of the I-integral for func-
tionally graded micropolar materials (FGMMs) through the selection of different
applicable auxiliary fields. The outline is as follows. Section2 briefly introduces
the micropolar elastic theory and the linear elastic fracture theory for FGMMs.
Section3 discusses three applicable auxiliary fields and derives the domain forms of
the I-integral. Section4 introduces briefly the patched XFEM. Several examples are
provided in Sect. 5 to verify the validity of the auxiliary fields. Finally, a summary
is given in Sect. 6.

2 Fracture Mechanics of FGMMs

2.1 Governing Equations for Micropolar Elasticity

In the micropolar continuum theory, each material point has six degrees of freedom,
including three displacement components and three micro-rotation components. For
a centrosymmetric isotropic micropolar solid without body forces and body couples,
the governing equations are as follows [46]:

• Kinematic equations:

εi j = u j,i − ei jkφk (1)

χi j = φ j,i

where u j and φk are the components of displacement and micro-rotation vectors,
respectively, εi j and χi j are the components of microstrain and curvature tensors,
respectively, and ei jk is the permutation tensor. The subscripts i, j, k and l range
from (1) to (3), and the repetition of a subscript in a term denotes a summation
with respect to that index over its range. A comma denotes a partial derivative.
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• Equilibrium equations (without body forces and body couples):

σ j i, j = 0 (2)

m ji, j + ei jkσ jk = 0

• Constitutive equations:

σi j = Ai jklεkl = λεkkδi j + (μ + κ)εi j + με j i (3)

mi j = Bi jklχkl = αχkkδi j + γχi j + βχ j i

where σi j andmi j are the force stress and couple stress tensors, respectively, λ and
μ are Lamé’s constants, and κ , α, β and γ are the micropolar material parame-
ters. The stress is also expressed by the macrostrain tensor ei j = (ui, j + u j,i )/2
and the macrorotation vector rk = eklmum,l/2 as σi j = λekkδi j + (2μ + κ)ei j +
κei jk(rk − φk). For micropolar elasticity, the shear modulus G, Young’s modulus
E and Poisson’s ratio ν are given by [20]:

G = μ + κ

2
, ν = λ

2λ + 2G
, E = 2G(1 + ν) (4)

In addition, the characteristic length in torsion lt , and the characteristic length in
bending, lb and the coupling number N given by [20]

lt =
√

β + γ

2G
, lb =

√
γ

4G
, N =

√
κ

2G + κ
(5)

are used to describe the micropolar materials. Due to the existence of two internal
characteristic lengths, the micropolar theory is capable to predict size effects. The
coupling number N satisfies the relation 0 ≤ N ≤ 1, where N = 0 corresponds
to the classical elastic theory and N = 1 the couple stress theory. The micropolar
constants satisfy the following inequalities [1, 46–48]:

3λ + 2G ≥ 0, G ≥ 0, κ ≥ 0 (6)

3α + β + γ ≥ 0, −γ ≤ β ≤ γ

2.2 Crack-Tip Asymptotic Fields in FGMMs

Let’s consider a 2D functionally graded micropolar body occupying the space R
with a crack as shown in Fig. 1. Only in-plane displacement components u1, u2 and
micro-rotation component φ3 are non-zero, and thus the governing equations are
simplified to:
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Fig. 1 A two-dimensional
functionally graded
micropolar solid with an
inclined crack

εi j = u j,i − ei j3φ3, χi3 = φ3,i (7)

σ j i, j = 0, mi3,i + ei j3σi j = 0 (8)

σi j = Ai jkl(x)εkl , mi3 = γ (x)χi3 (9)

The material parameters Ai jkl(x) (i, j, k, l = 1, 2) and γ (x) are spatially continuous
and piecewise differentiable in domain R. The boundary conditions are given by

ui = ūi on ∂Ru, σi j ni = t̄ j on ∂Rσ (10)

φ3 = φ̄3 on ∂Rφ, mi3ni = m̄3 on ∂Rm

where ∂R = ∂Ru + ∂Rσ = ∂Rφ + ∂Rm is the boundary of R, t̄i and m̄3 are the
force traction and the couple traction, respectively, on the boundary, ūi and φ̄3 are
the displacement and the micro-rotation, respectively, prescribed on the boundary,
and ni is the unit outward normal vector to the boundary.

In a small circular region Rε around the crack tip, the dependence of material
parameters on coordinates x = xi ei in FGMMs Ai jkl(x) and γ (x) can be expressed
in a Taylor series expansion as

Ai jkl(r, θ) = A0
i jkl + r A(1)

i jkl(θ) + r2

2
A(2)
i jkl(θ) + . . . ≡ A0

i jkl + Ãi jkl (11)

γ (r, θ) = γ0 + rγ (1)(θ) + r2

2
γ (2)(θ) + . . . ≡ γ0 + γ̃
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where A0
i jkl and γ0 are the local material constants evaluated at the crack tip, A(n)

i jkl(θ)

and γ (n)(θ) are angular functions with n = 1, 2, . . .. Ãi jkl ∼ O(r) and γ̃ ∼ O(r)
are higher order terms of material parameters. Substituting Eq. (11) into Eqs. (7)–(9)
yields

(A0
i jkl + Ãi jkl)(ul,k j − ekl3φ3, j ) + Ãi jkl, j (ul,k − ekl3φ3) = 0, (12)

(γ0 + γ̃ )φ3,i i + γ̃,iφ3,i + ei j3(A
0
i jkl + Ãi jkl)(ul,k − ekl3φ3) = 0

Following Ref. [19], we assume that

ui (r, θ) = u(0)
i (θ)r s + u(1)

i (θ)r s+1/2 + u(2)
i (θ)r s+1 + . . . , (13)

φ3(r, θ) = φ
(0)
3 (θ)r s + φ

(1)
3 (θ)r s+1/2 + φ

(2)
3 (θ)r s+1 + . . .

where the superscript s is an unspecified positive number. If the region Rε is suf-
ficiently small, the influence of higher-order terms of material constants can be
ignored. Keeping the singular terms of O(r s−2) and O(r s−3/2) and ignoring higher-
order terms, one can simplify (12) as

A0
i jklul,k j = 0, γ0φ3,i i = 0 (14)

The expressions in Eq. (14) are identical to those for a homogeneousmicropolar solid
with material constants evaluated at the crack tip in FGMMs. Adopting the solution
process given in Ref. [19], one obtains the result that in the vicinity of the crack
tip, both the displacement and micro-rotation have a r1/2-singularity. The terms u(0)

i ,
u(1)
i , φ(0)

3 and φ
(1)
3 are identical to those given by Diegele et al. [19] for homogeneous

micropolar materials, while the terms u(n)
i and φ

(n)
3 (n ≥ 2) for FGMMs are different

from those in [19] due to the nonhomogeneity of material property. Therefore, for
the generalized plane strain condition, the expressions of ui and φ3 are given by

u1 = [
KI f

I
1 (θ) + KI I f

I I
1 (θ)

]√ r

2π
(15)

+
(
kI

1 − ν0

2G0
cos θ + kI I

2G0 + κ0

4G0κ0
sin θ

)
r + O(r3/2 ) + . . .

u2 = [
KI f

I
2 (θ) + KI I f

I I
2 (θ)

]√ r

2π

−
(
kI

ν0

2G0
sin θ + kI I

2G0 − κ0

4G0κ0
cos θ

)
r + O(r3/2 ) + . . .

φ3 = L3

γ0

√
2r

π
sin

θ

2
+ l3

γ0
r cos θ + O(r3/2 ) + . . . (16)
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The crack-tip force stresses and couple stresses are expressed as

σi j = 1√
2πr

[
KI g

I
i j (θ) + KI I g

I I
i j (θ)

]
(17)

+ (
kI δi1δ j1 + kI I δi1δ j2

)+ O(r1/2 ) + . . .

mi3 = L3√
2πr

(
−δi1 sin

θ

2
+ δi2 cos

θ

2

)
+ l3δi1 + O(r1/2 ) + . . . (18)

where KI = lim
r→0

{√2πr σ22|θ=0}, KI I = lim
r→0

{√2πr σ21|θ=0} and L3 = lim
r→0

{√2πr

m23|θ=0} are the mode-I FSIF, mode-II FSIF and in-plane CSIF, respectively. The
coefficients kI , kI I , and l3 represent constant stress terms due to crack opening,
crack sliding and in-plane micro-rotation, respectively. It can be observed that both
the normal stress σ11 and the shear stress σ12 have a constant term. This is different
from the classical fracture mechanics, where only the normal stress σ11 = T has a
constant term. The angular functions f Ii , f

I I
i , gI

i , and gI I
i for the generalized plane

strain condition are given by [33]:

f I1 = S0
4G0

[
(5 − 4ν0) cos

θ

2
− cos

3θ

2

]
− ν0

G0
cos

θ

2
(19)

f I2 = S0
4G0

[
(3 − 4ν0) sin

θ

2
− sin

3θ

2

]
+ 1 − ν0

G0
sin

θ

2

f I I1 = S0
4G0

[
(5 − 4ν0) sin

θ

2
+ sin

3θ

2

]
+ 1 − ν0

G0
sin

θ

2
(20)

f I I2 = S0
4G0

[
(4ν0 − 3) cos

θ

2
− cos

3θ

2

]
+ ν0

G0
cos

θ

2

gI
11 = S0

4

(
3 cos

θ

2
+ cos

5θ

2

)
, gI

12 = S0
4

(
3 sin

θ

2
+ sin

5θ

2

)
− sin

θ

2
(21)

gI
21 = S0

4

(
− sin

θ

2
+ sin

5θ

2

)
, gI

22 = S0
4

(
cos

θ

2
− cos

5θ

2

)
+ cos

θ

2

gI I
11 = S0

4

(
−3 sin

θ

2
− sin

5θ

2

)
− sin

θ

2
, gI I

12 = S0
4

(
3 cos

θ

2
+ cos

5θ

2

)
(22)

gI I
21 = S0

4

(
− cos

θ

2
+ cos

5θ

2

)
+ cos

θ

2
, gI I

22 = S0
4

(
− sin

θ

2
+ sin

5θ

2

)



426 H. Yu and M. Kuna

The micropolar constant S0 is defined by

S0 = 1 − 2(1 − ν0)N 2
0

1 + 2(1 − ν0)N 2
0

(23)

where N0 = √
κ0/(2G0 + κ0) is the coupling number evaluated at the crack tip.

The constant S0 satisfies the relation 1
1.5−ν0

− 1 ≤ S0 ≤ 1 due to 0 ≤ N0 ≤ 1. It can

be observed that the above angular functions f Ii , f I Ii , gI
i , and gI I

i degenerate to
the corresponding functions of classical elastic theory for N0 = 0 and to the couple
stress theory for N0 = 1 [20]. For the generalized plane stress condition, Poisson’s
ratio in the above expressions must be replaced with ν0/(1 + ν0). Researchers [49,
50] found that the nature of the near tip displacement for FGMs is precisely the same
as for homogeneous materials (the form of the terms proportional to r1/2 and r in the
displacement expression for FGMs is identical to that for homogeneous materials).
It is also the case for the near tip displacement and micro-rotation of FGMMs.

3 Interaction Integral (I-integral)

The J-integral for a micropolar material is given by [51]

J = lim
Γε→0

∫
Γε

[
1

2
(σ jkε jk + m j3χ j3)δi1 − σi j u j,1 − mi3φ3,1

]
nidΓ , (24)

where Γε is an integral contour around the crack tip, as shown in Fig. 2. Superimpos-
ing an auxiliary field (uauxi , φaux

3 ) on the actual field (ui , φ3) of the considered crack
problem leads to a new state for which the J-integral is given by

J (S) = lim
Γε→0

∫
Γε

⎧⎨
⎩

1
2 [(σ jk + σ aux

jk )(ε jk + εauxjk ) + (m j3 + maux
j3 )(χ j3 + χaux

j3 )]δi1
−(σi j + σ aux

i j )(u j,1 + uauxj,1 ) − (mi3 + maux
i3 )(φ3,1 + φaux

3,1 )

⎫⎬
⎭ ni dΓ

(25)

Fig. 2 Integral paths around
the crack tip
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Expanding the J-integral and extracting the cross terms, one obtains the I-integral
[33]

I = lim
Γε→0

∫
Γε

⎡
⎣

1
2 (σ

aux
jk ε jk + σ jkε

aux
jk + maux

j3 χ j3 + m j3χ
aux
j3 )δi1

−σ aux
i j u j,1 − σi j uauxj,1 − maux

i3 φ3,1 − mi3φ
aux
3,1

⎤
⎦ nidΓ (26)

The auxiliary field must be defined prior to the computation of the I-integral.

3.1 Three Formulations of the Auxiliary Field

Kim and Paulino [37] proposed three formulations of the auxiliary field for func-
tionally graded materials, i.e. a constant-constitutive-tensor (CCT) formulation, a
nonequilibrium (NE) formulation and an incompatibility (IC) formulation. Rao and
Kuna [52, 53] showed the validity of these three definitions for functionally graded
piezoelectric and magnetoelectroelastic materials. Similarly, three formulations are
defined for FGMMs here. All of these three formulations adopt the same definitions
for the auxiliary displacement and micro-rotation, i.e.

uauxi = [
Kaux

I f Ii (θ) + Kaux
I I f I Ii (θ)

]√ r

2π

φaux
3 = Laux

3

γ0

√
2r

π
sin

θ

2
, (27)

where Kaux
I , Kaux

I I and Laux
3 are the auxiliary mode-I FSIF, mode-II FSIF and

in-plane CSIF, respectively. The angular functions f Ii and f I Ii are identical to those
in Eqs. (19) and (20). However, different formulations are used to define the auxiliary
force stress, couple stress, microstrain and curvature, i.e.

• CCT formulation

εauxi j = uauxj,i , χaux
i3 = φaux

3,i (28)

σ aux
i j = A0

i jklε
aux
kl , maux

i3 = γ0χ
aux
i3 (29)

In the CCT formulation, all auxiliary variables are the asymptotic analytical solu-
tions of a crack in an infinite homogeneous micropolar plate. Here, the material
constants in the auxiliary constitutive Eq. (29) are different from those in the actual
constitutive Eq. (3). As a result, the auxiliary field satisfies the equilibrium equa-
tions σ aux

i j,i = 0 and maux
i3,i = 0, but violates the relations σ aux

i j �= Ai jkl(x)εauxkl and
maux

i3 �= γ (x)χaux
i3 for any coordinate apart from the crack tip.
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• NE formulation

εauxi j = uauxj,i , χaux
i3 = φaux

3,i (30)

σ aux
i j = Ai jklε

aux
kl , maux

i3 = γχaux
i3 (31)

In the NE formulation, the auxiliary force stress and couple stress are not the
asymptotic analytical solutions of a crack in a homogeneous micropolar plate, but
defined using the actual material properties of FGMMs. As a result, the auxiliary
field does not satisfy the equilibrium equations, i.e. σ aux

i j,i �= 0 and maux
i3,i �= 0.

• IC formulation

σ aux
i j = A0

i jklu
aux
l,k , maux

i3 = γ0φ
aux
3,i (32)

εauxi j = A−1
i jklσ

aux
kl , χaux

i3 = γ −1maux
i3 (33)

In the IC formulation, the auxiliary force stress and couple stress are the asymptotic
analytical solutions of a crack in a homogeneous micropolar plate so that σ aux

i j,i = 0
and maux

i3,i = 0, whereas the auxiliary strain and curvature are defined using the
actual material properties which results in εauxi j �= uauxj,i and χaux

i3 �= φaux
3,i .

For homogeneous materials, all of the above three formulations coincide with each
other, whereas none of the above three formulations satisfies all three governing
relations for FGMMs, i.e. the constitutive, equilibrium and compatibility equations.

3.2 Numerical Calculation of the I-Integral

For practical calculations, the infinitesimal contour integral Eq. (26) must be con-
verted into an equivalent domain integral. A traction-free crack is considered for
which the crack-face boundary conditions are

niσi j = 0, nimi j = 0, on Γ +
C and Γ −

C (34)

where Γ +
C and Γ −

C represent the top and bottom faces of a crack, respectively. As
shown in Fig. 2,we convert the I-integral into an equivalent domain integral byGauss’
theorem as

I =
∫
A

∂

∂xi

⎧⎨
⎩
⎡
⎣ σ aux

i j u j,1 + σi j uauxj,1 + maux
i3 φ3,1 + mi3φ

aux
3,1

− 1
2 (σ

aux
jk ε jk + σ jkε

aux
jk + maux

j3 χ j3 + m j3χ
aux
j3 )δi1

⎤
⎦w

⎫⎬
⎭ d A (35)
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where a smooth weighting function w is introduced with values varying from 1 on
Γε to 0 on ΓB . Applying the auxiliary fields defined above, one can simplify the
I-integral as follows:

• I-integral using the CCT formulation

I =
∫
A

⎡
⎣ σ aux

i j u j,1 + σi j uauxj,1 − 1
2 (σ

aux
jk ε jk + σ jkε

aux
jk )δi1

+maux
i3 φ3,1 + mi3φ

aux
3,1 − 1

2 (m
aux
j3 χ j3 + m j3χ

aux
j3 )δi1

⎤
⎦w,i d A

+
∫
A

[
(σ aux

12 − σ aux
21 )φ3,1 − (σ12 − σ21)φ

aux
3,1

]
wdA

+ 1

2

∫
A

⎡
⎣ (Ai jkl − A0

i jkl)(εi jε
aux
kl,1 − εauxi j εkl,1) − Ai jkl,1εi jε

aux
kl

+(γ − γ0)(χi3χ
aux
i3,1 − χaux

i3 χi3,1) − γ,1χi3χ
aux
i3

⎤
⎦w dA (36)

• I-integral using the NE formulation

I =
∫
A

⎛
⎝ σ aux

i j u j,1 + σi j uauxj,1 − σ jkε
aux
jk δi1

+maux
i3 φ3,1 + mi3φ

aux
3,1 − m j3χ

aux
j3 δi1

⎞
⎠w,i d A

+
∫
A

[
(σ aux

12 − σ aux
21 )φ3,1 − (σ12 − σ21)φ

aux
3,1

]
wdA

+
∫
A

(
σ aux
i j,i u j,1 − Ai jkl,1εi jε

aux
kl + maux

i3,i φ3,1 − γ,1χi3χ
aux
i3

)
w dA (37)

• I-integral using the IC formulation

I =
∫
A

⎛
⎝ σ aux

i j u j,1 + σi j uauxj,1 − σ aux
jk ε jkδi1

+maux
i3 φ3,1 + mi3φ

aux
3,1 − maux

j3 χ j3δi1

⎞
⎠w,i d A

+
∫
A

[
(σ aux

12 − σ aux
21 )φ3,1 − (σ12 − σ21)φ

aux
3,1

]
wdA

+
∫
A

{
[(A0

i jkl)
−1 − A−1

i jkl]σi jσ
aux
kl,1 + (γ −1

0 − γ −1)mi3m
aux
i3,1

}
w dA (38)

It can be observed that each of the above three domain forms of the I-integral contains
three parts, whereby the third integral caused by material nonhomogeneity vanishes
for homogeneous micropolar materials. The I-integral using the CCT formulation
Eq. (36) contains strain gradient (εkl,1), curvature gradient (χi3,1) and material prop-
erty gradient (Ai jkl,1 and γ,1). The I-integral using the NE formulation Eq. (37) con-
tains neither strain gradient nor curvature gradient, but contains material property
gradient. The I-integral using the IC formulation Eq. (38) contains none of them.
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Since the I-integral using the CCT formulation contains strain and curvature gradi-
ents, its numerical computation will lose accuracy. Therefore, the NE and IC formu-
lations are more appropriate than the CCT formulations for FGMMs. In addition,
the I-integral using the IC formulation is effective for micropolar composites due to
its domain-independence for interfaces [19].

3.3 Extraction of the FSIFs and CSIFs

In order to derive the relations between the I-integral and the intensity factors, we take
the integral path Γε along a circle of radius r . Substituting dΓ = rdθ into Eq. (26)
yields

I = lim
r→0

∫ π

−π

⎡
⎣

1
2 (σ

aux
jk ε jk + σ jkε

aux
jk + maux

j3 χ j3 + m j3χ
aux
j3 )δi1

−σ aux
i j u j,1 − σi j uauxj,1 − maux

i3 φ3,1 − mi3φ
aux
3,1

⎤
⎦ nirdθ . (39)

In a small region Rε around the crack tip, the material constants A−1
i jkl and γ −1 can

be expressed using a Taylor series expansion as

A−1
i jkl(r, θ) = (A0

i jkl)
−1 + r

∂A−1
i jkl

∂r (θ) + r2

2

∂2A−1
i jkl

∂r2 (θ) + . . . .

γ −1(r, θ) = γ −1
0 + r ∂γ −1

∂r (θ) + r2

2
∂2γ −1

∂r2 (θ) + . . . .

(40)

As r → 0, only the singular terms in the expansions of σi j , mi3, u j,i , φ3,i , εauxi j and
χaux
i3 contribute to the I-integral. Substituting Eq. (40), the actual and auxiliary fields

into Eq. (39) yields

I = 1 + S0
E ′

0
(KI K

aux
I + KI I K

aux
I I ) + L3Laux

3

γ0
(41)

where

E ′
0 =

{
E0 (plane stress)
E0

1−ν2
0
(plane strain) (42)

Taking the vector [Kaux
I , Kaux

I I , Laux
3 ] sequentially to be [1, 0, 0], [0, 1, 0] and

[0, 0, 1], one can compute the corresponding I-integrals I (KI ), I (KI I ) and I (L3), so
that the FSIFs and CSIFs can be solved according to the relations

KI = E ′
0

1 + S0
I (KI ), KI I = E ′

0

1 + S0
I (KI I ), L I = γ0 I

(L3). (43)
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4 Patched XFEM for Micropolar Materials

Through embedding local solutions of boundary-value problems into the finite ele-
ment approximation, the extended finite element method (XFEM) [54] allows cracks
and material interfaces to be tackled independently of the mesh. The XFEM can
greatly facilitate the modeling process, especially for crack propagation problems.
Recently, the XFEM has been developed for micropolar elasticity [30, 31], too. The
displacement approximation in the XFEM usually contains the standard finite ele-
ment shape functions, the enrichment for crack faces and the enrichment for crack
tips. The enrichment for crack faces is only a function of position, whereas the
enrichment for crack tips is dependent on material constitutive equation. The use
of the crack-tip enrichment is mainly used to improve the numerical accuracy. If
the finite element mesh is sufficiently fine and the I-integrals are applied, it is not
necessary to use the crack-tip enrichment functions. For FGMMs, we herein adopt
the displacement and micro-rotation approximations as

⎧⎪⎨
⎪⎩
uh1(x)
uh2(x)

φh
3 (x)

⎫⎪⎬
⎪⎭ =

∑
p∈SN

Np(x)

⎧⎪⎨
⎪⎩
u p
1

u p
2

φ
p
3

⎫⎪⎬
⎪⎭+

∑
p∈SH

Np(x)H̄p(x)

⎧⎪⎨
⎪⎩
bp
1

bp
2

bp
3

⎫⎪⎬
⎪⎭ (44)

Here, u p
i , φ

p
3 and bp

i are the nodal displacements, nodal micro-rotation, and the
additional degrees of freedom, respectively. Np(x) is the standard finite element
shape function, H̄p(x) = H(x − x̄) − H(xp − x̄) is the shifted enrichment function
for a crack face, where x, xp and x̄ denote an arbitrary point, the nodal point and the
point on a crack face, respectively. SN and SH are the set of standard nodes and the
set of enriched nodes, respectively. For a n-node element cut by a crack, the nodal
degrees-of-freedom are expressed as

{a} = [
u(1)
1 u(1)

2 φ
(1)
3 ... u(n)

1 u(n)
2 φ

(n)
3

]T
(45)

{b} = [
b(1)
1 b(1)

2 b(1)
3 ... b(n)

1 b(n)
2 b(n)

3

]T

The displacement and micro-rotation are expressed in matrix form as

{
uh

φh
3

}
= [

Na Nb
] { a

b

}
(46)

Here, [Na] = [
N(1)I N(2)I ... N(n)I

]
, [Nb] = [

H̄(1)N(1)I H̄(2)N(2)I ... H̄(n)N(n)I
]
,

and u = [
u1 u2

]T
, where I is an identity matrix of order 3. The strain and curvature

are expressed in matrix form as

{
ε

χ

}
= [

Ba Bb
] { a

b

}
(47)
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Here, {ε} = [ε11 ε12 ε21 ε22]T, {χ} = [χ13 χ23]T, [Ba] = [
B(1) B(2) ... B(n)

]
and

[Bb] = [
H̄(1)B(1) H̄(2)B(2) ... H̄(n)B(n)

]
, where

[Bp] =

⎡
⎢⎢⎢⎢⎢⎢⎣

Np,1 0 0
0 Np,1 −Np

Np,2 0 Np

0 Np,2 0
0 0 Np,1

0 0 Np,2

⎤
⎥⎥⎥⎥⎥⎥⎦

, p = (1), . . . (n)

Substituting Eq. (47) into the weak forms of the governing equations

∫
R

{
δεT δχT

} [C(x)]
{

ε

χ

}
dV =

∫
∂Rσ

{
δuT δφ3

} { t
m3

}
dS , (48)

one obtains the linear equations

[
Ke

aa Ke
ab

Ke
ba Ke

bb

]{
a
b

}
=
{
Fe

0

}
. (49)

Here, C(x) is material matrix of FGMMs, t = [
t1 t2

]T
is the traction vector. The

element stiffness matrices and the nodal force vector for one element e are

[Ke
aa] =

∫
V e

[Ba]T[C(x)][Ba]dV

[Ke
bb] =

∫
V e

[Bb]T[C(x)][Bb]dV (50)

[Ke
ab] =

∫
V e

[Ba]T[C(x)][Bb]dV = [Ke
ba]T

.

{Fe} =
∫
S
[Na]T

{
t
m3

}
dS (51)

For plane strain condition, the material matrix C is expressed as

[C] =

⎡
⎢⎢⎢⎢⎢⎢⎣

λ + 2G 0 0 λ

0 G + κ/2 G − κ/2 0
0 G − κ/2 G + κ/2 0
λ 0 0 λ + 2G

0

0
γ 0
0 γ

⎤
⎥⎥⎥⎥⎥⎥⎦

while for plane stress condition, the parameter λ in the material matrix C should be
replaced with 2Gλ/(2G + λ) .
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In order to achieve satisfactory precision in the region around the crack tip, Yu et
al. [45] proposed to patch a refined mesh on the main mesh. The technique was
referred to as the patched XFEM. When the crack propagates, the patched mesh
goes together with the crack tip. For FGMMs, the nonhomogeneous >>graded<<

element technique [40] is adopted, namely, the material properties at each integration
point are used in the calculation of the above element stiffness matrices.

5 Numerical Examples

In this section, internal and edge cracks are studied sequentially to verify the validity
of different auxiliary fields and to examine the influence of material parameters on
the FSIFs and CSIFs.

5.1 Internal Cracks

Figure3(a) shows an inclined crack of length 2a and angleω located in a square plate
of length 2W subjected to tensile load σapp = σoeηx1 . Young’smodulus varies with x1
according to E = Eoeηx1 , whereas Poisson’s ratio ν, the coupling number N , and the
characteristic length lb remain constant in the entire plate. The data used in numerical
analysis are as follows: σo = 1MPa, Eo = 1GPa, ν = 0.3 and lb = 0.01mm.

Example 1: An Infinite Square Plate with an Inclined Crack
First, the geometric parameters a = 1mm and W = 20mm, the material gradient
parameter η = 0 and the coupling number N = 0.01 are used to model an infinite
homogeneous classical elastic plate, for which the analytical solution of the FSIFs
is given by

KI = σo
√

πa cos2ω (52)

KI I = σo
√

πa sinω cosω

Then, the geometric and material parameters are set to a = 1mm, W = 10mm,
β = 0.5 and N = 0.01 to model a functionally graded classical elastic plate. The
classical elastic plate with such a configuration was investigated by Dolbow and
Gosz [36]. As shown in Fig. 3b, the finite element mesh consists of 1945 eight-node
quadrilateral (Q8) and 24 six-node quarter-point (T6qp) singular elements around
the crack tips, with a total of 1969 elements and 6026 nodes.

As shown in Fig. 3c, the region being comprised of elements totally and partially
enclosed by a circle CI of radius RI is selected to be the integration domain. In
this example, RI = 6he, where he = 0.012 is the radial edge length of an element
at the crack tip. A right-hand Cartesian coordinate frame (x1, x2, x3) is used, which
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(a) Geometry and boundary conditions (b) Finite element mesh

(c) Integral domains determined by a circle CI of radius RI

Fig. 3 A cracked micropolar plate under tension

leads to negative CSIF values for this example. The negative sign in the CSIFs just
denotes the direction and thus, the normalizedCSIFs−L3/L0 are given in the tables.
Tables1 and 2 list the normalized intensity factors KI /K0 , KI I /K0 and −L3/L0

for a homogeneous plate (η = 0) and for a functionally graded plate (η = 0.5),
respectively, where the reference factors K0 = σo

√
πa and L0 = lbK0 are used for

the internal crack. The results show that all three formulations of I-integral generate
the same results for the homogeneous plate. For the functionally graded plate, the IC
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Table 1 Normalized FSIFs and CSIFs at the right tip of a crack in an infinite homogeneous plate
(Example 1: a/W = 0.05, η = 0, N = 0.01, RI /he = 6)

CCT formulation NE formulation IC formulation Analytical
ω

(◦) K I

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0

0 1.002 0.000 0.006 1.002 0.000 0.006 1.002 0.000 0.006 1.000 0.000

18 0.908 0.293 0.005 0.908 0.293 0.005 0.908 0.293 0.005 0.905 0.294

36 0.656 0.478 0.004 0.656 0.478 0.004 0.656 0.478 0.004 0.655 0.476

54 0.348 0.477 0.002 0.348 0.477 0.002 0.348 0.477 0.002 0.346 0.476

72 0.095 0.295 0.001 0.095 0.295 0.001 0.095 0.295 0.001 0.096 0.294

Table 2 Normalized FSIFs and CSIFs of a crack in a functionally graded plate (Example 1:
a/W = 0.1, η = 0.5, N = 0.01, RI /he = 6)

CCT formulation NE formulation IC formulation Ref. [36]

ω

(◦) K I

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0

Right tip

0 1.450 −0.001 0.010 1.451 −0.001 0.010 1.451 −0.001 0.010 1.445 0.000

18 1.308 0.348 0.009 1.310 0.348 0.009 1.310 0.348 0.009 1.303 0.353

36 0.936 0.558 0.006 0.937 0.558 0.006 0.937 0.558 0.006 0.930 0.560

54 0.495 0.538 0.003 0.496 0.538 0.003 0.496 0.538 0.003 0.488 0.540

72 0.146 0.316 0.001 0.146 0.316 0.001 0.146 0.316 0.001 0.142 0.316

Left tip

0 0.683 −0.001 0.003 0.682 −0.001 0.003 0.682 −0.001 0.003 0.681 0.000

18 0.627 0.213 0.003 0.626 0.213 0.003 0.626 0.213 0.003 0.623 0.213

36 0.466 0.368 0.002 0.466 0.367 0.002 0.466 0.367 0.002 0.467 0.364

54 0.252 0.398 0.002 0.251 0.398 0.002 0.251 0.398 0.002 0.251 0.396

72 0.060 0.269 0.001 0.060 0.269 0.001 0.060 0.269 0.001 0.062 0.268

formulation and the NE formulation deliver the same results, which have a difference
of less than 1.0% with the results computed using the CCT formulation. All CSIF
values approach zero, which indicates that it is reasonable to use the coupling number
N = 0.01 to simulate a classical elastic plate. The present FSIFs are compared with
the analytical results of Eq. (52) (see Table1) and those published in Ref. [36] (see
Table2). An agreement within 1.0% is shown for all three formulations.

Example 2: A Functionally Graded Plate with an Inclined Crack

The geometric and material parameters are set to a = 1mm, W = 10mm, η = 0.5
and N = 0.01 and N = 0.5 to model a functionally graded micropolar plate. As
shown in Fig. 3c, six integration domains of RI /he = 3, 6, 12, 24, 48 and 96 are used
to compute the FSIFs and CSIFs in order to verify the domain-independence of the
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Table 3 Normalized FSIFs and CSIFs of a crack in a functionally graded plate (Example 2:
a/W = 0.1, η = 0.5, N = 0.01, ω = 18◦)

CCT formulation NE formulation IC formulation

RI

he

K I

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

Right tip

3 1.309 0.347 0.009 1.310 0.347 0.009 1.310 0.347 0.009

6 1.308 0.348 0.009 1.310 0.348 0.009 1.310 0.348 0.009

12 1.306 0.348 0.009 1.309 0.348 0.009 1.309 0.348 0.009

24 1.304 0.348 0.009 1.309 0.349 0.009 1.309 0.349 0.009

48 1.297 0.348 0.009 1.309 0.349 0.009 1.309 0.349 0.009

96 1.283 0.344 0.009 1.308 0.349 0.009 1.308 0.349 0.009

Dr (%) 2.0 1.1 0.0 0.2 0.6 0.0 0.2 0.6 0.0

Left tip

3 0.627 0.213 0.003 0.626 0.212 0.003 0.626 0.212 0.003

6 0.627 0.213 0.003 0.626 0.213 0.003 0.626 0.213 0.003

12 0.627 0.213 0.003 0.626 0.213 0.003 0.626 0.213 0.003

24 0.630 0.214 0.003 0.626 0.213 0.003 0.626 0.213 0.003

48 0.630 0.215 0.003 0.626 0.213 0.003 0.626 0.213 0.003

96 0.634 0.219 0.003 0.626 0.213 0.003 0.626 0.213 0.003

Dr (%) 1.1 2.8 0.0 0.0 0.5 0.0 0.0 0.5 0.0

I-integrals. The relative deviation Dr = |(Kmax − Kmin)/Kmean | × 100% is used to
estimate the difference of the intensity factors computed using different integration
domains, where Kmax, Kmin and Kmean denote the maximum, minimum and average
values of the intensity factors, respectively.

Tables3 and 4 list the normalized intensity factors for N = 0.01 and N = 0.5,
respectively. The relative deviation Dr for both the NE formulation and the IC for-
mulation does not exceed 1.0%, whereas Dr for the CCT formulation is about 3.0%.
It indicates that the computation of the strain gradient probably causes numerical
inaccuracy in finite element analysis. In addition, a relatively weaker convergence
is observed for the CCT formulation when the size of integration domain increases,
which is in accordance with the discussion for classical FGMs, see [37]. Therefore,
the NE and IC formulations are more appropriate than the CCT formulation for
FGMMs.

Example 3: Influence of Coupling and Gradation

First, the geometric parameters are set fixed to a = 1mm,W = 10mm andω = 18◦.
We take the coupling number N = 0.01 ∼ 0.99 and gradation factor η = 0 ∼ 0.5 in
order to study their influence on the FSIFs and CSIFs. The IC formulation is used to
compute the FSIFs and CSIFs, which are shown in Fig. 4a, b. Irrespective of whether
the material is homogenous (η = 0) or nonhomogeneous (η = 0.5), all FSIFs and
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Table 4 NormalizedFSIFs andCSIFs of a crack in a functionally gradedmicropolar plate (Example
2: a/W = 0.1, η = 0.5, N = 0.5, ω = 18◦)

CCT formulation NE formulation IC formulation

RI

he

K I

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

Right tip

3 1.406 0.404 0.805 1.407 0.405 0.806 1.407 0.405 0.806

6 1.405 0.404 0.805 1.407 0.405 0.806 1.407 0.405 0.806

12 1.402 0.404 0.805 1.407 0.405 0.807 1.407 0.405 0.807

24 1.397 0.404 0.805 1.407 0.405 0.807 1.407 0.405 0.807

48 1.386 0.402 0.804 1.406 0.405 0.807 1.406 0.405 0.807

96 1.366 0.397 0.804 1.406 0.406 0.807 1.406 0.406 0.807

Dr (%) 2.9 1.8 0.1 0.1 0.2 0.1 0.1 0.2 0.1

Left tip

3 0.675 0.246 0.385 0.675 0.246 0.385 0.675 0.246 0.385

6 0.676 0.247 0.386 0.675 0.246 0.385 0.675 0.246 0.385

12 0.677 0.247 0.386 0.674 0.246 0.386 0.674 0.246 0.386

24 0.679 0.248 0.386 0.674 0.246 0.386 0.674 0.246 0.386

48 0.682 0.249 0.387 0.674 0.246 0.386 0.674 0.246 0.386

96 0.688 0.253 0.387 0.674 0.246 0.386 0.674 0.246 0.386

Dr (%) 1.9 2.8 0.5 0.1 0.0 0.3 0.1 0.0 0.3

CSIFs at both crack tips increase monotonically as the coupling number N increases.
As shown in Fig. 5a, b, for both N = 0.01 and N = 0.5, all FSIFs and CSIFs at the
right (left) crack tip increase (decrease) monotonically as the gradient parameter η

increases.
Next, the geometric andmaterial parameters are set fixed toW = 10mm,ω = 18◦,

N = 0.5, and η = 0 and 0.5, and the crack length is taken to be a = 1 ∼ 6mm in
order to verify its influence on the normalized intensity factors. For a homogeneous
micropolar plate, as shown in Fig. 6a, all FSIFs and CSIFs at both crack tips increase
as the crack length a increases. Contrary, for a functionally graded micropolar plate
(η = 0.5), as shown in Fig. 6b, all FSIFs andCSIFs at the right (left) crack tip increase
(decrease) monotonically with growing crack length a. This example indicates that
the material property gradient substantially affects the varying trend of the FSIFs
and CSIFs.

5.2 Edge Cracks

As shown inFig. 7, the secondmodel is a rectangular plate of length 2H = 20mmand
widthW = 11mm subjected to tension loading σapp = 100MPa, which contains an
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Fig. 4 Normalized FSIFs
and CSIFs versus the
coupling number N in a a
homogeneous plate of η = 0
and b a functionally graded
plate of η = 0.5 (Example 3)

edge crack of length a and angleω. The finite elementmesh consists of 1293 elements
and 3997 nodes.

Example 4: A Homogeneous Rectangular Plate with a Horizontal Edge Crack

The geometric and material parameters are set as a = 1mm, ω = 0, E = 100GPa
and ν = 0.3 to model a horizontal edge crack in a homogeneous plate. A classical
elastic plate for which the coupling number is set as N = 0.01 and amicropolar plate
of N = 0.85 are investigated. For a classical elastic plate with such a configuration,
the solution of the FSIFs is given in [55] by

Kcl
I = k σapp

√
πa, Kcl

I I = 0 (53)

k = 1.12 − 0.23
a

W
+ 10.55

( a

W

)2 − 21.72
( a

W

)3 + 30.39
( a

W

)4
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Fig. 5 Normalized FSIFs
and CSIFs versus the
gradient parameter η for the
coupling number a N = 0.01
and b N = 0.5 (Example 3)

The micropolar plate with such a configuration was investigated by Atroshchenko
and Bordas [29]. For both plates, the material parameter lb is taken to be 0.01, 2.55 ×
10−2, 2.55 × 10−1, 2.55 × 10−1/2 and 2.55, sequentially. The FSIFs and CSIFs
are normalized by Kcl

I = 208 MPa mm1/2 and L0 = σappa
√

πa = 177 MPa mm3/2,
respectively.

Table5 lists the normalizedmode-I FSIFs and in-planeCSIFs for a classical elastic
plate (N = 0.01).All three formulations generate the same results for a homogeneous
plate and thus, the normalized intensity factors are only listed once.When comparing
the present results with the reference solution, an agreement within 0.5% is shown.
Table6 lists the normalized mode-I FSIFs and in-plane CSIFs for a micropolar plate
(N = 0.85). The present results agreewithin 1.0%with those inRef. [29]. In addition,
the value of lb affects neither the FSIFs nor the CSIFs when the coupling number N
approaches to zero (see Table5), but affects both the FSIFs and the CSIFs evidently
(see Table6).
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Fig. 6 Normalized FSIFs
and CSIFs versus crack
length a/W in a a
homogeneous plate of η = 0
and b a functionally graded
plate of η = 0.5 (Example 3)

Example 5: A Functionally Graded Plate with an Edge Crack

Here, the crack length is taken to be a = 3mm, while the crack inclination angle
varies from ω = 0◦ to ω = 72◦. The material parameters are set to E = Eo(1 +
x1/W ), ν = 0.3, lb = 0.8mm and N = 0.01, 0.8 and 0.99, where Eo = 100GPa.
Table7 lists the FSIFs and CSIFs normalized by K0 = σapp

√
πa and L0 = lbK0,

respectively. The results show that the normalized FSIFs and CSIFs obtained using
all three I-integral formulations agree within 0.1% with each other.

Example 6: A Functionally Graded Plate with a Horizontal Edge Crack

Next, the crack inclination angle is taken to be ω = 0◦ and the crack length varies
from a = 1mm to a = 8 mm. In order to study the influence of the variation of
material stiffness on the FSIFs and CSIFs, the following three functions are chosen
to define Young’s modulus:
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Fig. 7 A rectangular plate
with an edge crack under
tension

Table 5 Normalized FSIFs
and CSIFs of an edge crack in
a homogeneous plate
(Example 4:
ω = 0◦, E = 100GPa, ν =
0.3, RI /he = 6)

Present Ref. [55]

N lb KI /Kcl
I −L3/L0 KI /Kcl

I −L3/L0

0.01 0.01 1.0043 0.0001 1.000 0.000

0.01 2.55E-2 1.0042 0.0002 1.000 0.000

0.01 2.55E-1 1.0042 0.0003 1.000 0.000

0.01 2.55E-0.5 1.0042 0.0003 1.000 0.000

0.01 2.55 1.0042 0.0003 1.000 0.000

• Function 1: E = Eo(1 + 4x1/W )

• Function 2: E = Eo[1 + 4(x1/W )2]
• Function 3: E = Eo[1 + 8x1/W − 4(x1/W )2]

As shown in Fig. 8, Young’s modulus of all three functions increases from Eo at
x1 = 0 to 5Eo at x1 = W , but these slopes are ascending (Function 2) or descending
(Function 3) or constant (Function 1). The other material parameters are set as Eo =
100GPa, ν = 0.3 and lb = 0.8mm. The NE formulation is used to solve the FSIFs
and CSIFs. Figure9a–c show the normalized intensity factors KI /K0 and L3/L0



442 H. Yu and M. Kuna

Table 6 Normalized FSIFs and CSIFs of an edge crack in a homogeneous micropolar plate
(Example 4: ω = 0◦, E = 100GPa, ν = 0.3, RI /he = 6)

Present Ref. [29]

N lb KI /Kcl
I −L3/L0 KI /Kcl

I −L3/L0

0.85 0.01 1.1856 0.0107 – –

0.85 2.55E-2 1.1783 0.0270 1.1819 0.0270

0.85 2.55E-1 1.0792 0.2111 1.0803 0.2120

0.85 2.55E-0.5 0.9580 0.3675 0.9542 0.3689

0.85 2.55 0.8822 0.4630 0.8836 0.4644

Table 7 Normalized FSIFs and CSIFs of a crack in a functionally graded plate (Example 5:
E = E0(1 + x1/W ), E0 = 100GPa, ν = 0.3, lb = 0.8, RI /he = 6)

CCT formulation NE formulation IC formulation
ω

(◦) KI

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

KI

K0

KI I

K0
− L3

L0

N = 0.01

0 1.4510 0.0000 0.0023 1.4511 0.0000 0.0023 1.4511 0.0000 0.0023

18 1.3246 0.2392 0.0020 1.3247 0.2392 0.0020 1.3247 0.2392 0.0020

36 1.0018 0.3753 0.0015 1.0020 0.3752 0.0015 1.0020 0.3752 0.0015

54 0.6117 0.3718 0.0009 0.6118 0.3717 0.0009 0.6118 0.3717 0.0009

72 0.2742 0.2459 0.0004 0.2743 0.2458 0.0004 0.2743 0.2458 0.0004

N = 0.8

0 1.3726 0.0000 0.9382 1.3730 0.0000 0.9385 1.3730 0.0000 0.9385

18 1.2458 0.3263 0.8611 1.2461 0.3264 0.8613 1.2461 0.3264 0.8613

36 0.9172 0.5304 0.6578 0.9173 0.5306 0.6580 0.9173 0.5306 0.6580

54 0.5110 0.5486 0.3958 0.5110 0.5487 0.3959 0.5110 0.5487 0.3959

72 0.1644 0.3853 0.1501 0.1644 0.3853 0.1501 0.1644 0.3853 0.1501

N = 0.99

0 1.4124 0.0000 1.0423 1.4129 0.0000 1.0425 1.4129 0.0000 1.0425

18 1.2851 0.3590 0.9560 1.2855 0.3592 0.9562 1.2855 0.3592 0.9562

36 0.9449 0.5847 0.7272 0.9451 0.5849 0.7274 0.9451 0.5849 0.7274

54 0.5263 0.6067 0.4333 0.5263 0.6069 0.4333 0.5263 0.6069 0.4333

72 0.1679 0.4257 0.1608 0.1679 0.4258 0.1608 0.1679 0.4258 0.1608
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Fig. 8 Young’s modulus E/E0 versus x1/W (Example 6)

Fig. 9 Normalized FSIFs and CSIFs versus crack length a for the coupling number a N = 0.01,
b N = 0.4 and c N = 0.99 (Example 6)
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Fig. 10 Normalized FSIFs
and CSIFs versus the
coupling number N for an
edge crack of length a
a = 3mm and b a = 7mm
(Example 6)

varying with the crack length for N = 0.01, 0.4 and 0.99, respectively, where K0 =
σapp

√
πa and L0 = lbK0. For all of the above three functions, both the mode-I FSIFs

and the CSIFs increase significantly with the increase of the crack length a. The
FSIFs and CSIFs in descending order are KI |Function 2 > KI |Function 1 > KI |Function 3

and L3|Function 2 > L3|Function 1 > L3|Function 3 for a ≤ 3mm, and the inverse order can
be observed for a ≥ 3mm. In other words, Function 3 is better for weakening the
crack-tip force stress and couple stress concentration for a small edge crack, while
Function 2 is better for a large edge crack. The reason is a different gradient of
Young’s modulus. The higher the gradient in front of the crack, the more is the crack
loading released.

Figure10a, b show the normalized intensity factors KI /K0 and L3/L0 vary-
ing with the coupling number N for a = 3mm and a = 7mm, respectively. The
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normalized FSIFs and CSIFs have the same trends for all of the above three func-
tions as the coupling number N increases. With increasing coupling number N , the
normalized FSIFs KI /K0 first decreases and then increases a little for a = 3mm,
while KI /K0 first decreases quickly and then varies slightly for a = 7mm, and the
normalized CSIF L3/L0 increasesmonotonically for both a = 3mmand a = 7mm.

6 Summary and Conclusions

In order to calculate the crack-tip intensity factors for a crack in nonhomogeneous
micropolar materials by the I-integral, three applicable formulations are proposed to
define the auxiliary field, i.e.,

• CCT formulation (violation of the constitutive equations),
• NE formulation (violation of the equilibrium equations),
• IC formulation (violation of the compatibility equations).

Each of these formulations results in a consistent domain form of the I-integral,
in which extra terms naturally appear to compensate for the difference between
homogeneous and nonhomogeneous materials. In details,

• The I-integral using the CCT formulation contains strain gradient, curvature gra-
dient and material property gradient. It is not appropriate for nonhomogeneous
micropolar materials because the strain gradient and curvature gradient may cause
inaccuracy in numerical calculations.

• The I-integral using theNE formulation does not involve any strain gradient or cur-
vature gradient. Therefore, it is reliable for nonhomogeneous micropolar materials
with differentiable properties.

• The I-integral using the IC formulation does not involve any material property
gradient. It is effective for micropolar material with arbitrary continuous or dis-
continuous properties.

In order to compute the various I-integrals numerically for arbitrary two-dimensional
cracked bodies, the patched-XFEM is applied. The patched-XFEM preserves crack
face enrichment functions but renounces crack-tip enrichment functions from the
displacement and micro-rotation approximations. Instead, a refined mesh is patched
on the main mesh around the crack tip to improve the precision of numerical solu-
tion. The I-integral combined with the patched-XFEM is employed to extract the
FSIFs and CSIFs for various internal and edge crack configurations in functionally
graded micropolar plates. Numerical results show that the NE formulation and the
IC formulation give best accuracy for nonhomogeneous micropolar materials, while
the CCT formulation generates larger relative errors for nonhomogeneous micropo-
lar materials. For an internal crack, all FSIFs and CSIFs at both crack tips increase
monotonically when the coupling number increases, and the differences between the
two crack tips are enlarged with increasing gradient parameter. For an edge crack, the
increase of coupling number causes a monotonic growth of CSIF, while the mode-I
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FSIF first decreases and then varies slightly. All these examples demonstrate that
material property functions affect the FSIFs and CSIFs substantially.
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Analytical Modelling of the Tooth
Translational Motions: Comparative
Analysis for Different Shapes of Root

Kirill Yurkevich, Sergei Bosiakov and Holm Altenbach

Abstract The orthodontic treatment planning may be carried out based on the finite
element and analytical models of periodontal ligament (PDL). For analytical mod-
elling of the PDL behavior the shape of the tooth root mainly was approximated
by circular or elliptical paraboloid. Another shape of the tooth root is the elliptical
two-sheeted hyperboloid. Semi-axes of the tooth root cross-section in the shape of
the elliptical paraboloid and two-sheeted hyperboloid on the alveolar crest level are
the same, but the shape of a two-sheeted hyperboloid allows employing the addi-
tional parameter for describing the root apex rounding. The aim of this study is the
comparative analysis of the hydrostatic stresses patterns during the tooth root trans-
lational displacements in the almost incompressible PDL for the root in the shape
of the elliptical paraboloid and two-sheeted hyperboloid. As a result, patterns of the
hydrostatic stresses in the PDL during translational displacement are nearly identical
for the tooth root in the shape of a paraboloid and the tooth root in the shape of a
two-sheeted hyperboloid with the rounded apex of the tooth root. The translational
movement of the tooth rootwith a pointed apex leads to the higher hydrostatic stresses
in the PDL compared with the tooth root with a rounded apex. The obtained results
indicated that the rounding of the tooth root should be considered during planning
of orthodontic treatment.
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1 Introduction

Orthodontic treatment of malocclusion and anomalous dentition is a complex dental
procedure and requires careful planning. Various analytical and numerical models
are developed for planning of the therapeutic stages [2–5, 7, 10, 11, 16, 20, 22,
25, 26, 28]. In these models, the actual or idealized geometric shape of the teeth
are considered and the finite element (FE) method [2–5, 7, 10, 20] or analytical
approaches [11, 16, 22, 25, 26, 28] are used.

Initial motions of teeth can be caused by the short-term load, after the load is
removed the tooth returns to its previous position; the degenerative and irreversible
changes in the periodontal ligament (PDL) are absent [5, 29]. Also, for analytical
modelling of tooth motions and behavior of the PDL during tooth displacement, in
most cases, the shape of the tooth root is approximated by a paraboloid or a two-
sheeted hyperboloid ([1, 18, 25], and others listed therein).

The thickness of the periodontal ligament (PDL) changes within certain limits for
each tooth and also varies for different teeth [12, 15, 17, 19, 27]. According to [21],
average thickness of the PDL is approximately 0.25 ± 50% mm. The thickness of
the PDL can increase near the alveolar crest or near the apex of the tooth root. Also
the PDL can take the shape of a hollow chamfer with a minimum thickness in the
middle third of the tooth root.

Most of the finite-element models of the PDL were developed for constant thick-
ness cases. Stresses and deformations of the PDL with non-uniform thickness under
the tooth root different loading were estimated in several studies. In one of them
a two-dimensional finite-element model was developed for the premolar [24]. The
thickness of the PDL near the alveolar crest and at the apex of the root was exceeded
the thickness of the PDL in the middle third of the tooth root. The finite-element
analysis of displacements, principal and equivalent stresses of the PDL under the
small intrusive loads demonstrated that the stress distributions for the uniform and
non- uniform thickness model were similar [24]. In [8], the finite-element analysis
of the maximum principal stresses under vertical loading in the PDL with constant
thickness and PDL with thickness increases from the alveolar ridge to the apex of
the tooth root was carried out. Geometric models are obtained on the basis of tomo-
graphic images of different cross-sections of the tooth root and paradont. The authors
concluded that the width of the periodontal cleft affects slightly on the stress dis-
tributions in the PDL. Taking into account the conclusions of [8, 24] the constant
thickness of the PDL was considered in present research.

A comparative estimation of the tooth root motions in the bilinear elastic PDL
for actual shape of the tooth root and for the tooth root in the form of a paraboloid
was carried out in [27]. It was concluded in this study, that the more appropriate
approximation to the actual shape of canine root is an elliptical paraboloid.According
to the [27], the accuracy of the determination of the centre of resistance for the human
canine and elliptical paraboloid is within 10 per cent, and the difference between the
tipping calculations for actual root and elliptical paraboloid about 2%.



Analytical Modelling of the Tooth Translational Motions … 451

The shape of a circular paraboloid for the maxillary central incisor was employed
in [18] to model analytically the initial movement of the tooth root in almost incom-
pressible PDL with Poisson ratio of 0.49. This approach was developed in [25] for
the orthodontic treatment planning using the shape of an elliptical paraboloid for the
tooth root. Along with this, FE analysis of stresses in the almost incompressible PDL
during motions of the tooth root in the shape of a circular and elliptical paraboloid
was performed in [18, 25], and an analytical model was validated. The differences
between the stresses were detected in small regions of the PDL near the apex, and
especially at the alveolar crest region. For other regions of the PDL the stresses
predicted on analytical and FE models are practically identical.

At the same time, the model of the tooth root in the shape of a two-sheeted
hyperboloid is almost not used for the analytical modelling of the stress patterns in
the PDL and displacements of the tooth root, although the feature of this shape is
the ability to define the tooth root rounding at the apex region. The aim of this study
is the comparative analysis of the stress patterns during the tooth root translational
displacements in the almost incompressible PDL for the root in the shape of the
elliptical paraboloid and two-sheeted hyperboloid.

2 Methods

2.1 Modelling of the Tooth Root Equilibrium in the PDL

It is assumed that the inner surface of the PDL is defined by one of the equations:

F1(x, y, z) = y − h

b2
(
x2(1 − e2) + z2

)
, (1)

F2(x, y, z) = y − h
√
1 + p2 − p

(√
(
1 − e2

) ( x
b

)2 +
( z

b

)2 + p2 − p

)

= 0,

(2)
where h is the height of tooth root; e = √

1 − (b/a)2, a and b are the eccentricity
and semi-axes of the elliptical cross-section of the tooth root at the alveolar crest
level, respectively; p is the parameter defining the rounding of the tooth root apex.

Under the force action on the tooth crown, the inner PDL surface Fk(x, y, z) are
moved on the distance equal to the displacement of the tooth root. The outer surface
of the PDL is rigidly fixed. Moreover, the teeth and the alveolar bone are assumed
the rigid bodies [8, 18, 25].

In accordance with [18, 21], it is assumed that the PDL tissue is almost incom-
pressible material with Poisson’s ratio equal to 0.49.
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After transformations in conformitywith [25] the following equilibrium equations
of the tooth root were obtained:

a(k)
11 u0x + a(k)

16 θz = fx , a
(k)
22 u0y = fy, a

(k)
33 u0z + a(k)

34 θx = fz,

a(k)
43 u0z + a(k)

44 θx = y f fz − z f fy, a
(k)
55 θy = z f fx − x f fz,

a(k)
61 u0x + a(k)

66 θz = x f fy − y f fx .

(3)

where x f , y f and z f are the coordinates of the point where the load is applied; ux , uy

and uz are displacements of the tooth root along x-, y- and z-axis; θx , θy and θz are
angles of rotations of the tooth root relative to the same axes. The coefficients of the
system (3) are presented in Appendix. Indexes k = 1 and k = 2 correspond to the
tooth root in the shape of a paraboloid and a two-sheeted hyperboloid, respectively.

2.2 Hydrostatic Stresses

The regions of largest hydrostatic stresses are primary indicators of the bone remod-
elling during orthodontic tooth movement [6, 13, 27]. Hydrostatic stress is defined
as follows:

σh = 1

3
(σxx + σyy + σzz) (4)

The hydrostatic stresses σhxy and σhyz during the tooth root translational displace-
ments in xy-plane and yz-plane are expressed as follows:

σ
(k)
hxy =

E
(
a(k)
22 fx Hk sin(αk) − a(k)

11 fy cos(αk)
)

3δ (2ν − 1) a(k)
11 a

(k)
22

, (5)

σ
(k)
hyz =

E
(
a(k)
22 fzGk sin(αk) − a(k)

33 fy cos(αk)
)

3δ (2ν − 1) a(k)
22 a

(k)
33

, k = 1, 2, (6)

where parameters Gk , Hk and angle αk are defined in [25].

3 Results

For the calculations the following tooth root geometrical dimensions are assumed
h = 13.0mm, b = 3.9mm and e = 0.6. Elastic properties of the PDL are defined
by constants E = 680 kPa and ν = 0.49 [23]. Thickness δ of the PDL is 0.229mm
[18].
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(a) (b) (c)

Fig. 1 Patterns of the hydrostatic stresses σhxy on the inner PDL surface during translational
displacement of the tooth root in xy-plane under the load action: a fx = 1 N, fy = fz = 0, b
fx = − fy = 1/

√
2 N, fz = 0, c fx = fz = 0, fy = −1 N

3.1 Hydrostatic Stresses Pattern

Figure1 depicts the patterns of the hydrostatic stresses σhxy for the PDL middle
surface during translational displacement in the xy-plane. The shape of the tooth
root is a two-sheeted hyperboloid with the parameter p of the apex rounding equals
to 0.4.

It is seen from Fig. 1a that the highest (in absolute value) hydrostatic stresses σhxy

during translational displacement of the tooth along the x-axis appear in the PDL’s
region near alveolar crest. If the force component fx is supplemented by vertical
force component fy directed downwards, then the hydrostatic stresses σhxy signifi-
cantly increase in the PDL apical region. During the tooth root vertical displacement
downward the hydrostatic stresses σhxy in the PDL’s regions near the alveolar crest
are higher near minor semi-axes than near major semi-axes of the tooth root cross-
section.

The patterns of the hydrostatic stresses σhyz after tooth loading by force fx = 0,
fy = 0, fz = 1 N or fx = 0, fy = −1/

√
2 N, fz = 1/

√
2 N are similar to patterns

that depicted in Fig. 1 a, b, respectively. The magnitudes of the hydrostatic stresses
σhxy and σhyz for PDL’s different points A( b√

1−e2
, h, 0), B(b, h, 0),C(− b√

1−e2
, h, 0)

and D(−b, h, 0) for the tooth root with different parameters p are shown in Figs. 2
and 3.

It is may be seen from Figs. 2 and 3 that the parameter p significantly affects
the hydrostatic stresses in the PDL. If the parameter p increases, then regardless of
the loading type, the hydrostatic stresses are decreased. If the parameter p is equal
to 5.0, the hydrostatic stresses in the PDL for the tooth root in the shape of a two-
sheeted hyperboloid coincide with the corresponding hydrostatic stresses in the PDL
for tooth root in the shape of a paraboloid with an accuracy approximately of 2%.
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Fig. 2 Hydrostatic stresses at the points A(a, h, 0), B(b, h, 0) and C(−a, h, 0) of PDL during
translational displacement of the tooth root in xy-plane under the load action: 1 – fx = 1 N,
fy = fz = 0; 2 – fx = − fy = 1/

√
2 N, fz = 0; 3 – fx = fz = 0, fy = 1 N. Loading’s types 1, 2

and 3 are indicated on the horizontal axes

Fig. 3 Hydrostatic stresses at the points A(a, h, 0), B(b, h, 0) and D(0, h,−b) of PDL during
translational displacement of the tooth root in yz-plane under the load action (it is indicated on the
horizontal axis): 1 – fx = 1 N, fy = fz = 0; 2 – fx = − fy = 1/

√
2 N, fz = 0; 3 – fx = fz = 0,

fy = 1 N. Loading’s types 1, 2 and 3 are indicated on the horizontal axes

Parameter p also affects the hydrostatic stresses in the alveolar crest region of
the PDL (see Fig. 2, point C and Fig. 3, point D). Under the loading of type 2 in the
middle of the PDL for the tooth root with the different rounding of the root apex can
occur compressive stresses (Fig. 3, point A, p = 0.4) or tensile stresses (Fig. 3, point
A, p = 1.0, p = 5.0). That is, the rounding of the root apex can affect the stresses
regime of the PDL. Therefore orthodontic effect under such loading can leads to
the bone resorption at the alveolar crest region during the motions of the tooth with
the pointed apex and the bone formation in the same region during the motion of
the tooth with the rounded root apex under the same loading. It should be noted
that the external contours of the patterns σhxy and σhyz are bounded almost by plane
surface (except of small regions near the apexes and alveolar crest). This indicates
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that the bone remodelling during the tooth root translational displacement in x- or
z-directions will occur uniformly along the root surfaces; below the apex the bone
is not reconstructed. If the tooth root moves translationally at an angle to the x- or
z-axis, then bone is also remodelled uniformly besides the apical and alveolar crest
regions. At this regions, due rather high stresses and bone resorption might occur the
negative effects for the patients. Note that in [9, 14] is also mentioned about bone
resorption in the apical area during the teeth movement, including the intrusion.

Parameter p has practically no effect on the hydrostatic stresses in the apex region
during the vertical downward displacement of the tooth. The difference between the
stresses in the PDL during the tooth root translational downward displacement for
two considered shapes of the tooth root is not more than 2.5%. It is important that
even the addition of a minor vertical load component leads to high stresses in the
PDL apex region. In particular, the stresses in the PDL apical region almost twice
as many of maximum stress in the alveolar crest region under the tooth loading of
type 2 (see Figs. 2 and 3). Also important is the fact that the higher stresses near the
alveolar crest region occur during the simultaneous action of horizontal and vertical
load components compared with the action only horizontal or vertical force.

The eccentricity of an ellipse in cross-section of the tooth root significantly affect
the hydrostatic stresses independently of the parameter p. The hydrostatic stresses
at the points A and C (see Fig. 2) during the tooth translation along the x-axis are
approximately 24% larger than the hydrostatic stresses in the points B and D (see
Fig. 3) during the tooth translational displacement along the z-axis. Conversely, the
hydrostatic stresses in the points B and D during the tooth translation along the
x-axis are less than the corresponding hydrostatic stresses at the points A and C
during tooth translation along the z-axis. This suggests that for any type of loading,
and independently of the apex rounding, during the translational displacement of
the tooth root in the symmetry plane passing through the minor semi-axes of the
elliptical cross-section of the tooth root, the range of hydrostatic stresses in the PDL
near the alveolar crest region will be less than during the tooth root translational
displacement in the symmetry plane containing the major semi-axes.

3.2 FE Modelling

Foregoing results have shown that the behavior of the PDL during the translational
displacement of the tooth root in the shape of a two-sheeted with the large parameters
of the apex rounding (p ≥ 5) and the tooth root in the shape of a paraboloid, are nearly
the same. Therefore FE stresses analysis in the PDL is carried out for the tooth root in
the shape of a two-sheeted hyperboloid with parameter p of the apex rounding of 0.4.
The FE model of the tooth root with the PDL is developed via ANSYS Mechanical
APDL 15.0 (ANSYS Inc., USA).

The inner surface of the PDL coincides with the surface of the tooth root, and its
displacement is equal to the displacement of the tooth root as a rigid body.
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(a) (b)

Fig. 4 Details of the FE models of the tooth root and the PDL: a the inner and outer PDL surfaces
are modelled as a two-sheeted hyperboloid. The nodes on the inner PDL surface 1 is attached to
the tooth root; on the nodes of the PDL top surface 2 were no constraints, and the outer surface 3 is
fixed; b the region of the PDL FE model is divided into elements by using SOLID185 elements. A
comparison of the analytical and FE models was carried out for the nodes on the inner PDL surface

Nodes on the outer surface of the PDL in FE model are fixed, that corresponds to
the attachment of the PDL to the alveolar bone. Nodes on the top horizontal surface
of the PDL are without constraints. The FE mesh of the PDL model and the tooth
root model was carried out. The FE model of the PDL is divided into three layers
of elements of equal thickness. The result is 4800 elements of SOLID185 type for a
model of the tooth root, and 14400 elements of SOLID185 type for the PDL model.
The regular hexagonal mesh is used for the FE models of the tooth root and the PDL.
The FE model of the tooth root in shape of a two-sheeted hyperboloid and fragment
of the PDL FE model is shown in Fig. 4.

Figures5 and 6 show the normal and shear stress components in the middle of the
PDL during translational tooth displacement along x-axis calculated on the basis of
analytical and FE models.

The material and geometrical parameters of the analytical and FE models are the
same.

It is seen from Figs. 5 and 6 that the largest differences between the stresses
components occur in the regions of the alveolar crest and the tooth root apex. This
is consistent with the results of similar comparative analysis for the tooth root and
the PDL in the shape of a paraboloid [18, 25]. Also note that the coincidence of
the magnitudes of the tooth root translational displacement predicted by analytical
and FE models is very high; difference between the displacements are not more than
0.5%.
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Fig. 5 Normal stress component σxx in the middle of the PDL during translational tooth root
displacement along the positive x-axis. The solid line represents the analytical results, the dots
represent the results of the FE modelling

Fig. 6 Shear stress component τxy in themiddle of the PDL during translational tooth root displace-
ment along the positive x-axis. The solid line represents the analytical results, the dots represent
the results of the FE modelling

4 Conclusions

The following conclusions can be made:

1. Paraboloid and two-sheeted hyperboloid can be used to describe the shape of the
tooth root. For both these cases, the semi-axes of the tooth root cross-section on
the alveolar crest level are the same, but for the tooth root in the shape of a two-
sheeted hyperboloid need to use the additional parameter for the apex rounding.
Patterns of the hydrostatic stresses in the PDL during translational displacement
are nearly identical for the tooth root in the shape of a paraboloid and the tooth
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root in the shape of a two-sheeted hyperboloid with the parameter of the apex
rounding more than 5.0.

2. The translational movement of the tooth root with a pointed apex causes the
higher hydrostatic stresses in the PDL compared with the tooth root with a
rounded apex. Regardless of parameter of the root apex rounding the hydrostatic
stresses in the PDL increase significantly in the apical region, if the line of
the force action inclines even at a small angle relative to horizontal. The highest
hydrostatic stresses at the PDL region near alveolar crest occur under the inclined
position of the force line than under its horizontal or vertical position.

3. Under the same force action on the tooth in the shape of the elliptical two-sheeted
hyperboloid the both compressive and tensile stresses in the PDL depending on
rounding of the tooth root apex can occur. That is, due to the root apex rounding
can change not only stress magnitudes but the stresses regime. This may affect
the bone remodelling (resorption or formation) during orthodontic movement of
the tooth root.

4. For a more expanded using of the two-sheeted hyperboloid shape for the tooth
root and the PDLneed to experimentally determine (as possible) the parameter of
the apex rounding. It is also necessary to carry out the comparative computations
of the PDL behaviour on the basis of actual shape of the tooth root and for the
tooth root in the shape of a two-sheeted hyperboloid in the same way as was
performed in [27] for the tooth root in the shape of a paraboloid.

5. Comparative analysis of the stress tensor components based on the analytical and
FE model of the tooth root in the shape of a two-sheeted hyperboloid revealed
sufficiently high agreement between the results except of the PDL regions near
the apex and the alveolar crest. This is consistent with similar results [18, 25]
for the model of the tooth root in the shape of a paraboloid.
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