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Preface

This book combines two mathematical branches: dynamical systems and
radial basis functions. It is mainly written for mathematicians with experience
in at least one of these two areas. For dynamical systems we provide a method
to construct a Lyapunov function and to determine the basin of attraction of
an equilibrium. For radial basis functions we give an important application
for the approximation of solutions of linear partial differential equations. The
book includes a summary of the basic facts of dynamical systems and radial
basis functions which are needed in this book. It is, however, no introduction
textbook of either area; the reader is encouraged to follow the references for
a deeper study of the area.

The study of differential equations is motivated from numerous applica-
tions in physics, chemistry, economics, biology, etc. We focus on autonomous
differential equations & = f(x), x € R™ which define a dynamical system.
The simplest solutions x(t) of such an equation are equilibria, i.e. solutions
z(t) = zo which remain constant. An important and non-trivial task is the
determination of their basin of attraction.

The determination of the basin of attraction is achieved through sublevel
sets of a Lyapunov function, i.e. a function with negative orbital derivative.
The orbital derivative V’(x) of a function V () is the derivative along solutions
of the differential equation.

In this book we present a method to construct Lyapunov functions for
an equilibrium. We start from a theorem which ensures the existence of a
Lyapunov function 7' which satisfies the equation T7’(x) = —¢&, where ¢ > 0
is a given constant. This equation is a linear first-order partial differential
equation. The main goal of this book is to approximate the solution 7" of this
partial differential equation using radial basis functions. Then the approxi-
mation itself is a Lyapunov function, and thus can be used to determine the
basin of attraction.

Since the function T is not defined at x(, we also study a second class
of Lyapunov functions V' which are defined and smooth at xg. They satisfy
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the equation V'(z) = —p(z), where p(z) is a given function with certain
properties, in particular p(zg) = 0.

For the approximation we use radial basis functions, a powerful meshless
approximation method. Given a grid in R", the method uses an ansatz for
the approximation, such that at each grid point the linear partial differential
equation is satisfied. For the other points we derive an error estimate in terms
of the grid density.

My Habilitation thesis [21] and the lecture “Basins of Attraction of
Dynamical Systems and Algorithms for their Determination” which I held
in the winter term 2003/2004 at the University of Technology Miinchen were
the foundations for this book. I would like to thank J. Scheurle for his support
and for many valuable comments. For their support and interest in my work
I further wish to thank P. Kloeden, R. Schaback, and H. Wendland. Special
thanks to A. Iske who introduced me to radial basis functions and to F. Rupp
for his support for the exercise classes to my lecture. Finally, I would like to
thank my wife Nicole for her understanding and encouragement during the
time I wrote this book.

December 2006 Peter Giesl
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Introduction

1.1 An Example: Chemostat

Let us illustrate our method by applying it to an example. Consider the follow-
ing situation: a vessel is filled with a liquid containing a nutrient and bacteria,
the respective concentrations at time ¢ are given by z(t) and y(¢). This family
of models is called chemostat, cf. [56]. More generally, a chemostat can also
serve as a model for population dynamics: here, 2(t) denotes the amount of
the prey and y(t) the amount of the predator, e.g. rabbits and foxes.

The vessel is filled with the nutrient at constant rate 1 and the mixture
leaves the vessel at the same rate. Thus, the volume in the vessel remains
constant. Finally, the bacteria y consumes the nutrient  (or the predator
eats the prey), i.e. y increases while 2 decreases.

The situation is thus described by the following scheme for the temporal
rates of change of the concentrations x and y:

e 2 (nutrient): rate of change =input — washout — consumption
e y (bacteria): rate of change = — washout + consumption

The rates of change lead to the following system of ordinary differential
equations, where the dot denotes the temporal derivative: "= %.

t=1-z—alx)y
{y =~y +a(2)y. (1)

The higher the concentration of bacteria y is, the more consumption takes
place. The dependency of the consumption term on the nutrient x is modelled
by the non-monotone uptake function a(z) = m7 i.e. a high concentra-
tion of the nutrient has an inhibitory effect. The solution of such a system of
differential equations is unique, if the initial concentrations of nutrient and
bacteria, x(0) and y(0), respectively, are known at time ¢t = 0.

Imagine the right-hand side of the differential equation (1.1) as a vector

field f(z,y) = (1 —@—alz)y

. At each point (x,y) the arrows indicate the
L) point (z,)
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Fig. 1.1. Left: the vector field f(z,y) (arrows with normalized length) and the three
equilibria z1 (unstable, grey), zo and z2 (asymptotically stable, black). Right: the
three equilibria and the local Lyapunov function v: the sign of the orbital derivative
v’'(z,y) (grey) and the level sets v(z,y) = 0.025,0.02,0.015,0.1 (black) which are
ellipses. The sublevel sets are subsets of the basin of attraction A(zo).

infinitesimal rate of change, to which the solution is tangential, cf. Figure 1.1,
left. The norm of the vectors describes the velocity of solutions; note that in
Figure 1.1, left, the arrows have normalized length one.

Negative concentrations have no meaning in this model. This is reflected in
the equations: solutions starting in the set S = {(z,y) | ,y > 0} do not leave
this set in the future, because the vector field at the boundary of S points
inwards, cf. Figure 1.1, left. Thus, the set S is called positively invariant.

Points (z,y) where the velocity of the vector filed is zero, i.e. f(z,y) =0,
are called equilibria: starting at these points, one stays there for all positive

times. In our example we have the three equilibria zg = (% 5+—8‘/5>,

3+8\/5’ 578\@
equal to one of these equilibria, then the concentrations keep being the same.
What happens, if the initial concentrations are adjacent to these equilibrium-
concentrations?

If all adjacent concentrations approach the equilibrium-concentration for
t — o0, then the equilibrium is called asymptotically stable. If they tend away
from the equilibrium-concentration, then the equilibrium is called unstable.
In the example, z; is unstable (grey point in Figure 1.1), while 2y and z5 are
asymptotically stable (black points in Figure 1.1). The stability of equilibria
can often be checked by linearization, i.e. by studying the Jacobian matrix
Df (zp). We know that solutions with initial concentrations near the asymp-
totically stable equilibrium g tend to xy. But what does “near” mean?

T =

)

and o = (1,0), cf. Figure 1.1. If the initial concentrations are
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The set of all initial conditions such that solutions tend to the equilibrium
xg for t — oo is called the basin of attraction A(xg) of x9. We are interested in
the determination of the basin of attraction. In our example A(xg) describes
the set of initial concentrations so that the concentrations of nutrient and
bacteria tend to xg, which implies that the concentration of the bacteria tends
to a constant positive value. If, however, our initial concentrations are in
A(z2), then solutions tend to x4, i.e. the bacteria will eventually die out.

The determination of the basin of attraction is achieved by a Lyapunov
function. A Lyapunov function is a scalar-valued function which decreases
along solutions of the differential equation. This can be verified by checking
that the orbital derivative, i.e. the derivative along solutions, is negative. One
can imagine the Lyapunov function to be a height function, such that solu-
tions move downwards, cf. Figure 1.2. The Lyapunov function enables us to
determine a subset K of the basin of attraction by its sublevel sets. These
sublevel sets are also positively invariant, i.e. solutions do not leave them in
positive time.

Fig. 1.2. Left: a plot of the local Lyapunov function v. Note that v is a quadratic
form. Right: A plot of the calculated Lyapunov function v.

Unfortunately, there is no general construction method for Lyapunov func-
tions. Locally, i.e. in a neighborhood of the equilibrium, a local Lyapunov
function can be calculated using the linearization of the vector field f. The
orbital derivative of this local Lyapunov function, however, is only negative in

a small neighborhood of the origin in general. Figure 1.2, left, shows the local
11

T

Lyapunov function v(z) = (z — xg) (z — x0), for the deter-

N~ o]
[SUENT|

mination of v cf. Section 2.2.2. In Figure 1.1, right, we see that the orbital
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Fig. 1.3. Left: the 153 grid points (black +) for the approximation using radial basis
functions and the sign of the orbital derivative v'(x,y) (grey), where v is the calcu-
lated Lyapunov function using radial basis functions. Right: the sign of the orbital
derivative v'(z,y) (grey), level sets v(x,y) = —1.7,—1.75,—1.8, —1.85, —1.9, —1.95,
where v is the calculated Lyapunov function using radial basis functions (black), and
the sublevel set v(z,y) < 0.025 of the local Lyapunov function (thin black ellipse).
This sublevel set covers the points where v'(x,y) > 0. Hence, sublevel sets of the
calculated Lyapunov function are subsets of the basin of attraction A(zo).

derivative v’ is negative near xq (grey) and thus sublevel sets of v (black) are
subsets of the basin of attraction.

In this book we will present a method to construct a Lyapunov function in
order to determine larger subsets of the basin of attraction. Figure 1.2, right,
shows such a calculated Lyapunov function v. In Figure 1.3, right, we see
the sign of the orbital derivative v'(x) and several sublevel sets of v. Figure
1.4, left, compares the largest sublevel sets of the local and the calculated
Lyapunov function.

The idea of the method evolves from a particular Lyapunov function. Al-
though the explicit construction of a Lyapunov function is difficult, there are
theorems available which prove their existence. These converse theorems use
the solution of the differential equation to construct a Lyapunov function and
since the solutions are not known in general, these methods do not serve to
explicitly calculate a Lyapunov function. However, they play an important
role for our method.

We study Lyapunov functions fulfilling equations for their orbital deriva-
tives, e.g. the Lyapunov function V satisfying V'(z) = —||z — x¢]|*>. Here, V'
denotes the orbital derivative, which is given by V'(z) = Z?Zl fi(x)g,—;/i(z).
Hence, V' is the solution of a first-order partial differential equation. We
approximate the solution V using radial basis functions and obtain the
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Fig. 1.4. Left: comparison of two subsets of the basin of attraction obtained by
the local Lyapunov function (thin black) and by the calculated Lyapunov function
(black). Right: the vector field and subsets of the basin of attraction obtained by
the calculated Lyapunov function. The subsets are positively invariant — the vector
field points inwards.

approximation v. Error estimates for the orbital derivative ensure v'(z) < 0
and, thus, the approximation v is a Lyapunov function.

For the radial basis function approximation, we fix a radial basis function
U(x) and a grid of scattered points Xy = {z1,...,2n5}. In this book we
choose the Wendland function family 1); ;. to define the radial basis function by
U(x) = r(c||z]]). We use a certain ansatz for the approximating function v
and choose the coefficients such that v satisfies the partial differential equation
v'(z;) = —||z; — xo||* for all points z; € Xy of the grid.

Figure 1.3, left, shows the grid points (black +) that were used for the
calculation of v. The sign of v’ is negative at the grid points because of the
ansatz and also between them due to the error estimate. However, v'(x) is
positive near the equilibrium zq, but this area is covered by the local Lyapunov
basin, cf. Figure 1.3, right. Thus, sublevel sets of v are subsets of the basin
of attraction. Figure 1.4, left, shows that the calculated Lyapunov function v
determines a larger subset of the basin of attraction than the local Lyapunov
function v. All these sublevel sets are subsets of the basin of attraction and,
moreover, they are positively invariant, i.e. the vector field at the level sets
points inwards, cf. Figure 1.4, right.

Hence, concerning our chemostat example, we have determined subsets of
the basin of attraction of zq, cf. Figure 1.4. If the initial concentrations in
the vessel lie in such a set, then solutions tend to the equilibrium zo and the
bacteria do not die out.

For a similar example, cf. [24], where we also consider a chemostat example,
but with a different non-monotone uptake function a(z).
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1.2 Lyapunov Functions and Radial Basis Functions

In this section we review the literature on Lyapunov functions and radial basis
functions

Lyapunov Functions

The literature on Lyapunov functions is very large; for an overview cf.
Hahn [34]. In 1893, Lyapunov [48] introduced his direct or second method,
where he sought to obtain results concerning the stability of an equilibrium
without knowing the solution of the differential equation, but by only us-
ing the differential equation itself. He used what later was called Lyapunov
functions and proved that a strict Lyapunov function implies the asymptotic
stability of the equilibrium. Barbasin and Krasovskii [6] showed that the basin
of attraction is the whole phase space if the Lyapunov function is radially un-
bounded. Hahn describes how a Lyapunov function can be used to obtain a
subset of the basin of attraction through sublevel sets, cf. [35] pp. 108/109
and 156/157.

Converse theorems which guarantee the existence of such a Lyapunov
function under certain conditions have been given by many authors, for an
overview cf. [35] or [58]. The first main converse theorem for asymptotic sta-
bility was given by Massera [50] in 1949 and it was improved by many authors
in several directions. However, all the existence theorems offer no method to
explicitly construct Lyapunov functions.

Krasovskii writes in 1959: “One could hope that a method for proving the
existence of a Lyapunov function might carry with it a constructive method
for obtaining this function. This hope has not been realized”, [46], pp. 11/12.
He suggests [46], p. 11, to start from a given system, find a simpler system
which approximates the original one and for which one can show stability,
and then to prove that the corresponding property also holds for the original
system.

For linear systems one can construct a quadratic Lyapunov function of the
form v(z) = (z — x9)? B(z — x0) with a symmetric, positive definite matrix
B, where xy denotes the equilibrium, cf. e.g. [33]. In [34], pp. 29/30, Hahn de-
scribes, starting from a nonlinear system, how to use the quadratic Lyapunov
function of the linearized system as a Lyapunov function for the nonlinear sys-
tem. He also discusses the search for a sublevel set inside the region v’(z) < 0,
which is a subset of the basin of attraction.

Many approaches consider special Lyapunov functions like quadratic, poly-
nomial, piecewise linear, piecewise quadratic or polyhedral ones, which are
special piecewise linear functions. Often these methods can only be applied
to special differential equations.

Piecewise linear functions are particularly appropriate for the implemen-
tation on computers since they only depend on a finite number of values.
Julidn [42] approximated the differential equation by a piecewise linear right-
hand side and constructed a piecewise linear Lyapunov function using linear
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programming (linear optimization). Hafstein (formerly Marinossén), cf. [49] or
[32], improved this ansatz and constructed a piecewise linear Lyapunov func-
tion for the original nonlinear system also using linear programming. More-
over, he included an error analysis in his ansatz. On the other hand he could
not guarantee that the subsets which he determines with his method cover
the whole basin of attraction. In some of his examples the calculated sub-
set is even smaller than the one obtained by the Lyapunov function for the
linearized system with a sharper estimate.

A different method deals with the Zubov equation and computes a solution
of this partial differential equation. Since the solution of the Zubov equation
determines the whole basin of attraction, one can cover each compact subset
of the basin of attraction with an approximate solution. For computational
aspects, cf. e.g. Genesio et al. [19]. In a similar approach to Zubov’s method,
Vannelli & Vidyasagar [59] use a rational function as Lyapunov function can-
didate and present an algorithm to obtain a maximal Lyapunov function in
the case that f is analytic.

In Camilli et al. [12], Zubov’s method was extended to control problems
in order to determine the robust domain of attraction. The corresponding
generalized Zubov equation is a Hamilton-Jacobi-Bellmann equation. This
equation has a viscosity solution which can be approximated using standard
techniques after regularization at the equilibrium, e.g. one can use piecewise
affine approximating functions and adaptive grid techniques, cf. Griine [30] or
Camilli et al. [12]. The method works also for non-smooth f since the solution
is not necessarily smooth either. The error estimate here is given in terms of
|ve(2) — De(x)], where v, denotes the regularized Lyapunov function and o, its
approximation, and not in terms of the orbital derivative.

In this book we present a new method to construct Lyapunov functions. We
start from a converse theorem proving the existence of a Lyapunov function T’
which satisfies the equation T"(z) = —¢, where ¢ > 0 is a given constant. This
equation is a linear first-order partial differential equation due to the formula
for the orbital derivative:

Zfz 3% -z (1.2)

The main goal of this book is to approximate the solution 7" of (1.2) by a
function ¢ using radial basis functions. It turns out that t itself is a Lyapunov
function, i.e. t'(x) is negative, and thus can be used to determine the basin
of attraction. The approximation error will be estimated in terms of |T"(x) —
t'(x)] < . Hence, t'(x) < T'(z) + ¢ = —¢+ ¢ < 0 if the error ¢ < € is small
enough.

However, the function 7' is not defined at xo. Hence, we consider a second
class of Lyapunov functions V' which are defined and smooth at xg. They
satisfy the equation V'(x) = —p(z), where p(z) is a given function with certain
properties, in particular p(zo) = 0, and we often use p(x) = ||z — zo||%. The
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equation V'(z) = —p(x) is a modified Zubov equation, cf. [24]. In the following
we denote by @ one of these Lyapunov function of type Q =T or Q = V. For
the approximation of ) we use radial basis functions.

Radial Basis Functions

Radial basis functions are a powerful tool to solve partial differential equa-
tions. For an overview cf. [63], [11], [10], or [52], for a tutorial cf. [40]. The
main advantage of this method is that it is meshless, i.e. no triangulation
of the space R™ is needed. Other methods, e.g. finite element methods, first
generate a triangulation of the space, use functions on each part of the trian-
gulation, e.g. affine functions as in some examples discussed above, and then
patch them together obtaining a global function. The resulting function is not
very smooth and the method is not very effective in higher space dimensions.
Moreover, the interpolation problem stated by radial basis functions is always
uniquely solvable. Radial basis functions give smooth approximations, but at
the same time require smooth functions that are approximated. In our appli-
cations, as we will see, the freedom of choosing the grid in an almost arbitrary
way will be very advantageous.

Let us explain the approximation with radial basis functions. Denote by D
the linear operator of the orbital derivative, i.e. DQ(z) = Q’'(x). We use the
symmetric ansatz leading to a symmetric interpolation matrix A. One defines
agrid Xy = {z1,...,25} C R™. The reconstruction (approximation) g of the
function @ is obtained by the ansatz g(z) = ZkN:l Br(Vy¥(z—y) ’y=xk’ f(zx))
with coefficients [y € R. The function ¥ is the radial basis function. In this
book we use ¥(x) = vy i (c||z||) where 1)y 1, is a Wendland function. Wendland
functions are positive definite functions (and not only conditionally positive
definite) and have compact support. The coefficients () are determined by
the claim that ¢’(z;) = Q’(x;) holds for all grid points j = 1,..., N. This
is equivalent to a system of linear equations A = « where the interpolation
matrix A and the right-hand side vector « are determined by the grid and the
values @’'(z;). The interpolation matrix A is a symmetric (N x N) matrix,
where N is the number of grid points. We show that A is positive definite and
thus the linear equation has a unique solution (. Provided that () is smooth
enough, one obtains an error estimate on |Q’(z) — ¢'(x)| depending on the
density of the grid.

While the interpolation of function values has been studied in detail since
the 1970s, the interpolation via the values of a linear operator and thus the
solutions of PDEs has only been considered since the 1990s. The values of such
linear operators are also called Hermite-Birkhoff data. They have been stud-
ied, e.g. by Iske [38], Wu [67], Franke & Schaback [17] and [18] and Wendland
[63]. Franke & Schaback approximated the solution of a Cauchy problem in
partial differential equations, cf. also [54]. This results in a mixed problem,
combining different linear operators, cf. [17] and [18]. Their error estimates
used the fact that the linear operator is translation invariant. The partial
differential equations they studied thus have constant coefficients. Our linear
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operator D, however, is the orbital derivative and is not translation invari-
ant. Error estimates hence have to use different techniques at a certain point,
which are Taylor expansions in our case.

1.3 Overview

Chapter 2 deals with the dynamical systems’ part of the book. After an
introduction and the definition of a Lyapunov function and a Lyapunov basin
(sublevel set), we show in Theorem 2.24 that a Lyapunov basin is a subset
of the basin of attraction. The local Lyapunov functions ? and v are con-
structed and discussed. Then the global Lyapunov functions 7" and V' satis-
fying T'(x) = —¢ and V'(z) = —p(x) are considered. In Section 2.3.2 general
properties of Lyapunov functions and their level sets are discussed. In Section
2.3.4 the Taylor polynomial of V' is constructed and its properties are shown.
The chapter closes with a summary and examples of the different Lyapunov
functions.

Chapter 3 deals with the radial basis functions’ part of the book. We dis-
cuss the approximation of a function @ via the function values Q(x), via
its orbital derivative DQ(z) = Q’(xz) and via the values of the operator
D,,Q(z) = Q' (x) + m(x)Q(xz) where m is a scalar-valued function. More-
over, the mixed approximation is studied, where the orbital derivative Q’(z)
is given on a grid Xy and the function values Q(z) are given on a second
grid X§,. In Section 3.1.4 the Wendland functions, cf. [62], a certain class of
radial basis functions with compact support, are introduced. In Section 3.2
the native space and its dual space are defined. They are Sobolev spaces in
the case of the Wendland functions. We show that the interpolation matrices
are positive definite and obtain error estimates.

In Chapter 4 we combine the preceding chapters to construct a Lyapunov
function. We approximate the two global Lyapunov functions T" and V' by the
approximating functions ¢t and v using radial basis functions. We show that
t'(z) and v'(x) are negative for x € K \ U where K C A(x) is a compact
set and U is a neighborhood of x, provided that the grid of the radial basis
function approximation is dense enough. Since the approximating functions
can have positive orbital derivative in the neighborhood U of z( this approx-
imation is called non-local. For the local part we present three methods: the
non-local Lyapunov basin can be combined with a local Lyapunov basin. An-
other option is the combination of the non-local Lyapunov function with a
local Lyapunov function by a partition of unity. The third possibility is to ap-
proximate V' via an approximation of a certain function W using the Taylor
polynomial of V.

In Chapter 5 we show that this method enables us to determine the whole
basin of attraction. In particular we show that all compact subsets of the basin
of attraction can be obtained with our method. This is true for the approxi-
mation of V' — either directly or using its Taylor polynomial. If we use a mixed
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approximation, then we also obtain the whole basin of attraction by approxi-
mating T'. Moreover, the mixed approximation is particularly appropriate to
exhaust the basin of attraction step by step.

In Chapter 6 we describe three possibilities to use our method for the actual
computation of the basin of attraction and illustrate them with examples. In
an appendix we provide basic facts and some special results from distribution
theory. Moreover, the data used for the computation of all figures is listed.



2

Lyapunov Functions

2.1 Introduction to Dynamical Systems

In this section we give a short introduction to dynamical systems. For a text-
book, cf. [29], [60], [2], [5] or [66]. We summarize the important definitions and
concepts which we will need in the sequel. In particular, we define equilibria,
their stability and their basin of attraction. Moreover, we give the definition
of a Lyapunov function with Lyapunov basin. The most important results of
this section for the sequel are Theorems 2.24 and 2.26, where we prove that a
Lyapunov basin is a subset of the basin of attraction.

2.1.1 Basic Definitions and Concepts

Throughout the book we consider the autonomous system of differential
equations

i = f(z), (2.1)

where f € C7(R",R"), 0 > 1, n € N. The initial value problem & = f(z),
x(0) = & has a unique solution z(¢) for all initial values £ € R™. The solution
x(t) depends continuously on the initial value ¢ and exists locally in time, i.e.
for t € I, where 0 € I C R is an open interval, cf. e.g. [2] or [5]. Hence, we
can define the flow operator.

Definition 2.1 (Flow operator). Define the operator S; by Sié = xz(t),
where x(t) is the solution of the initial value problem & = f(x), x(0) = € R"
for allt € R for which this solution exists.

An abstract (continuous) dynamical system is defined in the following way.

Definition 2.2 (Dynamical System). Let X be a complete metric space.
(X, RS‘,St) is a continuous dynamical system if Si: X — X is defined for
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all t € RS’, (t,z) — Six is a continuous mapping with respect to both x and
t and, moreover, Sy is a semigroup, i.e. So = id and Siys = Sy 0 S for all
t,s € Ry .

We will consider X = R™ with the Euclidean norm || - ||. As we mentioned
above, existence, uniqueness and continuous dependence of the flow S;x on
2 and t follow by the smoothness of f, cf. e.g. [36]. However, in general the
existence of solutions is only true for a local time interval I. If the existence is
ensured for all positive times, then the flow operator S; defines a dynamical
system.

Remark 2.3 Assume that for all £ € R™ the solution x(t) of the initial value
problem @ = f(x), 2(0) = & ewists for allt € Ry . Then (R™, R}, S;) where Sy
is the flow operator of Definition 2.1, defines a dynamical system in the sense
of Definition 2.2.

Although many of the following definitions and results hold for general
dynamical systems as in Definition 2.2, we restrict ourselves from now on to
dynamical systems given by the differential equation (2.1).

Definition 2.4 (Positive orbit). Let (R",R{,S;) be a dynamical system.
The positive orbit of x € R™ is defined by O (x) = J,5o Sex C R™.

We can ensure the existence for all ¢ € R by considering a slightly different
differential equation.

Remark 2.5 Consider the system of differential equations:

@
=TT e~ i@ 22)

Note that g € C7(R"™,R™) if f € C7(R™,R").

The solutions of (2.1) and (2.2) have the same positive orbits since g is 0b-
tained by multiplication of f with a scalar, positive factor. Hence, dynamically
the two systems have the same properties. Positive orbits of both dynamical
systems are the same, only the velocity is different. Since ||g(z)| < 1, solu-
tions of (2.2) exist for all t € R.

T

From now on we assume that (2.1) defines a dynamical system. In the
following definition we define equilibria which represent the simplest solutions
of (2.1).

Definition 2.6 (Equilibrium). A point 2o € R™ is called an equilibrium of
(2.1), if f(zo) =0,

If 2 is an equilibrium, then Sixg = ¢ for all t > 0, i.e. z(t) = x( is a constant
solution.
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In the next definition we provide terms to discuss the behavior of solutions
near equilibria. In particular, an equilibrium is called stable if adjacent solu-
tions stay adjacent to the equilibrium. An equilibrium is called attractive, if
adjacent solutions converge to the equilibrium as time tends to infinity.

Stability and attractivity are different properties of an equilibrium, neither
implies the other. We call an equilibrium asymptotically stable if it is both
stable and attractive. It is called exponentially asymptotically stable if the
rate of convergence is exponential. We will later assume, that the system
(2.1) has an exponentially asymptotically stable equilibrium.

Definition 2.7 (Stability and attractivity). Let zo be an equilibrium.

o g is called stable, if for all € > 0 there is a § > 0 such that Six €
Be(zg) :={z € R" | ||z — x0|| < €} holds for all x € Bs(zo) and all t > 0.
Here and below, || - || denotes the Fuclidean norm in R™.

e 1 is called unstable if xg is not stable.

e 1 is called attractive, if there is a 6’ > 0 such that ||Six — o] =% 0
holds for all x € By (x0).
xg 1s called asymptotically stable, if xg is stable and attractive.
xo attracts a set K C R™ uniformly, if dist(S; K, zo) := sup,c ||Stx —
.730” — 0.

e g is called exponentially asymptotically stable (with exponent —v < 0),
if o is stable and there is a 6' > 0 such that ||Six — xolle™* %0 holds
for all x € By (o).

Let is consider a linear right-hand side f(z) = Az where A denotes an
(n x n) matrix. For these linear differential equations

T = Az

the solution of the initial value problem & = Az, x(0) = £ is given by z(t) =
exp(At) - €. Thus, in the linear case the solutions are known explicitly. From
the formula for the solutions it is clear that the stability and attractivity of
the equilibrium zy = 0 depends on the real parts of the eigenvalues of A. More
precisely, the origin is stable if and only if the real parts of all eigenvalues are
non-positive and the geometric multiplicity equals the algebraic multiplicity
for all eigenvalues with vanishing real part. The origin is asymptotically stable
if the real parts of all eigenvalues are negative. In this case, the origin is even
exponentially asymptotically stable.

Now we return to a general nonlinear differential equation & = f(z). The
stability of an equilibrium xy can often be studied by the linearization around
Zo, i.e. by considering the linear system @ = Df (z¢)(z — xo). The real parts of
the eigenvalues of Df (xg) provide information about the stability of the linear
system. If all eigenvalues have strictly negative real part, then the equilibrium
Zo is (exponentially) asymptotically stable — not only with respect to the
linearized but also with respect to the original nonlinear system. While this
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condition on the real parts of the eigenvalues is only sufficient for asymptotical
stability of the nonlinear system, it is sufficient and necessary for exponential
asymptotic stability. For a proof of the following well-known proposition, cf.
e.g. [36].

Proposition 2.8 Let xg be an equilibrium of (2.1). xg is exponentially as-
ymptotically stable, if and only if ReA < 0 holds for all eigenvalues A of

Df (zo).

For an asymptotically stable equilibrium zy there is a neighborhood
By (xo) which is attracted by xg for ¢ — oo, cf. Definition 2.7. The set of
all initial points of R™, the solutions of which eventually tend to xg, is called
the basin of attraction of xg.

Definition 2.9 (Basin of attraction). The basin of attraction of an
asymptotically stable equilibrium xo is defined by

A(zg) = {z € R" | Sz "= ).
Example 2.10 We give several ezamples.

1. Consider the linear system & = —x, x € R. The solution of the initial
value problem x(0) = & is given by z(t) = e t£. 0 is an exponentially
asymptotically stable equilibrium with basin of attraction A(0) = R.

2. We study the nonlinear system & = 1_6141‘(332 —1) =: f(z), z € R. The
system has three equilibria xg = 0, x1 = 1, x5 = —1. g = 0 is exponen-
tially asymptotically stable since f'(0) = —1. The other two equilibria are
unstable. The basin of attraction of 0 is A(0) = (—1,1).

3. Consider the two-dimensional nonlinear system

@ =—z(l-a2’—y*) —y
g=-y(l-2°-y’)+uz

In polar coordinates (r,p), where x = rcosy, y = rsiny, the system

reads 7 = —r(1 —12), ¢ = 1. The only equilibrium is the origin, it is
exponentially asymptotically stable since Df(0,0) = (_1 :}) and the

eigenvalues are —1 £ i, i.e. both have megative real part. The basin of
attraction of the origin is given by the unit disc A(0,0) = {(z,y) € R? |
22 +y? < 1}

The unit sphere in this example is a periodic orbit, i.e. a solution x(t)
such that z(0) = x(T) with T > 0.

Proposition 2.11 (Properties of the basin of attraction) Let zg be an
asymptotically stable equilibrium. Then the basin of attraction A(xzg) is non-
empty and open.

Let K C A(xo) be a compact set. Then xq attracts K uniformly.



2.1 Introduction to Dynamical Systems 15

PROOF: x( is an element of the basin of attraction, which is thus non-empty by
definition. Let By (o) be as in Definition 2.7 and let z € A(x(). By definition
there is a Ty such that Sp,z € B%/ (x0). Since St, is continuous, there is a
d > 0 such that St, Bs(x) C B%(STOJ}) C By (). Since By (z0) is attracted
by xo, St,Bs(x) € A(zo) and thus also Bs(r) C A(xg); in particular, A(xg)
is open.

We prove the uniform attractivity: Assuming the opposite, there is an
€ > 0 and sequences t;, — oo and x € K, such that S;, x & Bc(zo) holds for
all k € N. Since xg is stable, there is a § > 0 such that z € Bs(xg) implies
Six € Be(x0) for all ¢ > 0.

Since K is compact there is a convergent subsequence of z; € K, which
we still denote by zj, with limit € K. Since z € K C A(xo), there is a
Tp > 0 with Sp,x € Bg (zp). Since S, is continuous, there is a 5> 0, such
that y € Bj(x) implies Sty € Bg(STOx). Now let N be so large that both
ty > Tp and xn € Bj(z) hold. Then Spyzy € B (ST,x) C Bs(xo) and hence
Sin@N € Be(xp), which is a contradiction. O

The long-time behavior of solutions is characterized by the w-limit set.

Definition 2.12 (w-limit set). We define the w-limit set for a point x € R™
with respect to (2.1) by

w(z) = ﬂ U Sy (2.3)

s>0t>s

We have the following characterization of limit sets: w € w(x) if and only if
k—o0

there is a sequence ty, koo oo such that Sy, x — w.
Definition 2.13 (Positively invariant). A set K C R" is called positively
invariant if S K C K holds for allt > 0.

Lemma 2.14. Let K C R™ be a compact, positively invariant set. Then & #
w(z) CK foradlzeK.

PROOF: Let € K. Since K is positively invariant, S;z € K for all ¢ > 0. Since
K is compact, the limit of any convergent sequence S;, x lies in K and thus
w(x) C K. Moreover, the sequence S,x, n € N has a convergent subsequence
and hence w(z) # 9. O

Example 2.15 For Ezample 2.10, 2. we have w(x) = {0} for all x € (—1,1),
w(z) = & for all z € (—o0,—1) U (1,00) and w(l) = {1}, w(-1) = {-1}.
K, = {0}, Ky = (-1/2,1/2), K3 = (-1,1], K4, = (0,1) and K5 = R are
examples for positively invariant sets.

As a second example we consider the two-dimensional nonlinear system
{f—x(l—IQ—y2)+y

J—y(l—a?—y?) -z This is Example 2.10, 3. after inversion of time.
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In polar coordinates the system reads © = r(1 —r?), » = —1. Here we have

w(0,0) = {(0,0)} and w(z,y) = {(&:n) | € +n* = 1} for all (z,y) # (0,0),
i.e. the w-limit set of all points except for the origin is the periodic orbit.

Lemma 2.16. Let z¢ be a stable equilibrium and € > 0. Then there is a
positively invariant neighborhood U C Be(xo) of xo.

PROOF: Since z( is stable, there is a 6 > 0 such that © € Bs(zo) implies
Six € Be(w) for all t > 0. Set U := J,~ S¢Bs(wo) = {Six | € Bs(xo),t >
0}. This set is positively invariant by construction and a neighborhood of zg
since Bs(xg) C U. Moreover, U C B¢(xqg) by stability of xg. O

The following Lemma 2.17 will be used for the proof of Theorem 2.24.

Lemma 2.17. Let zy be a stable equilibrium and let w(z) = {xo} for an
x € R™. Then lim;_, o Six = xg.

PRrROOF: Assuming the opposite, there is an ¢ > 0 and a sequence tp — o0,
such that Sy, @ & Be(xo) holds for all k& € N. Since z( is stable, there is
a positively invariant neighborhood U of zg with U C Be(xzo) by Lemma
2.16. Since w(x) = {xo} there is a Ty > 0, such that Sy, € U. Hence,
Sty+tx € U C Be(xp) for all ¢ > 0: contradiction to the assumption for all ¢
with t, > Tp. 0

Now we consider a function @: R™ — R. We define its orbital derivative
which is its derivative along a solution of (2.1).

Definition 2.18 (Orbital derivative). The orbital derivative of a function
Q € CYR",R) with respect to (2.1) at a point = € R" is denoted by Q'(z)
(in contrast to the derivative with respect to the time t: &(t) = Lx(t)). It is
defined by

Q'(z) = (VQ(x), f(x)).

Remark 2.19 The orbital derivative is the derivative along a solution: with
the chain rule we have

LS| = (VS0 = (VQ), @) = Q')

t=0 t=0

LaSalle’s principle states that for points z in the w-limit set we have

Q'(z)=0.

Theorem 2.20 (LaSalle’s principle). Let @ # K C R™ be a closed and
positively invariant set. Let Q € C*(R™,R) be such that Q'(x) < 0 holds for
allz € K.

Then z € w(x) for an x € K implies Q'(z) = 0.
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PROOF: Let z € K. If w(x) = &, then there is nothing to show. Now let z €
w(z). Then z € K, since K is closed. Assume in contradiction to the theorem
that Q'(z) # 0, 1.e. Q'(2) < 0. Then there is a 7 > 0 such that Q(S;z) < Q(z).
There is a sequence t;, — oo with S;,  — z and without loss of generality we
can assume typ1 — t; > 7 for all K € N. Then Q(Sy,,,2) < Q(Sr4¢,x) since
Q' (Stx) <0 for all ¢t > 0 by assumption. Hence, S; 4+, @ — S;z which implies
Q(Sr4t,x) — Q(S-2). This leads to the contradiction Q(z) < Q(Srz).
Hence, we have shown Q'(z) = 0. O

2.1.2 Lyapunov Functions

The idea of a Lyapunov function can be illustrated by the following example:
consider a heavy ball on some mountainous landscape; the gravitational force
acts on the ball. The deepest point of a valley corresponds to an asymptotically
stable equilibrium: starting at this point, the ball remains there for all times.
Starting near the equilibrium in the valley, the ball stays near the equilibrium
(stability) and, moreover, approaches the equilibrium as times tends to infinity
(attractivity). The basin of attraction consists of all starting points, such that
the ball approaches the equilibrium.

A Lyapunov function in this simple example is the height. The classical
definition of a Lyapunov function is a function Q: R™ — R with (i) a strict
local minimum at xg which (ii) decreases along solutions. The first property
is fulfilled since z( is the deepest point of a valley and the second by the
gravitation which forces the ball to loose height. For differential equations
which model a dissipative physical situation, the energy is a candidate for a
Lyapunov function: it decreases along solutions due to the dissipativity of the
system. Hence, solutions tend to a local minimum of the energy (i). For con-
crete examples, the property (ii) can be checked without explicitly calculating
the solution: the orbital derivative has to be negative, ie. Q'(z) <0
for x # xg.

We can also use the Lyapunov function to obtain a subset of the basin of
attraction: the sublevel set {x € B | Q(z) < R?}, where B is some neigh-
borhood of zg, is a subset of the basin of attraction, provided that Q’(z) is
negative here. This set is positively invariant, i.e. solutions starting in the set
do not leave it in the future.

In this book we give a slightly different definition of a Lyapunov function
for an equilibrium zo. We call a function @ € C*(R™,R) a Lyapunov function
if there is a neighborhood K of 2y with @Q’(xz) < 0 for all z € K \ {xo}.

o

A function Q € C1(R",R) and a compact set K with o € K are called a
Lyapunov function @ with Lyapunov basin K, if there is an open neighborhood
B of K such that the following two conditions are satisfied:

e sublevel set: K = {z € B | Q(z) < R?*} and
e negative orbital derivative: Q’(z) < 0 holds for all x € K \ {zo}.
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Note that compared to the classical definition we only assume the property
(ii) concerning the orbital derivative. The property (i), i.e. @ has a strict
local minimum at xg, turns out to be a consequence of the above definition
of a Lyapunov function @ and a Lyapunov basin K, cf. Theorem 2.24. This
theorem also states that a Lyapunov basin K is always a subset of the basin of
attraction. Hence, the goal of this book will be to find such a pair of Lyapunov
function and Lyapunov basin.

The level sets of Lyapunov functions of an exponentially asymptotically
stable equilibrium are diffeomorphic to S”~! as we show in Theorem 2.45.
Hence, supposed we are given a Lyapunov function with negative orbital
derivative in K \ {xo} where K is a compact neighborhood of x, there is
a corresponding Lyapunov basin which reaches up to the boundary of K.
Thus, a Lyapunov function for an exponentially asymptotically stable equi-
librium always provides a Lyapunov basin and thus a subset of the basin of
attraction. The main goal is thus to find a Lyapunov function, i.e. a function
with negative orbital derivative.

In 1893, Lyapunov [48] introduced what later was called Lyapunov
function. He used these functions for the stability analysis of an equilibrium
without knowledge about the solutions of the differential equation, but only
using the differential equation itself. Lyapunov [48] proved that a strict (clas-
sical) Lyapunov function implies the asymptotic stability of the equilibrium.
Barbasin and Krasovskii [6] showed that the basin of attraction is the whole
phase space if the Lyapunov function is radially unbounded, cf. also [35],
p. 109 and [9], p. 68. Hahn describes in [35], pp. 108/109 and 156/157, how a
Lyapunov function can be used to obtain a subset of the basin of attraction.

Classically, a function @ € C*(R",R) is called a strict Lyapunov function
for an equilibrium z if both

e (Q(x) <O0holds for all x € K\ {zo} and
e Q(z) > Q(xo) holds for all z € K \ {x¢}

where K is some neighborhood of xzy. Then z( is an asymptotically stable
equilibrium. The idea for the proof is that solutions near xy decrease along
solutions and thus tend to the minimum, which is xg.

We use the following definition of a Lyapunov function in this book.

Definition 2.21 (Lyapunov function). Let z¢ be an equilibrium of & =
f(x), f € C'(R™,R").
Let B > xq¢ be an open set. A function Q € C*(B,R) is called Lyapunov

function if there is a set K C B with x¢ € K, such that
Q'(z) <0 for allz € K\ {z0}.

Remark 2.22 [f the set K is small, we call Q a local Lyapunov function. If
there is a neighborhood E C K of x¢ (exceptional set) such that Q'(x) < 0
holds for x € K\ E, then Q is called a non-local Lyapunov function. Note
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that such a function is not a Lyapunov function in the sense of Definition
2.21. However, if we have additional information on the set E, e.g. by a local
Lyapunov function, then we can draw similar conclusions as in the case of a
Lyapunov function, cf. Definition 2.25 and Theorem 2.26.

If, in addition, we assume that the set K in Definition 2.21 is a compact
sublevel set of Q, i.e. K = {x € B | Q(z) < R?}, then the second property of
classical Lyapunov functions, namely Q(x) > Q(xo) for all z € K \ {zo}, is a
consequence as we show in Theorem 2.24, x( is asymptotically stable and K
is a subset of the basin of attraction A(zg). We call such a compact sublevel
set K a Lyapunov basin.

Definition 2.23 (Lyapunov basin). Let xy be an equilibrium of @ = f(x),
f € CHR™,R"). Let B > x¢ be an open set. A function Q € C*(B,R) and a
compact set K C B are called a Lyapunov function @Q with Lyapunov basin
K if

1.x9 € I%,
2. Q'(z) <0 holds for all x € K\ {0},
3. K ={x € B|Q(x) < R?} for an R € RT, i.e. K is a sublevel set of Q.

We assume without loss of generality that Q(xo) = 0, this can be achieved
by adding a constant. In this situation we define the following sublevel sets of
Q for0<r<R:

BR(xo) = {z € B| Q(xz) <r°}
and K& (z9) = {z € B| Q(z) <1}

Note that the function @ of Definition 2.23 is in particular a Lyapunov
function in the sense of Definition 2.21. If the equilibrium zq is exponentially
asymptotically stable and @ is a Lyapunov function in the sense of Definition
2.21, then there exists a corresponding Lyapunov basin K, cf. Theorem 2.45.

The following well-known theorem provides a sufficient condition for a
compact set K to belong to the basin of attraction using a Lyapunov function
Q(z) (cf. for instance [35], p. 157): in short, a Lyapunov basin is a subset of
the basin of attraction.

Theorem 2.24. Let zo be an equilibrium of & = f(x) with f € C*(R™,R").
Let @ be a Lyapunov function with Lyapunov basin K in the sense of Defini-
tion 2.23.

Then xqg is asymptotically stable, K 1is positively invariant and

K C A(Q?o)

holds. Moreover, Q(z) > Q(xo) holds for all z € B\ {xo}.
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PrOOF: First, we show that the compact set K is positively invariant: As-
suming the opposite, there is an x € 0K and a T > 0 such that Srx € K. By
assumption, there is an open neighborhood U C B of x such that Q'(y) < 0
holds for all y € U and, without loss of generality, we assume S;z € U for all
t € [0,T]. Then R? < Q(Srz) = Q(z) + [ Q'(S,x)dr < R*+ 0, contradic-
tion. Hence, K is positively invariant.

Now we fix an « € K. For the w-limit set @ # w(z) C K holds by Lemma
2.14. LaSalle’s principle Theorem 2.20 implies Q'(z) = 0 for all z € w(z). By
Definition 2.23, 2. this property only holds for = xg, hence w(xz) = {z¢}
holds for all z € K.

Next, we show that Q(z) > Q(x¢) holds for all z € B\ {x¢}: For z € B\ K
the statement follows by the Definition 2.23, 3. For z € K \ {zo} we have
w(z) = {xo} and hence there is a sequence ty, which can be assumed to be
strictly monotonously increasing with ¢; > 0 without loss of generality, such
that limg oo S, 2 = To. Since Q is continuous, we have limg_,oo Q(St, 2) =
Q(z0). Moreover, Q(z) > Q(Sy,z) > Q(S;,2) holds for all k¥ € N, so that
Q(z) > Q(S, 2) = Q(xo).

Now we show the stability of xp: Assuming the opposite, there is an € > 0,
a sequence ryp € K with limy_. . xr = x¢ and a sequence t > 0, such that
Stk & Be(xo) holds. Since K is positively invariant, we have Sz, € K
for all t € [0,¢]. As Q(z) is not increasing as long as z is in K, we have
Q(zr) > Q(Sy,xx). Since K \ Bc(zg) is compact, there is a subsequence of
Stz which converges to a z € K \ Bc(xg). Thus, for & — oo we obtain
Q(zp) > Q(2). But for z € K \ {zp} we have just shown Q(z) > Q(=):
contradiction.

Let x € K. Since xq is stable and w(x) = {zo} holds, z € A(xp), cf.
Lemma 2.17. In particular, z is asymptotically stable. O

Later we will have the situation that () and K are as in Definition 2.23
except for the fact that Q'(x) < 0 only holds for all x € K \ F with an
exceptional set E. If E C A(zg), then K C A(zo) still holds as we show in
Theorem 2.26. Note that we do not claim F C K.

Definition 2.25 (Non-local Lyapunov function, Lyapunov basin and
exceptional set). Let xg be an asymptotically stable equilibrium of & = f(x),
f € CL(R",R").

Let B > xg be an open set. A function Q € CY(B,R), a compact set
K C B and an open set E > xg are called non-local Lyapunov function @
with Lyapunov basin K and exceptional set E if

o

) K,

. Q'(z) <0 holds for allz € K\ E,

.K={reB|Q(z) <R} foran R € R, i.e. K is a sublevel set of Q,
.EC A(.’ﬂo)

m
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Theorem 2.26. Let o be an asymptotically stable equilibrium of & = f(x)
with f € CY(R™,R™). Let Q be a non-local Lyapunov function with Lyapunov
basin K and exceptional set E in the sense of Definition 2.25.

Then K C A(xg) holds.

PROOF: Let x € K. We want to show that © € A(xg). Therefore, we distin-
guish between the two cases:

1. there is a Ty > 0 such that S,z € E and
2. the positive orbit O*(z) = J;2, Stz CR" \ E.

In case 1., Sy,z € E C A(xp) and hence z € A(xp). We will now show that
case 2. does not occur: Assuming the opposite, there is an  such that case 2.
holds, in particular K \ E # @.

We will show that Ufio Six € K\ E. Indeed, assuming the opposite, there
isa Ty > 0 such that w := Sy, € 9K\ F and a T > 0 such that Stw ¢ K. By
assumption, there is an open neighborhood U C B of w such that Q'(y) < 0
holds for all y € U and, without loss of generality, we assume S;w € U for all
t €10,T]. Then R < Q(Stw) = Q(w)—i—fOT Q' (Srw) dr < R+0, contradiction.
Hence, ;o Stz € K \ E.

Since K \ E is non-empty and compact, @ # w(z) C K \ E holds for
the w-limit set by Lemma 2.14. By LaSalle’s principle Theorem 2.20 we have
Q'(y) = 0 for all y € w(x). But by Definition 2.25, 2. Q'(z) < 0 holds for all
z € K\ E, which is a contradiction. Hence, case 2. does not occur and the
theorem is proven. O

Theorems 2.24 and 2.26 show that a Lyapunov basin is a subset of the basin
of attraction. However, the question arises whether such Lyapunov functions
and basins exist, how they can be constructed and whether we can use them
to obtain the whole basin of attraction.

First, we focus on the problem of finding a Lyapunov function with nega-
tive orbital derivative. We can explicitly construct local Lyapunov functions g
using the linearized system around g, i.e. q'(z) < 0 holds for all z € U\ {zo}
where U is a (possibly small) neighborhood of g, cf. Section 2.2. On the
other hand, we can prove the existence of global Lyapunov functions @, i.e.
functions satisfying Q’(x) < 0 for all x € A(xo) \ {xo}, cf. Section 2.3. These
global Lyapunov functions, however, cannot be calculated explicitly in gen-
eral. Using the properties of the global Lyapunov functions that we show in
this chapter, we will approximate them using radial basis functions in Chapter
4. The approximations then turn out to be Lyapunov functions themselves.

The setting is summarized by the following assumption:

Assumption We consider the autonomous system of differential equations

where f € C7(R",R"), 0 > 1, n € N. We assume the system to have an
exponentially asymptotically stable equilibrium xo such that —v < 0 is the
mazimal real part of the eigenvalues of Df (xg).
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2.2 Local Lyapunov Functions

There is no general approach to explicitly construct Lyapunov functions for
a nonlinear system. However, for linear systems we can explicitly calculate
Lyapunov functions. Hence, in this section we study Lyapunov functions for
linear differential equations of the form & = Az. The goal of this section is
twofold: on the one hand we thus explicitly construct Lyapunov functions for
linear systems. On the other hand, we start from the nonlinear differential
equation £ = f(x) and consider the linearization around the equilibrium,
namely

& = Df(xo)(x — x0). (2.4)

Hence, we set A = Df(zg). The Lyapunov functions for the linearized system
(2.4) turn out to be Lyapunov functions for the nonlinear system since the
behavior of solutions near x( of the nonlinear and the linearized system is sim-
ilar. However, while Lyapunov functions for linear systems are always global
Lyapunov functions, i.e. their orbital derivative is negative in R™ \ {0}, the
Lyapunov functions are only local for the nonlinear system, i.e. their orbital
derivative is negative in some neighborhood of xg, which is small in general.

In this section we consider the following Lyapunov functions of the lin-
earized system (2.4), which are quadratic forms in (z — ) and hence defined
in R™:

o 0 satisfying (Vo(z), Df (xo)(x — x0)) < 2(—v + €)0(x) with € > 0.
e v satisfying (Vo(z), Df (x0)(z — 20)) = — (2 — 20)T C(z — 2¢) where C is a
positive definite matrix, often C' = 1.

Note that the left-hand sides are the orbital derivatives with respect to the
linearized system (2.4). These functions can be calculated explicitly with
knowledge of the Jordan normal form (for ?) or as the solution of a matrix
equation, i.e. a system of linear equations (for v).

In the following we write q for a local Lyapunov function, where either
q = 0 or g = v. We show that q is a Lyapunov function for the nonlinear system
i = f(x) and that there are Lyapunov basins K9(z¢) := {z € R" | q(z) < r?}
with 7 > 0 (cf. Definition 2.23), where ¢ = or q = v.

Since the proofs of the existence use local properties (linearization) and
the Lyapunov basins obtained are small, we call these Lyapunov functions
and Lyapunov basins local.

2.2.1 The Function 9 (Jordan Normal Form)

In this section we calculate a Lyapunov function for a linear equation using
the Jordan normal form. The resulting Lyapunov function does not satisfy
an equation for the orbital derivative, but an inequality. In the next lemma
we consider a matrix A such that all its eigenvalues have negative real part.
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We define a transformation matrix S consisting of the transformation to the
real Jordan normal form and a scaling by € in the direction of the generalized

eigenvectors. For the nonlinear differential equation @ = f(x) we later choose
A = Df(xo).

Lemma 2.27. Let A be an (n x n) matriz such that —v < 0 is the maximal
real part of the eigenvalues of A. Then for each ¢ > 0 there is an invertible

matriz S = S (€) such that B := SAS™! satisfies
u?' Bu < (v + €)||ul|? for all u € R".

PROOF: Denote the real eigenvalues of A by aj,as,...,a, € R and the com-
plex eigenvalues by o, 41, @11, - - - Orpe, Orrec € C\R, and set o4 ; =: \j+ip;,
where A\j,pu; € R for 1 < j < c. Let my,ma,...,myqc > 1 be the lengths of
the Jordan blocks, so that Y7, m; +Y7{_, 2m,,; = n. Denote a basis of the
corresponding generalized real and complex eigenvectors by

1 mi 1 my 1 .1 Mr41 s Mry1 1 .1
Wiy oy Wy ey Wey ooy Wy "y Uy 00y gy, U] 0L Uy — Wy
Myr41 < Mgl 1 -1 Mrtc s Mrie 1 -1
GUpyy TV ey Uy e T Wy Uy e F UL Uy o — W
Myrte - Myrte
Uy 3 =T
T : ; <ol my 1 my .1 1
Let Tmbe th(;nmatrlx Wllth co}umnb wlf,n. .. ,wrln yeee s Way e s W Uy 15V g
r+1 r+1 r+c r4c
U VT Uy Uy s U5 U By the Jordan mnormal
form theorem T~ !AT is the real Jordan normal form of A, i.e.
J1
~_1 J, . .
T AT = " with the Jordan matrices
Kv"+1
Kr+c
a; 1 0
J; = o and
1
&7}
Ajopyo 1
_/~Lj )‘j 0 1
Ajomgo
o —Hj A
Ky = 1
0 1
Aj M

URY
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S
5 Sy .
Define S, := , where S; is given by S; :=
SrJrl
SrJrc
diag (1,€,€?,...,em71) forj <r -1
. Setting S := (TSE) we get
diag (17 16,6 ...,em emf*l) for j >r
M, 0
. 0
1 _ .10 M,
SAS™ =B := Zois 0 ,
0 .
0 Zr+c
where
a; € 0
Mj =
€
;i
Ajomo€
7,Ll,j )\j 0 €
Ay
and Z,,; = —Hi A .
0 e
Aj M
—1j A

Now we prove the inequality: First, let 1 < 7 <r and u € R™4. Then

u” Mju

= a;(ui +u3 +...+u,2nj) + e(urug + uguz + . . A+ U 1)

€
Sozj(uf—&—u%+...—|—u,2nj)+i(uf—&—u%—i—u%—i—ug—k...—kufnj_l—!—ufnj)

<oy +)(uf +us + ... +up, ).

Now let 1 < j < c and u € R?™r+i,
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uTZH_ju
=N(ui+us+...+ u%mrﬂ,) + pi(urue — ugug + ...)

=0
+ 6(U17.L3 + ugug + ugus + ... + UQmT+J_2u2mT+j)

<A} +u3+ . b, )

€
t Ul ul el b u U g, s UG, )

=uftui+ui,, +J71+ 2my.g +2(uz+ui+. +u27nr+]72)
< (A + e)(ul +ud 4.+ ugmrﬂ).
So we get by definition of B for all u € R™

1<;<r 1<i<c

ul'Bu < {max(max o, max /\)—i—e} (u%—i——i—ui)

= (~v+e)lul?,
which completes the proof of the lemma. O
In the next lemma we prove that d(z) := ||S(x — x¢)||? is a Lyapunov

function for the nonlinear system in a neighborhood of zg.

Lemma 2.28. Consider @ = f(z) with f € C1(R",R"). Let z¢ be an equili-
brium, such that the maximal real part of all eigenvalues of Df (x) is —v < 0.

Then for each € > 0 there is an r > 0 and an invertible matriz S = S (5),
as defined in Lemma 2.27, such that for

3(z) = ||S(z — 20)|® (2.5)
the orbital derivative ' (z) = (Vo(z), f(x)) satisfies
V' (x) < 2(—v+e)o(x) for all z € K2 (x0) = {z e R" | d(x) < r?}.  (2.6)

PROOF: Define S = S (%) as in Lemma 2.27. Note that ||S(z — z)]| is an
equivalent norm to ||z — z|| since S has full rank. The Taylor expansion gives
f(x) = f(xo) +Df(x0)(z — 20) + ¢(z) with a function ¢ € C'(R",R) such
——
=0
that limg_, 4, i ()

z—z]

= 0. Hence, there is an r > 0 such that

lp(2)] < 2||SHIIS( o)

holds for all z € K?(z0). For z € K?(x0) we thus obtain, cf. (2.5),

V'(x) = 2[S(z — 20)]" Sf ()
= 2[S(z — x0)]" SDf (20)S ™" [S(z — w0)] + 2[S(w — 20)]" S(x)
%,_/

( )HS x — x0)||* 4 €]|S(x — x0)||* by Lemma 2.27
=2(—v+e)o(z).
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This shows (2.6). O

_ Hence, we have found a pair of Lyapunov function 9 and Lyapunov basin
K7 (o).

Corollary 2.29 Let the assumptions of Lemma 2.28 hold and let 0 < € < v.
There is an r > 0 such that the function 0 defined in Lemma 2.28 is a
Lyapunov function with Lyapunov basin K?(xo) in the sense of Definition
2.23.
Moreover, for all x € K2(xq) and for allt >0

(S,x) < 2Tty (2) holds.

PROOF: Let  be as in Lemma 2.28. Note that d(z) and K?(z) are a Lyapunov
function and Lyapunov basin as in Definition 2.23 with B = R". Hence,
K?(x0) is positively invariant by Theorem 2.24. For all z € K2 (x0) \ {zo} we
have by (2.6)

V(Srz) < 2(=v + €)0(Srx)

d
— Ind(Srz) <2(—v+e)
dr

for all 7 > 0. By integration with respect to 7 from 0 to ¢ > 0 we thus obtain

Ino(Siz) —Ind(z) < 2(—v +e)t
2(Spx) < 2Vt (a).
For x = x( the statement is trivial. [l

For an explicit calculation of 9, cf. Example 6.1 in Chapter 6.

2.2.2 The Function v (Matrix Equation)

A classical way to calculate a Lyapunov function for a linear system of differ-
ential equations is to solve a matrix equation. Consider the system of linear
differential equations & = A(x — zp), where A is an (n X n) matrix such
that all eigenvalues have negative real parts. We denote by v the function
o(x) = (z—z0)T B(z—x0) satisfying (Vo(z), A(z—x¢)) = —(z—20)T C(x—20).
By a classical theorem there is a unique solution B. If C'is symmetric (positive
definite), then so is B. This is shown in Theorem 2.30, cf. e.g. [33] or [57],
p- 168.

For the meaning of (2.7), note that setting v(z) := (x — z0)T B(z — o)
the expression (Vo(x), A(z —xo)) is the orbital derivative of v(z) with respect
to the linear system @ = A(z — ). We have (Vo(z), A(x — z9)) = (A(xz —
20))T B(x — x0) + (z — 20) T BA(x — 2¢) = (v — 20)T(ATB + BA)(x — x¢) =
—(z — 29)TC(x — x0). If C is positive definite, then (Vo(z), A(z — x0)) < 0
holds for all x € R™.
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Theorem 2.30. Let A be an (n x n) matriz such that —v < 0 is the mazimal
real part of all eigenvalues of A. Consider the linear differential equation

&= A(x — x9)
Then for each matriz C there exists one and only one solution B of (2.7):
ATB+BA=-C. (2.7)
If C is positive definite (symmetric), then so is B.

PROOF: [[33] or [57], p. 168] B — AT B+ BA is a linear mapping from R™*" to
R™*™. For linear mappings between finite-dimensional vector spaces of same
dimension, injectivity and surjectivity are equivalent. Thus, we only show that
the mapping is surjective.

We consider (2.7) with given matrices A and C, and show that there is
a solution B. Since the maximal real part of all eigenvalues of A is —v < 0,
there is a constant ¢ > 0 such that ||e'4” Ce!4| < ce=* holds for all ¢ > 0.

Thus, B :== [;° etA" Cet4 dt exists. We show that B is a solution of (2.7):
ATB+BA= / AT AT Cetd 4 ot Cet A A]
0

_ /oo d {etATCetA} u
0

dt
= tlim etAT Cet4 —C
=-C.

By definition of B it is clear that if C' is symmetric (positive definite), then
so is B. 0

Remark 2.31 For given A and C, the matriz B can be calculated by solving
the system of n? linear equations (2.7). Note that if C is symmetric, then the
number of equations can be reduced ton+ (n—1)+ ...+ 1= @

For the nonlinear system 4@ = f(z), the function v corresponding to the
linearized system turns out to be a Lyapunov function for a small neighbor-
hood of the equilibrium g and satisfies v/ (z) = —(z — 20)TC(z — z0) + &(2)
with lim,_, 4, ﬁ = 0. The proof uses the Taylor expansion around xg. In
Theorem 2.32 and its Corollary 2.33 we prove, more generally, the existence

of a local Lyapunov function with exponential decay.

Theorem 2.32. Consider @ = f(z) with f € C1(R",R"™). Let x¢ be an equi-
librium, such that the maximal real part of all eigenvalues of Df (xg) is —v < 0.

Then for all 0 < U < 2v and all symmetric and positive definite (n x n)-
matrices C there is a symmetric and positive definite (n x n)-matriz B and
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a function € € C*(R™,R) with lim, ., % = 0 such that for v(x) :=
(x —20)TB(x — x0) we have
o' (x) = —vo(z) — (x — 20) Oz — x0) + (). (2.8)
In particular, there is an r > 0 such that
o' (x) < —vo(x) (2.9)

holds for all z € K® (o).
The matriz B is the unique solution of the matriz equation

Df(z0)T B + BDf(x) = —C — B. (2.10)

PROOF: Set A := Df(xo) + %DI. We show that A has only eigenvalues A with
Re A < 0. Indeed, let A be an eigenvalue of A. Then A := A— %f/ is an eigenvalue
of Df(xo). But for these eigenvalues Re A — 37 < —v holds by assumption,

hence Re A < % < 0. By Theorem 2.30, the equation ATB + BA = —C,
which is equivalent to (2.10), has a unique solution B, which is symmetric
and positive definite.
The Taylor expansion for the Cl-function f reads f(z) = f(xo) +
)

Df(xo)(z — xo) + ¢(x), where ¢ € C'(R™,R) fulfills lim,_4, H:—(izon = 0.
Since f(zg) = 0 we have

o'(2) = f(2)" Bz — x0) + (x — 20)" Bf ()
= [Df (wo)(z — xo) + ¢(x)]" B(z — o)
+(z — m0)" BIDf (z0)(x — o) + ¢(x)]
= (¢ — x0)"[Df (x0)" B+ BDf (x0)](x — w0)
o) Bz — 20) + (& — 20)" Bo(a)
= —i(x —x0)T Bz — z0) — (x — 20)TC(x — z0) + &(x)

by (2.10), where é(z) := ¢(z)" B(z — z0) + (z — z9)” Bg(x). Because of the
properties of ¢, limy_,, ﬁ = 0 holds; this shows (2.8).

Thus, for all € > 0 there is an r > 0, such that ||&(x)|| < e(x — 20)TC(z —
20) holds for all z € KP(z) since ||z — x|, [(z — x0)"B(z — x0)]2 and
[(z — 20)TC(x — 0)]2 are equivalent norms. Choose € < 1 and (2.9) follows
from (2.8). O

In K?(z0) we have an exponential decay of v, cf. (2.9). Hence, in Corollary
2.33 we obtain the well-known result that the exponential asymptotic stability
with respect to the linearized equation implies the exponential asymptotic
stability with respect to the nonlinear equation.

Corollary 2.33 Under the assumptions of Theorem 2.32, for all 0 < v <
2v there is an r > 0 such that the function v is a Lyapunov function with
Lyapunov basin K} (o) in the sense of Definition 2.23.
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Moreover, for all x € K®(x0) and for all t >0
0(Sz) < e "to(x) holds.

PROOF: Let 7 be as in Theorem 2.32. For all 2 € K?(x0) we have v'(z) <
—o(x) by (2.9) which implies v(Syz) < e ! v(x) for all t > 0 as in the proof
of Corollary 2.29. v is a Lyapunov function with Lyapunov basin K[ (z¢) by
(2.9). 0

Remark 2.34 In the following we denote by v the function as in Corollary
2.38 with the constant 7 =0 and C = I, i.e. v(z) = (z — x0)T B(z — x¢) and

(Vo(x), Df (wo)(z — z9)) = —|lz — zo|*.
B is then the solution of
Df(z0) B + BDf(xo) = —1I.

For the explicit calculation of the function v, cf. Example 6.1 in Chapter 6
or the following example.

2.2.3 Summary and Example

The explicit construction of Lyapunov functions is not possible in general.
For linear systems, as explained above, one can explicitly construct Lyapunov
functions. Thus, for a nonlinear system, one can use a Lyapunov function for
the linearized system, which we call local Lyapunov function — this function
has negative orbital derivative in a certain neighborhood of xg. In particular,
one can find a corresponding Lyapunov basin, which we call local Lyapunov
basin. Such a local Lyapunov basin, however, may be very small.

We will illustrate all important steps of our method by an example
throughout the book. Namely, we consider the two-dimensional system

(2.11)

T=u (71 + 4x? + iy2) + %yg
J=y(-1+ 32+ 3y?) — 62>

The system (2.11) has an asymptotically stable equilibrium at xo = (0,0),
since the Jacobian at (0,0) is given by Df(0,0) = ((1) _?) which has the
double negative eigenvalue —1.

For (2.11) we calculate the local Lyapunov function v(z,y) = 3 (2% + y?),

cf. Remark 2.34: with B = 162 192) we have Df(0,0)" B+BDf(0,0) = —I,

where f denotes the right-hand side of (2.11). We obtain the local Lyapunov
basin K = {(z,y) € R? | v(z,y) < 0.09}. Figure 2.1 shows the sign of the
orbital derivative v’(z,y) and the sublevel set K which is bounded by a circle;
since the local Lyapunov function is a quadratic form, the level sets are ellipses

in general.
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1.5+

~1.5

Fig. 2.1. The sign of v'(z,y) (grey) and the level set v(z,y) = 0.09 (black), the
boundary of the local Lyapunov basin K. The example considered is (2.11).

2.3 Global Lyapunov Functions

Now we turn to the existence of global Lyapunov functions, i.e. functions @,
such that Q'(z) < 0 holds for all x € A(xg) \ {zo}.

Converse theorems which guarantee the existence of a Lyapunov function
under certain conditions have been given by many authors, for an overview
cf. [35] or [58]. The first main converse theorem for asymptotic stability was
given by Massera. In [50] he showed that for f € C! and A(zo) = R™ there
exists a C' Lyapunov function Q. Later he showed the same result for f € C°
and @ € C*°. The Lyapunov function @ is given by an improper integral over
the solution of the differential equation. Barbasin showed Q € C° if f € C°
with dynamical system’s methods, cf. [34].

Improvements have been made in several directions, one of which is to
prove the existence of smooth Lyapunov functions under weak smoothness
assumptions on f. By smoothing techniques of [65], the existence of C°-
Lyapunov functions was shown, if f is continuous and Lipschitz [47], and
even for discontinuous f, cf. [15] and [58]. These results also cover control
systems.

A different direction, in which we are particularly interested in, deals with
the existence of smooth Lyapunov functions with certain, known values of
their orbital derivatives. Here Bhatia [8], cf. also [9] Theorem V. 2.9, showed
that there exists a Lyapunov function satisfying L(z) = 0 and L(x) > 0 for
all z € A(xg) as well as

L(Six) = e "L(x) (2.12)
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for all z € A(xg) and t € R. He assumes that the flow Sy, mapping the initial
value z(0) to the solution z(t) at time ¢, is a continuous mapping for all ¢t € R
and that x( is asymptotically stable. This result is important for our purpose
since (2.12) is equivalent to L'(x) = —L(z) if L is smooth enough. The idea
of the proof is repeated in this book for the construction of the function 7T’
which satisfies T'(z) = In L(z) and thus 7"(z) = —1. Since L(z¢) = 0, T is not
defined in xzo. Note that Bhatia only assumed zy to be asymptotically stable
whereas x( is exponentially asymptotically stable in our case which simplifies
the proof considerably.

A different approach is needed to prove the existence of a Lyapunov func-
tion V' which is also defined in zq. V satisfies V' (x) = —p(z), where p is a given
function with p(z¢) = 0. The function V is then given by V(z) = [, p(S;x) dt.
If p satisfies certain conditions and f € C?(R™,R"), then V € C7(A(zo),R).
The idea for this proof goes back to Zubov [70], cf. also Hahn [34], p. 69.

Zubov, moreover, proved that a related Lyapunov function, the solution
of a certain partial differential equation, exactly determines the boundary of
the basin of attraction. Although the partial differential equation cannot be
solved in general, there are some examples where solutions are available, and
Zubov also provided a method to approximate the basin of attraction if f
is analytic. Generalizations to time-periodic systems and periodic orbits of
autonomous systems were given by Aulbach, cf. [3] and [4]. Furthermore, the
method was extended to control systems in [13]. For a description of Zubov’s
method and a review of the determination of the basin of attraction also
consider the Russian literature cited in [45].

A first idea for the existence of a Lyapunov function is to use the flow
St with a fixed T' > 0 to define a function Q(z) := q(Srz), where ¢ = 0 or
q = v denotes one of the local Lyapunov functions with local Lyapunov basin
K(xo). The function Q has negative orbital derivatives on S_7K9(zo) and
thus is not a Lyapunov function on the whole basin of attraction A(zg) since
T is finite. We assume that f is bounded so that S_r is defined on A(z¢), cf.
Remark 2.5.

Theorem 2.35. Consider @ = f(x) with f € C°(R",R"), 0 > 1 and let
xo be an equilibrium. Let f be bounded and let the mazimal real part of all
eigenvalues of Df (xg) be —v < 0. Moreover, let K C A(xg) be a compact set.

Then there is a function Q € C°(A(x0),Ry), such that Q'(z) < 0 holds
for allz € K\ {zo}.

PROOF: Since xg attracts K uniformly, cf. Proposition 2.11, there is a 7" > 0,
such that S7K C K holds with a local Lyapunov basin K = K9(z0). With
this T we set Q(z) := q(Stx) where ¢ is the corresponding local Lyapunov
function. We have
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Q@) = Sas)

t=0

d
= —q(ST447)
dt t=0

= (Va(St4), f(ST+17))
= (Va(Srz), f(Stz))

= q'(Srx)
<0

t=0

for © € K \ {zo}. This proves the theorem. O

This Lyapunov function has two disadvantages: on the one hand, Q’(z) is
not negative in the whole basin of attraction, but only in a compact subset.
On the other hand, @ is only as smooth as the flow. In both ways there are
better Lyapunov functions: the existence of C'°°-Lyapunov functions for the
whole basin of attraction has been shown, if f is continuous and Lipschitz,
cf. [47].

A disadvantage of this function and the function of Theorem 2.35 for
our purpose is that their orbital derivative satisfies no equation of the form
Q' (z) = —p(x) with a known function p(z). This, however, will be important
for its approximation and the method of this book. Therefore, we will focus
on the two classes of functions 7" and V' with known orbital derivatives.

The natural choice is the class of functions T fulfilling 7" (z) = —¢, where
C is a positive constant. Since the approximation error can be estimated by
|T"(z) — t'(x)] <, we have t/(x) <T'(x) +¢=—c+¢ < 0if ¢« < ¢ However,
T is not defined in xg.

In order to obtain a function which is defined and smooth in A(zg), we
consider the class of functions V satisfying V'(x) = —p(x), where p is a
function with several properties, in particular p(xg) = 0. As the function of
Theorem 2.35, the functions T" and V are only as smooth as the flow. T"and V'
are defined on A(zg) \ {zo}, A(zo), respectively. We will discuss the function
T in Section 2.3.1 and the function V in Section 2.3.3.

2.3.1 The Lyapunov Function T' with Constant Orbital Derivative

In this section we study the function T which satisfies T’ (x) = —¢, where ¢ > 0.
This function is only defined in A(zo) \ {zo} and fulfills lim,_,,, T'(z) = —o0.
Later we define the function L by L(z) := exp[T(x)] which satisfies L'(x) =
—c¢ L(z). L, however, can be defined at g by L(zg) = 0; the smoothness in
xo depends on the largest real part —v of the eigenvalues of Df(x¢), and L is
at least continuous in xg.

Note that T is the solution of the linear first-order partial differential equa-
tion T"(z) = Yp_, fk(x)%T(m) = —¢c. The appropriate problem for this
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partial differential equation is a Cauchy-problem with an (n — 1)-dimensional
non-characteristic datum manifold {2 and given values H on 2. The solution
of this non-characteristic Cauchy problem is obtained by the characteristic or-
dinary differential equation: & = f(x). Its solutions define a (n — 1)-parameter
family of characteristic curves, parameterized by {2, which are the orbits of
the ordinary differential equation. On 2 the value of T' is given; along the
characteristic curves the variation is given by %(Stx) = —c. Note that we
have a singular point at z.

First, we define a non-characteristic hypersurface which is the above-
mentioned non-characteristic datum manifold in our setting and then we show
how to obtain a non-characteristic hypersurface by a Lyapunov function. In
Theorem 2.38 we prove the existence of T

Definition 2.36 (Non-characteristic hypersurface). Consider © =
f(z), where f € C°(R™,R™), 0 > 1. Let h € C°(R™,R). The set £2 C R" is
called a non-characteristic hypersurface if

1. £2 is compact,

2. h(z) =0 if and only if x € (2,

3. b (z) < 0 holds for all x € 2, and

4. for each x € A(xo) \ {zo} there is a time 6(x) € R such that Spx € £2.

An example for a non-characteristic hypersurface is the level set of a Lya-
punov function within its basin of attraction, e.g. one of the local Lyapunov
functions 0 or v.

Lemma 2.37 (Level sets define a non-characteristic hypersurface).
Let Q € CY(R™,R"™) be a Lyapunov function with Lyapunov basin f(g(xo) =
{z € B | Q(z) < R?}, ¢f. Definition 2.23, and let Q(xo) = 0 (this can be
achieved by adding a constant).

Then each set 2, == {x € B | Q(z) = r*} with 0 < r < R is a non-
characteristic hypersurface.

PROOF: Set h(z) := Q(x) — r? on B and extend it smoothly with strictly
positive values outside. Then h(x) = 0 holds if and only if © € 2. The
set (2, is compact, since it is a closed subset of the compact set f(g(xo).
M (z) = Q'(x) <0 holds for all x € £2 by definition of a Lyapunov function.
Now let © € A(zg) \ {zo}. Since z € A(zg) there is a time T" > 0 such
that Sz = z € K%(z0) \ {xo}. Hence, we have Q(z9) < Q(z) < r2. There
is a constant ¢ > 0 such that we have Q'(y) < —c¢ < 0 for all y € K’g(aco) \
B\Q/m(xg) ={y € B|Q(2) < Q(y) < R?}, which is a compact set. Thus,
for all ¢ < 0 such that S,z € f(g(xo) holds for all 7 € [t,0] we have R? >
Q(Siz) = Q(z) + fot Q' (S-z)dr > Q(z) + |t|e. Hence, by the mean value
theorem there is a t < 0 such that Q(S;z) = r? and thus Q(Syi7z) = 2. O

Now we prove the existence theorem of the function 7. The proof follows
the ideas of [8] or [9], Theorem V. 2.9.
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Theorem 2.38 (Existence of T'). Let © = f(z), f € C°(R",R"), ¢ > 1.
Let x¢ be an equilibrium such that —v < 0 is the maximal real part of all
eigenvalues of Df (xo).

Let §2 be a non-characteristic hypersurface. Then there is a function 6 €
C?(A(zo) \ {zo}, R) satisfying

Six € 2 &t =0(z). (2.13)

Furthermore, 0'(x) = —1 and lim,;_ ., 0(x) = —oc.
For all ¢ € RY and all functions H € C°(£2,R) there is a function T €
C?(A(zo) \ {zo}, R) satisfying

T'(x) = —¢ for all x € A(xo) \ {xo} and
T(x) = H(x) for all x € £2.

Moreover, lim, ., T'(x) = —oc.
PROOF: We first show that the function @, implicitly defined by
h(So(zyz) =0,

is well-defined on A(zg) \ {zo} and C°.

By definition of a non-characteristic hypersurface, there is a § € R such
that Spx € 2 and thus h(Syx) = 0 holds. We show that 6 is unique and,
hence, §(z) is well-defined: Indeed, assume that h(Spz) = h(Spir~x) = 0 for
6 € R and 7* > 0. Since h/(Spx) < 0, h(Sp+:z) < 0 for ¢ € (0,7) with some
7 > 0. Hence, there is a minimal 7* > 0 as above such that h(Sp4r-x) = 0.
Then h(Sg4+x) < 0 for t € (0,7*) in contradiction to h'(Sp4,+2) < 0. Hence,
the function 0(x) is well-defined.

We show that 6 € C7(A(xo)\ {20}, R) using the implicit function theorem.
6 is the solution ¢ of

F(z,t) = h(Siz) = 0.

Let (z,t) be a point satisfying Sz € (2, i.e. h(Stx) = 0. Then

OF
E(.’If,t) = h/(StSU) < 0.
Since S;x is a C° function with respect to x and ¢, cf. [36], § € C7 follows
with the implicit function theorem, cf. e.g. [1].
By definition 6(S;x) = 6(x) — t. Thus,

d
o’ = —0(S =—1.
(@) = S|
Also, lim,_, 4, (z) = —co. Indeed, assuming the opposite, there is a sequence

Tk # xo with limg_ zx = xo and 0(zr) > —To € R™. 2 is a compact set
by definition and z¢ ¢ 2. Thus, there is an ¢ > 0 with B.(z9) N 2 = &.
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Since zg is stable, there is a positively invariant neighborhood U of zy with
U C B(xp) by Lemma 2.16. By continuity of S_r, there is a § > 0 such that
S_1,Bs(xzo) C U since zg is an equilibrium and thus a fixed point of S_,.
Since U is positively invariant, S;Bs(xo) C U holds for all ¢ > —T,. Choose
k € N so large that x € Bs(xp). Then Sixy, & §2 for t € [-Tp, 0) and hence
0(zy) < —Tp in contradiction to the assumption.

Define
T(x) = cO(x) + H(Spz)T). (2.14)
The function is C°, satisfies 7'(z) = —¢ and T(z) = H(z) for z € 2.
lim, 4, T'(z) = —oo holds since ¢ > 0 and the term H (Sp(,)) is bounded by
maxeeq [H(E)]. O

We have the following corollary showing that 8 and T correspond to the
time which a solution takes from one point to the other. Level sets of 6 or T’
thus provide information about the time which solutions take from one level
set to another.

Corollary 2.39 Let the assumptions of Theorem 2.38 hold. If x,y € A(zo) \
{zo} lie on the same trajectory, then there is a 7 € R such that y = S;x.
With the functions 8, T of Theorem 2.38 we have

PROOF: We have shown 0(S;z) = 6(z) — 7. Also, cf. (2.14), we have

T(x)—T(y) =cl0(x) — 0(y)] + H(Soyz) — H(Sp)y)

=0

since x and y lie on the same trajectory. This shows the corollary. O

Corollary 2.40 Under the assumptions of Theorem 2.38 there is a function
L € C°(A(0),R) N C7 (A(w0) \ {zo},R) satisfying
L'(z) = —¢ L(x) for all x € A(zo).

Moreover, L(xz) > 0 holds for all v € A(xo); L(x) = 0 holds if and only if
r = 2.

PROOF: Set L(x) := €@ for € A(xo)\{xo} and L(z) = 0. L is continuous
in zg since lim,_,,, T(z) = —oo and thus lim,_,,, L(z) = 0. O
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2.3.2 Level Sets of Lyapunov Functions

The structure of general Lyapunov functions concerning their level sets has
been studied by several authors. If one only assumes that the equilibrium is
asymptotically stable, then Wilson [64] showed that the level sets are homo-
topically equivalent to a sphere. Thus, the level sets are diffeomorphic to a
sphere if n # 4,5. However, for any space dimension n, A(zy) is diffeomorphic
to R™, cf. [64]. The homotopical equivalence is used in Griine et al. [31] to
show that one can transform an asymptotically stable system into an expo-
nentially asymptotically stable system if n # 4,5. We, however, assume that
the equilibrium is exponentially asymptotically stable and thus can prove that
the level sets of a smooth Lyapunov function are diffeomorphic to spheres in
any dimension.

This result has important implications for our method: given a Lyapunov
function, i.e. a function with negative orbital derivative in a certain set
K\ {zo}, one can always find a corresponding Lyapunov basin, i.e. a sub-
level set of the Lyapunov function, and thus obtain a subset of the basin of
attraction. Moreover, this Lyapunov basin is maximal in the sense that it
comes arbitrarily near to the boundary of K, if K is compact.

In this section we consider a general Lyapunov function ) for an expo-
nentially asymptotically stable equilibrium zy. We show that level sets
of Lyapunov functions ) are diffeomorphic to spheres in Corollary 2.43.
In Theorem 2.45 we show that given a Lyapunov function, i.e. a function
with negative orbital derivative, one can always find a Lyapunov basin and
thus apply Theorem 2.24. The proofs of the results in this section use similar
techniques as in Theorem 2.38.

Definition 2.41. Let {2 be a non-characteristic hypersurface. Let 6 be the
function of Theorem 2.38. Define

2= {x € A(xo) \ {mo} | O(x) < 0} U {zo}.

If the equilibrium x is exponentially asymptotically stable, then the level
sets are diffeomorphic to S"~!. For dimensions n # 4,5 this is even true
for Lyapunov functions of equilibria which are not exponentially, but only
asymptotically stable, cf. [31] which uses [64]. Our proof for an ezponentially
asymptotically stable equilibrium, however, is much simpler.

Proposition 2.42 Let §2 be a non-characteristic hypersurface for an expo-
nentially asymptotically stable equilibrium xo. Then (2 is o-diffeomorphic to
S™=1. Moreover, §2° is homeomorphic to B1(0) and £2° U §2 is homeomorphic
to B1(0) such that each level set {x € 2| §(x) = c} with ¢ < 0 is mapped to
a sphere of radius e€.

PROOF: Let 0(z) = ||S(x — x0)||?, cf. (2.5), be the local Lyapunov function of
Corollary 2.29 with a local Lyapunov basin K?(zg). The mapping
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di: 8" di(y) == 7S y + zo

is a C>-diffeomorphism from S"~! to £’ := dK?(z), since S has full rank.
Indeed, if ||y|| = 1, then 0(di(y)) = [|S(rS~ y + z0 — x0)||*> = r%.

Since {2 is a non-characteristic hypersurface, by Theorem 2.38 there is a
function 6 € C?(A(xo) \ {zo}, R) such that Syyz € £2.

Now set

d25 QI — .Q, dg(ﬁc) = Sg(l)x

Obviously, dy is C7. Since also (2" is a non-characteristic hypersurface by
Lemma 2.37, there is a function § € C7(A(xo)\{zo}, R) such that S;.,\y € £2'.
Define the function dy € C7(£2, ') by da(y) = Sj(,y- We show that d = d; *
holds. Indeed, we have dy(da(z)) = So(da(x))+0(x)E € {2. Since there is a

unique time ¢ € R such that Syz € 2" and ¢ = 0 is such a time, do(dy(x)) = .
da(d2(y)) = y is shown similarly. Thus,

d=dyod; €C7(S"1, ) (2.15)

is a C-diffeomorphism with inverse d~' = d; ! o dy € C7(£2,5"1).
Now we prove that there is a homeomorphism ¢: By (0) — £2¢. Define

Y
¢(y) =5_ In ||y|| d (”y”) for Yy 7é 0 (216)
and ¢(0) := . Here, d denotes the diffeomorphism d € C°(S"~ !, 2) defined
in (2.15). If |y|| < 1, then ¢(y) = Sgx with ¢ > 0, and = € 2 and hence ¢(y) €

2°. For all sequences y — 0 we have lim,_,o ¢(y) = limy_.o Sid (HyTH) = 1z

because d (i) € 2 C A(zg) is compact. Hence, ¢ is continuous. Now define

Iyl
b(z) = ee(w)d_l(S’g(I)x) for x € A(zo) \ {zo} (2.17)

and ¢(z¢) = 0. Since lim, g, /@ d=1(Spyx) = 0 by Theorem 2.38, b is
continuous. If z € 27, then e’ < 1 and hence ¢(z) € B; (0). Note that the

level set L. := {z € 2% | 6(x) = ¢} with ¢ < 0 is mapped to ¢(L.) = S,
i.e. the sphere of radius e°.

Moreover, ¢(6(y)) = & (S yyid (1)) = Iyl = v for y # 0 and

d((x)) = ¢ ("D~ (Sp(2)7)) = S_p(2)So() = @ for x # . A
The homeomorphism ¢ can be extended to a homeomorphism from 2" U
2 = (2 to B1(0) by the same definition (2.16). O

Corollary 2.43 Let x¢ be an equilibrium of # = f(z), f € CY(R",R"™). Let
—v < 0 be the mazimal real part of all eigenvalues of Df(xg). Let Q be a
Lyapunov function with Lyapunov basin K = f(g(a:o), cf. Definition 2.23,
and Q(zo) = 0.
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Then for all 0 < r < R there is a C?-diffeomorphism
deCo(S" ' {x € B|Q(x) =r?}).

PROOF: Define {2 := {x € B | Q(z) = r?}. £ is a non-characteristic hypersur-
face by Lemma 2.37. By Proposition 2.42 there exists a C'?-diffeomorphism d
as stated in the corollary. O

For the next proposition we assume that f is bounded in A(zp). This can
be achieved by considering a modified differential equation, cf. Remark 2.5.

Proposition 2.44 Let the assumptions of Theorem 2.38 hold. Let addition-
ally SUP e A(z,) I|f(z)]] < oo hold.
Then
Kg:={x € A(xo) \{zo} | T(x) < R} U {zo}

is a compact set in R™ for all R € R.

PROOF: We assume that there is a constant C such that || f(z)|] < C holds for
all x € A(xp). If for an R € R the set Kp is not compact in R™, then either
K g is unbounded or not closed.

We first show that all sets Kgr are bounded: We show that Kr C

Bs+R+§HC(O) U 2%, where S := maxeeq ||€], Sy = maxeen |T(z)| =

maxeeq |H(z)|, for the definition of H cf. Theorem 2.38. Since 7 is the im-
age of the compact set By(0) under the continuous mapping ¢ by Proposition
2.42, 27 is bounded. -

If Kr C 2%, then K is bounded. Now let z € Kg \ 2, ie. 0(z) > 0.
Then, cf. (2.14),

0(x)
= ST = —/ f(Srx)dr
0
lall < 1ozl + 0(@) sup [£(E)]

E€A(zo)
g BESn o

c

Hence, Ky is bounded.
Now assume that Kp is not closed for an R € R. Then there is a sequence
xp € Kg, with limy_, o 2 = 2* € Kg. By definition of Kg, z* ¢ A(xo).

Since 2; C A(zo) and A(zg) is open, there is an € > 0 such that (£27). :=
{x € R" | dist(z, 27) < ¢} satisfies (92). C A(wg). Let R* := 51, By
continuity of Sg+x with respect to x there is a § > 0 such that ||Sg-a™ —
Sry|| < € holds for all y with ||z* — y|| < §. Moreover, there is a k € N such

that y = xy, satisfies ||z* — x| < §. Then
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R*
T(Sr-y) —T(y) = / T'(Syy)dt = —¢ R*.
0
Hence, by (2.14) we have

cO(Sr-y) + H(Sg()y) = T(Sr-y)

= —cR"+T(y)

< —¢R*+ R, since y = x, € Kg
R+ Sy

C

0(Spey) < —R* + = 0.

Hence, Sg-y € 2 and Sg-z* € (%), C A(zo) in contradiction to the
assumption. O

In Theorem 2.45 we study the following problem: Assume, we have a func-
tion @ € C'(R™,R) which satisfies Q'(z) < 0 in a set K. How can we use
this Lyapunov function to obtain a Lyapunov basin and thus, using Theorem
2.24, to determine a subset of the basin of attraction? The answer is that we
can always find a Lyapunov basin, which is maximal in the following sense:

Theorem 2.45. Let 2y be an equilibrium of & = f(x), where f € C1(R",R"),
such that the real parts of Df(xo) are all negative.
Let Q@ € CHR™,R) be a function with Q(zo) = 0 (this can be achieved by

adding a constant to Q). Let K be a compact set with xo € K and let
Q'(z) <0 hold for all x € K \ {xo}. (2.18)

Then there is an open neighborhood B C IO{ of xg and a y € 0BNOK such
that with R* := 1/Q(y) > 0 all sets

Kr:={z € B|Q(z) < R*} with 0 < R < R*

o
are Lyapunov basins. In particular, K is an open neighborhood of Kg.

PROOF: Let q be a local Lyapunov function and let K9(xo) C K with 7 > 0
be a local Lyapunov basin. Denote

pi= \/minzeam (z0) Q@) > 0. (2.19)

The minimum exists since K9 (zq) is a compact set, and p # 0 by Theorem
2.24.
Now fix p > € > 0 and set

K° = {z € Bl(z) | Q) < (p— ¢)*}.

KV is a Lyapunov basin with Lyapunov function @Q. To show this, we prove
that K is a compact set in R": It is bounded since K C BJ(xq). To show that
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it is closed, assume the opposite, i.e. that there is a sequence x;, € K° with
limg oo 2 = 2 ¢ K°. By definition of K°, z € OK9(xo). Hence Q(z) > p?
by (2.19) which is a contradiction to (p — €)? > lim_ Q(zx) = Q(z) > p?.

Next, consider z € K, i.e. Q(x) = (p — €)2 > 0. We show that there
is a (maximal) ¢ < 0 with S;x € JK: Assuming the opposite, Sz € K
holds for all ¢ < 0. Hence, every sequence t;, — —oo satisfies Sy, z € K
and thus has a convergent subsequence which we still denote by t; such that
limg oo Stz =y € K.

By an argument similar to LaSalle’s principle (Theorem 2.20) we will show
that Q'(y) = 0. Assume in contradiction that Q’(y) < 0. Then thereisa 7 > 0
such that Q(S;y) < Q(y). There is a subsequence of the t; which we still
denote by ¢, such that ty1 —tx < —7 holds for all k. Thus, Q(S¢,,,+-z) >
Q(St,z). By continuity of @ we conclude Q(S-y) > Q(y) in contradiction to
the assumption. Hence, Q'(y) = 0.

Since the only point y € K with Q'(y) = 0 is zg, we conclude y = x.
But since Sz € K we have Q(Siz) > Q(x) for all ¢t < 0 and thus 0 =
limg 00 Q(Si,z) > Q(z) > 0, contradiction. Hence, for all x € K there is
a T*(x) which is the maximal 7" (x) < 0 with Sy« € OK. In particular,
Q(S7+()®) > (p — €)?. Note that T*(z) is not continuous with respect to
in general.

Now we show that there is a 7% < 0 such that T*(z) € [T, 0] holds for all
x € OK°. We have for all z € 0K°

T (x)
/0 Q(8,2) dr = Q(Sr-(nyz) — Q(x)

< Izneal)((Q(x) - grcrélg Qz) =M (2.20)

Note that USZT*(@ S,z € K\ K° Indeed, for 7 < 0 we have Q(S,z) >
Q(z) = (p — €)®. Thus, m := min o |@Q'(y)| > 0. Now (2.20) implies
yEK\K0

|T*(z)|-m < fOT*(w) Q'(S-z)dr < M and thus |T*(z)| < & =: —T* which is
a constant independent of z.
Now define

R*:= \/welggfo Q(Sr+@)T) 2 p— ¢,
since T*(x) < 0 and Syz € K holds for z € K and t € [T*(z),0]. Let z, €
OK° be a minimizing sequence. Since 0K is compact, we can assume that
limy, o0 1 = & € OK°. Then we have y, 1= S+ (2r)Tk € OK and hence there
is a convergent subsequence such that both limy .., yx = y € 0K, since 0K is
compact, and limy_,oo T*(zx) = T € [T*,0] since T*(zx) € [T*,0]. This y €
OK satisfies the statements of the theorem. We have Q(y) = limy . Q(yx) =
limg o0 Q(ST+(2) k) = (R*)?, y = limg o0 ST+ (4 Tk = S7& and Q(Sré) =
Qy) = (R")2,
Now define t(z) € [T*(z), 0] for z € 9K by
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Q(Si()z) = (R

The function ¢(z) is well-defined since for all € 9K we have Q(Sr+(z)z) >
(R*)?%, Q(z) = (p—€)? < (R*)? and Q'(Six) < 0 for all t € [T*(x),0] since
here Syxz € K\ {xo}. Moreover, T*(z) < ¢(x) and t(z) is a continuous function
with respect to x by the implicit function theorem since @’(z) < 0 holds for
all z € K\ {x0}. Note that ¢(§) = T and hence y € {2, where

2= {St(w):r |z € 8KO}

We show that 2 is a non-characteristic hypersurface: {2 is compact since it is
the continuous image of the compact set OK?.

Define h(z) = Q(z) — (R*)? for x € K and prolongate it smoothly and
strictly positive outside; then h(z) = 0 if and only if z € 2, and I (z) =
Q'(x) < 0 holds for all x € £ since K" is a non-characteristic hypersurface
by Lemma 2.37. For £ € A(zg) \ {zo} there is a time 7 € R such that S;¢ =:
x € OK°, hence St(z)++E € 2.

By Proposition 2.42, the set {2 is o-diffeomorphic to S”~! and £2? is home-
omorphic to B1(0). Set B := 2. B is open and y € 2 = §2°. Note that by
definition of £2¢, cf. Definition 2.41, ¢ = {S;x | x € OK°,t > t(x)} U {0}

Since in particular t(z) > T*(x), B = 2 C K and hence B C K.

Now let 0 < R < R*. We show that B is an open neighborhood of Kpg,
therefore, we show that Kr C ¢(B,«(0)) C B, where r* < 1 will be defined
below and ¢ is the homeomorphism B;(0) — B, cf. (2.16). Define T(z) by
Q(S7(T) = R? for all x € B. Let z € Kg, i.e. Q(z) < R% Then 0(x) <

T(xz) <0 for x € Kg where 6(z) is the function of Theorem 2.38 satisfying
Soeyr € £2. With € := maxeck |Q'(§)| > 0 we have

(R*)2 - R = Q(Se(m)f) - Q(ST(w)z)
0(x)
= Q'(S;z)dr

T(z)
[T(x) - 6(x)]C"
—0(x)C".

Thus, 0(z) < —(R*)Cﬂ and ¢~Y(Kg) C B,(0), cf. (2.17), where we set
. ( (R*)Z—Rz)
r*=exp(——z—) <1l O

2.3.3 The Lyapunov Function V Defined in A(xo)

In this section we show the existence of a Lyapunov function V' such that
V' = —p(z) holds. p(z) is a given function with p(xz) > 0 for z # xo and
p(z) = O(||]x — zo||") for x — x9 with n > 0. Among these functions we
consider quadratic forms (z — z)TC(z — x) with a positive definite matrix
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C and in particular C = I, i.e. p(z) = ||z — xo||?. The resulting function V
is defined on A(zo) and as smooth as the flow or f is, i.e. V € C7(A(zo),R).
This section follows [24]. In Proposition 2.48 we will show that the function
V with these properties is unique up to a constant.

Theorem 2.46 (Existence of V). Let xg be an equilibrium of & = f(x) with
f € C°(R™",R™), ¢ > 1, such that the mazimal real part of all eigenvalues
of Df(xg) is —v < 0. Let p € C°(R™ R) be a function with the following
properties:

1. p(z) > 0 for x # o,
2. p(z) = O(||lz — zo[|") with n >0 for x — xo,
3. For all € > 0, p has a positive lower bound on R™ \ B(xq).

Then there exists a function V € C?(A(xg),R) with V(x¢) = 0 such that
V'(z) = —p(x)

holds for all x € A(xo).
If SupzeA(wo) ||f(.’L')|| < 00, then

Kp:={x € A(xg) | V(z) < R?*}
is a compact set in R™ for all R > 0.

PROOF: Define the function V by

V(z) = /000 p(Six) dt > 0.

By the properties of p, V(z) = 0, if and only if x = zy. Provided that the
integral and its derivative converge uniformly, we have

Vi(e) = L 1 '
2)= < lim [ p(Sisra)dt
— 00 O

dr T =0

T+t
p(Sex) dt

m —
T—oo dT pu

= YJEHOOP(STx) —p(z)

7=0

= p(zo) — p(x)

= —p().

We show that the integral and all derivatives of maximal order ¢ > 1 with
respect to x converge uniformly. Then the smoothness follows.

By Corollary 2.29 or 2.33 with the constants 0 < U := %1/ < 2v and

€ := ¥ there is a positively invariant and bounded neighborhood K=K I(xo)
of zo, such that q(S;z) < e ?*q(x) holds for all z € K and all ¢ > 0; here
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again q denotes either ¢ = 0 or q = v. Moreover, choose K so small that
p(x) < ¢*|lz — 20" holds for all 2 € K. Since q is a quadratic form, there are
constants 0 < ¢; < ¢g such that ¢; q(z) < ||z — 20]|?> < c2q(z) holds for all
z € R™. Hence, for all z € K we have

1Six — xo||" < (caq(Se))

(C?G_th(x))

¢ q(z)?e 73t (2.21)
~—~

=C*

s

IN

IN

Let € A(xzo) and let O be a bounded, open neighborhood of z, such that
O C A(zg). Since O is compact and K positively invariant, Proposition 2.11
implies that there is a T € ]R such that S0 C K holds for all ¢ > 0.
Thus, we have for all z € O

/ T p(Siz) dt

T 00
= max / p(Sty) dt + max / p(Sy) dt
0 0

yeO yeK

T 0 1
< mal(/ p(Sry) dt + C*C*/ e 73t dt (magc q(y)) by (2.21)
0 0

yeO yeK

* Yk

2c¢*C -

T
= max / p(Sey) dt +
yeO Jo

since K = {y € R™ | q(y) < r2}. Hence, the integral converges uniformly on

O. Similarly, p(S;z) converges to p(xg) = 0 as t — oo, uniformly for all z € O.
Now we show that V € C7(A(xp),R); the proof of this fact needs several

preliminary steps. First we prove a formula for the derivative 9% f(g(x)), where

[,9: R" = R", o€ Ny and 9 = 0g} ... 07. The formula will be shown via

induction using the chain rule, it focusses on the structure which will be

important in the sequel. We denote the respective functions by f(y) and g(x).
For |a| := Y} _ a5 > 1

95 f(g(x)) = Df (g(x))95 g(x)

Vel
+ > @IN@) i ] o7 gyap.5) (@) (2.22)
2<B|<]af Jj=1
[B]
= > @lNH@) i []o1" gy ap.5) (@) (2.23)
1<18]< e J=1

holds with constants cj € R, where g; denotes the I-th component of g and the
multiindex y(«, 8, ) satisfies 1 < |v(a, 8, 7)| < |a| — |5] + 1. Note that (2.23)
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is a consequence of (2.22). Thus we show (2.22) via induction with respect to
la] > 1.

For |a| = 1 the sum is empty and (2.22) follows easily by the chain rule.
Now assume that (2.22) holds for |o| > 1. Let |&¢/| = |a| + 1 and write
o = a+ e, where e; = (0,...,0,1,0,...,0) with the 1 at the i-th position.
Then by induction we obtain

95105 f(9())

aet<z 0% f)(g(x))0% gi(x)
) 18]
+ > @IN@) i [ 02910 (= ))

2<iB1<al j=1
= Df(g(x))05 02 g(x) + Y > (05 ) (9(x)) 02 9u(2) 05 g ()
=1 k=1
18]
+ Z Z 8B+6Af )6 gk Cﬁ 1_[a g1 aﬁ,])( )
2<|8|< o k=1 j=1
18]
+ Z (05 F)(g(x)) H8;+8igl(a,6,j)(x)
2<|B(<] ] Jj=1
) 18]
= Df(g(x)05 g(x)+ Y. (9f)g Ha 9i(ar,8,5)(
2<|B]<]al+1

where now 1 < |y| < |a| — |8] + 2. This shows (2.22).

We have set € = ¥ and with this € we define the matrix S as in Lemma

2.27. Set v/ := %, ie. v —2e =1 and ¥ = $v = 4V/. Since f € C'(R",R") we

can choose r in K := K9(z0) so small that

IS[Df (x) — Df (x0)]S™']| < € (2.24)
holds for all z € K. Now we show that

1595 (Six — o) || < Cae™"* (2.25)

holds for all @ with |a| < o, z € K and t > 0. We prove this by induction
with respect to k = |a.
For k = 0 the inequality follows from (2.21):

1 ;1
1S(Sex — zo)|| < [IS] 32"

Now assume that (2.25) holds for all |a| = k — 1 > 0. Let |o/| = k. Write
o =a+e;, where [a] =k—1and e; = (0,...,0,1,0,...,0) with the 1 at i-th
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position. We use (2.22) with g(z) = Six. Since f € C7 and |o/| = k < 0, we
have forallz € K and ¢t > 0
’ d ’
IS05 Sea - 1505 S0

_ 1d o’ 2

= 5%“5@ S|

(502" S,x)T S0 8,5 )
——

= f(stiﬂ)

= (S0% 8,x)T S (Df(Stx)aﬁ/Stx

18|
+ Y (@D (Sw) ey [ ot ’ﬁ’J)(Stx)l(a’,ﬁ,j)>

2<|BI<k Jj=1
< (80 8,2)T SDf (S,2)S~ (S92 Syz) + C|| SO Syar|je2"
since each summand of the sum is a product of at least two terms of the form
97 (S:x)i(ar 3,5y With |y] < [a/| =1 = |a|, and we can thus apply the induction

assumption (2.25). Note that we could exchange Bﬁ/ and 0, since the solution
Syx is smooth enough, cf. [36], Chapter V, Theorem 4.1. Hence,

’ d ’
802" Sual - 11592 Sua

< (50 Sya)T SDf (20)S~ (S Syx)

+IS[Df (Spw) — Df(w0)]ST"| - 1805 Syx||® + C|| SO Syl
< (—v+26)(|150% Spa||? + C|| S Syarl|e 2"t
= —/||89% S,z||? + C||S8% Sx|e2"

by (2.24) and Lemma 2.27. Now we use Gronwall’s Lemma for || S92 Syz|| =
G(t) > 0:if £G(t) < —V'G(t) + Ce™'!, then, by integration from 0 to ¢

4 (e”/TG(T)) < Ce VT

dr
tG(t) — G(0) < —g (eﬂ’/t - 1)
G(t) < e 't [G(O) - VQ (e—” 1)]

Thus, with G(t) = ||S9% S,z|,

150 S,z < Cle 't
and thus [|0% S,z < C"e "'
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with a uniform constant C” for all # € K. This shows (2.25).

Next, we show that fooo 0% p(Syx) dt converges uniformly with respect to
x for 1 < |a| < 0. As above, let © € A(zg) and let O be a bounded, open
neighborhood of z, such that O C A(xg). Since O is compact, Proposition
2.11 implies that there is a T € R such that Sp,,0 C K holds for all ¢ > 0.
Hence, it is sufficient to show that [~ 8p(S,x)dt is uniformly bounded for
all z € K by a similar argumentation as above. By a similar statement as
(2.23), where we use p: R™ — R instead of f: R® — R", and g(z) = Sz, we
have

5]
apSix) = Y (O)p)(Sw)cg [T 02 (Si)ap.i)

1<[B]<] e J=1

where the multiindex v satisfies 1 < |y| < |a| — |3] + 1. Hence, by (2.25),

/ Ogp(Six) dt < Z max|8fp(x)|é/ eVt dt
0 0

z€K
1<|B8I<]al

which is uniformly bounded for all z € K. This proves V € C°.

Now assume that f(x) is bounded, i.e. there is a constant C' > 0 such that
[If(z)]| < C holds for all x € A(xg). If for an R > 0 the set

Kp:={x € A(xy) | V(z) < R*}

is not compact in R”, then either Kp is unbounded or not closed.

We will first show that all sets K are bounded: Indeed, let q be a local
Lyapunov function with local Lyapunov basin K = K9(z(). Denote the non-
characteristic hypersurface 9K = §2 and let § € C?(A(zo) \ {x0},R) be the
function satisfying Sp(,)x € (2, cf. Theorem 2.38. Then for z € A(xzo) \ K we
have 6(x) > 0 and

0(x)
T — Sp(a)T = —/ f(Srx)dr
0
2]l < [[Soyzll + 10(x)] sup [[F(E)Il
EE€A(z0)
<S+0(z)-C, (2.26)

where S := maxecy, [|£]|. By assumption, there is a constant ¢ > 0 such that
p(z) > cholds for all x ¢ K. Let € Kg \ K, i.e. 8(z) > 0. Then

R%? > V(x)
0(x) 00
= / p(Six) di +/ p(Syx) dt
0 0(x)
> 6(x)c
_ ellall = 5)

C
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by (2.26). Hence, K C K U BCR2 +5(0) and, in particular, K is bounded.

Now assume that Kg is not closed for an R: Then there is a sequence
2 € Kr with limy_ o 2, = ¢ € Kg. By definition of Kgr, = ¢ A(xo).

Let € > 0 be such that B.(zg) C A(xo). Choose the constant ¢ > 0 such
that p(z) > c for all x & B¢ (z0). Set Tp := @ > 0. We have Six & B.(zo)
for all ¢ € [0,Tp), since Be(xg) C A(zp). By continuity of S;z with respect
to ¢t and x there is a § > 0 such that [|S;z — Syy|| < § holds for all y with
|z — y|| < ¢ and for all ¢ € [0,Tp]. There is a k € N such that y = z;, satisfies
2 — xx|| < d. For this point we thus have Sizy & Be (o) for all ¢ € [0, Tp).
Hence,

To
V() = / p(Sixg)dt > Ty - c = R* + 1,
0

which is a contradiction to zy € Kg. O

Remark 2.47 The definition of V' and the convergence of the integral was
shown by Zubov [70]. He assumes that [ is continuous and shows that also V
is continuous. Aulbach [3] showed that V is analytic, if f is analytic.

Proposition 2.48 A function V € C?(A(xg),R) with V'(z) = —p(x), where
p s as in Theorem 2.46, is unique up to a constant.

PROOF: Assume, Vi, V2 € C7(A(zg), R) both satisfy Vi (x) = V4 (z) = —p(x).
Let Vi(zo) = ¢1 and Va(xg) = co and define C := ¢y — 02

Fix z € A(zg)\{xo}. For t > 0 we have V;(Six) = —|—f0 V/(S,x)dr =
fo (Srx)dr, where i = 1,2. Thus, V1 (S;x) — Vg(Stgc) Vi(z)—Va(z).

Smce limy_, o0 Sz = 2o and V4 and Vs, are continuous, we have Vi (z)—Va(x) =
limy 00 [V1 (Stx) — Va(Sex)] = Vi(xo) — Va(zg) = ¢1 —c2 = C and thus Vi (z) =
Va(x) + C for all x € A(xg). O

Remark 2.49 The function V of Theorem 2.46 is unique if we claim V (xg) =
0, cf. Proposition 2.48. Unless stated otherwise, we will denote by V the unique
function satisfying V(xo) = 0 and V'(z) = —p(z) for all x € A(xy).

Corollary 2.50 For linear systems and p(x) = ||z — x¢|?, we have V(z) =
v(x), where V is defined in Remark 2.49 and v is as in Remark 2.3/4. Indeed,
since the functions satisfy V'(x) = v'(z) = —||Jx—x0|* and V (zg) = v(xo) = 0,
they are equal by Proposition 2.48.

If we also want to fix the values of V' on a non-characteristic hypersurface,
then the resulting function V* is not defined in ¢ in general, similarly to the
function T

Proposition 2.51 (Existence of V*) Let & = f(z), f € C°(R",R"), 0 >
1. Let xg be an equilibrium such that —v < 0 is the maximal real part of all
eigenvalues of Df (xg). Let £2 be a non-characteristic hypersurface and p(z) a
function as in Theorem 2.46.
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For all functions H € C7(£2,R) there is a function V* € C?(A(xo) \
{z0},R) satisfying

(V)(z) = —p(x) for all x € A(xo) \ {z0},
V*(x) = H(x) for all x € £2.

If $up,e a(aq) 1/ (@) < 00, then
Kg = {z € A(zo) \ {wo} | V*(z) < R*} U {z0}
is a compact set in R™ for all R > 0.

PROOF: Define
Vi (x) = V(z) + H(So(2)z) — V(So(a))

for x € A(zo) \ {®o} where V is the function of Theorem 2.46 with V(z) =0
and 6 is defined in Theorem 2.38. Then for the orbital derivative (V*)'(z) =
V'(z) = —p(x) holds. For z € 2, V*(z) = V(z)+ H(z) —V(z) = H(z). Since
Kj C {z € A(zo) | V(2) < max(R? 4+ maxeen[V(E) — H(E)],0)}, Kj is a
closed subset of a compact set by Theorem 2.46 and thus compact for each
R>0. 0

2.3.4 Taylor Polynomial of V'

V' is a smooth function in A(zg). In particular, V' is C? at xo and we can
study its Taylor polynomial at xy. The Taylor polynomial will also be of use
for the approximation. The reason is that approximating the function V' by
an approximation v using radial basis functions, we obtain an error estimate
|[V'(x) — v'(z)] < ¢ which implies v'(z) < V'(x) + ¢ = —p(x) + ¢. Thus,
v'(x) < —p(x) + ¢ < 0 only where p(z) > ¢. Thus, we cannot guarantee that
v has negative orbital derivative in the neighborhood of xy, where p(z) < «.
This may just be a lack of estimates, but we will also show that typically there
are indeed points near xy where v’(z) > 0. Hence, this local problem has to
be solved, cf. Section 4.2. One possibility, which will be discussed in Section
4.2.3, uses the Taylor polynomial of V. In this section we will derive a method
to calculate the Taylor polynomial of V' without explicitly knowing V.

We consider the function V', which satisfies V'(x) = —|lz—z0||?, i.e. p(z) =
|z — 20]|2. We will describe a way to calculate the Taylor polynomial h of V'
explicitly. Moreover, we will construct a function n with n(z) = h(z) + M||z —
xo||*# which satisfies n(z) > 0 for all x # x. With this function we define

V()
n(z)
for © # x9 and W(xo) = 1, and show several properties of W in Proposition

2.58. In particular, W turns out to be C”~2 in zg, where P is the order of
the Taylor polynomial.

W(z) =
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We are also interested in a method to calculate the Taylor polynomial. For
linear systems, we have V(z) = v(x), cf. Corollary 2.50. For nonlinear systems,
v is the Taylor polynomial of V' of order two. Note that v is characterized by

(Vo(x), Df (z0)(z — 20)) = ~[lz — @0
= v'(z) = (Vo(z), f(2)) = ~llz — @o]* + o]z — z0|*)
Note that Vo(z) = O(]|x —x¢||), cf. Remark 2.34, and f(x)—Df (x¢)(z—z0) =

o([lz — zol])-
The second equation can be used to explicitly calculate v. We generalize

this idea: The local Lyapunov function v satisfies v/(z) = —||x — x¢]|* + o(||x —
zo||?). We define a function h which is a polynomial in (z —z¢) of order P > 2
and satisfies b’ (z) = —||z — 20|? + o(|lz — z0||”); note that for P =2, h = v.

The function h turns out to be the Taylor polynomial of V' of order P. Later, in
order to obtain a function n(x) > 0 for all x # ¢, we add another polynomial
of high order, i.e. n(x) = h(z) + M|z — z¢||*#, cf. Definition 2.56.

We start by defining the function . One can calculate the constants ¢, in
(2.27) by solving (2.28) where f is replaced by its Taylor polynomial of degree
P — 1. An example will be given in Example 2.55.

Definition 2.52 (Definition of §). Let & = f(x), f € C°(R",R"), ¢ > 1.
Let xy be an equilibrium such that the real parts of all eigenvalues of Df (xo)
are negative. Let 0 > P > 2. Let h be the function

b(z) = D calz—x0)% (2.27)
2<|a|<P
ca € R, such that
0 (z) = (Vh(2), f(2)) =~z — z0* + ¢(2), (2.28)
where @(z) = of|l — wol| ).

Lemma 2.53. There is one and only one function b of the form (2.27) which
satisfies (2.28).

The function b is the Taylor polynomial of V (with V'(x) = —||z — zo]|?
and V(xg) =0) of order P.

The proof of the lemma will be given below. First, we explain in Remark
2.54 and Example 2.55 how to calculate b explicitly. This reflects at the same
time the main idea for the proof of Lemma 2.53.

Remark 2.54 The equation (2.28) can be solved by plugging the ansatz (2.27)
in (2.28) and replacing f by its Taylor polynomial of order P—1. Then (2.28)
becomes

& Z0
< Z caV(x —x0)%, Df (x0)(x — o) + Z I )(x—m0)6>

|
2<|a|<P 2<|B|<P-1 Al
= —|lz — 2ol + o(||lz — zo|| 7). (2.29)
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The difference of f to its Taylor polynomial is of order o(||x — xo||F~1) and
by multiplication with Vh(z) = O(||lx — zo||) the remaining term is of order
o(llz — zoll”).

Example 2.55 Consider the differential equation

i=—z+a°
{y' _ —%y+x2 (2.30)

with equilibrium xq = (0,0). We calculate the polynomial h(x,y) and start with
the terms ha(x,y) of second order. We have shown that ha(z,y) = v(x,y) =

(z,y)B (;;) B is the solution of Df(0,0)T B + BDf(0,0) = —I, cf. Remark

1

2.34, in our case B = (2) L Thus ba(x,y) = %xQ + 2.

For the terms of order three, which we denote by hz(x,y), we calculate the
left-hand side of (2.29) with P = 3:

(Vihate 4wl ( )+ ()
— et =y 2ty (VaGo) (5 )+l

Thus, b3(x,y) = ax?y, where 2 — 2a — %a =0, i.e. hs(z,y) = %ny.
For the terms of order four, which we denote by ha(x,y), we calculate the
left-hand side of (2.29) with P = 4:

<V[h2<x,y> +b3(2,9) + ha(2,9)] (__fy) + (f) - (363)>
ot Sat o (Ve () ) )+ ol

Thus, by(x,y) = bx*, where 1 + % —4b =0, i.e hy(z,y) = %x‘l.
For the terms of order five, which we denote by bs(x,y), we calculate the

left-hand side of (2.29) with P =5:

<vgm(m,y), (_fy> + (:?2) ’ <%3>>

8 —x
=t = Sty (T, () ) )+ ol el
2
Thus, by(x,y) = cxy, where % —4c— %c =0, i.e. hs(z,y) = }l—gx‘*y,

Altogether, the function by for P =5 is thus given by

1 4 9 16
hz,y) = 52 +y’ +oay + oot + ety (2.31)
—_——

=vo(z,y)
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A corresponding function n will be given in Example 2.57. The example will
further be considered in Example 6.3.

PROOF: [of Lemma 2.53] By Remark 2.54, (2.28) turns out to be a system of
linear equations for ¢, when considering each order of (x — xg). We will show
that this system has a unique solution.

We will first show, that it is sufficient to consider the special case when
Df(xzg) = J is an upper diagonal matrix. Indeed, there is an invertible matrix
S such that J = SDf(x)S~1 is the (complex) Jordan normal form of Df (o).
In particular, J is an upper diagonal matrix. Note that S and J are complex-
valued matrices. However, if we can show that there is a unique solution b, it is
obvious that all coefficients ¢, are in fact real. Define y := S(z — (), then z =
S~ly+z0. The equation & = f(z) then is equivalent to ¢ = Sf(S™ly+mz¢) =:
g(y), and we have Dg(y) = SDf(S™ 'y +20)S~! and Dg(0) = SDf(x¢)S~! =
J. We will later show that the special case § = g(y) with upper diagonal matrix
Dg(0) = J has a unique solution h(y) = ZQSI&ISP cqy® of the following
equation, which is similar to (2.28):

[Vyb()]" 9(y) = —y"Cy +olyll”), (2.32)

where C = (S~HTS-1L.
Note that h(y) = > 5c|qj<pCay” is a solution of (2.32) if and only if

(z) = Zzga\gp ca(S(x — o)™ = Z2g|a\§P oz — o)
(2.28), since we have with y = S(z — z0)

“ is a solution of

() = [Vab()] f@)

= [Vyh()]" SS~g(y)
~IS7 Y12 + o(|1S~ylI7)

= —[lz — zo|* + o[l — zo]| 7).

and —y" Cy + o[yl

Hence, we have to show that there exists a unique solution h(y) =
Y a<aj<p Cay” Of (2.32), ie.

B
< S @Vt dy s Y 8g(o)yﬁ>=—yT0y+o<||y||P> (2:33)

|
2<[a|<P 2<|6|<P-1 s

where J is an upper diagonal matrix such that all eigenvalues have negative
real parts, C' is a symmetric matrix and P > 2. We consider the terms order
by order in y. The lowest appearing order is two and the terms of this order
in y of both sides of (2.33) are

<V Z cay“,Jy> = —yTCy. (2.34)

|a|=2
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Writing the terms of order two Z\a|:2 cay® = y* By, (2.34) becomes JT B +
BJ = —C. Since the eigenvalues of J have negative real parts, this equation
has a unique solution B; the proof for the complex-valued matrix J is the
same as for the real case, cf. Theorem 2.30 and [57], Lemma 4.6.14, p. 167.
Now we show by induction with respect to |a| < P that the constants
¢o are uniquely determined by (2.33): For |a| = 2 this has just been done.
Now let P > |a| = k > 3. We have h(y) = > o< |qj<p—1 Ca¥™ + 20—k Ca¥y®
The constants ¢, with 2 < |a] < k — 1 are fixed. We will show that there is

a unique solution for the constants ¢, with |a| = k such that (VH(y), Jy +
s

2 a<|p<P-1 B%I(O)y@ +yTCy = o(||y||¥), i-e. the expression has no terms of

order < k. Consider (2.33): the terms of order < k — 1 satisfy the equation by

induction. Now consider the terms of order |a| = k:

5
< > caVya,Jy> =- < > eV, 2 gfo)y5>-

lal=k 2<|a|<k—1,[|=k—|al+1

Since all ¢, on the right-hand side are known and all ¢, on the left-hand side
are unknown, this is equivalent to an inhomogeneous system of linear equa-
tions. It has a unique solution, if and only if the corresponding homogeneous
system has only the zero solution. Therefore, we study the problem

< Z caVyo‘,Jy> =0, (2.35)

la|=k

which is equivalent to the corresponding homogeneous problem, and show
that ¢, = 0 is its only solution. Note that Re J;; < 0 holds for all 1 <i < n
since J is an upper diagonal matrix and J is the Jordan normal form of
Df (x0), the eigenvalues of which have negative real parts. All terms of (2.35)
are polynomials of order k.

We prove by induction that all coefficients ¢, vanish. We introduce an order
onA:={aeN;}|a;c{0,...,k} foralli e {1,...,n}}. Note that {o € NZ |
la| = k} C A. The order ||a|| on A is such that o is the (k+ 1)-adic expansion

of |la], i.e.
n

Ny 3 [lof = Zal(k + 1)L
=1

Now we start the induction with respect to ||a||. The minimal o with
la| = kis a = (k,0,...,0). The coefficient of yf in (2.35) is c(x,0,... 0)kJ11 and
since Ji1 # 0, we have c(,....0) = 0.

Now we assume that all coefficients ¢, with |a| = k and ||o| < A* for
some A* € N are zero. Let § be minimal with ||8|| > A* and |5] = k. We will
show that cg = 0. Consider the coefficient of y° in (2.35). How can we obtain
such terms in (2.35)7 We consider the terms of 3° | _; cay® with o = ; +1,
aj=p;—1land oy = forl € {1,...,n}\ {4, j}. Note that i = j is possible.

,,,,,
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These terms in }_,_; cay® result in a term y? in (2.35) with coefficient
(Bi + 1)cadij. Altogether, the coefficient of y” in (2.35) is

n n

> Do e B+ V)i +csB 55 | =0, (2.36)
§=1,68,7#0 \i=L,i#j,Bi#k
where e;; = (0,...,0,1,0,...,0,—1,0,...,0) with the 1 at i-th position and
the —1 at j-th position.
Note that J;; = 0 for j < i since J is an upper diagonal matrix. Moreover,
CBte,; = 0 for j > i by induction since ||3 + ;5| < [|3]|. Indeed,

18+ el — 18] = (k+ 1)t — (k+1)771 <0

since j > i. Hence, (2.36) becomes

n
cs D, By =0.
J=1,8;#0
Since the real part of all J;; is negative, 3; > 0 and the sum is not empty
because |G| = k, we can conclude ¢z = 0.

We show that b is the Taylor polynomial of V' of order P: Let V(z) =
20<jal<p da(@—20)* +¢(x) With ¢(z) = o([|z —zo||"), L. Y jaj<p dalz—
x0)® is the Taylor polynomial of V' of order P. Then

[l = o[* = V'(x)
=(V Y dalz—20)* f(2)) + (V@(2), f(z)) (2.37)
~—_———

Oslal=r = o(llz—aoll)

since V() = o ||z — zo||F71), of. Lemma 2.59, and f(z) = O(||x — x¢]|). By

the uniqueness of b, 3|, <p da(z — 0)* = h(z), since it satisfies (2.28).

Note that V(z¢) = 0 and the terms of order one must be zero by (2.37). O
The terms of b of order two are the function v. v is positive definite by

Theorem 2.30. We add a higher order polynomial M ||z — zo||*# to b in order
to obtain a function n for which n(x) > 0 holds for all x # .

Definition 2.56 (Definition of n). Let 0 > P > 2 and let b be as in Defi-
nition 2.52. Let H := [£| +1 and M >0, and define

n(z) = h(z) + M|z — zol|*” (2.38)
= Z ca(® — 20)* + M|z — 20|*".
2<|a|<P

Choose the constant M so large, that n(x) > 0 holds for all x # xy.
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PRrROOF: We show that the choice of the constant M is possible: Define the
function h(z) := h(z) + ||z — zo||>. Assume that there is a point & # xo such
that 6(5) < 0; if there is no such point, then choose M = 1. Note that there are
constants 0 < 7 < R such that §(x) > 0 holds for all |z — x| & {0} U (1, R),
since both the lowest and the highest order terms of § are positive definite. Set

minHm—onE[T,R] E(I)

M := —
r2H

+2 > 1. Then n(x) as in (2.38) satisfies n(x) > 0

<0
for all ||z — xo|| & {0} U (r, R) as above. For ||z — x| € (r, R) we have

min“zfa:oHE[r,R] 6(]})

n(z) = h(z) - 20 & — wol|*™ + [l — ao|*”
> min h()(1— 1)+ |z — x|
lz—zoll€[r,R]
> 0.

O

Example 2.57 We consider again the differential equation (2.30) of Example
2.55. A function n(z,y) for P =5 is given by n(z,y) = h(z,y) + (2% + y?)3,
i.e., cf. (2.31)

1 4 9 16
n(z,y) = 5:172 + 92 +g:c2y + 27)1:4 + Eﬁy + (2 + y?)>.
—_——
=vo(z,y)
' (z,y) = —2® —y?
173 334
—ECCG — 15xty? — 1222y — 3¢5 + Ewa
+122%3 + 6522 4 62 + 1225 + 621y*.

n(z,y) > 0 holds for (z,y) # (0,0) since 222y > —2(z* + y?) and thus

1, 3 16
n(z,y) > sa® + 2y’ + —at + —x

The example will further be considered in Example 6.3.

In Proposition 2.58 we show some properties of n(z) and W (z) :=

Proposition 2.58 Let 0 > P > 2 and let n be as in Definition 2.56. Then
1. n(x) > 0 holds for all x # xg.
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2. For a compact set K, there is a C' > 0 such that n(x) < C||z — z¢]|? holds
forall x € K.
3. Set W(z) = X&) for x € A(xo) \ {zo} and W(xg) = 1. We have W €

n(x)

CP=2(A(20),R) and 0SW (z0) = 0 for all 1 < |a| < P —2.

PROOF: 1. is clear by construction, cf. Definition 2.56.

For 2. note that n(z) = 0(2) + X 3¢/ <pCalz — 20)* and v(z) =
(x —20)T B(z — z0) with a symmetric, positive definite matrix B. Denote the
minimal and maximal eigenvalue of B by 0 < A < A, respectively, such that
Az — x0]|? < v(z) < Al|x — 20|?. There is an open neighborhood U C By (zg)
of xy such that ‘ZBS\aISP colr — :z:o)o“ < 2|l — 20||? holds for all z € U.

Hence,
A 2 A 2
Sl = woll® < () < (4+5) e — ol (239)

holds for all z € U. If K C U, then set C' := A + % > 0. Otherwise define
M := max,¢p\p n(z) > 0 for the compact set K\U and My := mingecg\v [|2—

zol|? > 0. Set C := max (A+ %, MM0>
To prove 3., note that V(z) € C?(A(xo),R) and n(z) € C*(R™,R). Be-
cause of 1., the only point to consider is xg. We first prove the following

Lemmas 2.59 and 2.60.
Lemma 2.59. Let g € C*(R™,R).

1. Let g(x) = o(||z||P), where p < s, and o € Nij with |a| < p. Then 0%g(x) €
Cs=1el(R™ R) and 0%g(x) = o(||z|P~1el).

2. Let g(x) = O(||z|?), where p < s, and a € Nj with |a] < p. Then
2%g(z) € C*~1l(R™ R) and 0%g(z) = O(||z|[P~1).

PRrOOF: We prove 1.: The first statement follows by definition of the partial
derivative. By Taylor’s Theorem we have

B
= I[; . Z!( Dot + p(a) (2.40)

with @(z) = o(||z||*). Since g(z) = o(||z||?), we have 3%g(0) = 0 for all |3] < p.
Taylor’s Theorem for 0%g(z) yields

a+3

glz)= > GT?(%B + ¢ (z) (2.41)
1B]<s—lol '

with o*(z) = o(||z||*~1*1). Since we know that 9*+#¢(0) = 0 for |a + 3| < p,

" 9*79(0 .
ZCEED SR S e

p+1—|a|<|B|<s—|a]
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ie. 97g(x) = o(z[[P1°!).
The proof of 2. is similar, here we have 9°¢(0) =0 for all || <p—1. O

Lemma 2.60. Let s,G,H € N with s > G > H. Let g € C*(U,R"™), where U
is an open neighborhood of 0 in R™, and let g(x) = o(||z||¥) for + — 0. Let
h(z) be a polynomial with respect to x € R™ and let ¢1,ca > 0 be such that
aillz|? < h(z) < col|z||H holds for all x € U.

Then gg; € CYH(U,R"), where (0°£) (z) =0 for all 0 < |a| <G —H.

PROOF: % € C*(U\ {0},R™), since h(z) # 0 for x € U \ {0}. We show that

fork=la|<G-H

CAS (2.42)

holds for all z € U\ {0} with functions ga(z) = o(||«||¢~*+ @ ~DH) for & — 0
and ha(z) = [h(2)]?, ie. |22 H < ho(z) < &||z]|>"H. Then

o T _ oy lal). (2.43)

 h(z)

We prove (2.42) by induction with respect to k. For k = 0, (2.42) is true.

Denoting 0; := -, we have

9 Jo () _ 0i9a () - ha(z) — Oiha(z) - g ()
lha(x) ha(x)2

with G — H -1 > |a| = k > 0. With ¢; = (0,...,0,1,0,...,0), where
the 1 is at i-th position, set gote, () = 0iga () - ha(x) — Oiha(T) - go(x) =
of||a||G =R+ =DHF2TH-1y — (|| 5| G~ R+D+E" =D H) by Lemma 2.59. More-
over, hate, (z) = ho(z)?. This shows (2.42) and thus (2.43).

Hence, the partial derivatives of order |o| < G — H at the origin vanish.
Indeed, for o« = 0 this is clear by (2.43). For |a| > 1 set @ = o/ + ¢; with
|o/| <G — H — 1. We have

a'+ei@ — lim o Z%aez%
h(0)  a—0 a
< g Ol
a—0 a
=0 since G — H — |d'| > 1,

by (2.43)

where a € R and e; € R™ is the i-th unit vector.
The partial derivatives are continuous since for G — H — |a| > 0 we have

limy o 0% 5 = lim,, o o ]|~ H1ol) = 0 by (2.43). O
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We prove 3. of Proposition 2.58: By Lemma 2.53 we have V(z) = n(z) +
o(z) with ¢ € C7(A(x0),R") and p(x) = o]z — zo|¥'). Hence, for = €
A(zo) \ {zo}

V(z)
W(x) = =1 .
D= T )
Now set g(x) := ¢(z + x9) and h(z) := n(z + x¢) and use Lemma 2.60 and
(2.39) where G = P and H = 2. This proves 3. O

We will later calculate the Taylor polynomial to use the local information
which is encoded in it. The function W (z) = % satisfies a certain partial
differential equation. We will later approximate the function W by w and

obtain an approximation vy () = w(x)n(z) of V(x).

Example 2.61 We apply this procedure to the example (2.11) and calculate
the following Taylor polynomial for V' of order four, which even turns out to
be of order five:

1, 1, 4 33 11 55 1 5 3 4
b(x,y)—zx +2y +x 2m y+16xy +32xy +32y.

In this case n(z) = h(xz) > 0 holds for all x # xy.

2.3.5 Summary and Examples

In Section 2.3 we have defined the global Lyapunov functions V and T. T
satisfies the equation T"(x) = —¢ with a constant orbital derivative and thus
is not defined in xg. V fulfills V'(z) = —p(z) where the function p(x) satisfies
the conditions of Theorem 2.46. In particular, p(z¢) = 0 and thus V is defined
and smooth in zy. T and V are both C?-functions, T is defined on A(zg)\{zo}
and V is defined on A(zg). T provides information about the time which a
solution takes from one point to another.

For the approximation, the equation T”(z) = —¢ with a constant orbital
derivative is preferable. Moreover, the function p(z) requires knowledge about
the position of xg, whereas the constant ¢ does not. The main disadvantage
of T is the fact, that T is not defined in z.

The function V' is unique up to a constant. This relies on the smoothness
of V in zy. The values of T, however, can be fixed arbitrarily on a non-
characteristic hypersurface. If we do the same with a function V* satisfying
(V*)(z) = —p(z) for all © € A(xo) \ {zo}, i.e. we assume that V*(x) = H(x)
holds for all x € (2, where 2 is a non-characteristic hypersurface, then V*
cannot be continued in a continuous way to xg in general and is only defined
for x € A(zo) \ {xo0}, similarly to T.

At the end of this section we give simple examples where we can explicitly
calculate all different Lyapunov functions.
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Example 2.62 We consider the linear scalar differential equation

T =ax
with x € R and a = —v < 0. zg = 0 is an exponentially asymptotically stable
equilibrium. As a non-characteristic hypersurface we choose 2 = {—1,1}.

With the function H: 2 — R defined by H(—1) = c_, H(1) = ¢y we obtain
the function

1
T(z) = E%ﬂ + Csgn(a) for x # 0.

Indeed, following the proof of Theorem 2.38 we determine 0(x) by Spm)x € £2.
Since Six = e, |Spz| = 1 if and only if § = +1n ﬁ Now set T(z) =
¢l(x)+ H(Sg(x).r).

The functions v and V with p(x) = x* are given by V(x) = v(z) = 527,
since the equation is linear, cf. Corollary 2.50. The function 0 is not unique
but only defined up to a constant, and is thus always 0(x) = cx? with ¢ > 0 in
the scalar case.

2 1,2

Example 2.63 Consider the nonlinear scalar differential equation

i=—x—a>
xo = 0 is an asymptotically stable equilibrium. We calculate the different
functions explicitly, cf. also Figure 2.2, where p(x) = 22, 2 = {-1,1} and
H: 2 — R is defined by H(—1) = H(1) = 0. Then

o(z) = %IZ
V(z) = %ln(l + 2?)
c 222
T(z) = 51111_‘_9U2
2332 3
L) = (=2
@ = (1)

For the function 0 we have d(x) = cx?® with any ¢ > 0, cf. the preceding
example.

PROOF: The solution z(t) of the differential equation with initial value z(0) =
¢ is calculated by separation and is given by

£ —t

—~——e
z(t) = % for T > 0.
L= rige™
We calculate V (z) satisfying V/(z) = —2? and substitute y = ——~—e~t. Note

V1+z2
that |y| < 1 for ¢t > 0.
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Fig. 2.2. The functions v(z) (dotted), V(x) (grey) and T'(x) (black solid) with
¢ = 1, cf. Example 2.63. Note that v is the Taylor polynomial of V' of order two and
that T'(z) tends to —oo as x approaches the equilibrium zo = 0.

o ) z? -2t 0 2
——e dy
(x) /0 (Six) /0 1 — 2% -2t e 1-y?—y

1+ Vite?
0 .y 1 o 1 ,
= ' 1_y2dy:§ln(1fy) :§ln(1+x).
Vita? Vie?
We calculate the function 6 by |Spyz|> =1 for « # 0. Hence
x? 20 1 _ x? o—20
14 a2 14 2
20 — 1+a?
22
1 222

The function T satisfying 7"(z) = —¢ and T'(£1) = H(£1) = 0 is then given
_ 2
by T'(z) = cf(x) = 5ln &7

wlol

. o T . . _ 222
Thus, the function L(z) = eT*) is given by L(z) = (H%) . The
smoothness of L at 0 depends on ¢ For ¢ = 1, L is continuous in zero

but not differentiable since limgx\ o %L(O) = limz o H% = V2 but

limg, o OO —lim, o (= /22 ) = —V2 O



3

Radial Basis Functions

In order to construct a function with negative orbital derivative, we approxi-
mate the Lyapunov function @ = V or @ = T which satisfies the linear partial
differential equation V'(z) = —p(x), T'(x) = —¢, respectively, by radial basis
functions. Radial basis functions are a powerful tool to approximate multi-
variate functions or to solve partial differential equations. For an overview
cf. [63], [11], [10], or [52], for a tutorial cf. [40]. The main advantage of this
method is that it is meshless, i.e. no triangulation of the space R™ is needed.

We will first discuss how radial basis functions are used to interpolate a
function by given values. This is used if the function values are only known
on a grid and one is interested in reconstructing the original function. We will
later indicate how we use this part of the radial basis functions theory in our
setting. To interpolate a function @ by given values on a grid {&1,...,&n},
one uses an ansatz of a linear combination of shifted radial basis functions
centered in each grid point, i.e. g(x) = Eﬁil YW (x — &) where ¥ is a fixed
function which often is of the form ¥(z) = ¢(||«||) and hence is called radial
basis function. The coefficients 7, of the linear combination are determined
by the claim that the values of the interpolant ¢ and the original function @
are the same for all points of the grid, i.e. ¢(&;) = Q(&;) forall j =1,..., M.
This condition is equivalent to a system of linear equations for +; its size is
the number of the grid points M. Error estimates of |Q(x) — g(x)], i.e. the
difference of the approximated function ) to the approximation ¢, can be
derived and depend on the density of the grid.

A generalization, however, enables us to interpolate functions via the val-
ues of a linear operator applied to the function, in our case via their orbital
derivative. In other words, we approximate the solution of a linear partial
differential equation. A combination of both, orbital derivatives and function
values, is used to approximate solutions of a Cauchy problem in partial dif-
ferential equations.

Let us explain the approximation with radial basis functions using a linear
operator D, e.g. the orbital derivative DQ(z) = Q'(z) = (VQ(x), f(x)). We
use the symmetric ansatz leading to a symmetric interpolation matrix A.
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One defines a grid {z1,...,2n}. The reconstruction (approximation) of a
function @ through the values of @’ on the grid is obtained by the ansatz
q(z) = Zszl Br(Vy¥(x — y)’y:mk, f(zx)). The function ¥ is again the radial
basis function. The coefficients G, € R are determined by the claim that
¢'(z;) = Q'(x;) holds for all grid points j = 1,..., N. This is equivalent to a
system of linear equations A = « where the interpolation matrix A and the
right-hand side vector « are determined by the grid and the values Q’(x;).
The interpolation matrix A is an (N x N) matrix, where N is the number of
grid points. We show that A is positive definite and thus the linear equation
has a unique solution 3. Provided that @ is smooth enough, one obtains an
error estimate on |Q’(z) — ¢/(z)| depending on the density of the grid.

While the interpolation of function values has been studied in detail since
the 1970’s, the interpolation via the values of a linear operator has only been
considered since the 1990’s. The values of such linear operators are also called
Hermite-Birkhoff data. They have been studied, e.g. by Iske [38], Wu [67],
Wendland [63] and Franke & Schaback [17] and [18]. The last authors approx-
imate the solution of a Cauchy problem in partial differential equations, cf.
also [54]. This results in a mixed problem, combining different linear opera-
tors, cf. [17] and [18]. Their error estimates, however, use the fact that the
linear operator is translation invariant and, hence, they study partial differ-
ential equations with constant coefficients. Our linear operator D, however, is
the orbital derivative and is not translation invariant. Error estimates hence
have to use different techniques, which are Taylor expansions in our case.

Since in our case the values of Q' (x) are known for all points, we are free
to choose any grid, provided that the grid points are pairwise distinct and
no equilibria. A denser grid provides a smaller error but on the other hand
the condition number of the interpolation matrix becomes larger. Schaback
observed this dilemma and called it the uncertainty principle for radial basis
function interpolation, cf. [53]. Iske, [39] or [40], showed that the optimal
choice to obtain a dense grid and, at the same time, a large minimal distance
of grid points which corresponds to a small condition number of the linear
equation, is the hexagonal grid and its generalizations to higher dimensions.
Thus, we use such a grid in general, however, we can add additional points
where the grid appears not to be dense enough.

We are interested in the determination of the basin of attraction of an
equilibrium zg. As we have seen in the last chapter, the key is to construct a
Lyapunov function ¢, i.e. a function with negative orbital derivative in a set

K\ {zo} with zg € K. Then there exists a sublevel set of ¢ in K by Theorem
2.45, which is a Lyapunov basin and thus a subset of the basin of attraction
by Theorem 2.24.

Since we are not able to determine a Lyapunov function explicitly in gen-
eral, we will approximate a Lyapunov function Q by the approximation ¢
using radial basis functions. In Chapter 2 we have proved the existence of the
Lyapunov functions @ = T and @@ = V which have
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e known orbital derivatives in the basin of attraction
e and, in the case of T, known values at a non-characteristic hypersurface.

In other words, V satisfies a linear partial differential equation and T" a Cauchy
problem. We have shown that these problems have unique and smooth solu-
tions. Using radial basis functions, we are thus able to approximate V, T,
respectively. It turns out that the approximation itself has negative orbital
derivative and thus is a Lyapunov function.

In this chapter we will present the facts from radial basis function theory
that are needed for our goals. We consider a general function ¢ which later
will be one of the Lyapunov functions T" or V' of Chapter 2. More details of
this application to Lyapunov functions will be studied in Chapters 4 and 5.

The approximation is explained in Section 3.1, whereas the error estimates
are given in Section 3.2. As radial basis functions we use the Wendland func-
tions, which have compact support and are polynomials on their support.

3.1 Approximation

Radial basis functions are a powerful tool to approximate multivariate func-
tions. The basic idea is to interpolate a function @ by given values on a grid.
One uses an ansatz of a linear combination of shifted radial basis functions
centered in each grid point. The shifted radial basis function is thus a func-
tion of the distance to the respective grid point. The coefficients of the linear
combination are determined by the claim that the values of the interpolant ¢
and the original function ) are the same for all points of the grid. One obtains
the coefficients by solving a system of linear equations; its size is determined
by the number of the grid points. In Section 3.1.1 the values of the function
and in Section 3.1.2 the values of a general linear operator, in particular the
orbital derivative, are given on a grid. Section 3.1.3 considers the case where
the values of two different linear operators, in particular the functions values
and the values of the orbital derivatives, are prescribed; this is called mixed
approximation. In Section 3.1.4 we present the Wendland functions, the family
of radial basis functions which is used in this book.

3.1.1 Approximation via Function Values

Consider a function Q: R™ — R. Assume, the values Q(&;) are given for all
points & € X3, where X9, = {&1,..., &} C R™ is a set of pairwise distinct
points. For the approximant ¢: R® — R we make the following ansatz:

M
q(x) = > W (z — &), (3.1)
k=1

where ¥(z) := ¢(||z||) is a fixed function, the radial basis function. Note that
many results also hold for functions ¥ which are not of this special form. We,
however, assume in the following that ¥ is a function of ||z||.
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The coeflicients 75 € R are determined by the claim that

Q&) = 4(&5) (3.2)
holds for all ¢; € X9,. Plugging the ansatz (3.1) into (3.2) one obtains

M
Q&) =Y W& — &)
k=1

for all j = 1,..., M. This is equivalent to the following system of linear

equations with interpolation matrix A% = (a?k)j’k:17,”7M and vector o =

(a?)jzl,...,M
A% =a,
where ¥}, = ¥(¢; — &)
and a? = Q(&).
Note that the interpolation matrix A% is symmetric by construction.
Definition 3.1 (Interpolation problem, function values). Let X9, be

a grid with pairwise distinct points and QQ: R™ — R.
The interpolation matrix A° = (agk)jykzl M 1S given by

.....

a?k = V(& — &)

The reconstruction g of @ with respect to the grid XY, is given by

M
q(z) = Z’kap(x —&k)s
k=1

where vy is the solution of A%y = o with a? =Q(&;) and ¥ € C°(R™,R) is a
radial basis function.

For existence and uniqueness of the solution +, the interpolation matrix A°
must have full rank. We will even show that A° is positive definite. Note that
the matrix A depends on the grid X{; and on ¥. A function ¥ for which the
interpolation matrix A° is positive definite for all grids XY, is called a positive
definite function.

Definition 3.2 (Positive definite function). A function ¥ € C°(R",R)
is called positive definite, if for all M € N and all grids X% = {&1,...,&m}
with pairwise distinct points &y,

M
YAy = (6 — &) >0 (3.3)
J,k=1

holds for ally = (v1,...,va) € RM\{0}, where A° is defined as in Definition
3.1.
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More generally, one defines conditionally positive definite functions of a
certain degree, for which (3.3) only holds for all v satisfying additional con-
ditions. On the other hand the ansatz for ¢ then includes polynomials of a
certain degree in order to achieve uniqueness of the solution. Many radial basis
functions such as thin plate splines and Multiquadrics are only conditionally
positive definite. Since the Wendland functions, which will be used in this
book, are positive definite functions, we restrict ourselves to positive definite
functions in the following.

Definition 3.2 implies the following lemma.

Lemma 3.3. Let ¥(z) = ¢(||z||) be a positive definite function.

Then for all grids X3, with pairwise distinct points and all functions Q the
corresponding interpolation problem, cf. Definition 3.1, has a unique solution.
The interpolation matriz A° is symmetric and positive definite.

Since AY is symmetric and positive definite, one can use the Cholesky-method,
cf. for instance [55], p. 37, to solve the system of linear equations. When using
a denser grid one can thus use the information of the points calculated before.

A criterion for a function ¥ to be positive definite using its Fourier trans-
form will be given in Section 3.2.2. The Wendland functions are positive def-
inite functions; they will be introduced in Section 3.1.4.

3.1.2 Approximation via Orbital Derivatives

In this section we use a generalization of the radial basis function theory, cf.
[38], [17], [63]: The approximating function is not obtained by interpolation of
the function values, but by interpolation of the values of a linear operator ap-
plied to the function. The interpolation of function values discussed in Section
3.1.1 is a special case where the linear operator is the identity, i.e. D = id.
In this section we study a general linear operator D. In two subsections we
later calculate the explicit formulas for D being the orbital derivative, i.e.
DQ(z) = Q'(z) = (VQ(x), f(z)), and for the operator D,, of the orbital
derivative and multiplication with the scalar-valued function m(x), namely
DnQ(@) = Q'(x) + m(x)Q(x).

Consider a function @: R®™ — R, which is smooth enough such that D@
is defined. For example, if ) is the orbital derivative then we claim that
Q € CYR™ R). Assume that the values (6., o D)*Q(z) = (DQ)(zy) are
known for all points xy € Xy, where Xy = {z1,...,2n} is a set of pairwise
distinct points. Here, d,, denotes Dirac’s d-operator, i.e. 0., Q(z) = Q(z)
and the superscript  denotes the application of the operator with respect to
the variable z. For the approximant ¢: R" — R we make the following ansatz:

N
g(2) =) Brldu, 0 D)Wz —y), (3-4)
k=1
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where ¥(z) := ¥(||z||) is a fixed function, the radial basis function, and
Bk € R. Note that this ansatz requires a certain smoothness of the function
¥ if the operator D is a differential operator. The advantage of this ansatz
including the operator D is, as it turns out, that the interpolation matrix A
will be symmetric. Note that for D = id the ansatz (3.4) is (3.1). Using a dif-
ferent ansatz than (3.4) which does not include the operator D, results in the
unsymmetric approach, cf. Kansa [43] and [44]. We, however, will concentrate
on the symmetric approach in this book.
The coefficients (i are determined by the claim that

(0z; © D)*Q(x) = (dz; © D)"q(x) (3:5)

holds for all z; € Xy, i.e. DQ(x;) = Dg(z;). Plugging the ansatz (3.4) into
(3.5) one obtains

(0z; © D)*Q(x) = (bz; 0 D)"q(x)

NJ
=Y (02, 0 D)* (8, 0 D)W (x — y)Pi

k=1
for all j = 1,...,N, since D is a linear operator. This is equivalent to
the following system of linear equations with interpolation matrix A =
(ajk)j’kzl’m’]v and vector a = (aj)jzlw,N

Aﬂ = q,
where aj = (05; 0 D)"(0z,, 0 D)?¥(x —y)
and o = (65, 0 D)"Q(x).

A clearly is a symmetric matrix. Note that ¥ has to be smooth enough to
apply the operator D twice to ¥. If, for example, D is a differential operator
of first order as the orbital derivative, ¥ has to be at least C?. We summarize
the interpolation problem for a general linear operator D.

Definition 3.4 (Interpolation problem, operator). Let Xy be a grid
with pairwise distinct points and Q: R™ — R. Let D be a linear operator.
The interpolation matriz A = (ajk)jk=1,...N S given by

ajr = (0z; 0 D)* (04, 0o D)W (x —y). (3.6)
The reconstruction ¢ of Q with respect to the grid X and the operator D is
given by

N

Q(x) = Zﬁk((swk © D)yW(.’L‘ - y)7

k=1

where (3 is the solution of AB = a with a; = (65, © D)*Q(x). Note that Q and
¥ have to be smooth enough in order to apply D.
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For existence and uniqueness of the solution [, the interpolation matrix A
must have full rank. We will even obtain a positive definite matrix A for
grids which include no equilibrium point. A criterion for the function ¥ to
guarantee that all interpolation matrices are positive definite will be given in
Section 3.2.2. The Wendland functions are functions with which one obtains
positive definite interpolation matrices.

We will now consider the operator D of the orbital derivative in more
detail. Later, we consider the linear operator D,,, defined by D,,Q(z) =
Q'(z) + m(z) - Q(x) which combines orbital derivative and multiplication
with a scalar-valued function m.

Orbital Derivative

We consider the autonomous differential equation & = f(x), x € R™. Let
be an equilibrium point of the corresponding dynamical system.
We consider the linear operator of the orbital derivative

DQ(x) := (VQ(x), f(x)) = Q' (x).

Let Xy = {x1,...,2n} C R™ be a set of pairwise distinct points, which are no
equilibrium points, i.e. f(z;) #0forall j =1,..., N.If z; was an equilibrium
point, then we would have a;, = Oforallk =1,..., N since f(z;) =0, cf. (3.6)
and the definition of D. Hence, A would be a singular matrix. Later we will see
that for suitable radial basis functions, e.g. the Wendland functions, excluding
equilibrium points is not only a necessary but also a sufficient condition for
the positive definiteness of the interpolation matrix, cf. Proposition 3.23.

Let ¥(x) := (||z||) be a suitable radial basis function with & € C?(R",R).
We calculate the matrix elements a;i of A defined in Definition 3.4.

Proposition 3.5 Let D be given by
DQ(z) = (VQ(x), f()).
Let W(z) := (||z||) with ¥ € C*(R™,R). Define 1)1 and o by
d
(r)

P1(r) = a7 . forr >0, (3.7)
Ly (r)
_ ) === forr >0
Pa(r) = {O forr =0 . (3.8)

Let 1 be such that CTdH/J(T) = O(r), Y1 can be extended continuously to 0 and

d%z/q(r) =O0(1) forr— 0.
The matriz elements aj, of the interpolation matriz A in Definition 3.4
are then given by

ajr = Pa(ll; — zil)(zj — 2k, f(25)) (TR — 24, [ (2TN))
—1(llzj — zkl)(f(z;), f(2r))- (3.9)
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The approrimant q and its orbital derivative are given by

N

a@) = 3 Blwn — o, f (@) (o — ),
k];I

d'(@) =Y Be[va(llz — ol (@ = w0, F@)) (@r = . f ()
k=1

—n(le = 2kl (@), flan)]-

PROOF: The assumptions on t; imply that 12(r) = O (1) holds for r — 0.
Thus, for the first term of (3.9) we have ¥o(||z; — zi||){(z; — z&, f(z;))(xK —
zj, f(xr)) = O(||z; — xgl|) for r = ||x; — xx|| — 0. Hence, the terms in (3.9)
are well-defined and continuous for ||z; — x| = r € [0, c0).

For the following calculation we denote ' = . By (3.6) we have for z; #

ajp = (530_7. 0 D)*(0y, o D)W (z —y)

= By o DIV — o) S
= 0., o0 [ M= 0y )
= (8, o D) Bl — el o — . 1)

- U= o o - o )
*1/11(H33j - fckH)<f(39j)a flx))

= Yo(llz; — zkl){xs — ak, f(25)) (26 — 25, f(28))

)

—1(ll; — anl){f (25), f(2x))-

For z; = zj, we have a;j; = —1(0)]|f(x;)||*>. The formulas for ¢(z) and ¢'(x)
follow by similar calculations. O

T=Tj;

Orbital Derivative and Multiplication

We consider again the autonomous differential equation & = f(x) as above
with equilibrium zy. We fix a function m: R™\ {z¢} — R which is continuous
in R™\ {20} and bounded for  — xy. m will later be the function defined in
Proposition 3.38. We consider the linear operator D,,, defined by D,,Q(x) :=
Q' (z)+m(z)Q(x). We calculate the matrix elements of A defined in Definition
3.4 for the operator D,,.

Proposition 3.6 Let Xy = {x1,..., 2N} be a set of pairwise distinct points,
which are no equilibrium points. Let m: R™ \ {xo} — R be continuous in
R™\ {zo} and bounded for x — xg. Let D = D,, be given by



3.1 Approximation 69

D Q(x) = (VQ(z), f(2)) + m(2)Q(x) = Q'(x) + m(z)Q(x).

Let W(z) := 9(||z]|) with ¥ € C*(R",R). Moreover, let v satisfy the assump-
tions of Proposition 3.5, where 1 and 1o are defined by (5.7) and (3.8).

The matriz elements a;, of the interpolation matrix A in Definition 3.4
are then given by

aji = Ya(llzy — zxll){zs — 2, f(25)) (2K — 25, f(28))
=1z — zi|)(f(x5), f(zK))
+m(zp)¥([lz; — zill){z; — 2, f(25))
+m(z;)1(llz; — i)z — 25, f(2r))
+m(zj)m(zg)(llz; — k). (3.10)

The approzimant q and its orbital deriwative q' are given by

N
(@) = Br lwx — 2, f(an))r (|l — 2il)) + m@e)p (o — 2],

k=1
N

/(@)=Y b [w2<||x — )@ — an, (@) k-, fa1)
k=1

—r(llz =z l(f (), f(n))
+m(zp)r (e — al) (@ -k, f(2)) ]

PROOF: The terms in (3.10) are well-defined and continuous with respect to
r = ||z; — x| € [0,00) for x; # x¢ and xp # o, cf. the proof of Proposition
3.5. By (3.6) we have

aji = (8a; © Din)* (0, © D) ¢ (||l — yl|)
= (0z; 0 Din)* (Y1 ([lz — zxl)(@r — 2, f () + mze) ¢ (|2 — ()

= M(w — xp, () (wx — 2z, f2)

[ — |
—thr(llzj — wrl){f (z5), f(2x))
(U (||$ — ‘Tl€||)<:r _ mk,f(if» B

[l — |
+m(@g) iz — wxl)(wn — 25, f(2r)) +mz;)m(ze)(|le; — wl)-

T=Tj;

+m(zy)

The formulas for ¢(z) and ¢'(z) follow by similar calculations. O

3.1.3 Mixed Approximation

We combine the Sections 3.1.1 and 3.1.2 to a mixed approximation. Because of
the linearity of the ansatz, one can consider two or more different operators.
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With this ansatz one can, for instance, approximate solutions of a Cauchy
problem for partial differential equations, cf. [17].

We restrict ourselves to the case of the two linear operators D° = id
and D. D will later be the orbital derivative. Hence, we assume that for the
function @

e the function values Q() are known on the grid x € X{, and
e the values of DQ(x) are known on the grid z € Xx.

This information will be used to reconstruct ) by an approximant ¢, which
interpolates the above data.

We choose two grids, Xy := {x1,...,2n} and X§, := {&,..., &} The
mixed ansatz for the approximant g of the function @ is

N M
a(@) =D Oul0a, 0 D)W (w —y) + > (0, 0 DY U(x —y),  (3.11)
k=1 k=1
where D? = id. The coefficients 85, v € R are determined by the claim that

(02; 0 D)*Q(x) = (64, 0 D)"q(x) (3.12)
(6, 0 D°)*Q(x) = (3¢, o D")"q(x) (3.13)

holds for all z; € X and all §; € X{,. Plugging the ansatz (3.11) into both
(3.12) and (3.13), one obtains

N
(62, 0 D)*Q(x) = Y Bu(ds, 0 D)*(6s, 0 D)W (x —y)
k=1

M
+ " (62, 0 D)*(d, 0 D)W (x —y)
k=1
N
and (0¢, o DY)* Z (8¢, 0 D°)* (6, 0 D)W (x —y)
k=1

+Z (e, 0 D°)*(3g, o D°)!w(z —y)
k=1

for all j = ,N and i = 1,..., M. This is equivalent to the following

system of linear equations ( T i()) <5 ) = (30) For the definition of

the matrices, cf. the following definition, where we summarize the mixed inter-
polation problem.

Definition 3.7 (Mixed interpolation problem). Let Xy = {z1,...,2n}
and X§, = {&1,..., &} be grids with pairwise distinct points, respectively,
and Q: R — R. Let D and D° = id be linear operators.
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. . . A .
The interpolation matrix (CT ZO> has the matrices A = (ajk)j k=1, N,

C = (¢jk)j=1,. N, k=1,. m and A = (a?k)j,k=17___,M with elements

Ajk = (6% )x((swk © D)yW(aj - y)
¢jk = (8z; 0 D) (8¢, 0 D)W (x — y)

afy = (d¢, 0 D°)* (3¢, o D°)!W(z — y).

oD
oD

The reconstruction g of @ with respect to the grids Xy and X9, and the
operators D and D° is given by

N M
q(x) =Y Br(ba, 0 D)W (x —y) + > _ (0, o D)W (x —y),
k=1 k=1

where (,7) is the solution of <éT ZO) (5) = (g()). The vectors o and
a® are given by a; = (0z; 0 D)*Q(x) and ad = (8¢, 0o DY)*Q(z).

Under certain assumptions we will obtain a positive definite matrix

(ST ZO) if the grid X includes no equilibrium point.

We consider the autonomous differential equation & = f(z). Let 2 be an
equilibrium point. We consider the linear operator of the orbital derivative
DQ(z) = Q'(x) and calculate the matrix elements of A, C' and A° defined in
Definition 3.7.

Proposition 3.8 Let D be given by
DQ(z) = Q'(z) = (VQ(), f(x))-

Let W(z) := ¢(||z]|) with ¥ € C*(R",R). Moreover, let v satisfy the assump-
tions of Proposition 3.5, where 1 and s are defined by (3.7) and (3.8).
The matriz elements ajr, cji and a?-k of the interpolation matriz

(éT io) in Definition 3.7 are then given by

ajr = Yo(llz; — zxl))(2; — 2k, f(25)) (T8 — 25, f208))

=1y — xS (25), f (k) (3.14)
cik = Pr(llz; — Eell)(zj — &k, f(25)) (3.15)
afy, = (|1 — &) (3.16)

The approximant q and its orbital derivative are given by
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a(x) =Y Butn(lle — zull)r — 2, flar) + D we (e — &),

k=1 k=1

N
¢'(z) = Y Bulellle — zal)(x — @, fl@) e — 2, flar)

k=1

Y1z — 2l (f (@), f (k)]
M
+ Y wtr(le = &l (@ — &, f(x),

k=1

where <§) is the solution of (éT io) (5) = <ZO>'

The vectors o and o° are given by aj = Q'(x;) and af = Q(&).

PROOF: The matrix elements of A have already been calculated in Proposition
3.5, cf. (3.9). For the elements of C' we have

Cjk = (65171 o D)x(égk o DO)yW(fE — y)

_ Yl =&l _
- ||.TJ — ng <mJ fkvf(l'J»

= U1(l|lz; — &kl)(xj — &k, f(25)).

For A° we have, cf. also Definition 3.1,
Ay = (8¢, © D°)" (3¢, 0 D)W (x —y) = ¥(||&; — &l).

The formulas for the function ¢ and its orbital derivative follow similarly. O

3.1.4 Wendland Functions

In this book we use a special class of radial basis functions: the Wendland func-
tions, introduced by Wendland, cf. [61] or [62]. In contrast to many classical
radial basis function, e.g. polynomials, thin plate splines or Multiquadrics, the
Wendland functions are positive definite and not only conditionally positive
definite. Hence, it is not necessary to modify the ansatz discussed above by
adding polynomials of some degree. Moreover, in contrast to the Gaussians or
the inverse Multiquadrics, which are positive definite radial basis functions,
the Wendland functions have compact support and are polynomials on their
support. Thus, one can approximate functions which are not necessarily C'*™®
and the resulting interpolation matrix A of the linear equation A = « is
sparse.

We prove in Section 3.2.2 that the interpolation matrix A is positive defi-
nite and, hence, the above linear equation A3 = a has a unique solution 3. For
the proof of this fact as well as for the error estimates we use the native space
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Fig. 3.1. The Wendland functions ¥(z) = ¥3,1(||z||) (left) and ¥(z) = a2(||x||)
(right) for = € R%.

F and its dual F*, cf. Section 3.2. The space F contains the approximated
and approximating function @, ¢, respectively; the corresponding dual space
F* includes the linear operator of the orbital derivative evaluated at a point.
F* is a subset of the space of distributions D’(R™). The native space can be
characterized via Fourier transformation; the Fourier transform of the Wend-
land functions has been studied in [62]. In the case of the Wendland functions,
the native space turns out to be the Sobolev space F = HnTH”“(R"), where
H denotes the Sobolev space, n the space dimension and k& € N corresponds
to the respective radial basis function of the Wendland function family. In
order to obtain @ € F, @ has to be of a certain smoothness, in our case

Qe H™S

Ttk (R™). Since @ will later be one of the Lyapunov functions T' or
V', f also has to have this smoothness.

The Wendland functions are positive definite functions with compact sup-
port, cf. Figure 3.1. On their support they are polynomials. They are defined
by the following recursion with respect to the parameter k.

Definition 3.9 (Wendland functions). Letl € N, k € Nyg. We define by
TECUrsion

Yio(r) = (1—r), (3.17)

1
and 1/}17]“_1(7“) = / twl,k(t) dt (318)

forr € RY. Here we set v, = x for x >0 and x4 = 0 for x < 0.

For the functions 3 1(cr), ¥a2(cr) and 5 s(cr), where ¢ > 0 and ¢
denotes the Wendland function, we have calculated the corresponding func-
tions 11 and 19, cf. Table 3.1. Note that these are the Wendland functions of

Definition 3.9 up to a constant.
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3,1(cr) tha,2(cr)

P(r) (1 —er)ifder +1]|(1 — er)$[35(cr)? 4 18cr + 3]
P1(r)  |—202(1 —cer)? |=56¢%(1 — cr)5[1 + 5er]
Lapy (r)|60c® (1 — cr) 1680c*r(1 — er)d

Ya(r) |60c*L(1—cr)i  [1680c* (1 —cr)i

¥s,3(cr)

P(r) (1 —er)8[32(cr)® 4 25(cr)? + 8cr + 1]
P1(r) | —22¢2(1 — er)L[16(cr)? 4 Ter + 1]
Lapy(r)|528c*r(1 — er)S [6cr + 1]

pa(r)  [528¢*(1 — er)S [6er + 1]

Table 3.1. The functions ¢ and 2, cf. (3.7) and (3.8), for the Wendland func-
tions vs,1(cr), Ya,2(cr) and s 3(cr). Note, that these are the Wendland functions
of Definition 3.9 up to a constant. The parameters fulfill [ = k + 2. Hence, these are
the appropriate Wendland functions for the dimensions n = 2 and n = 3, since here
I=|%]+k+1=k+2

We summarize some properties of the Wendland functions in the following
Proposition 3.10.

Proposition 3.10 (Properties of Wendland functions) The Wendland
function iy, with l € N and k € Ny satisfies:

1. supp(¢r k) C [0,1]. We have ¢y ,(r) = 0 for all r > 1, i.e. in particular
(1) =0.

2. Yr(r) is a polynomial of degree 1+ 2k for r € [0,1].

3. The function ¥ (z) := ¥ x(||z]]) is C** in 0.

4. Yrg is CFFHLn 1,

PROOF: (cf. [61])

1. k = 0: this follows directly from the definition (3.17); k& > 1: this follows
from (3.18) by induction.

2. For k = 0 this is clear. By induction we have: if 9; ;, is a polynomial of
degree [+ 2k, then ti; ;(t) is a polynomial of degree I +2k+ 1 and integration
augments the degree to [ + 2k + 2.

3. Because of 2., 3. is equivalent to: the coefficients of the first £ odd powers
are zero. We prove this by induction with respect to k: For 9 ¢ there is nothing

to show. Now let k£ > 1 and assume that ¢ (1) = Zéfok cjrd with eg;1 =0

1

s _ +2k ¢; 4542 o _ 4+2k ¢; 42
fOr 1 = 1,...7k. Then '1/117]@4,1(7') = E =0 mt . = C E =0 mr .
The coefficient of r is zero and the coefficients of r3,7°, ..., 72**1 are zero by

assumption.
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4.40is C'"tin 1. Since %1/}17k+1(r) = —r; 1 (1), the induction hypothesis
implies that 1 is C*=1 at 1. O

We fix the parameter [ depending on the space dimension n and the parameter
k. Then we have the following properties for the function ¥(x) = ¢ (c||z||)
with scaling parameter ¢ > 0.

Proposition 3.11 Let k € N and | := | 2| +k + 1. Let ¥(x) := ¢y i(c||z]])
with ¢ > 0. Then

1. ¢y r(cr) is a polynomial of degree {%J +3k+1 forre [O, %]

2. W€ C(R™, R), where C2* denotes the C** functions with compact sup-
port. . .

3. The Fourier transform ¥(w) is an analytic function. We have ¥(w) € R
for all w € R™ and

2 -k 7 2 —ntl_g

1+ wl?) T <) G+ )T (39)
with positive constants C1,Cs. In particular, Lﬁ(w) > 0 holds for all
w € R™. For the definition of the Fourier transform, cf. Appendiz A.2,
Definition A.11.

4. For(r) := iy x(cr) we have the following asymptotics for r — 0, for the
definition of the functions ¥y and o cf. (3.7) and (3.8):

Ly(r) = O(r),

P1(r) = O(1) and 91 can be extended continuously to 0

d%d)l(r) =0(1) if k=1 and d—drwl(r) =0(r) if k > 2,

Pa(r) =0 (%) if k=1 and y(r) =O() if k > 2.

PROOF: 1. and 2. follow from Proposition 3.10 since k+1—1 = L%J +2k > 2k.

We prove 3.: Vs analytic since ¥ has compact support, cf. Propo-
sition A.18. First we consider the case ¢ = 1 and denote the function
&(x) = ¢ 1(||z|). Radial functions also have a radial Fourier transform. It can
be expressed by the following formula where J,,(z) denotes the Bessel func-
tions of first kind of order m: d(w) = ||w||_n;2 I~ Yun(t)t® JnT_1(||w||t) dt,
cf. [62]. In particular, @ is a real-valued function.

Moreover, cf. [61] or [62], we have ¢(w) > 0 for all w € R” and

Cillwl| 7271 < d(w) < Cyflw|| 72+ (3.20)

with positive constants C], C4; the first inequality only holds for |jw| > 7o
with some g > 0, the second for w # 0.

Now consider the Fourier transform ¥(w) of ¥(z) = &(cx) = i (|lcz||)
with ¢ > 0. We have with the transformation y = cx
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U(z) = / &(cx)e @) dx
1 —f{yw)
=— | P(ye W dy

CTL
~a(Y).
cn c

The inequality (3.19) follows by (3.20).
For 4. note that by the recursion formula (3.18) we have

d%%,kﬂ(m“) = —c?rify g (cr) (3.21)

V1, ny (1) = =Py i(er), cf. (3.7) (3.22)
for all k € Ng and all 0 < r < 1. By (3.21) we have L4y j,(cr) = O(r) for r —
0if & > 1. (3.22) shows ¢y, . (r) = O(1) for r — 0 if & > 1, and 9y, , () can
be extended continuously to 0 by ¢, , (0) = —c?1; (0).

Setting k = 0 in (3.22) we obtain with L4 o(cr) = £(1 —er)! = —cl(1 -
cr)i=t = O(1) for r — 0 since [ > 1:

d d
%1/)11,,1(07”) = —02%1/)1,0(67“) = 0(1) for r — 0.

Moreover, combining (3.22) with (3.21), we have

d d
%1?1;.“2(07") = *02%1/11,1&1(07’) = c*ripy(er).

For k£ > 2 we have thus

d
aﬂfll,k(ﬂ) =O(r) for r — 0.

The statements for o follow from the definition (3.8). This shows the
proposition. [l

3.2 Native Space

Throughout this book we define the radial basis function ¥ by a Wendland
function with parameter k > 1.

Assumption Let k € N, [ := [ 2| +k+ 1 and ¢ > 0. Define the radial basis
function by

W (x) = r(cllz]),

where 1) ;, denotes a Wendland function, cf. Definition 3.9.
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3.2.1 Characterization of the Native Space

The goal of this section is (i) to show that the interpolation matrix A of each
interpolation problem is positive definite and (ii) to provide an estimate of
the error of ¢ to @, namely |Dg(z) — DQ(x)| where D is the corresponding
linear operator. Note that |Dg(x) — DQ(z)| = 0 holds for all points z € Xy
of the grid by construction. For all other points the error will depend on the
density of the grid, i.e. the denser the grid is, the smaller is the error. This is
done for the operator D = D° (identity), D = orbital derivative and D = D,,
(orbital derivative and multiplication) as well as for the mixed interpolation.

In order to achieve these two goals, we define the Hilbert spaces F and
F* which are dual spaces to each other. F is a function space, including the
function @ which will be approximated, as well as the approximating function
g- The dual F*, on the other hand, is a space of operators, among them (6,0D),
where D denotes the operator which is approximated, e.g. in our case the
orbital derivative. These spaces will enable us to split the interpolation error
into a part in F and a part in F*. Note that for the Wendland functions the
spaces F and F* are Sobolev spaces, cf. [61] or Lemma 3.13. For the relation
of native spaces to reproducing kernel Hilbert spaces, cf. [63].

In Appendix A we summarize the results about Distributions and Fourier
transformation that we need in this section. In the following definition, S'(R™)
denotes the dual of the Schwartz space S(R™) of rapidly decreasing functions,
cf. Appendix A.2, Definition A.17. For distributions A € §’'(R™) we define as
usual (A, ) := (X, @) and (A, @) := (X, @) with ¢ € Cg°(R™), where () =
(=) and $(w) = [z w(x)e_imT“’ dz denotes the Fourier transform.

Since ¥ is defined by a Wendland function by assumption, ¥ € &£'(R"),
where &£'(R™) denotes the distributions with compact support. Then the
Fourier transform Lﬁ(w) =: p(w) is an analytic function. Moreover, we have
shown that ¢(w) = ¥(w) > 0 holds for all w € R™, cf. Proposition 3.11, 3.

Definition 3.12 (Native Space). Let¥ € £'(R") be defined by a Wendland
function and denote its Fourier transform by p(w) := ¥(w). We define the
Hilbert space

F* o= {)\ € 8'(R™) | Aw) (p(w))* € Lz(R”)} )

with the scalar product

n

Custhe = 20" [ S@))e(w) do

The native space F of approzimating functions is identified with the dual F**

« o A
of F*. The norm is given by || f|7 := supycz+ rz0 %

In the case of the Wendland functions, F and F* are Sobolev spaces.
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Lemma 3.13. (c¢f. [61]) Since ¥(x) = ¢y i(c||z||) with the Wendland func-
tion, k € N, [ := LgJ +k+1 and ¢ > 0 we have, using the properties of the
Fourier transform in Proposition 3.11,

ntl

Fr=H "7 MR,

where H="3"~ (R™) denotes the Sobolev space, cf. Definition A.19. The norm

in Definition 3.12 and the norm of the Sobolev space H’nTH*k(R”) are equiv-
alent to each other. Moreover,

CS(R™,R™) C F = H"* tF(R"), (3.23)

withNBaz%ﬂ—i—k.

PROOF: Note that A € H-"= “*F(R") & X\ € H~ "2 ~*(R"). We use the
estimate for the Fourier transform of the Wendland function (3.19). We have

[ A@Pew)de < € | @R+ ) F do < o

n

n41

for \ € H="3"~F(R"). Thus, F* D> H~ "5 ~F(R").
On the other hand we have by (3.19)

O [ @R+ ol o < [ [R@)Polw)do < oo,

n

for A\ € F*. Thus, we obtain F* C H~ "= ~®(R™). This shows that the norms
of the respective Sobolev space and || - || £, || - || 7 are equivalent to each other.
Similar inequalities show (3.23). O

We have the following alternative formulas for the scalar product of F*,
cf. [17].

Proposition 3.14 For A\,u € F* and ¥ € £'(R™) we have
N, pre = Nz — ) (3.24)
=Nm= V). (3.25)

PRrOOF: We denote the Ls scalar product by (-, ). We have, cf. Appendix A.2,
in particular Proposition A.18, 3. and 4., and Proposition A.10
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which shows (3.24). O

Also for the norm of F we have a characterization via the Fourier trans-
form, cf. (3.26). In order to prove Proposition 3.17 we recall the definition of
the Riesz representative for general Hilbert spaces.

Theorem 3.15 (Riesz Theorem). Let F be a Hilbert space. For every
f € F there is one and only one A = Ay € F*, such that

p(f) = (u, Ag) 7=

holds for all p € F*. Moreover, | A¢|lz+ = ||fllz and (f,9)Fr = (Ag, Ap) 7~
hold.

The Riesz representative of i x ¥ is particularly easy to characterize.

Lemma 3.16. Let € F*. Then ux¥ € F and ||p]
Moreover, f:=n*W¥ € F and A\f = p.

7o = [lp ¥z

PRrROOF: First, we show the second part. We have for all A € F*
<>‘,)‘f>.7:* = )‘(f) = )‘(ﬁ* W) = <)‘7/1’>.7:*

by (3.25). This shows Ay = p.
For all A € F* we have |A(f)| = [{(\, u) 7=

< Az - Ml

F+. Thus, f € F

and ||fllz < ||ullz» = ||E@|lF-. Equality follows by choosing A = p, hence
7+ 87 = 7l

Now we show the first part: For p € F*, we have g € F* and thus
|| * ||z = ||u|| 7= with the above argumentation. O

Proposition 3.17

1. For f € F we have f = S\fgo, where Ay denotes the Riesz representative,
cf. Theorem 3.15.
2. For f,g € F we have

1
mdw

PrROOF: 1. By the Riesz Theorem 3.15 we have for all A € F*

(Fa)r=@m™ | fw)il) (3.26)
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Hence, since fz f, cf. Proposition A.18, 1. we have
f= (Arp)”  and f= Are.
2. Because of ¢(w) € R we have with Theorem 3.15

(f:9) 7 = Qg Ap)Fe

This shows the proposition. ]

3.2.2 Positive Definiteness of the Interpolation Matrices

In this section we prove the positive definiteness of the interpolation matri-
ces. More precisely, there are four different interpolation problems with corre-
sponding interpolation matrices, cf. Sections 3.1.1, 3.1.2 and 3.1.3. Note that
the function ¥ throughout the rest of the book is given by ¥ (z) = ¢ k(c||x||)
where 9/ 1, is the Wendland function with parameters k € Nand [ = L%J +k+1;
¢ > 0 is a scaling parameter. First we define the spaces of approximating func-
tions fX&, Fxn, fXN,X?W respectively, and show that they are subsets of F.
Afterwards, we show the positive definiteness.

Approximation via Function Values

The space Fy, in the following definition includes the evaluation of the func-
M
tion at a grid point. The space F. X9, includes the approximating functions.

Definition 3.18. Let XY, = {&1,&,...,&m} be a set of pairwise distinct
points. We define

M
Yo = QAES(RY) [ A= 750,75 € R

Jj=1

(AxT|NeFyo ),

Fxo -

where ¥(x) = Yy (c||z||) with the Wendland function iy 1, where k € N and
l=[5]+k+1.

Lemma 3.19. We have F5, C F*N E'(R") and Fxo C F.
M
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PROOF: For \ € F%, we have supp(\) = u?il{gj} =: K and
M

S0

M M
T s T
w) = ;08 e ¥ = et @,
J 61 J
j=1 j=1

With Proposition 3.11 we have

2

M
f o
[ B@Pewds <ca [ Shl] [ @) a
v J=1

R™

_ng1
<C (14 w|?) * dw < co.
RTL

This shows F% =~ C F*. The second inclusion follows by Lemma 3.16. O

Proposition 3.20 Let ¥(z) = iy 1 (c||z||) with the Wendland function ¢y,
where k € N andl = | %|+k+1. Let X3, = {&1,&2, ..., &} be a set of pairwise
distinct points. Then the interpolation matriz A° defined in Definition 3.1 is
positive definite.

PROOF: For A = Zf\il vi0e, € F* N E'(R™) we have with Proposition 3.14
’ZTAOW = NN (z —y) = |N% = (2n)™" Jan M) [2p(w) dw. Since p(w) =
¥ (w) > 0 holds for all w € R™, cf. Proposition 3.11, the matrix A° is positive
semidefinite.

Now we show that ~T A%y = 0 implies ¥ = 0. We assume that WATAO’y =
(2m)7™ [on IM(w)[?¢(w) dw = 0. Then the analytic function satisfies A(w) = 0
for all w € R™. By Fourier transformation in &’(R™) we have §'(R™) 3 A =0,
ie.

M
A(h) = Z%‘h(ﬁi) =0 (3.27)
i=1

for all test functions h € S(R™). Fix a j € {1,..., M}. Since the points &;
are distinct, there is a neighborhood Bs(&;) such that & & Bs(&;) holds for
all i # j. Define the function h(z) = 1 for x € Bg(fj) and h(z) = 0 for

x & Bs(&;), and extend it smoothly such that A € S(R™). Then (3.27) yields
0= A(h) = ;-

This argumentation holds for all j = 1,..., M and thus v = 0. Hence, A° is
positive definite. O
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Approximation via Orbital Derivatives

The space Fx, in the following definition includes the evaluation of the
orbital derivative at a grid point. The space Fx, includes the approximating
functions.

Definition 3.21. Let Xy = {x1,z2,...,zn} be a set of pairwise distinct
points, which are no equilibrium points. We define

N
Fiy =AES®R") [A=Bi(0;, 0D), 3 €R

N
=1

Fxy ={A*x¥ | XeFx, }
Le(ellz]l)

where Dq(x) = ¢'(x) denotes the orbital derivative and ¥(x) =
with the Wendland function 1, ,, where k € N and | = PJ +k —i—

Lemma 3.22. We have Fx  C F*NE'(R™) and Fx, C F.
Moreover, 6, € F*NE'(R™) for all x € R™.

PROOF: For A € F we have supp(\) = U}L, {z;} =: K and

Aw Zﬂg 0, 0 D)€' “*ZZ,BJ w, f(2;))e™T .
Jj=1
With Proposition 3.11 we have

[ R@)Pe(w) do

2

< & (310 s )] Ll ()

Jj=1

_ntil
§C/ (L4 w]?)” * dw<oo
R'n,

since k > 1. This shows .7-'3}N C F*. The second inclusion follows by Lemma
3.16.
For z € R™ we have supp(d,) = {z} and

bp(w) = e v,

With Proposition 3.11 we have

< _ntl
/ 100 (w) [P p(w) dw < 02/ (1 + ||w||2) = F dw < 0.
n R"l
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Proposition 3.23 Let ¥(z) = 9y i (cl|z||) with the Wendland function ¢y,
where k € N and | = [gJ +k+1. Let Xy = {z1,22,...,zN} be a set of
pairwise distinct points, which are no equilibrium points. Then the matriz A
of Proposition 8.5 is positive definite.

PROOF: For A\ = vazl Bi(8y;, o D) € F* N E'(R™) we have with Proposition
3.14 BTAB = XN'W(x — y) = [MF = 2m)" [en IMw)|?¢(w) dw. Since

¢(w) = ¥(w) > 0 holds for all w € R", cf. Proposition 3.11, the matrix A is
positive semidefinite.

Now we show that BTAB = 0 implies 3 = 0. We assume that pTAﬂ =
(2m)™" [an |A(w)[?¢(w) dw = 0. Then the analytic function satisfies A(w) = 0
for all w € R™. By Fourier transformation in S’(R™) we have §'(R™) 3 A =0,
ie.

N

Ah) = 3 Bi(Vh(a), f(z) = 0 (3.28)

i=1

for all test functions h € S(R™). Fix a j € {1,..., N}. Since the points z; are
distinct, there is a neighborhood Bs(x;) such that z; ¢ Bs(z;) holds for all
i # j. Define the function h(z) = (z —z;, f(x;)) for x € B; (x;) and h(z) =0
for ¢ Bs(z;), and extend it smoothly such that h € S(R™). Then (3.28)
yields
0= A(h) = B;f ;).

Since z; is no equilibrium, §; = 0. This argumentation holds for all j =
1,..., N and thus § = 0. Hence, A is positive definite. O

Approximation via Orbital Derivatives and Multiplication

In the following definition the space Fx, includes the approximating
functions.

Definition 3.24. Let Xy = {x1,22,...,2n5} be a set of pairwise distinct
points, which are no equilibrium points. Let m: R™\ {zo} — R be continuous
in R™\ {zo} and bounded in B.(xo) \ {zo} for each e > 0. Let D = D,, be
given by Dy, Q(z) == Q'(x) + m(2)Q(x).

We define
N
Fiy =4AES®R") | A= Bi(6z, 0 D), 3 €R
j=1
Fxy =MV | Xe Fx, ),

where ¥(x) = ¢ i (cl|z||) with the Wendland function 1, where k € N and
l=[2|+k+1.
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Lemma 3.25. We have Fx  C F*NE'(R™) and Fx, C F.
Moreover, 6, € F*NE'(R™) for all x € R™.

PROOF: For A € F§  we have supp()\) = Uévzl{xj} =: K; note that zo & K.
We have

ﬂ (5:1;J OD )I ZITW

I
Mz

>0

(w)

<.
Il
—

Bj (i<w’ f($])> + m(l‘])) eiz?“)_

I
M=

<.
Il
—

Since m is continuous in R™ \ {x¢}, there is a constant M > 0 such that
|m(z)| < M holds for all z € K. With Proposition 3.11 we have

[ BPete) do

N Cnt1_,
<2C: | 31l mg 170 Ll (o hl) 7

2
k

N
_nd1_
+2C5 Z|ﬁj|max|m x)| / (1+||w||2) 2 dw

n

j=1

+
1+ lwl?)” 2 dw
Rn

since k > 1. This shows f}N C F*. The second inclusion follows by Lemma
3.16. For §, € F*NE'(R™), cf. Lemma 3.22. O

Proposition 3.26 Let ¥(z) = iy x(c||z||) with the Wendland function ¢y,
where k € N and | = [gJ +k+1. Let Xy = {x1,22,...,xN} be a set of
pairwise distinct points, which are no equilibrium points. Then the matriz A
defined in Proposition 3.6 is positive definite.

PROOF: For A = Zi\il Bi(6z; © Dp,) € F* N E'(R™) we have with Proposition
3.14 BTAB = XX'W(z —y) = [[M% = 21)7" fon |)\( )2p(w) dw. Since

@(w) = ¥(w) > 0 holds for all w € R™, the matrix A is positive semidefinite.
Now we show that BTAB = 0 implies B = 0. We assume that ﬁTAﬁ =

" fan |)\ (w) dw = 0. Then the analytic function satisfies A(w) = 0
for all w e R™. By Fourler transformation in &’'(R™) we have S'(R") 3 A =0,
ie.

N
h) = B [(Vh(z:), f(a:) +m(z:)h(z;)] = 0 (3.29)
i=1
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for all test functions h € S(R™). Fix a j € {1,..., N}. Since the points z; are
distinct, there is a neighborhood Bs(x;) such that z; ¢ Bs(z;) holds for all
i # j. Define the function h(z) = (z —z;, f(x;)) for x € B; (x;) and h(z) =0
for x ¢ Bs(z;), and extend it smoothly such that h € S(R™). Then (3.29)
yields

0= A(h) = B;f ;).

Since z; is no equilibrium, B; = 0. This argumentation holds for all j =
1,..., N and thus 8 = 0. Hence, A is positive definite. O

Mixed Approximation

In the case of mixed approximation we define the space Fx, X9, which

includes the approximating functions, and the space ]-';N o » which includes
M

the operators of the orbital derivative evaluated at a grid point of Xy and
the operators of the evaluation at a grid point of X9,.

Definition 3.27. For the grids Xy = {x1, 22, ..., zN} with operator Dg(x) =
¢ (z) (orbital derivative) and X8, = {&1,...,&m} with operator D° = id, such
that all x; are no equilibria, we define

N M
Fxpxo, = AES(R?) [ A= Zlﬂj(% o D)+ 21%'(55,: o D)
j= i=

Fxyxg, =AW NEFi, xo},

where (5,7 € R and ¥(x) = Yy p(cl|z||) with the Wendland function i,
where k € N and | = | 2| + k+ 1.

Lemma 3.28. We have 75 o CF*NE(R") and Fx xo C F.
M

PROOF: For A € 7§ \o we have supp(A) = U;vzl{mj} UUjNil{gj} — K and
M
- N . M -
)= 35, 0D+ 3
j=1 j=1

N M
=0 Bilw, fla))e T + 3 yyette.
j=1 j=1

With Proposition 3.11 we have
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[ Beete) do

_"T'H_k
<20, ZlﬁglmaXHf( )l /Rllwllz(IHIWIIQ) dw
j=1
2

M g
w200 (bl [ el
i=1 e

_ntl
<o [ (e el)F a
Rn,

< 0
since k > 1. This shows ‘7:;(1\/ vo C F*. The second inclusion follows again
M
with Lemma 3.16. U

The positive definiteness of the corresponding interpolation matrix is
shown in the following proposition. Note that Xy and X{, may have common
points.

Proposition 3.29 Let ¥(z) = 9y x(cl|z||) with the Wendland function ¢y,
where k € N and [ = {%J +k+1. Let Xy and XY, be grids as in Definition
3.27, i.e. XN contains no equilibria.

Then the interpolation matriz <gT io > , cf. Definition 3.7 and Proposi-
tion 3.8, is positive definite.

PROOF: For A = YN 3,(6,, 0 D) + M, 7i(0e, 0 D°) € F*n &' (R™) (by

A C B\ .y -

Lemma 3.28) we have (5,7) <CT AO) (7) = NNVU(zx—y) =

270) " [on |5\(w)|2<p(w) dw. Since p(w) > 0 holds for all w, the matrix is posi-

tive semidefinite. 5
)(CTA())( ) = 0 implies 6 = 0 and v = 0.

(8,
If (8,7) <CT A0> ( ) fRn |)\ (w)dw = 0, then the analytic

function satisfies A(w)
we have S'(R") 5 A =

Now we show that

0 for all w € R™. By Fourier transformation in S'(R™)

i
N
Z Bi(Vh(x,), f(x:) +Z% (&) (3.30)

for all test functions h € S(R™). Fix a j € {1,..., N}. Either there is a point
&» = xj with j* € {1,..., M}; then there is a neighborhood Bs(z;) such that
x; & Bs(x;) holds for all ¢ # j and &; & Bs(x;) holds for all ¢ # j*. Otherwise
we can choose Bs(z;) such that x; & Bs(z;) holds for all ¢ # j and §; & Bs(z;)
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holds for all 7. In both cases define the function h(x) = (x — z;, f(x;)) for
r € Bs (z;) and h(z) = 0 for € Bs(z;), and extend it smoothly such that
h € S(R™). Then (3.30) yields in both cases

0= A(h) = Bl (a)|>-

Since z; is no equilibrium, ; = 0. This argumentation holds for all j =
1,..., N and thus 5 = 0.

Now fix a j € {1,...,M}. Either there is a point z;- = §; with j* €
{1,...,N}; then there is a neighborhood Bs(§;) such that &; ¢ Bs(£;) holds
for all ¢ # j and x; ¢ Bs(;) holds for all ¢ # j*. Otherwise we can choose
Bs(&;) such that & ¢ Bs(&;) holds for all ¢ # j and z; & Bs(&;) holds for all
i. In both cases define the function h(x) =1 for z € B (&) and h(x) =0 for
x ¢ B;5(§;), and extend it smoothly such that h € S(R™). Then (3.30) yields
in both cases

0= A(h) =1;.

This argumentation holds for all j =1,..., M and thus v = 0.
Hence, the matrix (éT S;O) is positive definite. O

3.2.3 Error Estimates

While the interpolation of function values and the corresponding error esti-
mates have been studied in detail, the interpolation via the values of a linear
operator is relatively new. The values of such linear operators are also called
Hermite-Birkhoff data. The mixed problem occurs when solving a Cauchy
problem in partial differential equations. This has been done in Franke &
Schaback [17] and [18]. Their error estimates used the fact that the linear
operator is translation invariant and, hence, they studied a partial differen-
tial equation with constant coefficients. Wendland [63] considered the case
of non-constant coefficients without zeros. Our linear operator D, however,
is the orbital derivative, namely Dg(z) = ¢'(z) = (Vq(z), f(z)), and D is
not translation invariant. The coefficients f;(x) are neither constant nor non-
zero. Hence, we have to use different techniques for our error estimates, which
are Taylor expansions in this book. In [27], one obtains better approximation
orders using a general convergence result [51], but one has to make further
assumptions on the set K. We prefer the direct estimates using the Taylor
expansion in this book.

In this section we estimate the error between the approximated function
@ and the approximant ¢q. Depending on the ansatz we can give a bound on
the corresponding operator evaluated at any point in a compact set, i.e. if
we approximate () via function values, we obtain an estimate on the values
|Q(x) — gq(z)|, if we approximate @) via the orbital derivative, we obtain a
bound on the orbital derivative |Q’(z) — ¢’(x)|. For the mixed approximation
both errors within the respective sets can be estimated.
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We fix a compact set. The denser the grid is within this compact set, the
smaller is the error. We define the fill distance.

Definition 3.30 (Fill distance). Let K C R™ be a compact set and let
Xy i={z1,...,zn} C K be a grid. The positive real number

h:=~h = ma i —
KXy glegzrg}lg}vllw yl|

18 called the fill distance of Xy in K.
In particular, for all y € K there is a grid point xp € Xy such that
ly —zxll < b

For A = §, o D, where ¢ denotes Dirac’s d-distribution and D a linear
operator, we will use the estimate |A(Q) — A(q)| < |[(A — pu)(Q — )| < ||IA—

*

7+ 1Q —qll 7, where p € Fio , Fx, Fx, xo » respectively. Note that u(Q —
M M

g) = 0 since (DQ)(z;) = (Dq)(x;) holds for all grid points x;. For the second

term we prove |[|Q — ¢|lx < ||Q||# and for the first term we use a Taylor

expansion. We distinguish again between the four different cases.

Approximation via Function Values

Proposition 3.31 Let ¥(z) = ¢y x(cl|z||) with the Wendland function ¢y,
wherek € N andl = L%J +k+1. Let XY, = {&1, &, ..., €0} be a set of pairwise
distinct points. Let Q € F and q be the reconstruction of QQ with respect to the
grid X3, in the sense of Definition 3.1, i.e. q(z) = ZJM:1 V¥ (x — &) € Fxo,
and v is the solution of A%y = a® with 04? =Q(&;). Then

1Q —dllr < Q|

Proor: Note that () and g are real-valued functions. We have ¢ = A« ¥ with
A=S00 y0e, =X € FFNE(R™). Thus,

1Q = allF = [QII% + llallF — 2(Q. a) =
= |1Q|I% + |IA % ¥||% — 2(\y, \@)#=, cf. Theorem 3.15
= [|Q|I% + A% — 2(\, Ag) -, cf. Lemma 3.16
= [QIF + XX (z —y) - 2)(Q),
cf. Proposition 3.14 and Theorem 3.15
= Q% +~" A% —27"a’

= QI -7 4%
< Ql%
since A° is positive (semi)definite, cf. Proposition 3.20. a

Now we prove an error estimate.
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Theorem 3.32. Consider the function ¥(z) = ¢y k(c||z||) with ¢ > 0, where
Y15 denotes the Wendland function with k € N and [ := {%J +k+1.

Let K be a compact set, and QQ € F. For all Hy > 0 there is a constant
C; = C}(K) such that: Let X, = {&,...,&m} C K be a grid with fill
distance 0 < hg < Hy in K and let ¢ € C**(R™,R) be the reconstruction of Q
with respect to the grid X%,. Then

|Q(z) — q(x)| < Ciho holds for all x € K. (3.31)

PrOOF: Let z* € K and set A = §,« € F*. This follows in a similar way as
in Lemma 3.19. Let p € Fy, ; then pu(Q — ¢) = 0. In order to prove (3.31) —
M

note, that the left hand sides of (3.32) and (3.31) are equal for z = * — we
have thus

MQ) =M@ = [ =)@ = )| < A= ull= - 1Q — qll=
- lQlF (3.32)

by Proposition 3.31. Now choose p = 0z with & = ¢; for an i € {1,..., M}
such that ||2* — Z|| < hg. Then we have, denoting 9 (r) = ¥y i (cr),

1A= plF = A= )" (A = )" (z —y)
( x* 50) ((Sz* - 59"0)1/@(*% - y)
= 2[(0) — ¥([lz" — z[)].

Denoting r := ||la* — Z|| < ho and using the Taylor expansion there is an
7 € [0,7] such that

d
Z, = 72%1/1(1")1"
= O(r?) for r — 0

by the property <) (r ) O(r) of the Wendland functions, cf. 4. of Proposition
= O(r) and we obtain (3.31) by (3.32). This proves
the proposition. O

Remark 3.33 Using Fourier analysis, one can show a higher convergence
rate. Applying [68], Theorems 4 and 5, we have ss, = 2k+1 for the Wendland
functions, and thus |Q(z) — q(z)| < Cg(ho)¥t= for all x € K. One can trans-
fer this result to operators which are translation invariant, cf. [17]. However,
stnce the orbital derivative is not translation invariant, this is not possible in
our case. Moreover, for the mized approximation we have an ansatz for q in-
volving a non-translation invariant part. Hence, for the following results, we
can estimate the error in a similar way as in Theorem 3.32. Note that higher
convergence orders for the orbital derivative have been obtained in [27] by a
different method.
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Approximation via Orbital Derivatives

Proposition 3.34 Let ¥(z) = iy x(c||z||) with the Wendland function ¢y,
where k € N and | = L%J +k+1. Let Xy = {x1,22,...,xN} be a set of
pairwise distinct points, which are no equilibrium points. Let QQ € F and q be
the reconstruction of Q with respect to the grid X in the sense of Proposition
3.5, i.e. q(x) = Zjvzl Bj(6z; o D)VW(x —y) € Fx, and (3 is the solution of
AB = a with aj = (04, o D)*Q(x), where Dq(x) = ¢'(x) denotes the orbital
derivative. Then

1Q —allx < Qll#

Proor: Note that () and g are real-valued functions. We have ¢ = A« ¥ with
A=Y 8i(8.,0D) = X € F* N E(R"). Thus,

1Q = allF = Q1% + llallF — 2(Q. )7
= Q% + 1A % ¥[|% — 2(\g, \@) 7+, cf. Theorem 3.15
= |Q|I% + A% — 2(\, Ag) -, cf. Lemma 3.16
= QU + X X'¥(x —y) - 22(Q),
cf. Proposition 3.14 and Theorem 3.15

=Q|% +8TAB - 28T«

= |l - 57 A8
< 1QII%,
since A is positive (semi)definite, cf. Proposition 3.23. O

Now we give an error estimate in Theorem 3.35. Note that the convergence
rate k depends on the parameter k of the Wendland functions.

Theorem 3.35. Consider the function ¥(z) = ¢y (c||z||) with ¢ > 0, where
Y1 denotes the Wendland function with k € N and [ := L%J +k+ 1. Let
f € CHR™,R").

Let K be a compact set, and QQ € F. For all H > 0 there is a constant
C* = C*(K) such that: Let Xy = {x1,...,2n} C K be a grid with pairwise
distinct points which are no equilibria and with fill distance 0 < h < H in K,
and let ¢ € C?*~1(R™,R) be the reconstruction of Q with respect to the grid
Xn and operator Dq(x) = ¢'(z) (orbital derivative).

Then

|Q'(z) — ¢'(z)| < C*h"™ holds for all x € K, (3.33)
wheremz%forkzl and k=1 for k > 2.

PROOF: Let * € K and set A = §,« o D € F*; this follows in a similar way
as in Lemma 3.22. Let p € Fx . We have u(Q — ¢) = 0. Hence,
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IMQ) = M) = (A=) (@ — )| < []A = pll7= - |Q —all#
< A= pllz-1RQl# (3.34)

by Proposition 3.34. We choose 4 = 0z o D with Z =x; forani e {1,...,N}
such that ||z* — Z|| < h. Then we have with a similar calculation as in Propo-
sition 3.5

1A= pllF = (A= w)* (A = )& (z ~y)

(0z 0 D — 8z 0 D)*(8zx 0 D — §z 0 D)W (z — y)

= —1(0)[1F(@*)|* = w1 (0)]| £(@)]1?

—2¢a([la” — Z[|) (" = 7, f(2"))(T — 2", f(7))

+ 20 ([l2" = ZDICF (), f(7))

=1(0)[1 £ (") = f(@)|?

+2[ (=" = 2[)) = 9o (0)] (f (=7), f(2))

+2[¢a(llz” = ZIDI- 2™ = 2 IF )] - @)

There are constants ¢, c¢1 such that || f(z)|| < ¢ and ||Df(x)|| < ¢1 hold for

all z € conv(K). Denoting r := ||jz* — #|| < h and using Taylor’s Theorem
there are 7 € [0, 7] and £ = 0z* 4+ (1 — 0)Z where 6 € [0,1] such that

IN

d
A= sl < 100(O)] [DFI? r* + 25 | -1 ()| 7 + 265 [ (r)] 7 (3.35)
N—— r

2
Scl

holds. Thus, by the asymptotics of Proposition 3.11, 4. the right hand side of
(3.35) is of order O(r) for k = 1 and of order O(r?) for k > 2. Hence, we have
(1A — |z Séh“forh<H,Wheref£:%forkzlandm:lforkrzz
Thus, (3.33) follows by (3.34) with C* := C||Q||#. O

Remark 3.36 The error estimate in (3.33) can be improved concerning the
order of convergence k depending on k using recent results in [51] and [63],
¢f. [27]. There, the convergence in (3.33) is h*~2 instead of h*.

Approximation via Orbital Derivatives and Multiplication

Proposition 3.37 Let ¥(xz) = iy ,(c||z||) with the Wendland function ¥y,
where k € N and | = L%J +k+1. Let Xy = {x1,22,...,2n5} be a set of
pairwise distinct points, which are no equilibrium points. Let QQ € F and q be
the reconstruction J(\)/Q with respect to the grid Xy in the sense of Proposition
3.6, i.e. q(x) = 35— Bj(0n; © D) "W (x — y) € Fx, and j is the solution of
AB = a with aj = (04, © D )*Q(x). Then

1Q —dllx < Qll#
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The proof is similar to the one of Proposition 3.34.

With the function n(z) defined in Definition 2.56 we set m(x) := ';/((f)). In
the following proposition we show several properties of m and related functions

that we need for the proof of Theorem 3.39.

Proposition 3.38 Let o > P > 2 and let n(x) be as in Definition 2.56; let
n > 2. We define the functions m € C7(R"\{zo},R), m* € C*°(R"\{zo},R)
and e € C7(R™\ {x0},R) by

m(z) = ':((;”)) (3.36)
m(@) =~ !j); ;((’g'l vy (3.37)
e(r) = m(z) — m*(x). (3.38)

B denotes the matriz such that v(z) = (v — x9)T B(x — x¢), where v(z) are
the terms of n(x) of order two, cf. Remark 2.34 and Section 2.3.4. These
functions have the following properties:

o There is an € > 0 and a Cy; > 0 such that |m(x)| < C}; holds for all
2z € Be(xo) \ {x0}, i.e. m is bounded for x — xq.
o We have

e(x) = o(1) for x — xq (3.39)

and we set e(xg) := 0 such that e: R™ — R is continuous.

e m*(z) = m* (ato + ﬁ) holds for all x € R™\ {zo}. Therefore, one
can define m*(¢) as a C™-function with respect to the angle ¢ € [0,27) X
[0, 7]""2 =: S where p(z): R"\ {zo} — S is the canonical mapping from
x € R"\ {zo} to the corresponding angle ¢ € S. More precisely, x and
p € S satisfy

x =29+ 7r(sing; ... sinp,_1,008¢1 8NPy - ... SiNE,_1,

COS Qo sins -« ... Sin@,_1,...,C08 Pp_1)

with some r > 0. We have C = sup,¢g [V, ,m*(p)| < oco.

Let Xy = {z1,...,xn} CR"\{xo} be a grid such that the corresponding
grid of the angles En = {@(x1),...,p(xn)} C S is a grid in S with fill
distance hy,. Then for all x € R™\ {zo} there is a grid point x; € Xn such
that

|m*(x) — m*(z;)| < Chy, holds. (3.40)

PROOF: Note that n'(z) = —||z — 202 + ¢(x) where ¢(x) = o(||z — x0||¥) by
(2.38) and (2.28). ¢ is a C?-function since n'(x) is a C?-function. n(x), on the
other hand, is given by



3.2 Native Space 93

n(z) = (z — x0) "Bz — z0) + Z Ca(@ — 20)* + M|z — z0||*H,
3<|a|<P

=v(x)

=:r(x)

where 7(z) = O(||z — zo||?) for  — z¢, and r € C*>°(R",R").
Now we show that m is bounded near x.
n'(z)

n(x)

m(x) =

_ — |z — @0l o(z)
= T2 B -2 7@ T @20 B —zg) 7@ oY

=o(llz—zo[F~?)

Since B is symmetric and positive definite, it has a smallest eigenvalue A > 0.
Since r(z) = O(||z — 20 ||®), there is an € such that |r(z)| < 3|lz — zo||* holds
for all € Bc(zg). Since P > 2, the second term of (3.41) is o(1), and thus

there is a constant ¢* > 0 such that ‘(I_wo)Tg’(flloH,.(w) < ¢* holds for all

2 € Be(xo) \ {zo}. Altogether, by (3.41) we have

|z — @o? .2 ,
Im(x)| < +cf==+c=C
(A= 3) llz = o] A M

for all x € B.(xo) \ {zo}-
|2
With m*(z) = HJL_—MHO) for x # zo we have

T (@—20)TB(z—x

e(z) =m(x) —m*(x)
o=l + (@) I — o
(x —20)TB(x —z0) + r(z)  (x —x0)TB(x — x0)
_ @)@ —x0)" Bz — mo) + ||z — zo|*r(x)
[(x — 20)TB(x — xg) + r(z)](x — 20)T B(x — )
= o[z — o[ "72) + Oz — zo)).

Since P > 2,

e(z) = o(1)

which shows (3.39). In particular, by setting e(xg) = 0, e is a continuous
function in R™.

Using spherical coordinates with center g, m* only depends on the angles
©1,--,¢n—1 and not on the radius. Thus, we can define m*(p) for ¢ € S;
m* is a C'°-function with respect to ¢; this can easily be checked considering
the concrete form of m*. For v,w € R™ \ {x0} we consider the corresponding
angles ¢(v),p(w) € S. By Taylor’s Theorem there is a § € [0,1] such that
with ¢ = 0p(v) + (1 — 0)p(w) we have
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[m*(v) —m*(w)| = |m*(p(v)) — m*(p(w))|
= [Vem™(2)(p(v) — p(w))]
< Clp(v) — p(w)]

since S is convex. If the grid Zx has fill distance h,, in S, then for all ¢(v)
there is a grid point w = x; such that |¢(v) —¢(w)| < hy. This shows (3.40). O

Now we prove Theorem 3.39 giving an error estimate for the values
D,,q(x). Note, that the convergence rate x depends on the parameter k of
the Wendland functions. The grid has again an upper bound for the fill dis-
tance in K and additionally a special structure is needed near x(: here the
corresponding grid =y of the angles in S = [0,27) x [0, 7]"2 has an upper
bound on the fill distance in S.

Theorem 3.39. Consider the function ¥(x) = ¢ (c||z||) with ¢ > 0, where
Y1 denotes the Wendland function with k € N and [ := L%J +k+1. Let
f € CHR™,R").

Let K be a compact set and let m(x) = r::((j)) with o > P > 2, c¢f. Definition
2.56, and Q € F.

For all ¢ > 0 there is a grid Xy := {z1,...,2ny} C K\ {x0} with
pairwise distinct points which are no equilibria such that the reconstruc-
tion ¢ € C?**~1(R™ R) of Q with respect to the grid Xy and operator
Dg(z) = (&) + m(z)(x) satisfies

| D Q(x) — Ding(z)| < é for allz € K\ {x0}. (3.42)

PROOF: Denote ¥(r) := 9y x(cr). Choose € > 0 such that for e(x) = m(z) —
m*(x) defined in Proposition 3.38

1. ¢
811Qll#/[v(0)]

holds for all x € B (z); note that in (3.39) we have shown that e(z) = o(1)
holds for x — xg.

There are constants ¢, ¢1,Cas > 0 such that || f(x)] < ¢o and || Df (z)|| <
¢1 holds for all z € conv(K), and |m(x)| < Cys holds for all x € conv(K)\{zo},
cf. Proposition 3.38. Moreover, there is a constant cps such that |[Vm(x)| < ep
holds for all z € conv(K) \ Be(zo).

Choose 0 < h < € such that

le(z)] < (3.43)

1 & d - .
> |11(0)|cF h? 4 2¢3 max 1/11(h)‘ h+2c3 max |¢o(h)| h?
2 ||Q||]—' hefo,n) | dr helo,h)
d
+2C2, max ¢(h)’ h+ 4Cyrco max ‘% ‘ (3.44)
he[0,h] helo,h)

holds (this is possible by the asymptotics of Proposition 3.11, 4.) and, at the
same time,
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1
= 250 1Qlren”

Choose a grid in K \ Ba.(xo) with fill distance < h. Inside Ba(xg) choose a
grid in the following way: For each 2* € Bac(x) \ {zo} there is a grid point
Z € Bae(xo) \ {xo} such that (1) Hm* — Z|| < h and (ii) the angles have a
distance < h n S where C was defined in Proposition

¢ = QI+ \/\w
3.38. Let X be the union of both grids.

Hence, for all points € R™ \ {zo} there is a grid point z; = z¢ + pw;
with 0 < p < 2¢ and w; € S"~! such that

(3.45)

c

1Qll7+/1¢(0)|

I () — m* ()] < (3.46)

] =

holds, cf. (3.40).
Let z* € K \ {zo} and set A\ = 0.+ o D,;, € F*; this follows in a similar
way as in Lemma 3.25. For pu € Fy  we have u(Q — ¢g) = 0 and hence

IAQ) = A@)| = |A=m)(Q—q)| < 7 |lQ —allF
7 1QllF (3.47)
by Proposition 3.37. We choose y = 0z 0 D,, with & = x; forani € {1,..., N}

such that ||z* — Z|| < h. Then we have with a similar calculation as in Propo-
sition 3.6

1A = ]| %

=A== A—p¥(—y)

= (04% 0 Dy — 65 0 D) (83 © Dy, — 0z 0 Dy )Y (x — )

= —1(0)]|f (@) - ( IF@)P + 9 (0)[m(a*)? + m(z)?)
—2¢a([Ja” = Z[) (2" — &, f(2"))(T — 2", f(T))

+ 2¢1([J* = Z|)[I{f (= )f(x)>

=2¢1([lz" = Z[))[m(z")(@ — 27, f(2)) + m(Z){(z" — 2, f(z"))]
= 2m(z")m(@)([lz* — Z[])

1 (0)]| f(=*) — f(@)]?

IN

+2[n(llz" = 2[)) = 1 (0)] {f («7), f (7))
+2pa(lla” = 2D -l = 2 [Lf @) (@)
+9(0)[m(z") — m(2)]* — 2m(@")m(@)[Y(|la* — ) — ¥ (0)]

)
=21 ([Ja* — Z|))[m(a™)(Z — 2%, f(2)) + m(T)(z" — 7, f(z"))].

Denoting r := ||Jz* — Z|| < h and using the Taylor expansion, there are
71,72 € [0,7] and & = Ox* + (1 — 6)T where 0 € [0, 1] such that
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IX = w5+ < [or (O] IDFE)? 72 + 2¢5 d%l/n(fl) T+ 2¢5 [a(r)| r?
+20% di‘in) r+4Cnco [P (r)] 7+ [(0)[[m(z*) — m(Z)]?
.12 -
<3 [Pl + [ (0)[[m(z") — m(z)]" by (3.44). (3.48)

If 2* € Ba.(x0), then we can choose Z such that, additionally to ||z* — Z|| < A,
also T € Bac(zo) and & = z¢ + pw; hold with 0 < p < 2¢ and w; € S" 1.
Hence, by (3.38) we have m(z*) —m(Z) = m*(z*) —m*(Z) +e(z*) —e(Z), and
with (3.43) and (3.48)

2
1 &2 1 c
A=l < 3o 10 [I *W*)—m*(@'“sM]
2
1 &2 1 ¢ 1 C
+ - + -
< 3qE PO [4||Q|f w0 Aial w<o>|]
by (3.46)

< 52
= o

Thus, (3.42) follows by (3.47).

Now assume z* & Ba.(xg). Since h < e, the line from & to z* has no
points in common with B.(x). Hence, there is a § € [0,1] such that with
€ =0z* + (1 — 0)& & Bc(zo) we have using (3.48)

A= 0l < e + OIVm@T?
<1 | C;P 1000 (errh)?
< m by (3.45).
Thus, (3.42) follows again by (3.47). O

Mixed Approximation

Proposition 3.40 Let ¥(x) = ¢y ;(c||z||) with the Wendland function v,
where k € N and | = {%J +k+1. Let Xy = {x1,29,...,2n} and X3, =
{&1,. .., &m} be sets of pairwise distinct points x;,§;, respectively. Let x; be no
equilibrium points. Let Q € F and q be the reconstruction of QQ with respect
to the grids Xn, XY, in the sense of Definition 3.7, i.e. q(x) = Zjvzl B;(6z; 0
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D)o (x —y) + Zjle ¥ (@ — &) € Fxy xo, and (f) is the solution of

(éT io) (f) = (ZO> with oy = (8, 0 D)*Q(x) and af = Q(&;). Here,

Dq(x) = ¢'(x) denotes the orbital derivative. Then

1Q —dqllr < 1Rl

ProOF: Note that () and ¢ are real-valued functions. We have ¢ = A+ ¥ with
A=W 8i(8a, 0 D)+ 30 75(8¢, 0 D°) = X € F*NE'(R™), where D = id.
Thus,

19 = allF = [QIIF + llallF — 2(Q. 9}~
= |1QI% + [|IA % ¥||% — 2(\g, A\@)#=, cf. Theorem 3.15
= |Q|I% + |N|% — 2(\, \Q)#+, cf. Lemma 3.16
= QI + XX (x — y) = 2X(Q),
cf. Proposition 3.14 and Theorem 3.15

=@l + 70 (G G0 ) (2) 2070 ()
— 10l - 670" (2 ) (2)

< llQl%

since (gT io) is positive (semi)definite, cf. Proposition 3.29. O

Theorem 3.41. Consider the function ¥(x) = ¢ ,(c||z||) with ¢ > 0, where
Y11 denotes the Wendland function with k € N and [ := L%J +k+1. Assume
that f € C*(R™,R™). Denote by Dq(z) = ¢'(z) the orbital derivative.

Let K and {2 be compact sets, and let Q € F. For all H Hy > 0
there are constants C* = C*(K) and C§ = C3(§2) such that: Let Xn =
{z1,...,2y} C K fori = 1,...,N be a grid with pairwise distinct points
which are no equilibrium points and with fill distance 0 < h < H in K. Let
X9 ={&,...,&m} C 2 be a grid with pairwise distinct points and fill dis-
tance 0 < hyg < Hy in 2. Let ¢ € C**~Y(R",R) be the reconstruction of Q
with respect to the grids Xn, XY, cf. Definition 3.7. Then

Q' (z) — ¢'(z)] < C*h" holds for all x € K (3.49)
|Q(z) — q(x)| < Ciho holds for all x € 2, (3.50)

where/f:%forkizl(mdl{zlfork‘zz

PROOF: We can follow Theorems 3.35 and 3.32. In order to prove (3.49) let
z* € K and ¢ € Xy such that r := ||z* —Z|| < h. Set A = §,+ 0D € F*, which
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follows in a similar way as in Lemma 3.28, and yp = dz o D € f;}N xo CF%,
M

cf. Lemma 3.28. Then we have u(Q — ¢) = 0 and together with Proposition
3.40

AMQ =g =N =@ -] < [|A—pl
<A =gz - 1Rl =

Now we proceed as in the proof of Theorem 3.35 and obtain (3.49), cf. (3.33).

In order to prove (3.50), let * € 2 and Z € X9, such that r := ||z* —F| <
hg. Set A = §,« € F*, which follows in a similar way as in Lemma 3.28, and
U= 0z € f;(N,X}i/,' Then u(Q — q) = 0 and, again by Proposition 3.40,
IAMQ — )] < |IX— ull#~ - ||Q]l#- Now we proceed as in the proof of Theorem
3.32 and obtain (3.50), cf. (3.31). O

Theorems 3.35, 3.39 and 3.41 will be used in the next chapter to construct
a Lyapunov function.

Fx ||Q - QH}‘




4

Construction of Lyapunov Functions

In Chapter 3 we have introduced radial basis functions. This method enables
us to approximate a function via its values of a linear operator at a finite
number of grid points. In particular, given the orbital derivative of a func-
tion @ on a grid, we can reconstruct the function @ by an approximation q.
Moreover, we can estimate the error |Q’(z) — ¢'(x)| and we have proven that
it tends to zero if the fill distance of the grid tends to zero.

Hence, the approximations ¢ = ¢t of T and ¢ = v of V via radial basis
functions are functions with negative orbital derivatives themselves, provided
that the grid is dense enough. For the example (2.11) the result is shown
in Figures 4.1 and 4.2. We approximate the Lyapunov function V' for which
V'(x) = —||x — x0]|? holds by the approximant v. In Figure 4.1, left, the values
of the approximating Lyapunov function v(x) are shown, whereas in Figure
4.2 we show the approximation error v'(z) — V' (x). In Figure 4.1, right, the
sign of v/ () is given. Obviously, the approximating function v does not satisfy
v'(x) < 0 for all z € K\ {xg}. There are points near xy where v’(z) > 0. One
could think that the grid was not fine enough. But in fact the error estimate
shows that one can only guarantee that v'(x) < 0 holds for a set K\U, where U
is an arbitrarily small neighborhood of xy. Moreover, we show that in general
there are points x near xy such that v’(z) > 0 holds, cf. Lemma 4.3. Hence, we
call these approximating functions non-local Lyapunov functions. In order to
obtain a Lyapunov function, i.e. a function with negative orbital derivative in
K\ {zo}, we have to combine the non-local, approximated Lyapunov function
with some local information.

In Section 4.1 we use radial basis functions to approximate a global Lya-
punov function of Section 2.3, i.e. T" or V. Indeed, these functions have a
certain smoothness and we know the values of their orbital derivative at all
points, cf. Theorems 2.38 and 2.46. Hence, we can use an arbitrary grid. We
obtain an approximation t of T', v of V, respectively. This approximation will
itself have negative orbital derivative. However, the negativity of the orbital
derivative cannot be guaranteed (i) near xy and (ii) near dA(x¢), but only for
each compact set K C A(xg) \ {xo}-
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Fig. 4.1. Left: the approximating Lyapunov function v(z,y). Right: the sign of
v'(z,y) (grey) and the grid (black +). v was obtained approximating the function
V(z,y) with V'(z,y) = —(2? + y?) for (2.11).
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Fig. 4.2. The difference v'(x,y) — V'(z,y). This is the approximation error, which
is small in the region, where the grid points were set, and large outside.

In Section 4.2 we discuss three different possibilities to deal with the local
problem (i) near x( since we can also show that in general there are points
near xg with positive orbital derivative. For all three possibilities we use some
local information: We determine a local Lyapunov basin, i.e. we calculate the
local Lyapunov function 0 or v and find a Lyapunov basin for this Lyapunov
function, and combine it with the approximation ¢ of a global Lyapunov func-
tion. This can either be done using Theorem 2.26 or by construction of a new
Lyapunov function combining the local and the approximated one by a par-
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tition of unity. The third possibility uses a Taylor polynomial of V' to define
a function W and then approximates W using radial basis functions.

The question (ii), whether we reach the whole basin of attraction or at
least each compact subset with this method, will be addressed in Chapter 5.

4.1 Non-Local Part

In this section we prove that we can construct a function with negative orbital
derivative in the non-local part, i.e. in a set which does not include a (local)
neighborhood of zy. The idea is to use one of the Lyapunov functions T or V'
outside a neighborhood of zg and to approximate it by radial basis functions
via the orbital derivative. If the grid is dense enough, one obtains an approx-
imating function with negative orbital derivative outside a neighborhood of
the equilibrium. We make this precise using the estimates of Section 3.2.3.

We consider the Lyapunov functions T satisfying T = —¢ and V satisfying
V' = —p(z). T is neither defined in xy nor outside A(zg). We extend T in a
smooth way to a C?-function defined on R™ by setting 7T'(z) = 0 for all z in
a neighborhood U of zg and for all x ¢ A(zo). Note that h* in Theorem 4.1
thus depends on U, since C* includes the factor ||T||z and the extension T
depends on U. Moreover, in order to use the Wendland functions, 7" and hence
f must be of a certain smoothness C'” depending on the space dimension n
and the parameter k of the Wendland function.

Theorem 4.1. Consider the function ¥(x) = vk (cllz|) with ¢ > 0, where
Y1 denotes the Wendland function with k € N and | := L%J +k+ 1. Let
f€CT(R",R"), where N> o > o* := 2L 4+ k.

Let Ko C A(zg) be a compact set and U an open neighborhood of x¢ such
that Ko\U # @. Let Xy :={x1,...,2n} C Ko\ U be a grid with sufficiently
small fill distance h > 0 in Ko\ U.

Then there is a constant C* = C*(Ky,U) such that for all reconstructions
t € C?k=1(R™,R) of T, cf. Theorem 2.38, with respect to the grid X and the
operator Dq(z) = ¢'(x) (orbital derivative), cf. Definition 3.4, we have

|t'(z) +¢ < C*h" holds for all x € Ko \ U, (4.1)

where/f:%forkal and k=1 for k > 2.
In particular, for all grids Xy with fill distance h < h* := (& )" in Ko\U

t'(z) <0 holds for all x € Ko\ U. (4.2)

PROOF: Theorem 2.38 shows the existence of a function T' € C7(A(zo) \
{zo},R). With the open neighborhood U C Kj of z¢ denote K := Ky \ U.

We choose the Lyapunov function V;; of Theorem 2.46 for the differential
equation & = g(x) = %, cf. (2.2). Then V, € C?(A(xz¢),R) and the
sets
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Ky = {a € Alao) | minVy(y) < Vy(@) < maxVy(9)} > K

o Ky i= { € Almn) | 3 mi V(o) < V(o) < Sy

are compact sets by Theorem 2.46 with C'?-boundary by Corollary 2.43.
Hence, we can extend T to a function defined on R™ in a smooth way such
that T'(x) remains unchanged on K7 D K and T'(z) = 0 holds for all « ¢ K.
Denoting the new function also by T', we have T' € C§(R™,R) C F by Lemma
3.13. The new function T also fulfills 7"(x) = —¢ for all x € K. Now we apply
Theorem 3.35 to the function @ = T'. Hence, (3.33) implies (4.1) if h < H,
i.e. h is sufficiently small.

If the fill distance satisfies h < h* = (&) %, then (4.1) implies

t'(z) < —e+C*h" <0
for all x € Ko\ U, i.e. (4.2). O

In contrast to the function 7', which is not defined in xq, the function
V(z) is defined for all z € A(xp). However, V'(z9) = 0 so that we cannot
guarantee v'(z) < 0 for all z since the error |V'(z) — v/(z)| is possibly larger
than |V’(x)| near xg. Thus, the grid constants h* for T and V both depend
on the neighborhood U. For V', the constant C* only depends on K and not
on U.

Theorem 4.2. Consider the function ¥(x) = vk (cl|z|) with ¢ > 0, where
Y1, denotes the Wendland function with k € N and | := L%J +k+ 1. Let
f€CT(R",R"), where N> o > o* := 2 + k. Let Ko C A(zg) be a compact
set. Let Xn :={x1,...,2n} C Ko \ {zo} be a grid with sufficiently small fill
distance h > 0 in K.

Then there is a constant C* = C*(Ky) such that for all reconstructions
v € C*=YR", R) of V with V'(x) = —p(x), cf. Theorem 2.46, with respect to
the grid X and the operator Dq(z) = ¢'(x) (orbital derivative), cf. Definition
3.4, we have

[v'(z) + p(z)| < C*h" holds for all x € Ky, (4.3)

wherem:%forkzl and k=1 for k > 2.
In particular, if U is an open neighborhood of xg with Ko\ U # @, then

for all grids Xy C Ko\ U with fill distance h < h* := (%}Um);

-

v'(x) <0 holds for all x € Ky \ U. (4.4)

PROOF: Theorem 2.46 shows the existence of a function V' € C7(A(xo),R)
with V'(z) = —p(z) for all x € A(zg). As in the proof of Theorem 4.1 denote
by V, the Lyapunov function of Theorem 2.46 for the differential equation

i =g(x) = %, cf. (2.2). Then V, € C7(A(zo),R) and the sets
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Ky = {o € Awo) | Vy(@) < max Vy(0)} > Ko

and Ky := {a: € A(zo) | Vy(z) < 3 max Vq(y)}
2 yeKo

are compact sets by Theorem 2.46 with C?-boundary by Proposition 2.42.
Hence, we can extend V to a function defined on R™ in a smooth way such
that V' (x) remains unchanged on K7 D Ky and V(x) = 0 holds for all ¢ K>.
Denoting the new function also by V', we have V' € C§(R™,R) C F by Lemma
3.13. The new function V also fulfills V'(z) = —p(x) for all x € K. We apply
Theorem 3.35 to the function @ = V and the set Ky. Hence, (3.33) implies
(4.3) if h < H, i.e. h is sufficiently small.

Now we choose a grid in K := Ky \ U. If the fill distance of Xy in K

1

satisfies h < h* = (%}UW) E, then (4.3) applied to K implies

() < — i <0
v'(z) p(x)+xEmK1(RUp($)_

for all x € Ko\ U, i.e. (4.4). O

The estimates (4.2) and (4.4) show that ¢’(x) < 0 holds for all z € Ko\ U
where ¢ = t or ¢ = v. As these results were obtained by inequalities, it is
not clear whether they are sharp. Thus, we ask, whether in general there
are points x near xy such that ¢’(z) > 0 holds. The following lemma gives
a positive answer, if Vq(xg) # 0. Since we do not impose any conditions on
Vq(zo), in general Vq(xg) # 0 holds and Lemma 4.3 implies that there is a
direction h € R™ such that v'(z¢ 4+ dh) > 0 holds for all § € (0,6"). On the
other hand ¢'(x¢g — dh) < 0 holds for all § € (0,4"). This can be observed in
many examples, e.g. Figures 6.5, 6.6, 6.7, etc. However, in some examples,
e.g. Figures 4.1 and 5.1 to 5.3 or Figure 6.12, one finds that ¢'(z¢ + dh) > 0
holds for ¢ € (—4’,0) U (0,d”). The reason for this behavior is that due to the
symmetry of both the differential equation and the grid also the approximant
g is symmetric and thus Vg(xzg) = 0, cf. Lemma 4.4. In this case one has to
consider the higher order terms, cf. Lemma 4.5.

Lemma 4.3. Consider i = f(x), f € C*(R",R") and let g be an equilibrium
such that —v < 0 is the mazimal real part of all eigenvalues of Df (xq). Let
q € CYR™,R) be a function satisfying Vq(xo) # 0. Then there is an h € R™
and a 8" > 0 such that

q'(zo + 6h) > 0 holds for all § € (0,4") (4.5)
and ¢'(zo — 6h) < 0 holds for all § € (0,4"). (4.6)

PROOF: Denote w := Vq(xo) # 0. Let S be the matrix defined in Lemma 2.27
for € = 5, where —v < 0 denotes the maximal real part of all eigenvalues of
Df (x0) =: A. Then by the same lemma u” Bu < —¥||u|? holds for all u € R™
with B = SDf(20)S™1. Set
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hi=—-S71S™HTw # 0.
Then

¢'(xo + 6h) = (Va(zo + 0h), f(wo + 0h))
= (Vq(zo), Df (z0)dh) + 0(9)
= dw” Df (20)h + o(4)
= 6w ST SDf(20)S™H(S™H T w + 0(6)
=B
= —0[(S™HTw]T B(S™H) T w + o(6)
for § — 0. By Lemma 2.27 we have for 6 > 0: ¢/(xo + 6h) > 05[|(S™1)Tw||* +

o(6) > 0if § € (0,0") for some ¢’ > 0. Similarly we obtain ¢'(zg — 0h) <
—0%(1(S™HTw||2 + 0(8) < 0if § € (0,4"). a

Lemma 4.4 (Symmetry). If both the dynamical system and the grid have
the symmetry f(xo—x) = —f(xo+ ) and Xony = {zo+x1,..., 20+ 2N, 20—
T1,...,T0 — N}, then the reconstruction ¢ € CY(R™,R) of T'(x) = —¢ or
V'(z) = —p(x) with p(xg — x) = p(xo + x) satisfies ¢(xg — ) = q(xo + ) for
all x € R™. Thus, Vg(xo) = 0.

A+t A+— ot
PROOF: Denote the interpolation matrix A = <A‘+ P ) and o = (a‘ ),
where ATT AT~ A=+ and A=~ are (N x N) matrices and a™,a~ € RV,

+
Denote the solution g = (g), where 8,5~ € RY. Hence, the linear

equation AB = a becomes

T+ A+ + +

EOE-)
Since A = AT, we have AT~ = A=t. We show AT+ = A=~ Indeed, by

(3.9) we have

A;,j

= (62042, © D)* (0zo+a, 0 D)?¥(z —y)

= Ya([l(zo + z5) — (w0 + zx) [ )(zj — 2, f(20 + 25)) (2K — 25, f20 + TI))
—1(|[(zo + 25) — (xo + z) [)(f (20 + 25), f(20 + 21))

= Ya(ll(xo — ;) = (wo — w) [ ){—x; + @k, f (w0 — @) (—7k + @5, f(20 — T1))
—1([[(wo — ;) = (w0 — @) N {f(z0 — z;5), f (0 — x))

= (510—% 0 D)*(6z0—ay © D)'¥(z —y)

= Aj_k_

using f(zo — z) = —f(x0 + ).
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Now we show a™ = o~ for both Q = T and Q = V. Indeed, by p(zg—1x) =
p(zo + ) we have

af = Q' (zo+ i) = { :16;(330 tz) { :16;(330 —x) T Q' (zo —x5) = aj .

Exchanging the first N and the last N equations in (4.7), we obtain

(=) (5) - ().

Using AT = A==, AT~ = A=" and o™ = o~ this equation reads

(=) (5) - ()

Since this system, which has the same matrix and right-hand side as (4.7) has
a unique solution, 8T = 3= =: 3.
The approximation thus reads, cf. Proposition 3.5

N
a(2) =Y Brlwo +ax — z, fxo +zi)n (e — (2o + i)l
k=1
N

+ Bilwo — xx =, f(zo — xx))r (e — (20 — xn)])

k=1

Hence, for all z € R™ we have, using f(xg —x) = — f(xg + )

N
q(wo+x) =Y Brlex =, f(wo + z))n |z — @)

k=1

N
+ " Brl—ap =, fzo — ap))er ([l + i)

k=1

N
—= ZB’“@ — 2, f(xo — 2p)) V1 (log — )
k=1

N

+Y Bilar + @, f(zo + ) (| — & — )

k=1
= q(l‘o - x)

O

This symmetry occurs in the examples (2.11) and (6.4). If we use a sym-
metric grid, then the approximating functions are also symmetric. In these
cases the assumptions of Lemma 4.3 are not fulfilled and the Hessian matrix
Hess ¢(xg) determines the behavior of ¢/(z) near zg, cf. Lemma 4.5.
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Lemma 4.5. Consider i = f(z), f € CL(R™,R") and let xo be an equilibrium
such that —v < 0 is the mazimal real part of all eigenvalues of Df (xq). Let
q € C?*(R™,R) be a function satisfying Vq(zo) = 0.

If the symmetric matriz Hessq(xo) has at least one negative eigenvalue,
then there is an h € R™ and a 0’ > 0 such that

q'(zo + 6h) > 0 holds for all § € (—§",0) U (0,4"). (4.8)
PROOF: Since Vq(zg) = 0, Taylor’s Theorem yields
Vq(x) = Hess q(z0)(z — o) + o(||z — zol|) for [z — zol| — 0.
Since Hess g(xg) is symmetric, we have for all h € R™ and § € R

q'(xo + 6h) = (Vq(xo + 6h), f(xo + dh))
= (Hess q()0h, Df (20)6h) + 0(6?)
= 0%hTHess q(x0) Df (z0)h + 0(6?)

52
= ?hT [Hess q(x0)Df (z0) + Df(xo)THess q(xo)] h + o(5?%)
for 6 — 0. Thus, the sign of ¢’(zg + 6h) for small |§| is determined by the sign
of K™ [Hess q(x0) Df (zo) + Df (z0)” Hess q(z0)] h.

Denote the symmetric matrix
Hess q(0) Df (o) + Df (x0)" Hess q(xo) =: —C. (4.9)

We study the problem from a different point of view: Given a positive definite
matrix C, by Theorem 2.30 there is one and only one solution Hessg(zg)
of (4.9) and Hessq(xo) is positive definite. In a similar way one can prove
that given a positive semidefinite matrix C, the unique solution Hess ¢(xg) of
(4.9) by Theorem 2.30 is positive semidefinite. Thus, if Hess q(x() has at least
one negative eigenvalue, which is equivalent to Hess ¢(xg) not being positive
semidefinite, then also C is not positive semidefinite, i.e. there is an h € R"
such that hTCh < 0. O

Thus, the approximants ¢ and v of Theorem 4.1 and Theorem 4.2 gener-
ally have no negative orbital derivative for all points near zy and, hence, are
no Lyapunov functions themselves. Near xg, however, we can use the local
information provided by the linearization of f. In the following Section 4.2 we
discuss different methods to deal with the local part of the problem.

4.2 Local Part

For the approximation of both 7" and V we have derived error estimates
which guarantee that the approximations have negative orbital derivatives



4.2 Local Part 107

except for a neighborhood of zy. We have also shown that in general the
approximations indeed have points in each neighborhood of zy where the
orbital derivative is positive. Hence, we have to deal with the local part.
However, the local part is easily accessible since the linearization at zg provides
local information. We use this local information in different ways and thus
discuss three possibilities to deal with local part: in Section 4.2.1 we use a local
Lyapunov basin to cover the set with positive orbital derivative. In Section
4.2.2 we use a local Lyapunov function and define a new function combining
the local Lyapunov function and the calculated non-local Lyapunov function.
This combined function turns out to be a Lyapunov function. In Section 4.2.3
we use the Taylor polynomial of V' and approximate the function W = %
instead of V.

24 _2H

Fig. 4.3. v is an approximation of the Lyapunov function V using a hexagonal grid
with grid distance o = 0.2. The figures show the sign of v'(z,y) (grey), a level set
of v (black) and two different local Lyapunov basins of the local Lyapunov function
v (thin black). Left: v(z,y) < 0.09. Right: v(z,y) < 0.045. In the left-hand case,
the local Lyapunov basin is not a subset of the Lyapunov basin, in the right-hand
case it is. Hence, in the right-hand case one can define a Lyapunov function which
is a combination of the local and the approximated one, using a partition of unity.
This is not possible in the left-hand case. However, in both cases the Lyapunov
basin (black) is a subset of the basin of attraction by Theorem 2.26. The example
considered is (2.11).

Let us discuss the three possibilities applied to the example (2.11):

(i) The local information can be obtained by studying the linearization,
namely the Jacobian Df(zp). This information can be used in form of a
local Lyapunov basin. If the points with ¢’(z) > 0 near zy belong to a local
Lyapunov basin, then Theorem 2.26 on Lyapunov basins with exceptional set
implies that the largest sublevel set g(x) < (R*)? such that for all points
either ¢’(x) < 0 holds or z belongs to the local Lyapunov basin is a subset of
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the basin of attraction. In Figure 4.3, left and right, one can use this result to
show that the Lyapunov basin bounded by the level set of the approximated
Lyapunov function v in black is a subset of the basin of attraction.

(ii) If the local Lyapunov basin is a proper subset of the Lyapunov basin
obtained by the approximated function, then one can also define a Lyapunov
function ¢*(x) satisfying (¢*)'(z) < 0 for all x € K \ {x¢}. The function ¢*
is obtained by the local Lyapunov function v and the non-local one ¢ by a
partition of unity. Since level sets of ¢ outside the local Lyapunov basin are
level sets of ¢* there is no need to explicitly calculate ¢*: using Theorem 2.24
on Lyapunov basins one can directly prove that the Lyapunov basin with
Lyapunov function ¢* is a subset of the basin of attraction. In Figure 4.3,
right, this is possible, whereas in Figure 4.3, left, the local Lyapunov basin is
not a subset of the Lyapunov basin and thus the construction is not possible.

21 24
+ o+ + o+ + o+ + o+
+ o+ 4+ o+ + o+ 4+ o+
v o+ 13 + + vV o+ 9 + +
+ o+ |+ o+ + o+ |+ o+
+ o+ 1+ o+ +
+ + | + +
o+ 1+ s A
+ + 1.+ + +
<
—1 —0.5 >~ . L. 0.5 1 " .5 1
+ o+ 4+ o+ +)x +\ x
+ |+ o+ A
+ o+ 1+ o+ +
+ + | + + + + + +
+ +—13 + + + +—17 + +
+ o+ q + o+ + o+ q + o+
+ o+ + o+ + o+ + o+
—2 —2 4

Fig. 4.4. Left: the direct approximation of V' by v with a hexagonal grid (black
+) of grid distance o = 0.2. The sign of v'(z,y) (grey) is positive for some points
near 0. Right: the approximation of V' via W using the Taylor polynomial with the
same grid (black +). The sign of vy, (z,y) (grey) is negative for all points near 0.
The level set vw (z,y) = 0.2 (black) is shown which is the boundary of a Lyapunov
basin. The Lyapunov basin is thus a subset of the basin of attraction for example
(2.11).

(iii) The third approach to use the local information is only possible for
Q =V with V/(z) = —||x — x0||*: one calculates the Taylor polynomial b(z)
of V(z) of a certain order and adds another high order polynomial to ob-
tain a polynomial n(x) for which n(z) > 0 holds for all z # z,. We define

the function W(z) = Z((j))
tion. We approximate the function W by w and define an approximation
vw (2) = w(z)n(z) of V(x); this approximation vy, in contrast to the direct

approximation v of V', has negative orbital derivative in K \ {z¢} if the grid

which satisfies a certain partial differential equa-
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is fine enough and, thus, we do not need a local Lyapunov function. We apply
this procedure to the example (2.11). The Taylor polynomial for V' of order
five reads, cf. Example 2.61:

Ly 1y 4 33 Hoo 1 3 3 4
h(x,y)—2x +2y +x 5% y+16xy +32xy +32y.
In this case n(x) = h(x) > 0 holds for all © # zy. The level set of the
approximating function vy and the sign of v, are shown in Figure 4.4, right.
Note that the direct approximation v of V' in general has points near zy where
v'(x) > 0, cf. Figure 4.4, left, where the same grid was used.

4.2.1 Local Lyapunov Basin

Since we can obtain a local Lyapunov basin by one of the local Lyapunov
functions ¢ = 0 or g = v, we only need to combine this local information with
a non-local Lyapunov function. This is done in the following lemma, which
also holds for arbitrary Lyapunov functions q with Lyapunov basin K.

Lemma 4.6. Let q be a Lyapunov function with Lyapunov basin K = f(ﬁ' (z0).
Let U := Bﬂ(xo).

Consider the function ¥(x) = ¢y i(cl|z||) with ¢ > 0, where ¢y denotes
the Wendland function with k € N and | := | 2| +k+1. Let f € C°(R™,R"),
where N3 o > 0% := "TH + k. Let either 1. or 2. hold:

1. Let A(xzo) D Ko be a compact set with Ko\ U # @ and Xy C Ko\ U
a grid with fill distance h < h*, where h* was defined in Theorem 4.1.
Let t € C?*~1(R™,R) be the reconstruction of T, cf. Theorem 2.38, with
respect to the grid X with operator Dq(x) = ¢'(x) (orbital derivative).

2. Let A(zo) D Ko be a compact set with Ko\ U # @ and Xy C Ko\ U
a grid with fill distance h < h*, where h* was defined in Theorem 4.2.
Let v € C?*~1(R™,R) be the reconstruction of V., cf. Theorem 2.46, with
respect to the grid Xn with operator Dq(x) = ¢'(x) (orbital derivative).

Let K be a compact set and B be a neighborhood of K such that K = {x €

B | q(z) < R} C Ky, where g =t or q = v, respectively, and xg € K.
Then q is a Lyapunov function with Lyapunov basin K and exceptional set
U in the sense of Definition 2.25.

PROOF: The properties in Definition 2.25 are fulfilled: 1. and 3. by assumption,
and 2. because of (4.2) or (4.4). Finally, 4., i.e. U C A(xo) holds since U is a
Lyapunov basin. O
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4.2.2 Local Lyapunov Function

In this section we use a local Lyapunov function in order to modify the non-
local one near the equilibrium; level sets of the non-local Lyapunov function
keep being level sets of the modified one. Hence, there is no need to explicitly
calculate the modified function in order to obtain a Lyapunov basin.

Assume that q is a Lyapunov function with Lyapunov basin K = K9(z¢)
in the sense of Definition 2.23. We also assume that g is defined in R™. The
functions 9 and v with Lyapunov basins are examples for such functions g, cf.
Corollaries 2.29 and 2.33.

We define a function h which is zero near zo and one outside K to link
the local and the global part together. The construction of i in Lemma 4.7 is
similar to a partition of unity. Note that we will prove h'(x) < 0 for its orbital
derivative.

Lemma 4.7. Let q € CY(R™,R) be a Lyapunov function with Lyapunov basin
K = K2 (z9). Let 0 < rg < r. Then there is a function h € C>*(R",R), such
that

h(z) € [0,1] for all z € R™,
=0 forz € KJ_, (z0),
=1 for & & BY(zo),
x) <0 for all z € R",
=0 for allz € K_, (z0) and for all x ¢ B3 (xo).

e 6 o o o
=
8

PRrROOF: Following the standard procedure for a partition of unity, we define
H; for all p € R{:

Hy(p) =4 &P (Fmme=a) for (=) <p <r?
0 otherwise.
Hj is a C°°-function and Hy(p) > 0 holds for all p € R{. We set

f(i,m)z Hy (/3) dﬁ
r2 -~ g~
f(r_rop Hy(p)dp

Hs(p) :=

Hs(p) is monotonically increasing with respect to p. For p € [0, (r —ro)?],
Hs(p) = 0 and for p € [r?,00), H2(p) = 1. Now set h(z) := Ha(q(z)) for z €

K3(xzp) and h(xz) = 1 otherwise. We have h € C°°(R",R) and the properties

of h follow easily by the respective properties of Hy and ¢, e.g. the orbital
- d
derivative h/(x) for x € B3(x) is given by h/(z) = — Ha(q(x)) - q' (). O
dp N——"
>0 =0

In the next theorem we combine a (local) Lyapunov function g with a
non-local Lyapunov function q.
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Theorem 4.8 (Extension). Let q € C*(R™,R), s > 1, be a Lyapunov func-
tion with Lyapunov basin K = K9(xq).

Let K be a compact set with B3 (xy) C K. Let ¢ € C* (R™ \ {z0},R) be a
function such that

qd(x) <0 holds for all z € K \ BY(x). (4.10)

Then there is a function ¢* € C*(R™,R), such that

o ¢*(x) = aq(x) + b holds for all = ¢ B3 (x¢) with constants a > 1, b > 0,
o (¢*)(z) <0 holds for all x € K \ {zo}.

Moreover, ¢*(x¢) = q(xo) holds.
PROOF: By the continuity of ¢ and by (4.10) there is an 0 < ry < r such that

¢'(z) < 0 holds for all z € K\ BY_, (z0). (4.11)

T—ro

Since ¢(z) and q(x) are continuous functions and since K is compact, the
following maxima exist:

by = Izneal)(<|q(x)|, (4.12)
by = gleal)((|q(a:)| (4.13)

Since also ¢'(z) and ¢'(x) are continuous functions, the following maxima
exist:

aq = Lq/(aj) <0, (4-14)
xeéﬁ(ﬁfo)\[}ﬂ,,,,o(ﬁo)
agi= __max __ q'(z) <0, (4.15)

z€B] (z0)\BY_, (o)

Set a := max (Z—:, 1) > 1 and b := abg + bq > 0. Thus, ag(z) —q(z) +b>0

holds for all z € K. With the function h, cf. Lemma 4.7, we set

¢ (x) == h(z)lag(x) + 0] + [1 — h(x)]q(z).

Obviously, the function ¢* is C*® since h(z) = 0 holds for all = € f(:.'_,.o (x0).
Note that ¢*(zo) = q(zo) holds. We show the properties of ¢*. Since h(x) =1
for all x ¢ Bﬁ (z0), the first property is clear.

We calculate the orbital derivative of ¢*

(¢")(z) = W (2)]ag(z) — a(z) + 8] + h(2)aq () + [1 = h(z)]d'(z).  (4.16)

For z € K \ {zo} we distinguish between the three cases z & B9(x),

Vg(x) € (r—ro,r) and 0 < /q(x) <r —rp.
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Case 1: = ¢ B9(zg)
Here we have h(z) =1, h'(z) = 0 and ¢'(z) < 0 by (4.11). Thus, with (4.16)
we have

Case 2: \/q(x) € (r —ro,7)
Here we have h(x) € [0,1], h/(x) <0, cf. Lemma 4.7, ¢’(xz) < 0 by (4.11) and
q'(x) < 0. Hence, with (4.16) we have

(¢") (z) = 1'(z) [ag(x) — q(x) + b] +Nh(x)aq'(x) + [1 = h(z)]q’(x)
= >
<0+ h(z)aaq + aq[l — h(z)] by (4.14) and (4.15)
= aq + h(z)(aaq — aq)
———

<0

=aq < 0.

Case 3: 0 < \/q(z) <r—rp
Here we have h(z) = h/(x) =0 and ¢'(x) < 0. Hence, (¢*) (z) = ¢'(z) < 0. O

Applying the Extension Theorem 4.8 to a pair of local and non-local
Lyapunov function q and ¢ we obtain the following corollary which proves
the existence of a function ¢* with negative orbital derivatives also near x.
Moreover, since level sets of ¢ away from x( are level sets of ¢*, one can find
a Lyapunov basin without explicitly calculating ¢*.

Corollary 4.9 Let q € C*(R™,R), s > 1, be a Lyapunov function with
Lyapunov basin K = KJ(xg). Let ¢ € C*(R",R), B be an open set and
Bi(x9) C K C B be a compact set such that

qd(z) <0 holds for all x € K \ BY(x) (4.17)
and K = {z € B | q(z) < R%}. Then K C A(xo) and K is positively invariant.

ProoF: The Extension Theorem 4.8 yields the existence of a function ¢*.
We claim that ¢* is a Lyapunov function with Lyapunov basin K = {z €
B | ¢*(x) < (R*)?}, where R* := v/aR? +b. Then the corollary follows by
Theorem 2.24.

Indeed, we only have to show that for all z € BI(z0) the inequality ¢* () <
(R*)? holds. Let 2 € B9(x¢). Since K9(x) is a Lyapunov basin, z € A(xo).
Since (2 = 8K’ﬂ (z0) is a non-characteristic hypersurface by Lemma 2.37, there
is a time ¢ < 0, such that q(S;z) = r2. Since ¢*(y) < (R*)? holds for all
y € OK9(zy) C K, we have

0< /O (0")'(Srx) dr = ¢ (Sex) — ¢ (2) < (R*)* = ¢" (),
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which proves ¢*(z) < (R*)%. O

The difference between Sections 4.2.1 and 4.2.2 is the way we dealt with
local part: in Section 4.2.2 we defined a new Lyapunov function whereas in
Section 4.2.1 we used Theorem 2.26 with an exceptional set. In Section 4.2.2 we
need Bﬂ (x09) C K, can apply the results of Section 2.3.2 and we obtain that K
is positively invariant. In Section 4.2.1 there may be points in z € B3 (xo)\ K
and, thus, we do not obtain the positive invariance of K. However, the set
Bi(xo)UK is positively invariant: B9(z) is positively invariant by definition.
Thus, an orbit can leave BY(xo) U K only through a point w € 8K \ BI(x).
This is not possible by the same argument as in Theorem 2.26.

The application of the results of Sections 4.2.1 and 4.2.2 to several exam-
ples is discussed in Section 6.1.

4.2.3 Taylor Polynomial

In this section we consider a different way to obtain a Lyapunov function vy,
via approximation. This function vy, fulfills v{;, (z) < 0 for all « near zo. The
function V, satisfying V'(x) = — ||z —x¢||?> when directly approximated, results
in an approximation v which has positive orbital derivative near z( in general.
The reason for this fact is that we obtain the error estimate |V'(z) — v'(z)| <
t := C*h" with a fixed ¢ for a certain fill distance h of the grid, and thus
v'(x) < —|l@ — z0||* + ¢ which is only negative for ||z — x¢|? > ¢.

In this section we consider again the function V satisfying V'(z) = —|lx —
xo||?. We use its Taylor polynomial of order P and the function n defined
in Definition 2.56 and write V() = n(x)W (x). Instead of approximating V'
directly, we approximate the function W by an approximation w and thus
obtain an approximation vy (z) = n(z)w(z) of V. Recall that n is a known
function satisfying n(x) > 0 for z # zo. The function W is a C¥'~2-function,
cf. Proposition 2.58.

Theorem 4.10. Consider the function ¥(x) = ¢ (c||z||) with ¢ > 0, where
Y11 denotes the Wendland function with k € N and [ := L%J +k+1.

Let V(x) be the function such that V'(x) = —|lz — zo||? and V(xo) = 0,
and n(z) as in Definition 2.56 with P > 2 + o* where o* := " + k. Let
feC’(R",R") witho > P.

Let K C A(x) be a compact set with g € K. Let Xy = {x1,...,2n} C
K\ {zo} be a grid with 0 < & < &, cf. Theorem 3.39 for the meaning of ¢,
where C' is defined in Proposition 2.58, 2. with respect to K.

Let w € C?*~1(R™ R) be the reconstruction of W = %, cf. Proposition
2.58, with respect to the grid Xy with operator Dpw(z) = w'(z) +m(z)w(x),
where m(z) = ‘:1/((5)). Set vy (x) = w(z)n(z).

Then we have

vy (z) <0 forallz € K\ {zo} (4.18)

and, moreover, |viy (x) + ||z — xo|]?| < EC||lz — 20| (4.19)
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ProOOF: W € CP~2(A(x¢),R) defined in Proposition 2.58 can be extended
smoothly such that the new function coincides with the former one on K and
has compact support, cf. the proof of Theorem 4.1. We denote the extension
again by W € 05372(&%",]1%); since P — 2 > ¢*, we have W € F by Lemma
3.13. By Theorem 3.39 the reconstruction w of W satisfies, cf. (3.42)

D,W(z)—¢ < Dpw(z) < D,W(x)+é (4.20)
for all x € K \ {zo}. Since V(z) = n(z)W (z) we have
—|lz — zo||* = V'(2) = v/ ()W (x) + n(z)W'(z).
For x € K \ {0} we can divide this equation by n(z) # 0 and obtain

"z x — xol]?
W' () + 1((3:)) W(z) = ”n(w)o (4.21)
D W (z) = —m (4.22)

with Dy W (z) = (VW (x), f(2)) + SEW (2) = W'(z) + m(z)W (x), where
n'(x)

m(z) = w(r) - By Proposition 2.58, 2., we have

n(z) < Cllz — xol? (4.23)

for all x € K.

Note that both ':(S:)) = m(z) and 12 n(zgu the left- and the right-hand

side of (4.21), are not defined in ¢ but bounded in each neighborhood of z,
cf. Proposition 3.38. However, we can approximate the smooth function W by
(4.22) outside zg. For vy (z) = w(z)n(x) we have

w'(z)n(z) + w(z)n'(v)

= n(z)Dpw(x)

n(z) (D, W(z) +¢) by (4.20)

—||z — 20]|* + én(x) by (4.22)

< —|lz — ao[*(1 — EC) by (4.23) (4.24)
<0

for all # € K \ {xo}, since ¢ < &. This shows (4.18).
Moreover, we have

vy ()

IN

n(x) Drw ()

> n(z) (DmW(z) =€) by (4.20)

> +eC) (4.25)
3).

(1
for all z € K \ {zo} by (4.22) and (4.23). Finally, (4.24) and (4.25) show
(4.19), which proves the theorem. O

viy ()

~llz = @ol®

Examples for the approximation of V' via the Taylor polynomial are given
in Section 6.2.
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Global Determination of the Basin
of Attraction

Up to now we have focussed on the construction of a Lyapunov function, i.e.
a function with negative orbital derivative. For such a function in a neighbor-
hood of an exponentially asymptotically stable equilibrium one can always
find a Lyapunov basin as described above. Since the basin of attraction is an
open set and the Lyapunov basins are compact sets, they are always proper
subsets of the basin of attraction. Hence, the best we can expect is that, given
a compact subset of the basin of attraction, we find a Lyapunov basin larger
than this compact set with our method.

For the results of this section we assume that f is bounded in A(zq) which
can be achieved by studying the dynamically equivalent system & = g(x)
where g(z) = %, cf. Remark 2.5. In particular, the basin of attraction

of zq is the same for the two systems & = f(x) and & = g(x). We can show
that given a compact set Ky C A(xo) one obtains a Lyapunov basin larger
than Ky by approximating the function V. The approximation can either be
direct or using the Taylor polynomial of V. This result uses an estimate of
[V (z) — V(x0)] — [v(z) — v(x0)]| near xg. Note, that this estimate is possible
although the approximation v only uses the values of the orbital derivative
V'(x) and not of V' (z). The reason is that V is a smooth function in xg. Thus,
the result does not hold for approximations of the function 7.

The result requires a sufficiently dense grid. Even if the set v'(z) < 0
is already quite large, the largest sublevel set of v probably only provides a
small Lyapunov basin. In order to enlarge the Lyapunov basin one has to use
a denser grid — not only where v/(x) > 0, not only near the boundary of the
former Lyapunov basin, but in the whole expected basin of attraction.

We consider again the example (2.11). A series of Lyapunov basins with
denser grids is shown in Figures 5.1 to 5.3. Note that here the sets v’(z) < 0 do
not change significantly, but the values of v and hence the Lyapunov basins
do. However, the enlargement of the Lyapunov basins is not monotonous,
cf. Figures 5.1 and 5.2. This indicates that in practical applications the error
is in fact smaller than predicted by the corresponding theorem. Figure 5.3
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Fig. 5.1. The function v is the approximation of the Lyapunov function V satisfying
V'(z,y) = —(2* + y?) for the example (2.11). The figures show the set v’(z,y) = 0
(grey), a level set of v(z,y) (black) and a local Lyapunov basin (thin black). Left:
grid density o = 0.4. Right: grid density @ = 0.2 (cf. also Figures 5.2 and 5.3).
Compare the Lyapunov basins (black) in both figures: although we used more grid
points (black +) in the right-hand figure, the left-hand Lyapunov basin is no subset
of the right-hand one.

Fig. 5.2. The set v'(z,y) = 0 (grey), a level set of v(z,y) (black), the grid points
(black +) and a local Lyapunov basin (thin black). Left: grid density o = 0.15.
Right: grid density a = 0.1 (cf. also Figure 5.3). The example considered is (2.11).

compares the best result (484 grid points) with the numerically calculated
boundary of the basin of attraction, an unstable periodic orbit. For the data
of the grids and the calculations of all figures, cf. Appendix B.2.
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—1 .5

Fig. 5.3. The set v'(z,y) = 0 (grey), a level set of v(z,y) (black), the grid points
(black +) and a local Lyapunov basin (thin black). Left: grid density o = 0.075.
Right: the same Lyapunov basin (black) is shown together with the numerically
calculated periodic orbit which is the boundary of the basin of attraction (grey).
The example considered is (2.11).

Given a Lyapunov function ¢ and a Lyapunov basin K, Theorem 2.24
implies K C A(zp). Thus, on the one hand, we search for a function ¢, the
orbital derivative of which is negative in K\{z¢}, i.e. a Lyapunov function. On
the other hand, K is supposed to be a sublevel set of ¢, i.e. K is a Lyapunov
basin. We have discussed the construction of a Lyapunov function in the
preceding chapter, but can we thus find a Lyapunov basin? The appropriate
question concerning a global Lyapunov function is, whether we can cover any
compact set Ky C A(zp) with our approach, supposed that the grid is dense
enough.

The precise result which we will obtain reads: Let Ky be a compact set

with zg € Ko C Koy C A(xg). Then there is an open set B with B C A(xg),
a compact set B D K D Ky and a function ¢ obtained by our method, such
that

1. K={z € B|q(z) < (R*)?} for an R* > 0,
2. ¢'(x) < 0 holds for all x € K \ {zo}.

In other words, ¢ is a Lyapunov function with Lyapunov basin K and thus
they fulfill the conditions of Theorem 2.24. This can be achieved for the
approximant vy of V' via W. For the direct approximation of V' by v one
has to use the extension v* due to the local behavior of v. For the approxima-
tion ¢ of T these results do not hold since 7" is not defined and smooth in x(
which is necessary for the proof. For T', we consider a mixed approximation
in Section 5.2.
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We show in Section 5.1.1 that we can cover any compact subset of A(xg)
when approximating the function V' with V/ = —p(z). Because of possible
numerical problems near o — we have to choose a very dense grid here and
this leads to a high condition number of the interpolation matrix — we also
discuss a mixed approximation of V* in Section 5.2 where, additionally to
the orbital derivative, the values of the approximated function are given on a
non-characteristic hypersurface. In case of the approximation of T' this mixed
approximation is the only possibility to cover an arbitrary compact subset of
A(xg). The mixed approximation is particularly appropriate to approximate
the basin of attraction step by step.

5.1 Approximation via a Single Operator
In this section we consider the approximation of a single operator. In Section

5.1.1 we approximate the function V satisfying V'(x) = —p(z) via the
operator Dg(x) = ¢'(z) of the orbital derivative, where we follow [24].

In Section 5.1.2 we approximate the function W(x) = ‘:((Iw)) via the operator
D, W(zx) = W'(z) + m(x)W(z).

5.1.1 Approximation via Orbital Derivatives

Approximating the function V'(x) = —p(z), cf. Theorem 2.46, we obtain an
error estimate for the values of v and show in Theorem 5.1 a converse theorem
to Theorem 2.24. However, by this theorem we will need grid points near the
equilibrium which may lead to difficulties in the numerical calculation.

Theorem 5.1. Let xg be an equilibrium of @ = f(x) where f € C7(R™,R")
such that the real parts of all eigenvalues of Df(xg) are negative. Moreover,
assume that SUp,¢ 4(4,) | f(2)|| < oo or, more generally, sup,cp- || f(2)| < o0
holds; this can be achieved using (2.2).

We consider the radial basis function ¥(z) = ¢ (c||z||) with ¢ > 0, where
Yi.i denotes the Wendland function with k € N and | := LgJ + k+ 1. Let
N>og>o0":= %”1 + k. Let q be a (local) Lyapunov function with Lyapunov

basin K := K9(xg). Let Ko C A(xo) be a compact set with K C K.

Then there is an open set B with B C A(zq) and an h* > 0, such that for
all reconstructions v € C**~1(R",R) of the Lyapunov function V of Theorem
2.46 where V'(z) = —p(x) with respect to the grid Xy C B\ {zo} with fill
distance h < h* there is an extension v* as in Theorem 4.8 and a compact set

K D Ky such that

o (v*)(x) <0 holds for all x € K \ {xo},
o K ={x¢€ B|v*(r) <(R*)?} for an R* € RT.

In other words, v* is a Lyapunov function with Lyapunov basin K.
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PROOF: Let V € C7(A(xo),R) be the function of Theorem 2.46 which satisfies

V'(z) = —p(z) for all x € A(zg) and V(xg) = 0. Set R := \/maxzecx, V(z) >
0 and

K1 = {x € A(z) | V(2) < R?},
Ky = {x € A(xo) | V(z) < R* + 2},
B ={x € A(zy) | V(z) < R* 4 3}.

Then obviously Ko C K1 C Ko C B C B C A(xg) and B is open, cf. Theorem
2.46; note that sup, ¢ a(4,) [1f ()] < oo. All these sets are positively invariant.

Let B be an open set with B ¢ B € B C A(xg), e.g. B = {z € A(xo) |
V(r) < R? 4+ 4}. Let x € C§°(R™,[0,1]) be a function with y(z) = 1 for
z € B and x(z) = 0 for R* \ B. Thus, x € C*(R") C F. Set @ := x|
and Vo = V - x; then Vp € CZ(R™,R) and Vo(z) = V(z) holds for all z € B.
Lemma 3.13 implies Vo € F. Choose rj > 0 so small that B, (z9) = {z €

R” | ||z — zo|| < 74} € K and

1

d
70 < o

2r( max
7€[0,r(]

hold where 1(r) := ¥, x(cr). This is possible since L1(r) = O(r) for r — 0,
cf. Proposition 3.11. Choose rg > 0 such that

2:={x € Alzo) | Vo(z) =72} C B, (z0)

holds. 2 is a non-characteristic hypersurface by Lemma 2.37 and, hence, by
Theorem 2.38 there exists a function 8 € C7(A(xg)\{xo},R) defined implicitly
by Sg(l.)z e (.

Set 0y := max__+ 0(x) > 0. Define minweg\éq(%)p(m) =: My > 0. Define

zEB

-

Be > 0 such that h* < (&
Theorem 4.2 where Ko = B.
Let X C B\{xo} be a grid with fill distance h < h*. For the approximant
v of Vo(=V in B) we set b:= —v(xg). For the function o := v+ b- x we have
o(zg) = v(wo) +b = 0. For 2* € B,/ (x9) we have with d,+,0,, € F*, cf.

Lemma 3.22,

min (ﬁ,M@))E holds with C* and « as in

Vo(a*) = 0(z")| = (6 — ba0) (Vo — v — bx)
= [(0z+ — 620) (Vo — v)|
< [0+ = baoll7= - [[Vo —vll 7
< ||0z+ — 0 || 2+ - Vol 7 by Proposition 3.34.  (5.2)

Moreover, the Taylor expansion yields the existence of an 7 € [0, p], where
p = ||l* — zg|| < r{ such that
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[0 — 5-%0”3—‘* = (0ux — 52?0)00(51* - Jmo)yw(z -y)

= (0+ = 020)" [P(ll = 2™[) = Y ([l = @ol])]

=2[1(0) = ([l" — xol|)]
d .

= —257&(7"),0
1

—— cf. (5.1).
= amr < OV
Hence, we have with (5.2)
[Vo(z™) — 0(z™)| < % for all z* € B,/ (20).

For z € 2, ie. V(z) = Vy(z) = 73, we have x € B, (z9) and hence o(z) <
Vo(z) + 3 =1 + 3 and 9(z) > V() — 3 = 1§ — 3. For v(z) = o(z) — bx(z)
we thus have

- -1
v(z) € Tg—bfi,rg—b+§ for all z € 2. (5.3)

For the orbital derivatives we have, using Theorem 4.2
| (z) — Vj(z)| = [v/(z)+p(x) < C*R" =:1forallz € B. (5.4)

Since C*h* = v < My by definition of h*, we have v'(z) < —p(z) + My <0
for all z € B\ Bﬂ (z0). Hence, we can apply Theorem 4.8 and obtain an
extension v* of v, such that v*(z) = av(z) + b holds for all z € B\ B3(xo)
and (v*)'(x) < 0 holds for all x € B\ {z¢}. Now set

K={zeB|v(z) <a(R*+1-0)+b=:(R")?}
={reB\K|v(z) <R*+1-b}UK.

The equation follows from the fact that K is a subset of both sets, for the
proof see below.

We will show that K1 C K C K5 holds. Then Ky C K, K is a compact
set and (v*)'(x) < 0 holds for all z € K \ {xo}.

We show K| C K. For z € K;\ BY(xo) we have in particular > 6(x) > 0
and with ¢ < ﬁ we obtain
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1
Vy(Srz)dr +5 + O(x) —b

S—
=
S

< Vo(Soyx) —

[
S
&

1 ~
SW]($)+§+9()L—Z)
SRQ—I—I—B, ie. x € K.

Since in particular for z € 9K the inequality v(x) < R?+1—band thus v*(z) <
a(R2+1—6)+b holds true and, moreover, v* decreases along solutions, KCcK
follows. In particular we have a(R? +1 —b) + b > 0 since v*(zg) = q(xo) > 0.
Altogether, we have K; C K.

For the inclusion K C K> we show that for x € B\ K3 the inequality
v(z) > R?+1—b and thus v*(z) > a(R?>+ 1 — b) + b holds true. If = €
B\ Ky C A(xg), then we have §(z) < 6y and

0(z)
v(x) = v(Sg(z)r) — / v'(Srx)dr
0

) o)
> 2jo % +/0 (“Vi(S,z) — o) dr by (5.3) and (5.4)

0(x) B
> Vo(Sp(z)x) — / Vi (S-x)dr —% —0(x)e—b
0

=Vo(=)

1 .

ZVO(o:)—i—GOL—b
>R24+2-1-b, ic. 2K

since ¢ < ﬁ. This proves the theorem. O

5.1.2 Taylor Polynomial

In the following theorem we consider the function V' where V'(x) = —||z —
70]|?. We do not approximate V' by this equation for the orbital derivative, but

we approximate the function W(z) = Z((f)) as in Section 4.2.3 which satisfies

D, W(x) = —%. The proof is similar to the one of Theorem 5.1.

Theorem 5.2. Let xy be an equilibrium of & = f(z), where f € C7(R™,R"™)
such that the real parts of all eigenvalues of Df(xg) are negative. Moreover,
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assume that SUp,e a(z) £ (2)|| < 0o or, more generally, sup,cgn || f(2)]| < 00
holds; this can be achieved using (2.2).

We consider the radial basis function ¥(x) = ¢ k(c||z|]) with ¢ > 0, where
Y1 denotes the Wendland function with k € N and [ := L%J +k+ 1. Let
V be the Lyapunov function of Theorem 2.46 with V'(x) = —||x — x| and
V(zg) =0, and n(z) = Z2§|a‘gpca(x—xo)°‘—|—MHx—x0|\2H as in Definition
2.56, and let W(x) = ‘:((f)) “2(A(zo),R) with W (zo) = 1, cf. Proposition

2.58. Let 0 > P > 2+0*, where o* := " + k. Let Ko C A(zo) be a compact

set with xg € Ky. o

Then there is an open set B with B C A(xg), such that for all reconstruc-
tions w € C**~1(R"™,R) of W with respect to a grid Xy C B\ {xo} which is
dense enough in the sense of Theorem 4.10, there is a compact set K D K
such that with vy (z) := n(z)w(z)
o v (x) <0 holds for all x € K\ {zo},

K ={x € B|vw(z) < (R*)?} for an R* € RT.
In other words, vy is a Lyapunov function with Lyapunov basin K.

PrOOF: Let V' € C9(A(zp),R) be the function of Theorem 2.46 which

satisfies V/(z) = —||lz — x0||? for all € A(mg) and V(zg) = 0. Then
’ 2

W € CP=2(A(z),R) satisfies W'(z) + ';((f))W(x) = —% for all z €
A(xo) \{zo}, cf. (4.21). Note that P —2 > ¢*. Set R := y/maxeck, V(z) >0
and

Ky = {z € A(z0) | V(z) < R?},

Ky = {z € A(zo) | V(z) < R +2},

B ={x € A(zo) | V(z) < R* 4 3}.
Then obviously Ko C K1 C Ko C B C B C A(xg) and B is open, cf. Theorem
2.46; note that sup,e 44, [|f(z)]| < 0o. All these sets are positively invariant.

Let B be an open set with B ¢ B C B C A(x), e.g. B = {z € A(xg) |
V(z) < R* +4}. Let x € C§°(R™,[0,1]) be a function with x(z) = 1 for
x € B and x(z )—OforR"\B Thus, x € C°(R™) C F. Set a := ||x||» and
Wo = W - x; then Wy € CF2(R",R) and Wy (z) = W (x) holds for all = € B.
Lemma 3.13 implies Wy € F. Choose r{, > 0 so small that B, (z9) C Ko,

1
" ; (5.5)
(4T IWal )
1
Lo d oo 1 5.6
and 2(rp)” _max drd’(r)‘ T (4C|Wol#)? -

hold, where n(z) < C|z — zo|? for all x € B, cf. Proposition 2.58, 2.,
and ¢(r) := tyk(cr). This is possible since “Le)(r) = O(r) for r — 0, cf.
Proposition 3.11. Choose rg > 0 such that
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Q:={xc Alx) | V(z) =ri} C B, (z0)

holds. {2 is a non-characteristic hypersurface by Lemma 2.37 and hence, by
Theorem 2.38 there exists a function 8 € C7(A(xg)\{xo},R) defined implicitly

by Sg(yr € £2. Set Oy := max 5 0(x) > 0. Let

1 1
c n|(——mm-—,— 5.7
e<nin (gt g ) (57)
where My := max x — 20/|* and choose a grid Xy C B\ {zo} according
to Theorem 4.10. - .
For the approximant w of Wy(= W in B) we set b := 1 — w(xg). With
3z € F*, cf. Lemma 3.25, and Wy(xo) = 1, cf. Proposition 2.58, 3., we have

r€EB ||

1] = (62, (Wo — w)|
< | Ozoll = - [[Wo — wl| £

< VE(0) - [Woll# (5-8)

by Proposition 3.37 since |85, [|%. = 6% 6% ¥(x —y) = ¥(0). For the function

Zo “Zo

W= w+b-x we have w(zg) = w(xo) +b = 1. For z* € B, (xo) we have thus

[Wo(a*) — @(x*)] = |(8ar — 6u) (Wo —w —b- )
(6z+ — 020 ) (Wo — w)]
Oz — gy |

51‘* - 5£o|

7o [Wo —wl|#

F+ - ||Woll# by Proposition 3.37.

Moreover, the Taylor expansion yields the existence of an 7 € [0, p] where
p = ||l* — zg|| < r{ such that

[0 — 5:130”3-‘* = (0ax — 0ug )" (0 — 02 )W (z — y)
= 0o+ — 0go)" [Y([lz — 2™)) = ¥([lz — 20]])]
=2[(0) — ¢(llz* — zol])]

= —2¢/(7)p
1

(4C - (rp)2I1Woll)?

IN

, cf. (5.6).

Hence, for all 2* € B, (z9) we have

1

[Wo(z™) — w(a™)| < W-

(5.9)

For vy (z) = n(z)w(x) = n(z)[w(x) — byx(z)] we have for all z* € B, (o)
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V(") — vw(a")] = n(z*)[Wo(z*) — @(a*) + bx(z*)]
< max  n(z) [|Wo(x*) — w(z*)| + |9

$€Br6 (z0)
—_——
<C(rp)?
1 1
<1t by (55), (5.8) and (5.9).
Thus,
o 1 5 1
ww(z) € |rg — 30t for all x € 2. (5.10)
For the orbital derivatives we have, using Theorem 4.10, (4.18) and (4.19)
vy (z) <0 for all z € B\ {7} and (5.11)
1
log (2) + ||z — 20| < EC||x — x> < ECMy < 20 (5.12)
o

by (5.7) for all x € B.
Now set

K ={zre€B|vww(r) < R*+1=(R")*}.
We will show that K; € K C K3 holds. Then Ko C K, K is a compact set
and vy, () < 0 holds for all z € K\ {z¢}, cf. (5.11).
We show K; C K. Let x € K;. We distinguish between the cases 6(x) < 0
and 0(x) > 0. If 6(z) < 0, then
0(x) .
vw (x) = vw (Sg(z)®) — / vy (Srx) dr
0
< vw (Sp(x)T)
1
<rg+ 3 by (5.10)
<R*+1
since R? = max,ck, V(z) > max,cq V(z) = r3.

Now assume 6y > 0(x) § 0. We have

UW(x) = vw Sg(z)x dr
1 )
Sr0+2+/ <||S a:—xo||2+29> dr by (5.10) and (5.12)
0

V(Suma) = [ V(Sraydreg o+ 50
0 0

=V(x)
<V(x)+1
< R*+1,
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i.e. x € K. Hence, K1 C K.

For the inclusion K C K> we show that for x € B\ K3 the inequality
v (z) > R%*+1 holds true. If v € B\ Ky C A(xo), then we have 0 < §(z) < 6
and

0(x)
vw (x) = v (Soa) ) — / vy (Sr) dr
0

1 0(x) 1
>rg— = +/ |S;2 — xo||* — = ) d7 by (5.10) and (5.12)
2 Jo 20
6(=) 1 0(x)
> — "S.x)dr—= — =2
> V(Sp(z)) /0 V' (S,x)dr 5~ 26
=V (x)
1 1
> _-_ =z
V@) =33
>R 4+2 -1,
i.e. x ¢ K. This proves the theorem. O

5.2 Mixed Approximation

For T (and also for V') one can use a mixed approximation. Here, additionally
to the orbital derivative @', the values of @ are given on an (n—1)-dimensional
manifold, a non-characteristic hypersurface. Such a non-characteristic hyper-
surface can be given by the level set of a (local) Lyapunov function within its
Lyapunov basin. With this method one can also cover each compact subset of
the basin of attraction by a Lyapunov basin when approximating the function
T or V. In the case of T, where T"(x) = —1, the level sets of the function
T and thus also of ¢ up to a certain error have a special meaning: a solution
needs the time T5 — T from the level set T = T5 to the level set T = T7.

Moreover, one can exhaust the basin of attraction by compact sets: starting
with a local Lyapunov function and a corresponding local Lyapunov basin Ky,
one obtains a larger Lyapunov basin K; through mixed approximation using
the boundary 0K as a non-characteristic hypersurface. The boundary 0K,
is again a non-characteristic hypersurface and hence one obtains a sequence
of compact sets Ky C K; C ... which exhaust A(xg). In Figure 5.4 we show
the first step of this method with the function V* for example (2.11): starting
with a local Lyapunov basin K, (magenta), we obtain a larger Lyapunov basin
K using mixed approximation. In [23] the same example with a different grid
X is considered, and one more step is calculated.

In this section we approximate the function Q@ = T or @ = V* via its
orbital derivatives and its function values. The orbital derivatives are given on
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Fig. 5.4. Mixed approximation of V* where (V*)'(z,y) = —(2* 4+ y*) with given
value V*(z,y) = 1 on the boundary of the local Lyapunov basin K = Kj (thin
black). We used a grid of M = 10 points (black circles) on K for the values of the
approximation v and a second grid of N = 70 points (black +) with o = 0.2 for the
orbital derivative v’. The sign of v'(x,y) (grey), and the level sets v(z,y) = 1 and
v(z,y) = 1.1 (black) are shown. The level set v(z,y) = 1.1 is the boundary of K;
(black) which is a subset of the basin of attraction for (2.11).

a grid X, whereas the function values are given on a different grid X9, C 2
where 2 is a non-characteristic hypersurface. In most cases, 2 is given by a
level set of a Lyapunov function g, e.g. a local Lyapunov function. This mixed
interpolation problem was discussed in Section 3.1.3, cf. Definition 3.7. Any
compact subset Ko C A(zp) can be covered by a Lyapunov basin K obtained
by a mixed approximation via radial basis functions as we prove in Section
5.2.1.

Moreover, we can approach the basin of attraction stepwise by a sequence
of Lyapunov functions ¢;, i = 1,2, ... with Lyapunov basins K; D K; 1. The
advantage of this approach is that one can use a grid Xy outside K;_; in
each step, cf. Section 5.2.2.

5.2.1 Approximation via Orbital Derivatives and Function Values

We approximate the Lyapunov function T satisfying 7 = —¢. Note that
we fix the values of T' on the boundary of a Lyapunov basin, i.e. on a non-
characteristic hypersurface.
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Theorem 5.3. Consider the function ¥(x) = b x(c||x]|) with ¢ > 0, where
Y15 denotes the Wendland function with k € N and [ := {gJ +k+ 1. Let
f e C°(R™",R™), where N 5 ¢ > o* := "TH + k. Moreover, assume that
SUPge A(zo) |1 f(2)]| < 00 or, more generally, sup,cpn ||f(2)| < oo holds. Let

q be a Lyapunov function with Lyapunov basin K := f(ﬂ (zo) according to

Definition 2.23. Define 2 := OK. Let Ky be a compact set with K C Ko C
Ko C A(xo) and let H € C7 (2, R]).

Then there is an open set B with B C A(zo) and constants h§, h* > 0
such that for every reconstruction t of T in the sense of Definition 3.7, where
T is defined in Theorem 2.38 with T(x) = H(x) for © € (2, using grids
Xy C B\ Bi(x0) with fill distance h < h* and X%, C 2 with fill distance
ho < h§, there is an extension t* € C?*~1(R™ R) of t as in the Extension
Theorem 4.8, such that:

There is a compact set B O K D Ky with

1. K ={z € B|t*(x) < (R*)?} for an R* € RT,
2. (t*)(x) <0 for allx € K\ {xo}.

In other words, t* is a Lyapunov function with Lyapunov basin K.

PROOF: We assume without loss of generality that q(xo) = 0. 2 is a non-
characteristic hypersurface and we define the function 6 for all x € A(xo)\{zo}
implicitly by

S@(m)l‘ € 12, ie. q(Sg(m).%‘) = 7“2,

cf. Theorem 2.38, and set

0o = max  f(z) >0,
z€Ko\B; (z0)
K = {z € A(zo) \ B(x0) | 0(z) < 90} U BY (o).

Then obviously Ky C Ki, and K is positively invariant.

Define T € C7(A(zo) \ {zo},R) as in Theorem 2.38, i.e. T'(x) = —
for x € A(zo) \ {zo} and T(x) = H(x) for x € 2. We set ¢y
max,cn H(x) = max,c T(z) and ¢, := minge o H(x) = minge o T(z). With
0% — chcm+%Et90+2

]

T2 > 0y we define the following sets
2

Ky = {x € A(zo) \ B(z0) | 0(z) < 9*} U BY(zp),
B:= {x € A(wo) \ Bi(xo) | 0(z) < 6" + 1} U B(xy).

Then obviously K; C Ky C B, both K5 and B are positively invariant and B
is open, cf. Proposition 2.44; note that sup,c 4, [[f(2)|| < oo.

We modify T in BI (z0) and outside B such that T e C§(R",R) C F and
T remains unchanged in B\ B(zg), cf. the proof of Theorem 4.1.
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We apply Theorem 3.41 to K = B\ BI(x) and to grids Xy C B\

. 1

Bi(xo) with fill distance h < (ﬁ) * =: h* and X3, C 2 with fill distance

ho < Cl =: h{, where C* and Cj are as in Theorem 3.41. We obtain an
0

approximation ¢ € C?~1(R™ R) for which the following inequality holds for

all z € B\ Bi(xg), cf. (3.49),

< 0. (5.13)

ol

3
—5¢ St(@) < -

DN | =

The Extension Theorem 4.8, applied to K = B, q and ¢ = ¢ implies
(t*)(x) <0 for all z € B\ {zo}. (5.14)

Note that for the function t* we have t*(z) = at(x) 4 b for all z ¢ B (xo). We
set R:= /ey + 1+ %EGO and define

K :={z € B|t'(z) <aR?>+b=: (R*)?}
={z e B\Bﬂ(mo) | t(x) < R*} UBﬂ(xo).

The equation follows from the fact that B9 (o) is a subset of both sets, for the
proof see below. Note that by (3.50) of Theorem 3.41 we have the following
result for all x € B\ {zo}:

t(SG(x)x) S [Cm - 1, cy + 1] (515)

since Sp(,)r € £2.

We will show that K; € K C K, holds. Note that K; C K implies
Ky C K. K C Ky C B, on the other hand, shows that K is a compact set; 2.
then follows from (5.14).

We show K; C K: For z € K, \ B9(x¢), we have with 0 < §(z) < 6, the
positive invariance of K; and (5.15)

cpy+12> t(SQ(w)LL‘)
o(x)
= t(z) —|—/ t'(S;z)dr
0
> t(z) - g&@(:p) by (5.13)
tz) <ep+1+ géeo =R?

and hence z € K. For = € Bﬂ(wo), we have by the Extension Theorem 4.8
and (5.15) t*(z) < maxgen t*(§) < alem + 1) + b < (R*)% Thus, z € K.

We show K C Kj: Assume in contradiction that there is an z € B\ Kj
with t(z) < R? and 6(x) > * — note that BI(x¢) C K, by construction. By
(5.15) we have
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=t(z) + t'(S,x)dr

¢6(z) by (5.13)
1

t(z) >cm—1+ 569* =R?

by definition of #*. This is a contradiction and thus K C Ks, which proves
the theorem. O

The following corollary shows that the difference of the values of ¢ corre-
sponds to the time which a solution needs from one level set to another up to
the error maxg [t'(€) + ¢|.

Corollary 5.4 Let the assumptions of Theorem 5.3 hold. For x € R"™ and
t >0 let S;x € K\ BI(xg) hold for all T € [0,£]. Denote py := t(z) and
po = t(Sgx). Moreover, let maxcy\ pay,) [t'(§) + €| =1 v < € hold (by the
assumptions of Theorem 5.8, in particular (5.18), o = C*h"* < % 18 an upper
bound).

Then the time t fulfills

P1— Po <i< Pl—Po.

cHe T T E—u
PRrOOF: We have py — p1 = fgt'(STm) dr. Since |t'(S-z) + ¢ < ¢ holds for
all 7 € [0,7], we have (—¢— 1)t < pg — p1 < (—¢+ 1)1, which proves the
corollary. O

Now we consider the Lyapunov function V satisfying V' (x) = —p(z). Fix-
ing the values on a non-characteristic hypersurface {2, we have to consider
the function V*, cf. Proposition 2.51, which satisfies (V*)'(x) = —p(x) for
x € A(xo) \ {zo} and V*(z) = H(x) for x € 2, where H is a given function.

Theorem 5.5. Consider the function ¥(x) = vy, (cllz|) with ¢ > 0, where
Yi5 denotes the Wendland function with k € N and | := LgJ +k+ 1. Let
f e C°(R™",R"™), where N 3 ¢ > o* := ”T'H + k. Moreover, assume that
SUPge (o) If ()|l < 00 or, more generally, sup,cpn [|f(z)|| < oo holds. Let

q be a Lyapunov function with Lyapunov basin K = f(ﬂ(xo) according to
o

Definition 2.23. Define 2 := K. Let Ko be a compact set with K C K¢ C
Ko C A(xo) and let H € C7(02,R]).

Then there is an open set B with B C A(xo) and constants h§, h* > 0 such
that for every reconstruction v of V* in the sense of Definition 3.7, where V*
is defined in Proposition 2.51 with V*(x) = H(x) for x € {2, using grids
Xy C B\ Bi(x0) with fill distance h < h* and X9, C Q with fill distance
ho < h}, there is an extension v* € C**~L(R™ R) of v as in the Extension
Theorem 4.8, such that:
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There is a compact set B O K D Ky with

1. K = {z € B|v*(x) < (R*)? for an R* € RT,
2. (v*)(x) <0 for all x € K\ {xo}.

In other words, v* is a Lyapunov function with Lyapunov basin K.

PRrROOF: We assume without loss of generality that q(zo) = 0. 2 is a non-
characteristic hypersurface and we define the function @ for all x € A(xg)\{zo}
implicitly by

Se(r)x S Q, i.e. q(SG(T);L') = 7*'27

cf. Theorem 2.38, and set
6op:= max 6(z) >0,

z€Ko\ B (z0) -

Ky = {x € A(zo) \ B(x0) | 0(z) < 90} U BY(zo).

Then K, C K1, and K is positively invariant. We set € := 1 inf o 5a () p(x) >
0, pp = maxger, p(r), ey = maxzen H(z) = max,co V*(x) and
Cm = mingeo H(z) = mingco V*(z). With 0* := c”f_c’”+(2M+€)00+2 > 0y we
define the following sets

105 = {z € A(o) \ B(wo) | 6(2) < 67} U B (o),
B:= {9: € A(zo) \ Bi(xo) | 0(z) < 0% + 1} U BY (o).

Then obviously K1 C Ky C B, both K5 and B are positively invariant and B
is open, cf. Proposition 2.51; note that sup,e 44, [If(2)|| < oo.

We modify V* in BY(z) and outside B such that V* € C§(R",R) C F
and V* remains unchanged in B\ B}(zq), cf. the proof of Theorem 4.1.

We apply Theorem 3.41 to K = B\ B3(zg) and to grids Xy C B\ B¥(x)

1
with fill distance h < (Cf)” =: h* and XR/[ C 2 with fill distance hg <

c%; =: h{, where C* and Cjj are as in Theorem 3.41. We obtain a function v €
C?=1(R™,R) for which the following inequality holds for all z € B\ BY(x),
cf. (3.49),

—p(z) —€ <V'(z) < —p(z)+e<0. (5.16)
The Extension Theorem 4.8, applied to K = B, q and ¢ = v implies
(v*)(x) <0 for all x € B\ {z¢}. (5.17)

Note that for the function v* we have then v*(x) = av(z)+b for all z & B9 (x).
We set R := \/C]\/[ + 14 (pum + €)0p and define

K :={x € B|v*(z) <aR*+b=: (R*)*}
= {z € B\ Bi(x) | v(z) < R*} U B(o).
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The equation follows from the fact that BY () is a subset of both sets, for the
proof see below. Note that by (3.50) of Theorem 3.41 we have the following
result for all z € B\ {zo}:

v(Sp(z)T) € [em — 1,cpr + 1] (5.18)

since Sp(,)x € £2.

We will show that K1 € K C K, holds. Note that K; C K implies
Ky C K. K C Ky C B, on the other hand, shows that K is a compact set; 2.
then follows from (5.17).

We show K, C K: For z € K, \ B3(x), we have with 0 < 6(z) < 6y, the
positive invariance of K; and (5.18)

e + 1> v(Sp)x)

6()
= v(z) +/ v'(Six) dt by (5.16)
0 S~——
> —p(Six)—e
> v(x) — (pm + €)0(x)
v(x) < ey + 1+ (par +€)0o = R?,

and hence = € K. For = € Bi(zq), we have by the Extension Theorem 4.8
and (5.18) v*(z) < maxgecn v*(§) < alepm + 1) +b < (R*)% Thus, z € K.

We show K C Ks: Assume in contradiction that there is an @ € B\ K»
with v(z) < R? and 6(z) > * — note that BI(xo) C K by construction. By
(5.18) we have

cm — 1 < (S )

()
= v(x) +/ V'(Siz) dt by (5.16)
0 ~——
<—p(Stw)+e
<o(x) + (—2¢+ €)(x)
v(x) > cm — 1+ €0 = R?

by definition of 6*. This is a contradiction and thus K C Ks, which proves
the theorem. O

5.2.2 Stepwise Exhaustion of the Basin of Attraction

Using Theorem 5.3 or Theorem 5.5 we can stepwise exhaust the basin of
attraction, cf. also Section 6.3. We assume that sup,c (., [|f(2)| < o0.

Calculate a local Lyapunov function q and a corresponding local Lyapunov
basin K = f(ﬁ(xo). Denote qo := q, Ko := K and ro := r, and set By = R".
This is the departing point for a sequence of compact Lyapunov basins K;
i1=1,2,..., with Ki+1 D K; and UiEN K, = A(Qjo)
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Now assume that a Lyapunov function ¢; with Lyapunov basin K; =
K’ﬁ (z9) and neighborhood B; is given. The only information we need of the
Lyapunov function and the Lyapunov basin is the boundary 0K; =: §2;41.
Hence, if ¢; is the extension of a function ¢;, it suffices to know the set 0K;
either given by 8[~(§f (ro) = {z € B; | Gi(z) = 72} or by 8[~(§§ (x9) ={z € B; |
qi(z) =17}

Let B;y1 D K; be an open set which will be specified below. Choose
grids Xy C B;y1 \ K; — in practical applications we let the grid be slightly
larger, also including points in K; near 0K; — and XJOM C (2,41 := 0K;. Now
approximate either @ =T or Q = V* by a mixed approximation with respect
to the grids Xy and X9, and the values Q(§;) = H(&;) = 1 for & € XY,.
Make the grids dense enough so that for the reconstruction ¢ there is a set
Sit1 :={x € Biy1|1—¢€41 < q(z) < ffﬂ} with €;41 > 0 such that ¢’(z) <0

o
holds for all x € S;4; and OK; C S;11. Then there is an extension ¢* of ¢
with g = ¢; such that ¢;11(2) := ¢*(x) is a Lyapunov function with Lyapunov
basin K41 := Si1 UK; = {z € Biy1 | ¢*(2) < ar? g +b=:r7,}.

We show that with this method J;cy Ki = A(xo) holds and we can thus
stepwise exhaust the basin of attraction, if we choose B;;1 properly. To show
this, we reprove the induction step from K; to K;;; again. Let K be a
sequence of compact sets with K, D K7 and | J;cy K = A(20), e.g. K =
S_,K where S_; denotes the flow and K is the local Lyapunov basin defined
above. By Proposition 2.44, the sets K are compact and since for all z €
A(x) there is a finite time T* with Sp-z € K, we obtain Uien K = A(0).

Now we reprove the induction step from K; to K;y;. For given ¢ choose

lix1 > I; so large that K; C Kl*i+1 C Kl*i+1 C A(zp) holds. Such an l;41 exists
due to the compactness of K;. Then Theorem 5.3 or 5.5 with q = ¢;, K =K;
and Ko = K l”;ﬂ implies that there is an open set B =: B;;; and a Lyapunov
function ¢* with Lyapunov basin K =: K;; with K;11 D Kltﬂ' This shows
User K = Alao).

For examples of the stepwise exhaustion, cf. Section 6.3 and Figure 5.4 as
well as [23].
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Application of the Method: Examples

In this chapter we summarize our method and apply it to several examples.
We present three different construction methods for a Lyapunov function,
which are illustrated by examples. For the data of the figures, cf. Appendix
B.2.

1. Section 6.1: Combination of a local Lyapunov function 0 or v and a non-
local approximation of T or V', cf. Sections 4.2.1 or 4.2.2.

2. Section 6.2: Approximation of V' via W using the Taylor polynomial, cf.
Section 4.2.3.

3. Section 6.3: Stepwise exhaustion using mixed approximation, cf. Section
5.2.

We conclude this chapter in Section 6.4 discussing several computational and
conceptual aspects of the method.

For the grid we use in general the hexagonal grid in R? and its general-
izations in higher dimensions. Since we can use any grid, we are free to add
points to the hexagonal grid where the orbital derivative has positive sign.
Note that we know the values Q'(x) where @ is the approximated function T'
or V for all points x.

The reason for the hexagonal grid is the following: on the one hand we
are interested in a dense grid, in order to obtain a small fill distance h and
thus, by the error estimate, a small error. On the other hand, the closer two
points of the grid are, the worse is the condition number of the interpolation
matrix A: if two points are equal, then the matrix is singular. Hence, we are
seeking for the optimal grid with respect to these two opposite conditions: it
turns out that this is the hexagonal grid, cf. [39]. The dilemma of these two
contrary goals is also called the uncertainty relation, cf. [53] or [40]. The grid
points of the hexagonal grid and its generalization in R™ are given by

{O[Zik’wk | Tk EZ},

k=1
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Fig. 6.1. Left: the grid (black +) and the sign of the approximation v'(z,y) (grey).
Obviously, there are points outside the local Lyapunov basin (thin black) such that
v'(x,y) > 0. Right: we use a denser grid with two more points on the y-axis (black
+). Now the sign of v'(z,y) (grey) is only positive inside the local Lyapunov basin
(thin black). We approximate the function V with V'(z,y) = — (2 +4?) of example
(2.11).

where w; = (2€1,0,0,...,0)
Wo = (61,36270,...70)

w3 = (e1, e2,4e3,0,...,0)

wp, = (e1,...,en—1,(n+ 1)ey)

1
ith e = /=
R VT )

The quantity o € RT is proportional to the fill distance of the grid. For
example, for dimension n = 2 we have the two vectors wy; = (1,0) and wy =

%7 ?) For dimension n = 3 we have the three vectors w; = (1,0,0), we =

(3.4.0) and ws = (3, 54,1 /2).

We illustrate the use of a hexagonal grid and how to add points in a
suitable way by example (2.11): In Figure 6.1, left, a hexagonal grid was used;
however, there are points « with v'(x) > 0 outside the local Lyapunov basin.
Thus, we add two points in these regions to the grid and with the denser grid
we obtain an approximation v in Figure 6.1, right, for which the points with
v'(z) > 0 lie inside the local Lyapunov basin. We have shown, using error
estimates, that this is the expected behavior provided that the grid is dense
enough.
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6.1 Combination of a Local and Non-Local Lyapunov
Function

6.1.1 Description

Consider z = f(z) with f € C?(R™,R™) and an exponentially asymptotically
stable equilibrium xg.

1. Local part
e Calculate the local Lyapunov function q =9 or q = v.
e Determine the set {x € R™ | ¢'(z) < 0}.
e Find 7 > 0 such that K := K9(z¢) = {z € R" | q(z) < r?} C {z €
R™ | ¢'(x) < 0} U{xg} (local Lyapunov basin).
2. Preparation
e Choose the radial basis function ¢ (r) = ¢, x(cr) with suitable ¢ > 0
and k € N such that N> o > o* := "TH—i—k, let [ = L%J +k+1.
e Choose a grid Xy including no equilibrium.
3. Non-local part
e (Calculate the approximant g of Q@ =T or () = V by solving AS = «,
for A cf. Proposition 3.5, a; = —¢€ or oj = —p(x;).
Determine the set {z € R" | ¢'(z) < 0}.
Find R € R such that K = {x € B | ¢(z) < R} C {zx e R" | ¢'(2) <

0} U K, where B is an open neighborhood of K.

Then K C A(zg) by Theorem 2.26, where E = K.

6.1.2 Examples

Example 6.1 (Speed-control) As an example let us consider the system

T=1y
. 6.1
{y:—Kdy—x—ng(Igd—l—x—i—l) (6.1)

with Kg =1 and g = 6. This is a speed-control problem discussed in [16], [41]
and [14]; this method has been applied to this example in [22]. The system
(6.1) has the two asymptotically stable equilibria xo = (0,0) and (—0.7887,0),
and the saddle (—0.2113,0). The system fails to reach the demanded speed
which corresponds to the equilibrium (0,0) for some input since the basin
of attraction of xg = (0,0) is not the whole phase space, e.g. the unstable
equilibrium (—0.2113,0) does not belong to the basin of attraction.

The eigenvalues of the matriz Df(0,0) = (_(1) _1) are A2 = —% + ?z

The eigenvectors are vy o = ( 1 ) Following Lemmas 2.27 and 2.28 we

A12
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Fig. 6.2. Left: the function 9(x,y), which is a quadratic form. Right: the negative
values of ¥ (x,y) for (6.1).
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Fig. 6.3. Left: the sign of v'(z,y) (grey) and several level sets of v (black). Middle:
the sign of ?'(z,y) (grey) and several level sets of d (black). Right: comparison of
the local Lyapunov basins K, (black) and K, (grey) for (6.1).

—1
1 0

define the matriz S = ( 1 \/g) and 0(z) = ||Sz||*>. The function v is
T2 2

obtained by solving the matriz equation Df(0,0)T B + BDf(0,0) = —I, cf.

n )
31

Remark 2.34. With the solution B = ( 3 j) we set v(z) = 27 Bx.
2
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Fig. 6.4. Left: the function #(x,y), approximating T' with T"(z,y) = —1. Right:
t'(x,y) for (6.1).

Figure 6.2 shows the quadratic form d(x) and the negative values of its
orbital derivative ¥'(x). In 1. Local part we determine the level set d'(z) = 0
and, since ¥’ is a continuous function, we can determine the sign of 0. In
Figure 6.3, middle, level sets 6[?,?(37@ for different r > 0 are plotted — since
0 is a quadratic form these level sets are ellipses. One of the largest ellipses
inside {x € R? | o'(z) < 0} U {xo} is denoted by K, and is a Lyapunov
basin. The same is done for the quadratic form v in Figure 6.3, left, and the
Lyapunov basins K, and K, are compared in Figure 6.3, right.

In 2. Preparation we choose the Wendland function with k = 1, | = 3,

5

c = g and a heragonal grid with @ = 0.05 and N = 223 points; for the
data of all figures, cf. Appendix B.2. In 8. Non-local part we approximate the
global Lyapunov function T with T'(xz) = —1, i.e. ¢ = 1, by t. Figure 6.4
shows the approzimating function t(z) and its orbital derivative t'(x). Note
that t'(x) ~ —1 in the part of R? where the grid points have been placed. The
level set t'(x) = 0 is calculated and, since t’ is a continuous function, it divides
the regions with positive and negative sign of t', cf. Figure 6.5, right. There
is a small region near xo where t'(x) > 0, this region, however, is a subset
of the local Lyapunov basin K,. We fiz a value R € R such that all points of

K = {z € B|t(z) < R} either satisfy t'(z) < 0 or & € K,. By Theorem 2.26
K is a subset of A(xp). Note that K, ¢ K, but this is not necessary for the
application of Theorem 2.26.

In order to combine the local and non-local function to a Lyapunov function
using the Extension Theorem 4.8, it is necessary that K, C K holds, which
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Fig. 6.5. Left: the sign of v'(z,y) (grey) and the local Lyapunov basin Ky, the
boundary of which is a level set of v (thin black). Right: the sign of t'(z,y) (grey),
the grid points (black +), the set K, the boundary of which is a level set of ¢ (black),
and the local Lyapunov basin K, (thin black) for (6.1). K is a subset of the basin
of attraction of the origin.

is not the case in this example. However, one could choose a smaller sublevel
set Ky = KP(wo) with ¥ < r such that K, C K and t'(z) < 0 holds for all
x € K\ Ky. Then we can also proceed as in Section 4.2.2.

Example 6.2 As a second example we consider

i=—x+a°
fpzoes, o
This example was presented at the NOLCOS 2004 IFAC meeting, cf. [22].
The equilibria of (6.2) are (0,0) (asymptotically stable) and the two saddles
(+1,2). For this system we can determine the basin of attraction of (0,0)
directly: A(0,0) = {(z,y) € R* | =1 < = < 1}. Thus, we can compare our
calculations with the exact basin of attraction.

For 1. Local part we use the local Lyapunov function v, where v(z,y) =
1

(x,y)B(;j) with B = <; D
1

In 2. Preparation, we choose k =1, 1 =3 and c = 5. Our hexagonal grid

has N = 122 points, a = 0.3, and we approzimate V4 where V{(z) = —||z|?.
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Fig. 6.6. Left: the local Lyapunov basin K, (thin black), the boundary of which
is a level set of b, and the sign of v} (grey), where vy is an approximation of V;
with V{ (z,y) = —(2* +y?) using the grid points (black +); there is a region outside
K, where vi(x,y) > 0. Right: here we used the same grid plus four additional grid
points on the y-axis (black +). Now the sign of v} (z,y) (grey) is negative outside
K, (thin black). There is a set K (black), the boundary of which is a level set of v1,
which is a Lyapunov basin for (6.2).

In Figure 6.6, left, there are points with vi(z) > 0 which do not lie
inside the local Lyapunov basin K,. Thus, we cannot apply Theorem 2.2/
nor Theorem 2.26.

Hence, we use a denser grid. It turns out that adding four additional points
on the y-azis suffices. Now we have N = 126 grid points, and the conditions
are satisfied. In Figure 6.6, right, we can proceed with 3. Non-local part. The
level set vi(x) = 0 is calculated. There is a small region near xo where v (x) >
0; this region, however, is now a subset of the local Lyapunov basin K,. We
fix a value R € R such that all points of K = {x € B | v1(x) < R} either

satisfy v;(z) < 0 or & € K. By Theorem 2.26, K is a subset of A(x).
Moreover, we compare the approximations vi, ve and t of the functions

o Vi(@)=—|z|?

o Vi(z)=—[lf(2)]?
o T'(z)=-1

in Figure 6.7. For all three approzimants there are small regions near xo where
vy (x),vh(x),t'(x) > 0, however, they lie inside K,. In the last two cases this
is already obtained for the grid with N = 122 points.

In all three examples of (6.2), cf. Figure 6.7, the local Lyapunov basin is
a subset of the calculated Lyapunov basin, i.e. K, C K. Thus, we can apply
the results of Section 4.2.2 using the extension of the approximated functions
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Fig. 6.7. All three figures show the grid (black +), the local Lyapunov basin K,
(thin black), the set ¢'(z,y) = 0 (grey) and a Lyapunov basin, which is bounded by a
level set of ¢ (black) for (6.2). Left: ¢ = v1, where v1 is the approximation of Vi with
Vi (z,y) = —(2® 4+%°); here we used a grid with N = 126 points, cf. Figure 6.6, right.
Middle: ¢ = v, where vs is the approximation of Vo with Vi (z,y) = —||f(z, y)||*;
here we used a grid with N = 122 points. Right: ¢ = ¢, where ¢ is the approximation
of T with T"(z,y) = —1; here we used a grid with N = 122 points.

v1, Vg, t, Tespectively, and use Theorem 2.24. For (6.1), Figure 6.5, however,
the local Lyapunov basin is not a subset of the calculated one, and thus we
have to use Theorem 2.26.

6.2 Approximation via Taylor Polynomial

6.2.1 Description

Consider & = f(x) with f € C?(R™,R™) and an exponentially asymptotically
stable equilibrium zg. Fix the parameter of the Wendland function & € N and
let c > P > 2+ 0", where o* := ”7“+k.

1. Calculation of n
e Calculate the Taylor polynomial h of V with V'(z) = —|z — x0]?
of order P solving (Vh(z), f(z)) = —||z — zo||* + o(||z — x0[|T), cf.
Definition 2.52 and Remark 2.54.
e Find a constant M > 0 such that n(z) = h(x) + M|z — x0[|*# > 0
holds for all & # xg, cf. Definition 2.56.
2. Preparation
e Choose the radial basis function ¢ (r) = v (cr) with suitable ¢ > 0,
let [ = L%J + k + 1, where k was fixed above.
e Choose a grid Xy including no equilibrium.
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3. Approximation

e Calculate the approximant w(z) of W(zx) = :((f)) by solving AS =
a, where m(z) = ':((5)) cf. Proposition 3.6 and o = —% Set

v (z) = w(z) n(x).

Determine the set {z € R™ | v} (x) < 0}.

Find R € R such that K = {z € B | vw(z) < R} C {z € R" |
vy (z) < 0} U{zo}, where B is an open neighborhood of K.

Then K C A(xg) by Theorem 2.24.

Note that we can use Theorem 2.24 also for negative sublevel sets K =
{zr € B | vw(x) < R} with R € Ry . Indeed, apply Theorem 2.24 to the
function ow (z) := vw (z) + C where C > —minyecx vw (y). Then K = {x €
B|ow(z) <R+ C}and R+ C € R™.

6.2.2 Examples

Ky
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Fig. 6.8. All three figures show Lyapunov basins for (6.2). Left: the grid with
N = 126 points (black +), the local Lyapunov basin K, (thin black), the sign of v}
(grey) and a Lyapunov basin Ky (black) for v1, which is bounded by a level set of
v1, where v; is the approximation of Vi with V{(z,y) = —(2® +?), cf. Example 6.2
and Figure 6.7, left. Middle: a grid with N = 122 points (black +), the sign of v}
(grey) and a Lyapunov basin Kw (black) for vw, which is bounded by a level set
of vw, where vw (z,y) = w(z,y) n(x,y) and w is the approximation of W for (6.2);
this is the approximation of V' using the Taylor polynomial. Right: a comparison of
the three Lyapunov basins K, (local, thin black), Kv (direct approximation of V,
black) and Kw (approximation of V via W using the Taylor polynomial, grey).

Example 6.3 As an example consider the system (6.2) again, cf. Example
6.2. We have n = 2 and fit k = 1, thus c* = % For 1. Calculation of n we
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first calculate the Taylor polynomial b of V' for P =5, cf. (2.31) of Example
2.55:

16

_1 2 2 4 2 9 4 4
h(x,y)—2w ty ety gpat ety

=vo(z,y)

For the function n we have, cf. Example 2.57:

n(z,y) = b() + (2* +4°)°

Lo 9 4, 9 4,16 4 2 233
=50 Ty paty +opat + y+ (2% +y°)°.
Now we approzimate W(x) = %, where V'(x) = —||z||?, by w. For the

function vy (z) = w(z)n(z) we determine the set viy (x) = 0, which divides
the region of positive and negative sign of the continuous function vjy,. As
shown in Figure 6.8, middle, vy, (x) < 0 holds for all x near xo. We find a
Lyapunov basin Ky, cf. Figure 6.8, middle.

We compare this Lyapunov basin Ky with the Lyapunov basin Ky for the
approximation v1 of Vi =V from FExample 6.2 in Figure 6.8, left and right.
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Fig. 6.9. Direct approximation of V. The figures show the local Lyapunov basin
K, (dark grey), the set v'(x,y, 2) = 0 (grey) and a Lyapunov basin Ky (black) for
v, which is bounded by a level set of v for (6.3). Near the equilibrium (0, 0,0) there
is a set where v'(x, y, 2) is positive. Left: the points (z,y, 2) € R® with y > 0. Right:
the points (z,y, z) € R® with y < 0.
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Fig. 6.10. Approximation of V' via W using the Taylor polynomial. The figures
show the set viy (x,y,2) = 0 (grey) and a Lyapunov basin Kw (black) for vw,
which is bounded by a level set of vy for (6.3). Near the equilibrium (0,0,0) the
function v'(z, y, z) is negative. Left: the points (x,y, z) € R® with y > 0. Right: the
points (z,v, z) € R® with y < 0.

Example 6.4 (A three-dimensional example) We consider the system

& =x(e® +y° —1) —y(z> +1)
=y +y? -1 +2(z2+1) (6.3)
2 =10z(2% - 1).

The basin of attraction of the asymptotically stable equilibrium (0,0, 0) is given
by A(0,0,0) = {(z,y,2) € R? | 2?2 + y* < 1,|2| < 1}.

We use k = 1,1 =3 and c = 0.45. We approximate V with V'(x) = —||z|?
directly (cf. Section 6.1) and via W using the Taylor polynomial (this section).
We use the same hexagonal grid with N = 137 points and o = 0.35 for both
approximations.

With P = 5 we calculate the function b(z,y,z) = %xz + %y2 + %22 +
%m‘l + iy‘l + %z‘l + %x2y2. One immediately sees that bh(x,y,z) > 0 holds for
all (x,y,z) # (0,0,0). Thus we set n(x,y,2) = h(z,y,2).

For the figures note that we split the three-dimensional figures in the posi-
tive and negative y-azis. We denote by Ky the Lyapunov basin obtained by
the direct approximation of V, cf. Figure 6.9 — here again we find a set with
v'(x,y, 2) > 0 near (0,0,0) which lies inside the local Lyapunov basin K.
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We denote by Ky the Lyapunov basin obtained by the approzimation of V
via W using the Taylor polynomial, cf. Figure 6.10. In this case all the points
(x,y,2) near (0,0,0) satisfy vy, (z,y,z) <O0.

6.3 Stepwise Exhaustion Using Mixed Approximation

6.3.1 Description

Consider z = f(z) with f € C?(R™,R™) and an exponentially asymptotically
stable equilibrium z¢. Let £k € N and ¢ > ¢*, where ¢* := "TH + k, and let
l=[2|+k+1

1. Step 0: local part
e Calculate the local Lyapunov function gy = 0 or ¢y = v.
e Determine the set {x € R" | ¢y(z) < 0}.
e Find rg > 0 such that Ky := f(ﬂg (xg) ={z € R" | qo(x) <13} C{z €
R™ | gh(z) < 0} U {wo}.
2. Stepi+1>1
e Choose the radial basis function 9 (r) = ;i (cr) with ¢ > 0.
e Choose a grid XY, C 0K;.
e Choose a grid Xy C R"” \f(fj_s(xo) with some € > 0.
[ ]

Calculate the approximant ¢;+1(z) of @ = T or @ = V* by

solving (gT ZO) (5) = (ZO)’ cf. Proposition 3.8, a; = —c or

aj = —p(x;) and f = 1.
Determine the set {z € R" | ¢;,(z) < 0}.
Find r;41 > 1 such that K;41 = {z € B| giq1(z) <13} C {z e R™|

¢i41(x) <0} U K, where B is an open neighborhood of K.

Then K; 1 C A(zo) by Theorem 2.26, where E = K.

6.3.2 Example

Example 6.5 (van-der-Pol oscillator) As an ezample consider the system

{i i ;:’i 3(1 — 2?)y. (6.4)

This is the van-der-Pol system with inverse time. Hence, (0,0) is an asymp-
totically stable equilibrium and the boundary of its basin of attraction is a
periodic orbit.

We calculate the function v(z) = x¥ Bx by solving the matriz equation
11

Df(0,0)T B + BDf(0,0) = —1I, the solution is B = ( 61
T2

>, We obtain a

Wl N

local Lyapunov basin K =: K.



6.3 Stepwise Exhaustion Using Mixed Approximation 145

Fig. 6.11. Left: a local Lyapunov basin K = K (thin black) and the grid points
of X9, (black circles). Right: the grid Xy (black +), the grid X9, (black circles),
the local Lyapunov basin Ko (thin black), the set v'(x,y) = 0 (grey), where v is
the mixed approximation of V* with (V*)(z,y) = —(z? + y?), and the level sets
v(z,y) =1 and v(z,y) = 1.6 (black) for (6.4). The set K, (black) is the sublevel set
v(z,y) < 1.6.

Fig. 6.12. Left: a local Lyapunov basin K = Ko (thin black), the grid X (black +),
the set t'(x,y) = 0 (grey), where t is the approximation of T with T"(z,y) = —2.5
only via the orbital derivative, a level set Kt of ¢ (black) for (6.4). Here we can
apply Theorem 2.26 but we cannot enlarge the Lyapunov basin. Right: comparison
of the local Lyapunov basin Ko (thin black), the Lyapunov basin obtained by mixed
approximation Ki (grey), cf. Figure 6.11, and by an approximation via the orbital
derivative K7 (black) as well as the numerically calculated periodic orbit, i.e. the
boundary of the basin of attraction A(0,0) (dark grey).
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In the next step we use a hexagonal grid Xn of N = 236 points and o =
0.22. The grid X3, consists of M = 16 points on 2 = K, cf. Figure 6.11, left.
10

We choose ¢ = 53 and approzimate the function V* with (V*)'(x) = —||z||2.

The level set v(z) = 1 is approzimately §2. The set K1 = {z € B | v(z) < 1.6}
is a Lyapunov basin with K1 > Ko = K, ¢f. Figure 6.11, right.

If we do not use a mized approrimation but an approximation t via the
orbital derivative as in Section 6.1, one cannot control the values of t. Figure
6.12 shows an approximation t of T with T'(x) = —2.5 with the same grid
Xn only via the orbital derivative. The Lyapunov basin Kr is a subset of

the basin of attraction with Theorem 2.26 and exceptional set K. However,
since Kp 2 K, we cannot define a Lyapunov function by combining the lo-
cal Lyapunov function with t. Thus, we cannot do the next step to enlarge the
Lyapunov basin. Figure 6.12, right, compares the local Lyapunov basin Ky, the
Lyapunov basin K1 of the mized approximation and the Lyapunov basin Kr
of the approzimation via the orbital derivative, respectively, with the numeri-
cally calculated periodic orbit, which is the boundary of the basin of attraction

A(0,0).

For an example of this method with more steps, cf. [23].

6.4 Conclusion

We use Lyapunov functions to determine the basin of attraction of an ex-
ponentially asymptotically stable equilibrium. Among all Lyapunov functions
we have considered two classes: functions with a constant orbital derivative

T'(x) = —¢ and functions, where the orbital derivative is a smooth function
which tends to zero for x — xg; we denote the latter class of Lyapunov func-
tions by V' where V’(z) = —p(z). The difference between these two classes

is that (i) 7" is not defined in g, (ii) the existence proofs for T' and V are
different, (iii) the estimates for ¢’ and v’ are obtained differently and (iv) V is
uniquely determined by the above property, whereas T is only unique if the
values of T'(z) are fixed on a non-characteristic hypersurface.

We can estimate the approximation error for Q@ = T and @ = V by
|Q'(z) — ¢'(x)] < v Since V'(x) = —p(x) which tends to 0 for z — z, a
small ¢+ and thus a dense grid is needed near xg. Far away from x, however,
p(z) is possibly very large and a small value of ¢ is not needed to ensure that
¢’ (x) is negative. Thus, for large basins of attraction, the approximation of
T can be more appropriate, since here t'(xz) < T'(x) + ¢+ = —¢ + ¢ holds for
all points = and hence a small ¢ is important for all z. In examples, however,
the approximation of V and T often do not show very different results; a
reason may be that the error estimate of the theorem is too restrictive and in
applications the grid does not need to be as dense as required by the theorem.

When calculating a Lyapunov basin, the basin of attraction is not known
beforehand. A natural problem is thus, in which part of R™ to choose the grid.
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What happens if we choose grid points which do not belong to the basin of
attraction? This case is not covered by the theorems, but in fact either ¢’ is
positive near these points, cf. Figure 6.5, or the level sets do not reach these
points, cf. Figure 5.2. In both cases some points of the grid are not in the
basin of attraction. However, the Lyapunov basin obtained is always a subset
of the basin of attraction by Theorem 2.26, no matter where we have obtained
the Lyapunov function from.

Thus, after choosing a grid we calculate a function q. If there are points
x with ¢’(z) > 0 outside the local Lyapunov basin, then either these points
do not belong to the basin of attraction or we have to add points to the grid,
however, it is not possible to distinguish between both cases. The theorems
only provide sufficient conditions for a set to belong to the basin of attraction,
we cannot show that points do not belong to the basin of attraction.

Radial basis functions can be used for dynamical systems in more ways:
Using radial basis functions to approximate Lyapunov functions can also be
applied to discrete dynamical systems [25]. Radial basis functions can also
be used for the determination of the basin of attraction of periodic orbits in
continuous dynamical systems [26]. Moreover, the method of this book can be
generalized to time-periodic differential equation, cf. [28].

In this book we provided a general method to construct a Lyapunov func-
tion for an exponentially asymptotically stable equilibrium of an autonomous
ordinary differential equation. We considered Lyapunov functions satisfying
a certain linear partial differential equation and proved their existence. We
used radial basis functions to approximate solutions of these partial differential
equations and thus to construct a Lyapunov function. We used the sublevel set
of these approximative solutions to determine a subset of the basin of attrac-
tion of the equilibrium. We showed that we can cover each compact subset of
the basin of attraction by a sublevel set of a constructed Lyapunov function.
Hence, we provided a method to construct global Lyapunov functions.
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Distributions and Fourier Transformation

In this appendix we give a summary of the facts of Distributions and Fourier
transformation that we need in Chapter 3. We follow Hormander [37], Chapter
I., and Yosida [69], pp. 46-52. The proofs of the results of this section can be
found in these books. In the appendix we consider complex-valued functions
in general, i.e. C¥(R"), C°°(R") denotes C*(R",C), C>=(R",C).

A.1 Distributions

Definition A.1 (supp). The support of ¢ € C*¥(R™), k > 0, is defined as
supp(p) = {z € R™ | p(x) # 0}.

Let 2 C R™ be a set. C§°(§2) denotes the space of functions in C°(R™)
with compact support which is contained in 2.

We define the space D’(R™) of distributions. The condition (A.1) is equiv-
alent to the continuity of T" with respect to a certain norm of C5°(R").

Definition A.2 (Distribution). A linear operator T: C§°(R™) — C is
called a distribution, if for each compact set K C R™ there are constants
C and k, such that

T()l < C Y sup |Dp(z)] (A1)

la| <k reK

holds for all ¢ € C§°(K).

Here we define for the multiinder o = (o, aa, ..., o) € Ni the following
expressions: |a| = Z;.Lzl aj and D* := 0g} ... 0gm. The space of all distribu-
tions is denoted by D'(R™) since it is the dual of the space D(R™) := C§°(R"™)
of test functions. We also write T(¢) = (T, ).

The last notation is derived from the L? scalar product. The next example
shows that all locally integrable functions define a distribution.
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Example A.3 Every function f € Lj (R™), ie. f is locally integrable,
defines a distribution T' through

T(p) = - f(@)p(x) de = (f(x), p(x)).
Indeed, we have |[q. f(@)p(x)dz| < sup,ck o) [ |f(@)|dz for a test
Junction ¢ € C§°(K).

Thus, all L} -functions belong to D’'(R™). But the space of distributions

loc
is larger than L, ; e.g. Dirac’s delta-distribution is not an L] -function.

loc?

Example A.4 Dirac’s §-distribution 0 is defined by (0,p) = ¢(0) for all
¢ € C5(R™).

§ is a distribution, but no L}, function.

We show that § is a distribution: For 0 & K this is clear. Now let 0 € K.
For z € K and ¢ € C§°(K) we have |[{3,¢)| = |¢(0)] < sup,cx [o(x)|.

We show that § is no L} -function. Let x be a function with x €

loc
C3°(R™;[0,1]), supp(x) C B1(0) and x(z) = 1 for ||z| < 5. Set pc(z) :=

z

X(e)' Hence, supp . C B.(0). We assume that there is a function [ €
L}, .(R™) such that

1= [@c(0)] = (0, e)| =

[ t@pdads| < [ gl de

By Lebesgue’s Theorem this term tends to zero for € — 0, since 137(0) con-
verges to zero almost everywhere and f\lrl\<1 |f(z)|dz < oo if f € L} (R"),
contradiction. Thus, § is no L}, -function.

Definition A.5 (Support of a distribution). Let T € D'(R"™), and let
2 C R™ be an open set.

1. We say that T =0 on (2, if
(T,p) =0

holds for all p € C§°(12).

2. The support of a distribution T is the complement of the largest open set,
where T = 0 holds.

3. The space of all distributions with compact support is denoted by E'(R™).
It is the dual of the space E(R™) = C°(R"™).

Example A.6 The d-distribution has the support {0}. Thus, it belongs to
E'(R™) and one can apply it to functions of C>(R™).

We now define operations on distributions. The idea is to apply the
respective operation to the smooth test functions. We define multiplication by
a smooth function, differentiation etc. Note, that for a function ¢ we define

¢(x) = p(=z).
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Definition A.7. Let T € D'(R™), ¢ € C§°(R™).
1. Multiplication by a function a € C*°(R"); we have T € D'(R™).

(aT, ) := (T, ap).

2. Conjugation

3. Check

4. Differentiation; we have %T € D'(R™).

0 0
<aij*"> = <T’axﬁ”>'

These formulas also hold if T" is given by a smooth function f through
T(¢) = [gu f(x)p(x)dz. For 3. this is shown by partial integration; note,
that the test functions have compact support.

Definition A.8 (Convolution). For two continuous functions f,g, one of
which has compact support, we define (f * g)(x) :== [g. f(y)g(x —y)dy.

Definition A.9 (Convolution for distributions). We define the convolu-
tion of a distribution T € D'(R™) with a function ¢ € C§°(R™) as follows:

(T x @) (x) == TY(p(z —y)).
The superscript y denotes the application of T' to ¢ with respect to y. We have
TxpeC®R") and 0*(T x ) = (0°T) * o =T * (0%p).
Convolution of two distributions: For T, S € D'(R™), one of which has compact
support, we define T xS € D'(R™) by

(T S)xp=Tx(Sx*¢p)

for all ¢ € Cg°(R™).
Proposition A.10

1. Let T € D'(R"), p € C(R™). Then we have (T x @) =T * @.
2. Let T, S € D'(R™), one of which has compact support.
Then we have (T« S) =T * 5.

PROOF: For 1. we have

(T @) (x) = (T @) (—2) = TY(p(—z — y))
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(T * @)(x) = TV((x — y)) = T (p(~z +y)) = T"(p(~z — y)).

To prove 2. we have for all ¢ € C§°(R™) by 1.

which proves 2. O

A.2 Fourier Transformation

We follow [69], Chapter V1., and [37], Chapters L. and II. There, one can also
find the proofs of the results stated here. There are different conventions for
the definition of the Fourier transform concerning the constant 27. We use the
definition of the Fourier transform given in [37], cf. the following definition.

Definition A.11 (Fourier transformation in L!). Let f € L'(R"). We
define the Fourier transform f by

flw) = f(m)e_in”” dz.
Rn

If f € LY(R™), then the inversion formula f(z) = (2m)~™ Jzn f(w)eirT“’ dw
holds.

L' is not mapped into itself under Fourier transformation. The Schwartz
space of rapidly decreasing functions, however, will be mapped into itself by
the Fourier transformation, cf. Proposition A.15.

Definition A.12 (The Schwartz space). We define the following function
space S(R™) of rapidly decreasing functions: ¢ € S(R™) if and only if
1. ¢ € C*(R") and

2. for all multiindices o, B there is a constant Cy g such that

su]é) |2 D¢ (2)| < Cas holds.
TeR™

Proposition A.13 (Properties of S(R"™))

1. S(R™) C LP(R™) for all p > 1.
2. C°(R™) Cc S(R™) C C=(R™).
3. C§°(R™) is dense in S(R™).
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Definition A.14 (Fourier transformation in S(R")).
Let ¢ € S(R™). Then ¢p(w) = [gn @(x)e‘i“Tﬂ‘ d.

Proposition A.15 Let ¢ € S(R™). Then

¢ € S(R")
o(z) =(2m)™" /n @(w)e“’T“" dw and
= (2m)"¢.

Moreover, p = ¢.
PROOF: We show that last equation:

go(x)e“"Tz dzr = / go(—x)e_i“’% dz = ¢(w).

n n

blo) = o(-w) = [
O

Proposition A.16 Let ¢, € S(R™). Then we have ¢ x ¢ € S(R™). More-
over, denoting (-,-) = (-,-) 2, we have

(@) ={pd)
(o, 0) = (27)"™(@, ¥ (Parseval’s formula)
prY =g

@ =(2m) " .

Definition A.17 (S'(R"), Fourier transformation in S’'(R™)). We define
S'(R™) as the space of continuous linear operators on S(R™). Then

£(R™) C S'(R") € D'(R™).

Moreover, C3°(R™) is dense in S'(R™).
We define the Fourier transformation for T € §'(R™) by

for ¢ € S(R™).
Proposition A.18 (Fourier transformation in S'(R") — properties)

1. For T € 8'"(R") we have T = (27)" T and T =T.

2. For T € & (R") we have T'(w) = T% (e~ %); this is an analytic function
with respect to w which is polynomially bounded for w € R™ (Theorem of
Paley- Wiener).

3. For T € 8'(R™) we have T=T.
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4. ForTy € S'(R") and Tz € E'(R™) we have Ty * Tp € S'(R™) and
WQ =T -1,
ﬁ = 2m)" Ty * Ts.
Note that the product Ty - Ty is defined, since Ty € C>(R"™).

PROOF: We show 3.: For ¢ € S(R™) we have ¢(w) = [, ei‘”T“’go(x) dx =
Hence,

(w).

6

(T, ) = (T, ) = (T, %) = (T, 3) = (T, )

4. The second formula follows from the first by Fourier transformation in
S’'(R™), 1. and Proposition A.10. O

Definition A.19 (Sobolev space). We define for s € R the Sobolev space
H*(R") = {ue §'R") | (1 + |w|*)?a(w) € L*(R™)}

equipped with the scalar product
(o) = [ (14 []P)* ()] do.

H*R"™) is a Hilbert space. For s € Ny, the Sobolev space H*(R™) coincides
with the space
{u e L*(R") | D*u € L*(R"), |a| < s}

with scalar product (u,v) = 7, <, Jgn Du(z) D¥v(z) dz. The induced
norms are equivalent to each other.
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B.1 Wendland Functions

In the following table we present the functions v, and s for the Wendland
functions 3 1(cr), Ya2(cr) and 15 3(cr). Note that these are the Wendland
functions defined in Definition 3.9 up to a constant, cf. also Table 3.1 in Section
3.1.4. Note that x4 =« for x > 0 and 21 =0 for < 0.

Ya1(cr)

Y(r)|(1 - cr)i[élcr +1]
¥1(r)|—20c*(1 — cr)3.
Yo (r)[60c3L (1 — er)2

T

Ya,2(cr)

P(r) [(1—cr)8[35(cr)? + 18cr + 3]
)| —56¢(1 — cr)3.[1 + 5er]
7)[1680c* (1 — cr)i

P5,3(cr)

Y(r) |(1—cer)[32(cr)® + 25(cr)? + 8cr + 1]
)| —22¢3(1 — cr) [16(cr)? + Ter + 1]
r)(528¢*(1 — er)% [6er + 1]
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B.2 Figures

The parameters for the figures. The grid points are g+« (z + %, j?) where

1,j € Z without the equilibrium (¢ = j = 0) plus some additional points
(add.), thus altogether N points. For the three-dimensional example we used
the points zg + « (z + % + %,j? + QZW’ l\/g) with ¢, 5,1 € Z, excluding the
equilibrium (i = j = I = 0); « is proportional to the fill distance. This
hexagonal grid and its generalization have been discussed at the beginning of
Chapter 6.

The local Lyapunov function ¢ = v or ¢ = 0 was used, the sets {z |
q(z) < L} and {z | ¢(x) < R} were calculated, where the Lyapunov function
Q) was approximated. Note that we did not add a suitable constant to g so
that sometimes R < 0. For interpolation of V' via W we always used a Taylor
polynomial of order P = 5. The mixed interpolations in Figures 5.4 and 6.11
used a second grid X9, with M points. The scaled Wendland function v x (cr)
with [ = ng + k + 1 was used as radial basis function.

Chemostat (1.1)

Fig. kca add. N Q' R local L
11tol4 1%+ 0 153 —[jz[|> 1.7 v 0.025

Example throughout the book (2.11)

Fig. kca add. NM Q@ R local L

2.1,4.1,42,51,6.1r | 2204 2 24 ——[z*-0.95 v 0.09
4.31, 4.41, 5.1r 2202 0 76 - —|z||*> =15 v 0.09
4.3r 2202 0 76 ——[z||*> =15 v 0.045
4.4r 2202 0 76 —-viaW 02 - -

5.21 22015 4 140 — —|z||*> —=1.8 v 0.09
5.2r 2201 0 312 ——|z* -3 o 0.09
5.3 220075 0 484 ——|z[? —=34 o 0.09
5.4 2202 0 7010 —|z|*> 1.1 v 0.09
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Speed-control (6.1)

Fig.

kca add. N @Q R local L

6.2, 6.3m

- 0 0.035

6.31,6.4,65|15005 0 223-1-6 v 0.032

Toy example (6.2)

Fig. kca add. N Q' R local L
6.6r, 6.71,6.81 | 1 303 4 126 —[lz[> -29 v 035
6.7m 1203 0 122 —|f(z)*>-0.65 v 0.35
6.7r 1203 0 122 -1  -08 v 035
6.8m 1203 0 122 viaW 08 - -

Three-dimensional Example (6.3)

Fig. |k ¢ « add. N @’ R local L
6.9 [12035 0 137 —|2? 059 v 0.05
6.10 | 1 2% 0.35 0 137 via W 0.0654 - -

van-der-Pol (6.4)

Fig. |k ca add. NM @ R local L
611 [140022 0 23616 —|z|2 1.6 v 1.15
6.121 | 1 % 022 0 236 - —-25 —-0.25 v 1.15
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Notations

! orbital derivative: Q' (x) = (VQ(x), f(z)), cf. Definition 2.18

‘ temporal derivative @(t) = 4 x(t)

A(zg) Dasin of attraction of xg, cf. Definition 2.9

BQ(x) the set {x € R" | Q(z) < r?} where Q is a Lyapunov function,
cf. Definition 2.23

0z Dirac’s delta-distribution at Z € R, i.e. 4z f(x) = f(Z),
cf. Example A .4

o(z)  local Lyapunov function ?(z) = ||S(x — o)
0'(z) < 2(—v +€)0(x), cf. Lemma 2.28

D'(R™) space of distributions, cf. Definition A.2

E'(R™) space of distributions with compact support, cf. Definition A.5

||? satisfying

f f € C?(R™,R™), right-hand side of the ordinary differential
equation & = f(x), cf. (2.1)

F native space of functions, cf. Definition 3.12

F* dual of the native space, cf. Definition 3.12

h(z)  Taylor polynomial of V(x) with V'(z) = —||z — z¢||?,

cf. Definition 2.52
H?#(R™) Sobolev space, cf. Definition A.19
I identity matrix I = diag(1,1,...,1)
K@ (x0) the set {z € R" | Q(z) < r?} where Q is a Lyapunov function,
cf. Definition 2.23
L Lyapunov function with L'(z) = —¢ L(z) for = € A(xy),
cf. Corollary 2.40
n(z)  n(z) =h(x) + M|z — 20]|?, such that n(x) >0
holds for x # zg, cf. Definition 2.56
w(z)  w-limit set of z, cf. Definition 2.12
0 non-characteristic hypersurface: (n — 1)-dimensional manifold,
often level set of a (local) Lyapunov function, cf. Definition 2.36
Y1.(r) Wendland function, cf. Definition 3.9
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()

C Notations

radial basis function, here ¥ (z) = ¢y i (c||z||) with ¢ > 0 and
a Wendland function 1 5 (r)

S(R™) Schwartz space of rapidly decreasing functions,

cf. Definition A.12

S'(R™) dual of the Schwartz space, cf. Definition A.17

S
T

~

Vv

Lo

flow, solution z(t) of & = f(x), (0) = &, cf. Definition 2.1
Lyapunov function with T"(z) = —¢ < 0 for « € A(zo) \ {z0}
and T'(z) = H(x) for « € §2, cf. Theorem 2.38

function which approximates T'

Lyapunov function with V'(x) = —p(z) for x € A(x),

cf. Theorem 2.46

function which approximates V'

local Lyapunov function satisfying (Vo(x), Df (xo)(z — xo)) =
—||z — z0||?, cf. Remark 2.34

Lyapunov function with (V*)'(z) = —p(z) for € A(xo) \ {z0}
and V*(z) = H(z) for x € {2, cf. Proposition 2.51

equilibrium point of @ = f(x), i.e. f(x¢) = 0, cf. Definition 2.6
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example
three-dimensional, 142

Example (2.11), 29, 57, 107, 115, 125,

134
exceptional set, 20

exponentially asymptotically stable, 13

Extension Theorem, 111

fill distance, 88
flow, 11
Fourier transformation, 153

hexagonal grid, 133
hypersurface, non-characteristic, 33

LaSalle’s principle, 16
Lyapunov basin, 19
Theorem on, 19, 20
Lyapunov function, 18
global
T, 34
V, 42, 47
V=, 47
local, 22
0, 25
v, 29

native space, 77

w-limit set, 15
orbital derivative, 16
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partition of unity, 110 symmetry, 104
positive definite function, 64
positive orbit, 12 Taylor polynomial (of V'), 49

positively invariant, 15

radial basis functions, 61 van-der-Pol oscillator, 144

Riesz representative, 79
Wendland Functions, 72

Sobolev space, 78, 154 Wendland functions, 73, 74, 155
speed-control system, 135 native space, 78
stable, 13 properties, 74
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