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Introduction

The development of cancer therapies over the past 50 years has largely
focused on malignancy as a disease of uncontrolled proliferation. Conse-
quently, the battery of anticancer agents in wide use today are mostly
cytotoxics, tailored to kill rapidly proliferating cell populations. Chemo-
therapeutics, although successful in a few select settings, are associated with
a high degree of toxicity, sometimes intolerable, decreasing therapeutic
compliance, and overall, affording little benefit to cancer patient survival.

In the past decade, oncology drug discovery has undergone a paradigm
shift, moving from broad proliferative antagonists toward “molecularly
targeted” drugs, small molecules and biologics that are specifically tailored
to modulate the proteins that cause or drive malignancy. The underlying
rationale for these new therapies comes from our increasing understanding
of the cellular traits that cells must acquire to develop a full blown
malignancy (Hanahan and Weinberg, 2000), that is, self-sufficiency in
growth signals, insensitivity to growth-inhibitory (antigrowth) signals,
evasion of programed cell death (apoptosis), limitless replicative potential,
sustained angiogenesis, and tissue invasion and metastasis. Recently mar-
keted drugs target several of these traits such as angiogenesis
[e.g., Avastin™ (bevacizumab)] and self-sufficiency in growth signaling
[e.g., Gleevec™ (imatinib mesylate), Erbitux™ (cetuximab), Iressa™
(gefitinib), Tarceva™ (erlotinib), and Herceptin™ (trastuzumab)].

Although these targeted agents have clearly ushered in a new era in which
cancer patients may gain considerable therapeutic benefit, it has become
clear that many of these drugs are only selectively active. For example, it
was initially thought that responders to EGFR-targeted therapies, such as
Iressa™ or Tarceva™, would be those whose tumors expressed high levels
of the EGFR protein. However, this concept could not be validated in larger
series of lung, pancreatic, or colon patients. More recent evidence shows
that patients whose tumors do respond particularly well harbor mutations
within the EGFR gene, which engages prosurvival mechanisms within the
cell (reviewed in Haber et al., 2005). As subsequent studies have grown
larger, the correlation between mutation and drug response is less clear-cut,
underscoring the complexity of the drug—genotype relationship. Likewise,

XV
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only a subset of those patients whose breast tumors are Her2 positive will
respond to Herceptin™, for reasons that are not entirely clear at this time
(Baselga et al., 2004). The foregoing underscores that, although these drugs
represent breakthroughs in cancer therapy, a major challenge will be the
identification of patients that will most likely respond to specific therapies.
The shift toward developing drugs that target the molecular drivers of
cancer, particularly those proteins involved in intracellular signaling,
affords unique opportunities to create a “pharmacological audit trail”
(Chapter 8). With the knowledge of downstream mediators of enzymatic
or receptor functions within the cells, one can begin to molecularly monitor
the effects of drug-target interaction, from cell-based assays through
preclinical models of disease and eventually into the early phases of clinical
development in man. These molecular assays enable pharmacodynamic
measurements of a compound’s effect on its intended target, establish-
ing both a Proof-of-Mechanism (PoM) as well as pharmacodynamic—
pharmacokinetic (PK-PD) relationships that can inform optimal drug dose
and schedule. These measurements provide important guideposts for
subsequent development, particularly in combination therapy settings,
where the clinical effects of the new therapeutics can be accurately inter-
preted at a molecular level. In combination with predictive markers of
response, a sufficiently rigorous test of a drug’s efficacy can follow.

GENOMICS IN CANCER DRUG DISCOVERY
AND DEVELOPMENT

Perhaps the single-most important driver of current oncology drug
discovery is our knowledge of the cancer genome, particularly at the level
of expression of encoded genes, proteins, and regulatory elements.
The coalescence of genome sequencing with laboratory automation and
miniaturization now enables a truly global view of the state of a cancer
cell’s genes and their expression. The translation of this vast genomic
resource into useful insights and tools for the detection and treatment of
cancer is the context in which the current volume of Advances in Cancer
Research was conceived.

CHAPTERS 1-6: DISCOVERY OF CANCER
DIAGNOSTICS AND NEW THERAPEUTIC TARGETS

By examining the signatures of gene or protein expression, cancer
cells can now be readily differentiated from their normal counterparts
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at a molecular level, thus enabling the possibility of cancer diagnostics
(Chapters 1 and 2). Expression analysis has also found significant use in
aiding the selection of patients who may respond to therapy as well as
delineating new therapeutic strategies for specific subtypes of cancer (Chap-
ter 3). With improved diagnosis comes the need for new points of therapeu-
tic intervention. Fuchs and Borkhardt (Chapter 4) and Li et al. (Chapter 5)
illustrate how the use of small interfering RNA and ribozyme libraries,
which now cover a majority of human genes, can identify those that encode
proteins crucial to cell survival. These strategies provide the starting points
for small molecule screening campaigns against the encoded proteins and
the identification of drug leads for preclinical development. Chapter 6, by
Caldwell, focuses on how the information from these screens, as well as
highly parallel cell-based small molecule screens, can be used to identify
new cell-active drug leads and delineate drug mechanism of action. Chapter
7 discusses the use of tumor antigens as potential targets for therapeutic
intervention as well as serving as putative markers of disease.

CHAPTER 8: PRECLINICAL MODELS OF MALIGNANCY

A major challenge in the early validation of new targets is the develop-
ment of well-designed, mechanism-based preclinical animal models of
disease. The traditional development path for chemotherapeutic drugs has
instilled the general notion that animal models of malignancy are neither
realistic nor predictive of therapeutic response in man. While it is certainly
true that xenografts of human tumor cells—the workhorse of preclinical
oncology drug development—are hardly replicative of a human tumor,
mechanism-based drug development can nonetheless benefit considerably
from well-designed models that harbor specific mutations or genetic
backgrounds, for which part of the “pharmacological audit trail” can be
explored. As Kung points out, “We must use targeted models to ask
questions about targeted therapies.”

CHAPTERS 9-11: TRANSLATING NOVEL TARGETED
THERAPIES FROM RODENTS TO MAN: BIOMARKERS
TO MONITOR DRUG ACTION

The successful transition of targeted oncology therapeutics from rodent
models to man is predicated on the transfer of preclinical knowledge of drug
behavior, such as the doses and schedules required for optimal target
inhibition at a molecular level, into the Phase I/Il setting (Chapter 9).
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Early development, rigorous validation, and transfer of these biomarker
assays, both pharmacodynamic and predictive, into the clinic ensures the
optimal opportunity to evaluate the relevance of the proposed mechanisms
in man, and guide administration of the drug to those patients likely to
respond to therapeutic intervention (Chapter 10).

Blood and tissue samples have long been used to measure surrogates of
drug efficacy. Prevalent examples include monitoring the decrease of
CA-125 and prostate-specific antigen (PSA) levels in patients undergoing
treatment for ovarian and prostate carcinomas, respectively. Albeit well
validated, these markers are nonetheless surrogates and do not enable
examination of drug action in disease tissue. In contrast, optical imaging
can be used to assess target engagement via labeled drug, target modulation
by visualization of target substrate level, as well as early indications of
drug efficacy such as tumor shrinkage or glucose uptake. Thus, imaging
technologies provide a means by which the effect of novel therapies can be
rapidly and effectively monitored without direct access to the site of disease
(Chapter 11).

CHAPTERS 12-13: THE SOCIOECONOMIC AND
REGULATORY CHALLENGES OF NOVEL TARGETED
ONCOLOGY THERAPEUTICS

With new therapeutic options come considerable socioeconomic chal-
lenges (Chapter 12). Although estimates vary widely, the costs associated
with bringing a new drug through approval are significant, with a mean of
US$881 million (from a detailed analysis by the Biomedical Industry
Advisory Group, 2005). These costs, and the need to create shareholder
value for pharmaceutical companies, translate into high-priced drugs, as
much as US$17,000 for Erbitux'™ and US$24,000 for Zevalin™ per
patient per month (http://www.slate.com/id/2102844/). Many of these
drugs will be taken over long periods of time. Thus, although the benefits
of these new therapies are clear, can society sustain the financial burden?
Similarly, regulatory agencies face significant challenges—increasing patient
advocacy, industry lobbying, pressure for more rapid approval, and the
mechanisms to continue to evaluate fast-track approved drugs. The infor-
mation associated with targeted agents, particularly data derived from
genomic analysis of patient populations, has provoked considerable debate
and has been responded to, in part, by the Critical Path Initiative in the
US. This is likely to become a key driver for evidence-based medicine
(Chapter 13).
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It must be emphasized that this volume is not intended to be comprehen-
sive, but rather to provide a snapshot of how genomic sciences are impact-
ing the detection and treatment of cancer and how these changes are likely
to affect the regulatory and socioeconomic landscape of cancer manage-
ment. The chapters within should be viewed as starting points for the
interested reader.

We would like to acknowledge many individuals at Elsevier who made
this volume possible: Hilary Rowe who first proposed the idea to address
the impact of genomics in oncology drug discovery; Melissa Turner for
originally organizing the volume contributions; Phil Carpenter and Mara
Conner for organizing these chapters into the Advances in Cancer Research
volume; Drs. George van de Woude and George Klein for accepting the
proposal for this volume, and Ejaz Ahmad and Prakash Kumar for rapid
and excellent copy editing. Finally, we would like to sincerely thank all of
the authors for their respective contributions without which this volume
would not have been possible.

Garret M. Hampton
San Diego, USA

Karol Sikora
London, United Kingdom
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Ovarian cancer is the fifth most common form of cancer in women in the United
States. It is a complex disease composed of different histological grades and histological
types. Most of epithelial ovarian cancer cases are detected at an advanced stage. Patients
usually respond to primary treatment with surgery and chemotherapy. However, the
disease usually recurs and is ultimately fatal. So far, a satisfactory screening procedure
and regime to treat the recurrence disease are not available. High-throughput genomic
analyses have the potential to change the detection and the treatment of ovarian
neoplasms. They can help diagnose subtypes of disease and predict patient survival.
New diagnostic and prognostic markers for ovarian cancer are emerging. One day,
profiling may influence treatment decisions, informing both which patients should
receive chemotherapy and what type of chemotherapeutic agents should be employed.
As greater numbers of tumor samples are analyzed, the power of these profiling studies
will increase, raising the possibility that novel molecular targets and less toxic therapies
will be identified. These powerful techniques hold the potential to unravel the genetic
origins of ovarian cancer. Hopefully, this will translate into earlier diagnosis and better
patient outcome from disease. © 2007 Elsevier Inc.
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I. INTRODUCTION

Ovarian cancer is the fifth most common form of cancer in women in the
United States, accounting for 4% of the total number of cancer cases and
25% of those cases occur in the female genital tract. Because of its low cure
rate, it is responsible for 5% of all cancer deaths in women. It was estimated
that 16,210 deaths would be caused by ovarian cancer in the year 2005 (Wu
et al., 2005). The vast majority of ovarian cancers are carcinomas of the
surface epithelial type (Boring et al., 1994). Most of epithelial ovarian
cancer cases are detected at an advanced stage (where metastases are present
beyond the ovaries) and are rarely curable (Boente et al., 1996). This dismal
prognosis has stimulated research on methods for early detection (Bast
et al., 1995) with the hope of improved survival. However, such work has
failed thus far to yield a satisfactory screening procedure. Other than the
lack of satisfactory screening procedure for detecting early stages of ovarian
cancer, poor survival is also caused by the development of drug resistance in
the tumor cells. Patients with early stage disease (stage I/II) have generally
favorable survivals. Despite the good prognosis for early stage ovarian
cancers, a subset of these patients develop aggressive recurrent disease.
At this point, it is impossible for clinicians to predict which group of
patients will have a poor prognosis (i.e., who should be monitored and
treated differently from patients with more indolent early stage ovarian
cancer).

The development of drug resistance by tumor cells contributes to the poor
survival of ovarian cancer patients. While 80% of advanced ovarian cancers
(stage III/IV) respond to primary treatment with surgery and chemotherapy,
the disease usually recurs and is ultimately fatal. Although most patients
die within 2 years of diagnosis, a subset of patients, even with clinically and
morphologically indistinguishable disease, develop a more chronic form of
ovarian cancer and may survive 5 years or more with treatment. It is
possible that patients with indolent cancer should be monitored and treated
differently from patients with rapidly progressing ovarian cancer. At this
point, clinicians do not have the tools to predict the clinical course of the
disease.

A. Clinical-Pathological Features of Epithelial
Ovarian Tumors

The majority of ovarian neoplasms are “epithelial” and thought to origi-
nate from the single layer of cells at the surface of the ovary or the same cells
lining inclusion cysts entrapped in ovarian stroma. Most of these inclusion
cysts are believed to arise as a consequence of the tissue damage and repair
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that occur with ovulation. Epithelial ovarian tumors are classified as
benign, low malignant potential (borderline), or malignant (Serov and Scullt,
1993) and further distinguished by differences in the histological type of
cell. Benign ovarian tumors are lined by a single or minimally stratified
layer of cells, which are columnar and often ciliated in serous tumors or
contain abundant apical cytoplasmic mucin in mucinous tumors. Borderline
tumors (BOTs) or tumors of low malignant potential (LMP) are character-
ized by atypical epitheliums with cellular proliferation and pleomorphism
but without stromal invasion. Malignant epithelium demonstrates marked
atypia, increased mitotic activity, and stromal invasion. Serous tumors are
the most common form of ovarian neoplasm with epithelial cells resembling
those of the fallopian tube. They comprise about 50-60% of primary
epithelial ovarian tumors. Mucinous tumors are cystic tumors with locules
lined with mucin-secreting epithelial cells resembling either endocervical
or colonic epithelium. They comprise approximately 8-10% of primary
epithelial ovarian tumors. Endometrioid and clear cell lesions constitute
about 10% of epithelial tumors and resemble tumors that originate in the
endometrium. Other tumor cell types include Brenner, mixed epithelial
type, and undifferentiated (Lee et al., 2003). Taken together, ovarian cancer
is a heterogeneous type of disease comprising with different types and
forms.

In general, women with epithelial ovarian cancer have a poor prognosis.
Due to lack of symptoms with early disease, ~70% of ovarian cancer
patients present with disease involving the upper abdomen (FIGO stage III/IV)
(Marsden et al., 2000). These patients receive platinum- and taxane-based
chemotherapy after surgery, and ~70% achieve a complete clinical response
initially, in which no disease can be detected by physical examination, tumor
CA125 levels, and CT scan (Auersperg et al., 1998). The majority of these
patients will eventually relapse. Some patients relapse within 6 months and
die with chemoresistant disease, while some patients have late relapses with
chemosensitive disease, and thus prolonged survival. Currently, clinicians do
not have tools to predict which patients with advanced stage disease will
relapse with chemoresistant disease. Furthermore, new therapeutic regi-
mens to treat these patients are needed, as all of these patients succumb to
their disease.

In contrast to patients with late-stage ovarian cancer, women with early
stage disease (FIGO stage I/II) have an excellent prognosis, 5-year survival
rates being greater than 90%. Postoperative chemotherapy is only adminis-
tered to a subgroup of “high risk” patients who have tumor involving one or
both ovaries with pelvic extension and/or positive peritoneal washings/fluid
(stages IC, IIA, IIB, IIC). Patients with stages IA and IB disease who have
poorly differentiated or clear cell tumors are also given chemotherapy.
Studies have shown that up to 60% of patients in this “high risk” early
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stage group will never relapse, even without chemotherapy (Trimbos et al.,
2003a,b). At present, however, it is impossible to predict which of these
patients are most likely to recur; therefore, all patients in this group are
given chemotherapy. Ability to determine likelihood of disease relapse would
allow for selective treatment of those patients who are most likely to develop
recurrent disease.

B. Clinical and Molecular Prognostic Markers for
Ovarian Cancer

Several clinical features have been shown to have significant impact on
ovarian cancer patient survival. As discussed in Section L.A, patients with
early stage diseases have significantly better survival rate than those with
late-stage diseases. Optimally debulking of patient surgically (ability to
remove residual tumor nodules which are greater than 2 cm) is associated
with improved outcomes. In addition, patients with poorly differentiated
tumors and clear cell lesions have a poorer prognosis than those with low-
grade tumors or BOTs, or mucinous ovarian cancer, respectively. Finally,
other clinical features, such as a large volume of ascites and age at the time
of diagnosis (>65 years), have also been shown to be associated with poorer
clinical outcomes (Cannistra, 1993).

Recent molecular studies have identified multiple markers, which have
prognostic values. Both epidermal growth factor receptor (EGFR) and HER-
2/neu overexpression have been shown to be associated with poor prognosis
of the disease (Kokuho et al., 1993; Meden and Kuhn, 1997; Skirnisdottir
et al., 2001). Other oncogenes, such as MYC amplification (Diebold et al.,
1996) and nm23 overexpression (Scambia et al., 1996), have also been
shown to correlate with poor survival. Clinical correlation studies have
demonstrated that TP53 mutation and p53 overexpression are associated
with shorter survival in ovarian cancer (Hartmann et al., 1994; Klemi et al.,
1995; Mayr et al., 2000; Ozalp et al., 2000; Reles er al., 2001), and
resistance to platinum-based chemotherapy (Reles et al., 2001). Besides
P53, studies on another tumor suppressor protein p27 have indicated that
loss of p27 is a frequent event in ovarian carcinomas. This protein also
served as a useful prognostic marker for predicting disease recurrence in
primary ovarian carcinomas (Masciullo ef al., 1999). Recently, using Gyne-
cologic Oncology Group (GOG) clinical trial specimens, we demonstrated
that increased cyclin E expression is associated with amplification of the
gene and a poor prognosis for patients with advanced serous ovarian cancer
(Farley et al., 2003). Taken together, while multiple prognostic markers
have been identified in ovarian cancer, most of these markers possess limited
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discriminatory power owing to the small number of patients used in the
studies. Furthermore, additional variables may also affect clinical outcome
obscuring the true prognostic value of these markers. Genome-wide ana-
lyses may overcome some of these limitations facilitating the identification
of clinically relevant diagnostic and prognostic markers associated with
the disease. For example, they can evaluate multiple targets allowing the
development of interrelated gene lists predicting for a clinical endpoint. In
addition, expression changes and genomic alterations can be correlated on a
global level.

II. GENOMIC APPROACHES IN
BIOMARKER DISCOVERY

A. Genome-wide Loss of Heterozygosity Analysis

Loss of heterozygosity (LOH) analyses of solid tumors have not only
enabled the delineation of specific minimally lost regions as the likely
locations of critical tumor suppressor genes but also provided the molecular
portrait of the pattern of accumulation of genetic alterations in a multistep
progression of cancer (Fearon and Vogelstein, 1990; Lasko ef al., 1991;
Thiagalingam et al., 2001; Vogelstein et al., 1988, 1989; Yokota and Ookawa,
1993). The utilization of available LOH data as markers for diagnosis and
prognosis of cancer has also become generally accepted. A higher frequency
of consistent LOH at defined chromosomal regions critical for specific cancers
has made this a useful, reliable DNA marker for diagnosis and prognosis of
cancer, regardless of whether the target gene has been identified (Dong et al.,
2001; Sidransky, 1997). Using multiple microsatellite markers located on differ-
ent chromosomes for LOH studies, we and other investigators have identified
multiple regions, which are frequently deleted or lost in both BOTs and
invasive epithelial ovarian cancers (IEOC) (Auersperg et al., 1998). Those
loci displaying an LOH rate greater than 25% are summarized in Table 1.
High-grade invasive carcinomas show significantly higher LOH rates at
6q25.1-26 and 11p15 than other ovarian tumors. The identification of
a significantly higher LOH rate at the PTEN locus in endometrioid and
clear cell carcinomas versus other histotypes suggests that endometrioid
and clear cell carcinomas may have distinct pathogenetic pathways. In
contrast, BOTs demonstrate an LOH rate less than 25% at most of the loci.
However, among BOTs, significantly higher LOH rates were identified at
3p13-14.3 and Xq11.2-q12 in comparison to IEOC, suggesting that a large
subset of BOTs may not progress to IEOC.
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Table I Summary of Regions Frequently Displaying LOH in Epithelial Ovarian Tumors”
Physical/
Loci/Flanking Genetic
Chromosome  Location loci distance LOH (%) Histopathology
1p 1p36 MTHFR 43 sC
3p 3p25-pter D351620 38 sC
3p24 THRS 33 sC
3p13-14.3 D3S30 25-33 SC, SBOT,
SBN
Sq 5q13.1-21 D55424-D5S644 22 cm 47 SC
6q 6q25.1-26 D65473-D65448 4 cm 44 HGSC
6q27 D6S149 300 kb 50 SC
6q27 D65264-D6S297 3cm 35-50 SC, EC, CC
7q 7q31.3 D75655-D75480 1300 kb 50 SC
7q31.2 D75486-7G14 150 kb 37 SC
7q31.1 D7S8522 73 SC
8p 8p21 D8S136 50 SC
9p 9p21 D9S171-IFNA 39 SC
9p22-23 D9S162-D9S144 38 SC
9q32-34 D9S16-ASS1 50 SC
10q 10g23.3 PTEN 27-42 EBN, EC, CC
11p 11p15.1 D11S1310 4 cm 47 HGSC
11p15.3-15.5 D11S2071-D11S988 11 cm 50 HGSC
11q 11q22-23.2 D11S35-D11S925 42 SC, EC
11q23.3-24.3 D11S934-D11S1320 8.5 mb 58-69 SC, EC
11q23.3-qter D11S925-D11S1336 2 mb 75 SC
D11S912-D115S439 8 mb 67 LGSC, HGSC
12p 12p12.3-13.1 D12S89-D12S364 7 cm 26 SC
129 12q23-qter  D125278 30 sC
14q 14q12-13 D14580-D14S75 45
14932 D14S65-D14S267 63
17p 17p13.3 D17528-D17530 15 kb 80 sC
17q13.1 pS3 35-70  SC, EC,
CC, MC
17q 17921 D1751320-D1751328 400 kb 65 SC
17925 D17S801 2 cm 60-70 SC, EC,
CC, MC
18q 18923 D18S5-D18S11 60 Ne
18q21 D18S474 36 SC
22q 22q12-q13  D225284-CYP2D 0.5cm  45-65  SC,EC
Xp Xp21.1-p11.4 DXS7-DXS84 60 SC
Xq Xqll.2-q12 DXS1161-PGK1P1 1cm 25-60 SBOT, HGSC

9SC, serous carcinoma; SBOT, serous borderline ovarian tumor; SBN, serous benign tumor; HGSC, high-
grade serous carcinoma; EC, endometrioid carcinoma; CC, clear cell carcinoma; EBN, endometrioid benign
tumor; MC, mucinous carcinoma; LGSC, low-grade serous carcinoma.
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B. Genome-wide Comparative Genomic
Hybridization Analysis

Comparative genomic hybridization (CGH) is a powerful whole genome
assay available for detecting gene copy number at a given genomic comple-
ment. This method involves competitive hybridization of tumor and normal
reference DNA differentially labeled with distinct fluorescent molecules to
normal human metaphase chromosome spreads. Based on the relative
intensity of the two fluorescent colors, regions of the chromosome with a
gain or loss in gene copy number can be identified in a single hybridization
(Kallioniemi et al., 1992). One of the advantages of chromosomal CGH is
that it can make use of archival materials when frozen tissues are not
available, increasing the number of cases that can be analyzed to enhance
the statistical power of the analysis. This unique capability also allows for
the analysis of specimens obtained from multiple centers, and the evaluation
of prospective and retrospective tumor specimens to facilitate correlative
clinical studies. Using chromosomal CGH, earlier studies demonstrated that
more than 20% of ovarian cancers show increased copy numbers on 1p22-31,
1q25-31, 2q32-33, 3q25-26, Spld-pter, 6p22-25, 7q22-31, 8q24, 11q14-22,
12p12, 13q31-34, 18q12-22, and 20q13; and decreased copy numbers on
8p21-23, 16q, 17p, 17q21-22, 19, and Xp (Arnold et al., 1996; Iwabuchi
et al., 1995; Sonoda et al., 1997). High-grade tumors showed significantly
higher copy number abnormality (CNA) frequencies than low-grade tumors.
This difference has been further confirmed by a more recent study which also
showed that underrepresentation of 11p and 13q and overrepresentation of
8q and 7p correlated with high-grade tumors, while 12p underrepresentation
and 18p overrepresentation were significantly more frequent in well-
differentiated and moderately differentiated tumors (Kiechle et al., 2001).
These data suggest that high-grade and low-grade tumors may have differ-
ent pathogenetic pathways. Focusing on clear cell carcinomas, a recent
study demonstrated that 25-75% of cases showed increased copy numbers
on 8q11-q13, 8q21-q22, 8q23, 8q24-qter, 17q25-qter, and 20q13-qter; and
decreased copy number on 19p (Suehiro et al., 2000). The altered frequencies
of CNAs in different histological subtypes of carcinomas suggest that they
may also follow distinct pathological pathways.

The correlation between disease stage and CNA frequencies has also been
evaluated. One study showed that increased CNAs on 3q25-26, 5p14-pter,
8924, 20q13 and decreased CNAs on 17p and 17g21-22 were more com-
mon in late-stage disease (Sonoda et al., 1997). Using microdissection to
increase the percentage of tumor cells, CGH analysis on borderline ovarian
tumors has been performed. A study on 11 serous BOTs showed increased
CNAs on Spl4-pter, 7q22-31, 8q24, 12p12, 13q31-34, 18q12-22, and
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20q13 (Wolf et al., 1999). Correlative studies have also examined CNA
frequencies and chemoresistance. In a clinical study, 11 cases of ovarian
cancer with high sensitivity to cisplatin-based chemotherapy and 29 cases of
ovarian cancer with chemoresistance were reported. Sakamoto et al. (1998)
identified significant decrease in copy number decrease on Xp, and increase in
copy number on 19q in chemoresistant cases, suggesting that —Xp and +19q
were likely to be a genetic event associated with intrinsic drug resistance.

Chromosomal CGH has a limited resolution (10-20 Mb) because of its
dependence on chromosomal bands. In addition, extensive follow-up work
is required to identify candidate genes after regions of gain or loss have been
identified. To overcome some of these limitations, a new variation of CGH
has been developed to replace normal metaphase chromosomes with a plat-
form using long stretches of human DNA (100-200 kb) packaged in replica-
ble units called bacterial artificial chromosomes (BACs). These BACs are
selected in such a way that they are evenly distributed throughout the genome
and can be arranged in an array to further resolve the loci of interest after
hybridization (Pinkel et al., 1998). Depending on the number of BACs
selected, the entire genome can be represented in a single array.

Using high-density BAC array comparative genomic hybridization (CGH),
Cheng et al. demonstrated amplification of chromosome 1q22 centered at
the RAB25 small GTPase locus, which is implicated in apical vesicle traffick-
ing, in approximately half of ovarian cancers. RAB25 mRNA levels were
selectively increased in stages III and IV serous epithelial ovarian cancers
compared to other genes within the amplified region, implicating RAB25
amplification as a driving event in the development of the amplicon. Further-
more, increased DNA copy number or RNA level of RAB2S was associated
with markedly decreased disease-free survival in ovarian cancer (Cheng et al.,
2004).

Although BAC array CGH allows the identification of DNA copy number
variation at an increased mapping resolution on a locus-by-locus basis, the
identification of specific genes that are involved remains tedious and chal-
lenging. In contrast to BAC array CGH, cDNA array analysis is an alterna-
tive platform, which can be used to assess DNA copy number variation.
Representing over 30,000 radiation hybrid (RH)-mapped human genes,
c¢DNA arrays provide a readily available genomic resource so that can
evaluate DNA copy number changes on a gene-by-gene basis. Such an
approach has been used successfully to identify DNA copy number changes
in specific genes in breast cancer (Pollack et al., 1999, 2002) and ovarian
cancer cell lines (Bourdon et al., 2002).

Using microdissected tumor tissue samples combined with a ¢cDNA array
CGH platform that we have recently developed (Tsuda et al., 2004), we
identified multiple genes that showed significantly higher DNA and RNA copy
number simultaneously in clear cell ovarian cancer compared to serous and
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Fig. 1

Chromosome 7

Serous

Clear cell

Endometrioid

¢DNA array CGH profiles showing the mean DNA copy number of genes located on

chromosome 7 in (A) 20 serous adenocarcinomas, (B) 31 clear cell adenocarcinomas, and
(C) 15 endometrioid adenocarcinomas. The arrow indicates increase in DNA copy number of
ABCEF2 located on chromosome 7q36.

endometrioid types of ovarian cancer (Tsuda et al., 2005). One of them is
ABCE2 located on chromosome 7q36 (Figs. 1 and 2). Subsequent studies
showed that cytoplasmic ABCF2 protein levels were significantly higher in
tumor tissue samples obtained from patients who did not respond to chemother-
apy compared to those who responded to the treatment (Tsuda et al., 2005).
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Fig. 2 Expression profiles showing the mean fold change in RNA levels of genes located on
chromosome 7 in (A) 12 serous adenocarcinomas, (B) 18 clear cell adenocarcinomas, and
(C) 9 endometrioid adenocarcinomas. High levels of claudin 4 (CLDN4) expression were
identified in all histological subtypes. Significantly higher expression of DLXS was identified in
both clear cell and endometrioid subtypes than the serous type. Significantly higher expression of
ABCEF2 was identified in clear cell subtype than both the serous and the endometrioid subtypes.

Taken together, CGH analyses have identified multiple prognostic mar-
kers in ovarian cancer. However, most of these markers have limited discri-
minatory power due to the fact that the number of patients used in the
studies is small, and clinical outcomes are influenced by multiple factors,
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which have not been taken into consideration, particularly in ovarian
cancer, which is a heterogeneous type of disease.

C. Transcription Profiling

Transcription profiling is a large-scale approach for analyzing gene expres-
sion data, which has been widely used to identify differentially expressed genes
and molecular signatures in many biological processes (Alizadeh et al., 2000,
p. 821; Barlund et al., 2000, p. 115; DeRisi et al., 1996, p. 39; DeRisi et al.,
1997, p. 31; Golub et al., 1999, p. 6; Wang et al., 2000, p. 562; Xu et al., 2000,
p. 566). Multiple platforms including oligonucleotide and cDNA arrays have
been used. Within the last 3 years, several investigators have published
intriguing results of microarray analysis on ovarian cancer specimens
(Table II). Ismail ez al. (2000) reported a study of 864 DNA elements screened
against 10 ovarian cancer cells lines, and 5 normal epithelial cell lines. They
identified 2535 differentially expressed genes. A similar study was published in
2002 by Matei et al. (2002). Their study used a 12,600-element chip to screen
cultures derived from 21 ovarian carcinomas and 9 normal ovaries. One
hundred eleven genes were overexpressed in the cancer cells. In another note-
worthy cDNA microarray study, Manderson et al. (2002) focused expression
of genes located on chromosome 3 in ovarian cancer. They used a microchip
containing 290 expression sequencing tags (ESTs) mapping to chromosome
3 to screen 4 ovarian cancer cell lines and 1 normal ovarian epithelial cell line.

Table II  Select Microarray Studies of Ovarian Cancer
References Array type Material used Findings
Ismail et al.,  864-element 10 ovarian cancer cell 44 HOSE-specific and
2000 cDNA array lines versus 5 normal 16 serous ovarian
HOSEs cancer-specific genes
Wong et al., 2400-element 3 ovarian cancer cell lines 30 genes with expression
2000 MICROMAX versus 3 HOSEs levels greater than
c¢DNA array tenfold
Matei et al.,  12,600-element 21 ovarian cancer 173 genes with expression
2002 cDNA array cell lines versus levels greater than
9 normal ovaries 2.5-fold
Manderson 290-element 3 ovarian cancer cell lines 25 differentially expressed
et al., 2002 chromosome and 1 HOSE ESTs
3 ESTs
Shridhar et al., 18,000-element 21 early stage versus 43 genes with expression
2001 cDNA array 17 advanced stage levels greater than

Sawiris et al.,

2002

516-element
c¢DNA “Ovachip”

ovarian cancer
Ovarian cancer and
colon cancer

tenfold
2 clusters of differentially
expressed genes
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They found 25 differentially expressed ESTs, including 6 ESTs unique to
those cancer cell lines which demonstrated significant increase in growth
rate compared to that of human ovarian surface epithelial cells (HOSEs).
The authors concluded that investigation of these ESTs could facilitate
the identification of novel chromosome 3 genes implicated in ovarian
tumorigenesis whose encoded proteins could be useful screening markers.

Using the MICROMAX™ human ¢DNA microarray system I, which
contains 2400 known human DNA elements including human genes and
ESTs, we generated expression profiles from three ovarian cancer cell lines
and three normal ovarian epithelial cell cultures. Thirty genes with Cy3/CyS5
signal ratios ranging from 5 to 444 were identified as overexpressed in the
cancer cells (Wong ef al., 2000). Of particular interest were a number of
secretory proteins, since these could be detectable in serum potentially
serving as tumor markers. Among these, prostasin and osteopontin were
chosen for further study and have been shown to be candidate markers for
ovarian cancer screening (Kim et al., 2002; Mok et al., 2001). Furthermore,
an autoantibody against another overexpressed gene, which encodes the
epithelial cell antigen (Ep-CAM), has also been demonstrated to be useful in
the early detection of ovarian cancer (Kim et al., 2003).

To avoid potential artifacts arising from the use of cell cultures manipu-
lated in vitro, other investigators have chosen to study RNA derived directly
from surgically resected tumor. Shridhar ef al. (2001) evaluated 18,000
DNA elements using RNA from 21 early stage and 17 advanced stage
ovarian tumors. They concluded that further study of proteins found to be
overexpressed in early stage ovarian cancer would be a good starting point
for the search for markers to aid in early detection. Sawiris et al. (2002)
produced a 516-element array termed “Ovachip” for its relevance to ovarian
cancer. They found that screening with the Ovachip identified “expression
patterns” that could differentiate between ovarian cancer and colon cancer
specimens. This suggests that microarray technology may reveal markers
able to distinguish ovarian cancer from other pelvic-abdominal tumors.

Using an oligonucleotide microarray comprising over 40,000 features,
37 advanced stage papillary serous primary carcinomas, and 6 brushings
from normal ovarian surface epithelium for expression profiling analysis,
Donninger et al. (2004) identified 22,579 sequences as informative for all
of the specimens. From this list, we extracted 1191 genes differentially
regulated in the tumor specimens as compared to normal hOSE at a p-value
<0.001. Using gene ontology (GO) analysis, specific genes involved in cell
growth, differentiation, adhesion, apoptosis, and migration were identified.
In addition, through the use of PathwayAssist software, which employs a
natural language-processing algorithm to identify protein interactions
contained in the entire PubMed abstract database, signaling pathways asso-
ciated with tumor cell proliferation, migration, spread, and invasion were
characterized in the advanced stage papillary serous ovarian tumors (Fig. 3).
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Fig. 3 Pathway analysis identifies differentially regulated genes contributing to the pheno-
types associated with late-stage high-grade papillary serous ovarian cancer. PathwayAssist
version 2.5 software was used to identify putative signaling pathways contributing to high-
grade disease among genes identified as differentially regulated when compared to ovarian
surface epithelium (p < 0.001). Signaling events stimulating cell cycle progression, invasion,
and enhanced motility featured prominently.

Expression profiling has also been used to examine the relatedness of
gynecologic cancers of different histologies and organs of origin. For instance,
Shedden ez al. (2005) looked at 103 microdissected primary ovarian and
uterine carcinomas of the endometrioid or serous histotype and asked whether
gene expression was predicted best by organ of origin or tumor phenotype.
With a 7000-element oligonucleotide microarray, they were able to construct
unique gene expression profiles for both histological subtype and organ of
origin, concluding that organ and histological subtype equally contribute to
gene expression profiles. Moreover, they identified subsets of ovarian and
uterine endometrioid adenocarcinomas with a particular defect in Wnt signal-
ing, and these tumors shared similar gene expression profiles not seen in
tumors lacking this defect.
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Fig. 4 Graphic depiction of principal components analysis of ovarian and endometrial
cancers according to histology. Principal components analysis was performed after imputing
values using Partek Pro 2000 software. These data were imported into Matlab software to
allow depiction of the elliptical region where the addition of a new sample of each group would
fall within a 95% confidence interval. (A) Analysis of tumors with serous histology showing
two nonoverlapping elliptical regions separating endometrial (upper) from ovarian (lower)
specimens. (B) Analysis of tumors with endometrioid histology showing two nonoverlapping
elliptical regions separating endometrial (upper) from ovarian (lower) specimens. (C) Analysis
of tumors with clear cell histology showing overlapping elliptical regions representing endome-
trial (upper) and ovarian (lower) specimens. (D) Analysis of tumors according to organ of
origin demonstrates three overlapping elliptical regions among ovarian, endometrial, and renal
clear cell specimens. Two different orientations (1 and 2) are illustrated.

In a similar study, we used an 11,000-element cDNA array to examine the
gene expression profiles of late-stage, high-grade endometrioid, serous, and
clear cell ovarian and uterine carcinomas (Zorn et al., 2005). Principal
components analysis, which depicts the similarity among samples by their
proximity within three-dimensional space, demonstrated that the gene
expression profiles of endometrioid and serous subtypes of ovarian and
endometrial cancers are more distinct by organ of origin than by histology
(Fig. 4A—C). Interestingly, however, clear cell cancers of the ovary, endome-
trium, and even the kidney share such similar gene expression profiles that
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the organs cannot be reliably distinguished (Fig. 4D). This observation was
confirmed using class prediction analysis employing leave-one-out cross-
validation and permutation analysis suggesting that clear cell cancers,
regardless of organ involvement, might benefit from treatment directed by
histological subtype, while serous and endometrioid tumors of the ovary
and endometrium should continue to be evaluated using an organ-based
approach.

Expression profiling has also been used to establish the relationship
among tumors of similar histology but varying grade. These types of tumors
frequently have substantially different clinical courses. For instance, we
sought a gene signature that could differentiate invasive papillary serous
ovarian carcinomas from serous BOTs (Bonome et al., 2005), using carefully
microdissected specimens from the tumors of 80 previously untreated ovar-
ian cancer patients and 10 normal (OSE) cytobrushings. Unsupervised
hierarchical clustering of the genes meeting the filtering criteria generated
a dendrogram depicting the relatedness among normal ovarian surface
epithelium, serous BOTs, low-grade and high-grade invasive serous carci-
nomas (Fig. SA). These results suggest that not only are serous BOTs clearly
distinct from high-grade serous lesions, but in fact borderline serous tumors
appear more closely related to OSE than to high-grade serous ovarian
carcinomas. Furthermore, low-grade serous lesions more closely cluster
with BOTs than with high-grade lesions, suggesting that low-grade serous
ovarian carcinomas and borderline serous tumors may represent a distinct
subset of tumors from high-grade disease. We validated these relationships
in silico using binary tree prediction employing a compound covariate pre-
dictor (Fig. 5B), and with an independent set of 4 serous and 13 low-grade
microdissected serous ovarian tumors.

Underlying the distinct phenotypes between high-grade invasive disease
and borderline serous tumors were genes associated with cell cycle control,
cell proliferation, and DNA repair (Table IIIA and B). By interrogating this
list using PathwayAssist software, we identified a molecular pathway in-
volving p21 and p53 that appears to differentiate BOTs from high-grade
papillary serous ovarian carcinoma and may account for the limited invasive
capacity of borderline serous lesions. This corresponds to previous studies
demonstrating increased mutation of p53 in invasive, but not borderline,
serous ovarian tumors (Singer et al., 2005). Additional analysis involving
greater numbers of tumor specimens will increase our ability to discriminate
gene expression among the broad variety of ovarian tumors, and, eventually,
highlight key signaling events to be targeted by novel therapies.

Recently, transcription profiles have been identified that can predict
patient survival. Using bulked RNA isolated from high-grade ovarian can-
cer obtained from 68 patients and a 22,000-element oligonucleotide array
platform, Spentzos et al. (2004) identified a 115-gene signature referred to
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Fig. 5 Hierarchical clustering and binary tree analysis of the 14,468 probe sets passing the
filtering criteria for microdissected LMP, low-grade and high-grade papillary serous tumors.
(A) Clustering analysis was completed using the 1-correlation metric with centroid linkage. The
close association of LMP (green) and low-grade (blue) is evidenced at node II, while high-grade
(red) tumors clustered tightly at node I. Misclassified specimens are highlighted with a black
arrowhead. (B) Binary tree analysis confirmed the hierarchical clustering results. Tree diagram
was generated using binary tree prediction followed by leave-one-out cross-validation to
estimate the error associated with the tree-building process. OSE samples were classified as
basal to the ovarian cancer specimens. LMP tumors and low-grade cancers were more closely
aligned to each other, as were early and late-stage high-grade tumors. Percentages indicate the
misclassification error associated with each node.

as the Ovarian Cancer Prognostic Profile (OCPP). While the signature
maintained its independent prognostic value in multivariate analysis, fur-
ther validation of differential gene expression by quantitative PCR has not
been performed. Berchuck et al. (2005) also used a 22,000-element oligo-
nucleotide array platform to examine survival in 54 patients with late-stage
serous ovarian cancers. They identified an expression model that could
distinguish patients who survived less than 3 years from those who lived
greater than 7 years. In addition, they tested their model on the 68 patient
samples from Spentzos and associates and found the same set of genes again
predicted short-term versus long-term survival. They then validated the
array using RT-PCR on three of the most differentially expressed genes.
Interestingly, when the advanced tumors from the 24 long-term survivors in
the Berchuck and associates study were compared with RNA from another
group of 11 early stage cases, the predictive model showed that the cancers
from the long-term survivors and the cancers from the early stage cases



Table III

Signature Genes Associated with Serous Ovarian Tumors

LocusLink ID

Fold change*

Gene name

Parametric p-value

A. Signature genes associated with serous borderline ovarian tumors

Secretoglobin, family 2A, member 1
Asparaginase-like 1 protein
Calcyphosine-like protein

Enkurin

Hypothetical protein LOC80217
Ciliated bronchial epithelium 1
Hypothetical protein FLJ40427
Keratin 23

Breast cancer membrane protein 11
Hypothetical protein LOC138255
Hypothetical protein LOC146845 (wdr16)

B. Genes associated with high-grade late-stage serous ovarian carcinoma

4246 27.28
80150 20.53
133690 19.92
219670 13.26
80217 12.59
84688 11.93
201625 10.31
25984 10.23
155465 9.87
138255 9.65
146845 9.50
7849 10.36
983 9.56
140690 9.49
10635 8.60
1894 8.47
81610 8.31
1058 7.87
83461 7.64
56133 7.56
9133 7.43
55165 7.28

Paired box gene 8

Cell division cycle 2, G1 to S and G2 to M (CDC2)
CCCTC-binding factor (zinc finger protein)-like protein
RADS51-associated protein 1

Epithelial cell transforming sequence 2 oncogene
Hypothetical protein LOC81610

Centromere protein A, 17kDa

Cell division cycle associated 3

Protocadherin beta 2

Cyclin B2

Hypothetical protein LOC55165

6e—07
<le—07
7e—07
<le—07
4e—07
1.1e-06
<le—07
4e—07
2.7e—06
5.4e—06
6e—07

1.3e-06
<le—07
7.36e—05
<le—07
<le—07
<le—07
<le—07
<le—07
8.32e—05
<le—07
<le—07

*Relative to OSE.
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shared a similar expression pattern. This suggests a shared biology for early
stage ovarian cancers and the subset of advanced tumors that follows a
favorable clinical course.

Gene expression analysis has the potential to change the treatment of ovari-
an neoplasms. Expression profiles can help diagnose subtypes of disease and
predict patient survival. One day, profiling may influence treatment decisions,
informing both which patients should receive chemotherapy and what type of
chemotherapeutic agents should be employed. As greater numbers of tumor
samples are analyzed, the power of these profiling studies will increase, raising
the possibility that novel molecular targets and less toxic therapies will be
identified. These powerful techniques hold the potential to unravel the genetic
origins of ovarian cancer. Hopefully, this will translate into earlier diagnosis
and better patient outcome from disease. Furthermore, by integrating newly
developed genotyping technology such as single nucleotide polymorphism
(SNP) arrays to interrogate whole genome LOH and copy number changes
with expression profiling, we will be able to get a better understanding of the
underlying genetic changes in ovarian cancer.
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Despite impressive scientific achievements over the past few decades, cancer is still a
leading cause of death. One of the major reasons is that most cancer patients are diagnosed
with advanced disease. This is clearly illustrated with ovarian cancer in which the overall
S-year survival rates are only 20-30%. Conversely, when ovarian cancer is detected early
(stage 1), the 5-year survival rate increases to 95%. Biomarkers, as tools for preclinical
detection of cancer, have the potential to revolutionize the field of clinical diagnostics.
The emerging field of clinical proteomics has found applications across a wide spectrum
of cancer research. This chapter will focus on mass spectrometry as a proteomic
technology implemented in three areas of cancer: diagnostics, tissue imaging, and
biomarker discovery. Despite its power, it is also important to realize the preanalytical,
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analytical, and postanalytical limitations currently associated with this methodology.
The ultimate endpoint of clinical proteomics is individualized therapy. It is essential that
research groups, the industry, and physicians collaborate to conduct large prospective,
multicenter clinical trials to validate and standardize this technology, for it to have real
clinical impact. © 2007 Elsevier Inc.

I. CURRENT CANCER BIOMARKERS

Currently, hundreds of tumor markers exist, yet most of them fall short of
expectation. Clinicians expect that a marker should be beneficial to their
patients in terms of improved morbidity, mortality, and quality of life.
To illustrate the point, even if a biomarker is able to detect relapse a few
months prior to clinical symptoms, if effective treatment does not exist, this
information does not necessarily translate into improved outcome. More-
over, knowledge of tumor marker elevation may be potentially harmful
since it shortens disease-free survival and adds to patient anxiety.

Despite their known shortcomings, tumor markers continue to be used in
a variety of clinical settings. Some of the current applications of tumor
markers and their limitations are listed in Table 1.

Currently, controversy exists regarding the optimal use of tumor markers
among clinicians and laboratory medicine specialists. This is reflected in
practice guidelines developed by various professional societies. In 1998, the
National Academy of Clinical Biochemistry (NACB)' sponsored a consensus
conference to develop guidelines for the analytical performance and clinical
utility of tumor markers (Fleisher er al., 2002). The recommendations
focused on pre- and postanalytical concerns, the use of reference intervals,
and the manner in which tumor markers should be used clinically, with
specific attention to screening, diagnosis, monitoring, or prognosis.

In the mid-1980s, a working group consisting of German scientists, physi-
cians, and representatives of the diagnostics industry were established. In
1993, this group published a consensus statement on the criteria for use of
tumor markers with respect to clinical relevance, analytical methods, and
manufacturing requirements (European Group on Tumour Markers, 1999;

! Abbreviations: NACB, National Academy of Clinical Biochemistry; EGTM, European
Group on Tumor Makers; SEER, Surveillance, epidemiology, and end results; WHO, World
Health Organization; EDRN, Early Detection Research Network; ELISA, Enzyme-linked
immunosorbent assay; CGAP, Cancer Genome Anatomy Project; SAGE, Serial analysis of gene
expression; EST, Expressed sequence tag; SELDI-TOF, Surface-enhanced laser desorption/
ionization-time-of-flight; MUDPIT, Multidimentsional protein identification technology;
HPLC, High-performance liquid chromatography; ESI, Electrospray ionization; MALDI, Matrix-
assisted laser desorption; FT-ICR MS, Fourier transform ion cyclotron ionization resonance mass
spectrometer; CID, Collisional-induced dissociation; SILAC, Stable-isotope labeling with amino
acids in cell culture; ICAT, Isotope-coded affinity tag; LCM, Laser capture microdissection;
IMAC, Immobiliszed metal affinity capture; NCI, National Cancer Institute.
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Table I Current Applications of Tumor Markers

Application Clinical value Comments
1. Population screening Limited Low diagnostic sensitivity
and specificity
2. Diagnosis Limited Low diagnostic sensitivity
and specificity
3. Prognosis Limited Not sufficiently accurate
4. Tumor staging Limited Not sufficiently accurate
5. Tumor localization and Limited Low specificity, low efficiency
targeted therapy
6. Detection of recurrence Controversial Short lead time, unavailable effective
therapy, misleading information
due to low specificity
7. Monitoring therapeutic Important Biomarker usually superior to imaging
response modalities
8. Prediction of therapeutic Important Therapy given only to those who will
response benefit sparing others from toxic

side effects

Van Dalen, 1993). This group was formally constituted as the European
Group on Tumor Markers (EGTM) in 1997. Many other clinical organiza-
tions, such as the American Society of Clinical Oncology (ASCO), formulated
their own recommendations [Bast e al., 2001a,b; Tumor Marker Expert
Panel (ASCO), 1996]. Reviews on practice guidelines for tumor markers
have been published (Duffy et al., 2003; Loi et al., 2004; Sturgeon, 2001,
2002) as well as strategies for their development (Oosterhuis et al., 2004).

II. EARLY DETECTION

Cancer continues to be diagnosed late, when therapeutic options are limited
to palliative care. In our battle against cancer, emphasis should shift from
clinical diagnosis to preclinical disease detection, before cancer metastasizes
and becomes incurable. In an era of evidence- and outcomes-based medicine,
the following questions are relevant: (1) Why do we need early cancer
detection? and (2) When is an early disease detection program warranted?
(Etzioni et al., 2003).

The answer to the first question is twofold: (1) Treatment of advanced
disease is almost never curative. This is illustrated in the very modest gains
in survival rates of patients diagnosed with advanced cancers of different
organs from 1973 to 1997 (National Cancer Institute, 2002). (2) Early
detection of cancer improves outcome. Ovarian cancer is a good example



26 Da-Elene van der Merwe et al.

Table Il  Projected Changes in Survival with Early Detection”

Five-year survival rate if

Tumors localized Five-year survival all tumors were localized
Cancer site when detected (%) rate (%) when detected (%)
Lung 19 16 49
Colorectal 41 64 90
Breast 65 87 97
Prostate 65 920 100

“Based on data from SEER (National Cancer Institute, 2002) for cases diagnosed between 1990 and
1999 inclusive. Cases with in situ or unstaged disease have been excluded. The favorable overall
S-year survival among breast and prostate cancer patients is partly due to the prevalence of screening
during the calendar years considered. Reprinted from Etzioni et al. (2003) with permission from copyright
owners.

where early detection can have a major impact. More than two-thirds of
ovarian cancer cases are detected at an advanced stage, when the cancer
cells have spread away from the ovarian surface and have disseminated
throughout the peritoneal cavity (Menon and Jacobs, 2002; Meyer and
Rustin, 2000). The resulting S-year survival rate is 20-30% with the
best available treatment. Conversely, when the cancer is detected early
(stage 1), conventional therapy leads to 95% S-year survival (Bast et al.,
1983; Cohen et al., 2001; Jacobs et al., 1999; Menon and Jacobs, 2000).
Similar figures apply to colon and other cancers. The best evidence comes
from the Surveillance Epidemiology and End Results (SEER) program con-
ducted by the National Cancer Institute (2002). Survival is excellent for the
main cancers when early-stage disease is treated with existing therapies
(Table II).

A. When Is an Early Detection Program Warranted?

According to the World Health Organization (WHO) the following criteria
need to be fulfilled: (1) the disease must be common and associated with
serious morbidity and mortality, (2) screening tests must be able to accurately
detect early-stage and potentially curable disease, (3) treatment after detec-
tion through screening must show a significant advantage relative to the
treatment without screening, and (4) evidence that the overall potential
benefits outweigh the potential harms and costs of screening (Winawer
et al., 1995). For early detection to be an effective and practical approach,
screening tests must satisfy four basic requirements. (1) Screening tests
should distinguish healthy individuals from cancer cases with a high degree
of accuracy, that is, high sensitivity and specificity and high positive and
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negative predictive values. (2) Detection should be possible before the
disease progresses to an advanced stage, when treatment is less effective.
(3) Screening tests should ideally differentiate between aggressive lesions
(which require treatment) and benign tumors, avoiding the problem of
overdiagnosis. (4) Tests should be inexpensive, minimally invasive, and well
accepted by the targeted population.

Although screening tests are currently in use for some cancers, very few
satisfy these requirements.

IIl. THE NEED FOR NEW DIAGNOSTIC STRATEGIES

Refinements in more conventional diagnostic strategies, such as imaging,
have had a substantial benefit to patients over the last 25 years. The
potential to detect early breast cancer by mammography or the ability of
computed tomography, ultrasonography, and magnetic resonance imaging
to reveal small masses or tumor metastasis are but a few examples. How-
ever, hybrid strategies, combining imaging with other modalities should
work better. Novel biomarkers, as additional tools to detect preclinical
cancers, have the potential to revolutionize the way we diagnose and
manage cancer in the future.

The rapidly expanding field of cancer biomarker discovery prompted the
establishment of the Early Detection Research Network (EDRN) by the
National Cancer Institute (NCI) (Srivastava and Kramer, 2000). The pur-
pose of the EDRN is to coordinate research among biomarker development
laboratories, biomarker validation laboratories, clinical repositories, and
population screening programs with the hope to facilitate collaboration and
to promote efficiency and rigor in research. The objectives of the EDRN
for biomarker development and validation can be summarized in five con-
secutive phases: (1) preclinical exploratory, (2) clinical assay and validation,
(3) retrospective longitudinal, (4) prospective screening, and (5) cancer
control (Sullivan et al., 2001).

Until recently, biomarker discovery was a laborious, linear, and slow
process, where each candidate biomarker is first identified and then
validated for specificity and sensitivity by using mainly an enzyme-linked
immunosorbent assay (ELISA). With the advent of the post-genomic era,
powerful new approaches are being realized. One approach is to use
bioinformatics such as digital differential display and in silico Northern
analysis utilizing SAGE, EST, cDNA arrays, or other parallel (Brenner and
Johnson, 2000) nucleic acid analysis techniques, and the databases of the
Cancer Genome Anatomy Project (CGAP) to compare gene expression
between healthy and cancerous tissues in order to identify overexpressed
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genes (Hermeking, 2003; Hess, 2003; Polyak and Riggens, 2001; Tuteja
and Tuteja, 2004; Yousef et al., 2003). Gene expression analysis by
microarray technology is another method that identifies overexpressed
genes in cancer, with the potential to develop cancer biomarkers (Hampton
and Frierson, 2003; Hellstrom et al., 2003; Lu et al., 2004; Welsh et al.,
2001, 2003; Zarrinkar et al., 2001). However, some of the best cancer
biomarkers (such as PSA) are not overexpressed in cancer (Magklara
et al., 2000).

The emerging field of clinical proteomics is not only well suited to the
discovery and implementation of new biomarkers, but it could also be
applied across the spectrum of cancer research (Fig. 1). Proteomics refers
to the systematic study of the total protein complement (proteome) encoded
and expressed by a genome or by a particular cell, tissue, or organism
(Pusch et al., 2003). Many researchers have hypothesized that the best
cancer biomarkers will likely be secreted proteins (Welsh et al., 2003).
Approximately 20-25% of all cell proteins are secreted. Proteins, or their
fragments, originating from cancer cells or their microenvironment,
may eventually enter the circulation. The patterns of expression of these
proteins could be analyzed by mass spectrometry in combination with
mathematical algorithms. Proteomic pattern diagnostics include proteomic

Proteomics in cancer research

— | Screening
Material Mass spectrometry Outcome Diagnosis
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Cancer cell - . . ]
X Profiling Diagnostics Therapy
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Fig. 1 Application of clinical proteomics in cancer research. Clinical material (cell lines,
tissues, or biological fluids) is analyzed by mass spectroscopy with or without chromatographic
separation for either imaging, proteomic profiling, or for identification of putative biomarkers.
This analysis can lead to development of novel diagnostics or for understanding tumor biology.
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pattern profiling of serum by surface-enhanced laser desorption/ionization-
time-of-flight (SELDI-TOF) mass spectrometry combined with bioinformatic
tools (Petricoin et al., 2002¢). The rest of this chapter will focus on mass
spectrometry as a tool for biomarker discovery and as a diagnostic platform
for cancer.

IV. MASS SPECTROMETRY

The concept of global protein analysis as a complete inventory of human
proteins was proposed 20 years ago (Anderson and Anderson, 2002;
Anderson et al., 2004), and proteomic research was driven in the mid-1990s
by the development in three areas: two-dimensional gel electrophoresis, mass
spectrometry, and bioinformatic databases. In “top-down” proteomics, intact
proteins are analyzed. In “bottom-up” proteomics, the proteins are proteo-
lytically cleaved intentionally, using enzymes. In contrast, the endogenous
peptides of serum or plasma presumably result from physiological proteolysis
in Vivo or in vitro.

Commonly available mass spectrometers are sensitive to the hundreds of
atto mols and zeptomolar sensitivity has been demonstrated (Dick Smith).
However, in practice sensitivity is overwhelmingly dependent on sample
preparations.

Mass spectrometry-based proteomics has become the method of choice
for the analysis of complex protein samples. Mass spectrometers have been
used for many decades as diagnostic tools in clinical laboratories and have
enjoyed many successes in the area of identification and quantification of
relatively small molecules (molecular mass < 1000 Da). Recent interest in
this technology for studying larger molecules, such as nucleic acids and
proteins, has escalated significantly (Aebersold and Mann, 2003; Fenn
et al., 1989; Pedrioli et al., 2004; Tyers and Mann, 2003). This has been
made possible not only by the availability of genome sequence databases, but
particularly by the discovery and development of novel protein ionization
methods recognized by the 2002 Nobel Prize in chemistry.

A mass spectrometer consists of an ion source, a mass analyzer that
measures the mass-to-charge ratio (m/z) of the ionized analytes and a
detector that registers the number of ions at each m/z value (Aebersold
and Mann, 2003). A typical proteomic experiment usually consists of five
stages. (1) The proteins to be analyzed, present in cell lysates, tissues, or
fluids are separated by various fractionation or affinity selection techniques
(Lim and Elenitoba-Johnson, 2004). This defines the “subproteome” to be
analyzed. The most powerful recent strategy integrates different separation
methods as multidimensional combinations (MUDPIT) such as ion-exchange
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and reverse-phase HPLC. (2) Enzymatic protein degradation to peptides
(usually by trypsin). MS of whole proteins is less sensitive than peptide MS
and the intact protein by itself may not be as easily detected, although
methods for examining large proteins are rapidly advancing. (3) Peptides
are routinely separated by high-performance liquid chromatography in very
fine capillaries and eluted into an electrospray ion source where they are
nebulized in small, highly charged droplets. After evaporation, multiple
protonated peptides enter the mass spectrometer. (4) A mass spectrum of
the peptides eluting at each time point is taken. (5) These peptides are
prioritized for fragmentation and a series of tandem mass spectrometric
(MS/MS) experiments ensues to obtain sequence information. Identified pep-
tides are matched against protein sequence databases to eventually identify
the proteins of interest.

Essential to proteomic studies is the simplification of a complex mixture
of proteins into less complex components. In general, measurement of
peptide masses by MS is experimentally and mathematically (Mann et al.,
2001) simpler than the calculation of intact protein masses. The ability to
accurately determine the mass of a unique peptide that originates from a
particular protein greatly facilitates the identification of that protein (Hunt
and Shabanowitz, 1987; Smith and Anderson, 2002).

A. lonization Source

Mass spectrometric measurements are carried out in the gas phase on
ionized analytes. Two techniques are most commonly used to volatize or
ionize the proteins or peptides, namely electrospray ionization (ESI) and
matrix-assisted laser desorption/ionization (MALDI) (Karas and Hillenkamp,
1988; Nakanishi et al., 1994). ESI ionizes analytes out of a solution and
is therefore readily coupled to liquid-based separation tools (e.g., chro-
matographic and electrophoretic). MALDI ionizes the samples out of dry,
crystalline matrix via laser pulses. MALDI-MS is normally applied to rela-
tively simple peptide mixtures, compared to ESI-MS combined with liquid-
chromatography (LC-MS), which is preferred for the analysis of complex
samples. A variant MALDI technology, which has been used extensively
in diagnostics, is surface-enhanced laser desorption ionization (SELDI)
(Merchant and Weinberger, 2000). In this technology, a surface (Protein-
Chip™) functions as a solid phase extraction tool. The objective is to
overcome the requirement for purification and separation of proteins prior
to MS analysis (Aebersold and Goodlett, 2001).
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B. Mass Analyzers

The mass analyzer separates ions according to m/z ratio. In terms of
proteomics, its key parameters are sensitivity, resolution, mass accuracy,
and the ability to generate information-rich mass spectra from peptide
fragments (Mann et al., 2001; Pandey and Mann, 2000; Wilkins et al.,
1998). Four basic types of mass analyzers are commonly used in
proteomic research: the ion trap, time-of-flight (TOF), quadruple, and
Fourier transform ion cyclotron resonance mass spectrometer (FT-ICR
MS) analyzer. They all have different characteristics and can be used on
their own or in combination with each other to optimize results (Lim and
Elenitoba-Johnson, 2004).

C. Protein Identification

1. PEPTIDE MASS FINGERPRINTING

This is the simplest method for protein identification which combines
enzymatic digestion, mass spectrometry, and data analysis. The peptides
generated are analyzed by MS and the masses are compared with theoretical
mass spectra of proteins listed in databases. Software algorithms for peptide
mass mapping include Peptldent/Multildent and ProFound (MacCoss et al.,
2002; Zhang and Chait, 2000).

2. PEPTIDE SEQUENCING BY TANDEM
MASS SPECTROMETRY

This technique is based on collisional-induced dissociation (CID) that
randomly cleaves peptide bonds between adjacent amino acid residues. This
yields ion series that eventually reveal the amino acid sequence of a peptide.

D. Quantitation

Small molecules are routinely quantified on triple stage quadrupole mass
spectrometers and this may one day be extended to peptides. A quantitative
dimension has been added to MS experiments by stable-isotope dilution
(SILAC), which is based on the principle that pairs of chemically identical
analytes of different stable-isotope composition can be differentiated by
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MS owing to their mass difference, and that the ratio of signal intensities for
such analyte pairs accurately indicates the abundance ratio for the
two analytes (Conrads et al., 2002; Mirgorodskaya et al., 2000; Yao
et al., 2001). Another technology, isotope-coded affinity tags (ICAT), relies
on stable isotope labeling of cysteine residues (Gygi et al., 1999; Von Haller
et al.,2003a, b). The advantage of this method is that it allows evaluation of
low-abundance proteins and proteins at both extremes of molecular weight
and isoelectric point. Absolute quantitation requires prior identification of
the analyte and the use of external or internal standards.

V. MASS SPECTROMETRY-BASED DIAGNOSTICS

Mass spectrometry has been used in two different settings in the area of
cancer diagnostics, first for the discovery of novel cancer biomarkers and
second as a cancer diagnostic and imaging tool. The discovery of biomar-
kers and their use as early detectors of cancer is based on the hypothesis that
a complex interplay exists between a tumor and its host microenvironment
(Liotta and Kohn, 2001). As blood perfuses through a diseased organ, the
serum protein profile is altered as a result of ongoing physiological and patho-
logical events. This may include proteins being overexpressed and/or abnor-
mally shed, clipped, modified, or removed due to abnormal activation of the
proteolytic degradation pathway, generating a unique signature in blood
(Fig. 2). As a consequence, the expressed serum protein profile is different
between normal and diseased states. This creates a unique opportunity to
exploit accessible body fluids, such as serum, urine, saliva, seminal plasma,
malignant ascites, or cerebrospinal fluid, for the discovery of novel biomarkers.

A. Mass Spectrometry as a Tissue Imaging Tool

A recent advance, laser capture microdissection (LCM) provides a means
of rapidly procuring pure cell populations from the surrounding heteroge-
neous tissue, allowing the use of tissue as an additional medium to discover
novel biomarkers (Banks, 1999; Emmert-Buck et al., 1996). The concept of
MALDI-MS-based imaging mass spectrometry was introduced in 1997
by Caprioli et al. (1997). MS is used to map the distribution of peptides
and proteins directly from thin tissue sections and allows visualization of
500-1000 individual protein signals in the molecular weight range from
2000 to 200,000. Matrix is deposited uniformly over the section and
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Primary turmor

Fig. 2 Schematic representation of blood composition after contribution of molecules or cells
by tumor due to angiogenesis or tissue destruction. The enrichment of blood with tumor- or
microenvironment-derived components can be used for diagnostics.

analysis of the tissue is performed over a predetermined two-dimensional
array or grid generating a full mass spectrum at each grid coordinate. Each
spectrum is generated with an average of 15-50 consecutive laser shots at
each coordinate. From the intensity of a given m/z value, a density map or
image can be constructed. It is essential to maintain three conditions: (1) the
deposition process must not disperse or translocate proteins within the
section, (2) the matrix solution must wet the tissue surface to form crystals
which contain cocrystallized proteins, and (3) the crystal dimensions must
be smaller than the image resolution (Chaurand ef al., 2002). Imaging mass
spectrometry is still in an early developmental stage and many improvements
in sample preparation, handling, and instrumentation can be expected in
future. However, this technique yields a wealth of information about
the protein pattern trends within a tissue sample, and differentially
expressed protein profiling between healthy and cancerous tissues has
already been explored for novel cancer biomarker identification (Schwartz
et al., 2004; Yanagisawa et al., 2003). More recently, this method has been
used to predict tumor response to molecular therapeutics (Reyzer et al.,
2004). This may become an important means to delineate surgical margins
in real time during surgery.
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B. Mass Spectrometry as a Biomarker Discovery Tool

The use of MS as a biomarker discovery technique is conceptually
straightforward. Fluids or tissue extracts from a diseased group, as well as
a control group, are analyzed by MS and the differentially expressed peaks
are identified. These peaks potentially represent molecules that could be
measured with simpler and cheaper techniques, such as ELISA, for the purpose
of diagnosis and management of cancer. A list of candidate biomarkers identi-
fied by MS is shown in Table III (Cho ef al., 2002; Johnson et al., 1994;
Koomen et al., 2005; Zhang et al., 2004). So far, MS discovery efforts have
focused on three subsets of the proteome: (1) polypeptides and whole

Table IIl Serum Concentration of Some Abundant Proteins, Classical Cancer Biomarkers,
and Putative New Cancer Biomarkers Identified by Mass Spectrometry”

Approximate
concentration Biomarker for
Compound (pmol/liter) cancer type References

Serum proteins
Albumin 600,000,000 - Johnson et al., 1994
Immunoglobulins 30,000,000 - Johnson et al., 1994
C-reactive protein 40,000 - Johnson et al., 1994
Classical tumor markers
a-Fetoprotein 150 Hepatoma, testicular Johnson et al., 1994

Prostate-specific antigen 140 Prostate Johnson et al., 1994

Carcinoembryonic antigen 30 Colon, pancreas, Johnson et al., 1994
lung, breast

Choriogonadotropin 20 Testicular, Johnson et al., 1994
choriocarcinoma

(3-Subunit of 2 Testicular, Johnson et al., 1994

choriogonadotropin choriocarcinoma

Mass spectrometry-identified proteins

Apolipoprotein A1l 40,000,000  Ovarian, Liotta et al., 2003;
pancreatic Zhang et al., 2004

Transthyretin fragment 6,000,000 Ovarian Zhang et al., 2004

Inter-a-trypsin inhibitor 4,000,000 Ovarian, Koomen et al., 2005;

fragment pancreatic Zhang et al., 2004

Haptoglobin-a-subunit 1,000,000 Ovarian, Koomen et al., 2005
pancreatic

Vitamin D-binding protein 10,000,000  Prostate Zhang et al., 2004

Serum amyloid A 20,000,000  Nasopharyngeal, Koomen et al., 2005;
pancreatic Cho et al., 2002

aq-Antitrypsin 10,000,000  Pancreatic Koomen et al., 2005

ap-Antichymotrypsin 5,000,000 Pancreatic Koomen et al., 2005

aReproduced from Diamandis and van der Merwe (2005) with permission from copyright owners.
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proteins that can be analyzed by electrophoresis with or without prior
fractionation, (2) enzymatic peptide fragments separated by liquid chroma-
tography and analyzed with either ESI or MALDI, typically after one or
more chromatographic or other fractionation steps, and (3) naturally occur-
ring peptides (the peptidome), which provide a complementary picture of
many events at the low mass end of the plasma proteome (Liotta et al.,
2003; Loboda and Krutchinsky, 2000; Marshall and Jankowski, 2004;
Villanueva et al., 2004). The biggest challenge in uncovering potential
biomarkers present in serum lies in the complexity and dynamic range of
the proteome. Various prefractionation steps have been applied to mine into
the subproteome in order to reach the low-abundance and likely the most
informative molecules (Fig. 3).

C. Mass Spectrometry as a Cancer Diagnostic Tool

The concept and utility of multivariate protein markers as opposed to a
single indicator to diagnose disease has been established for some time.
More than 20 years ago, it became clear that different tumor cell types
could be distinguished based on patterns of metabolites analyzed by GC-MS
(Jellum et al., 1981). Investigators are currently using two types of proteomic
technologies to mine the proteomic signature in order to differentiate bet-
ween normal and diseased states: protein microarrays and mass spectrometry.
We will concentrate on the latter for the purpose of this chapter.

Mass spectrometry of endogenous human serum peptides using the Ciphergen
Biosystems TOF in the MALDI or SELDI mode (Weinberger et al., 2000) as a
diagnostic tool and their identification by MALDI-Qq-TOF was successfully
demonstrated by Jackowski and coworkers (Takahashi er al., 2001). Later
Petricoin and coworkers proposed using only the SELDI pattern of the
unidentified peaks as a diagnostic tool (Petricoin et al., 2002a). Biovision
(BioVisioN AG, Hannover, Germany) proposed the examination of the
MALDI profile of endogenous peptides prepared by reversed phase chro-
matography against a previously established library of analytes. Their ap-
proach is based on identifying patterns of differentially expressed proteins
analyzed by computer algorithms, between samples from diseased and
nondiseased subjects, without requiring knowledge of the identity of the
individual discriminating molecules (Tammen et al., 2003). Since then, many
papers have been published on using protein pattern profiling in diagnosing
various types of cancer (Table IV) (Adam ez al., 2002; Dolios et al., 2003;
Ferrari et al., 2000; Koopmann et al., 2004; Kozak et al., 2002; Langridge
et al., 1993; Lehrer et al., 2003; Li et al., 2002; Liotta and Petricoin,
2000; Petricoin et al., 2002a,b; Poon et al., 2003; Qu et al., 2002; Rosty
et al., 2002; Sasaki et al., 2002; Sauter et al., 2002; Stegner et al., 2004;
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Fig. 3 Schematic representation of successive chromatographic separations for enrichment of
fractions with low-abundance proteins. For further discussion see text.

Tammen et al., 2003; Vlahou et al., 2001; von Eggeling et al., 2000;
Wadsworth et al., 2004; Wright et al., 1999; Zhukov et al., 2003). The vast
majority of the data were generated using SELDI-TOF technology
(Ciphergen Biosystems, Fremont, CA). In general, it has been reported that
this technology can achieve much higher diagnostic sensitivities and specifi-
cities (nearly 100%) compared to classical single biomarkers (Conrads et al.,
2004; Powell, 2003). If these findings are reproduced and validated, they
could have immediate clinical impact. However, it is important to highlight
some limitations of this technique as well and discuss a number of
controversial issues surrounding its implementation into clinical practice.
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Table IV  Protein Pattern Profiling for Cancer Diagnosis

Cancer type

References

Ovarian Petricoin et al., 2002a; Kozak et al., 2002

Breast Liotta and Petricoin, 2000; Li et al., 2002; Sauter et al., 2002;
Stegner et al., 2004

Prostate Adam et al., 2002; Lehrer et al., 2003; Petricoin et al., 2002;
Qu et al., 2002; Wright et al., 1999

Bladder Langridge et al., 1993; Vlahou et al., 2001

Pancreatic Koopmann et al., 2004; Rosty et al., 2002; Sasaki et al., 2002

Head and neck von Eggeling et al., 2000; Wadsworth et al., 2004

Lung Zhukov et al., 2003

Colon Dolios et al., 2003

Melanoma Ferrari et al., 2000

Hepatocellular Poon et al., 2003

VI. CURRENT LIMITATIONS OF DIAGNOSTIC
MASS SPECTROMETRY

The greatest challenge for proteomic technologies is the inherent com-
plexity of cellular proteomes. Contrary to the genome, the proteome is a
dynamic entity, constantly changing in response to cellular or environmen-
tal stimuli. Different cells have different proteomes and the proteins within
a proteome are structurally quite diverse.

Most of the discussion below will focus on SELDI-TOF mass spectrome-
try. The possible limitations mentioned here are not unique to this techno-
logy, but are relevant to other platforms as well (Diamandis, 2003, 2004a,b;
Diamandis and van der Merwe, 2005). The controversy surrounding the
method has raised questions as to whether mass spectrometry can meet
the standards of reproducibility and performance expected of established
clinical tests (Coombes, 2005; Hortin, 2005). A commendable report by
Semmes et al. (2005) examined the reproducibility between different
laboratories and highlighted that this technology does not as yet meet the
desired standards to be applied in clinical laboratory practice.

A few common steps are involved in SELDI-TOF procedures. The
biological fluid is fractionated with a protein chip, enabling the analysis of
subgroups of proteins based on their affinity for a given surface (e.g., normal
phase, reverse phase, immobilized metal affinity capture (IMAC), ion-
exchange or ligand-binding affinity chromatography) to capture proteins
from complex biological samples. After washing, the immobilized proteins
are analyzed by SELDI-TOF MS (Fig. 4). The associated shortcomings of
the method can be divided into preanalytical, analytical, and postanalytical.
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Fig. 4 Schematic representation of SELDI-TOF mass spectrometry. Unfractionated sample is
applied to a protein chip, which is coated with various functional groups (1-5) to enable the
analysis of a subset of proteins based on affinity for a given surface. Unbound proteins are
washed away. A laser beam desorbs and ionizes the proteins, which are cocrystallized with
matrix. The mass-to-charge (m/z) ratio is determined by the TOF detector and proteomic
patterns are analyzed by suitable software.

TOF chamber
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A. Preanalytical

Many factors influence the concentration of proteins in plasma besides
disease. When these are not considered, the detection of medically mean-
ingful changes becomes dubious. The effects of sample storage and proces-
sing, sample type (plasma versus serum), patient selection, and different
biological variables (gender, age, ethnicity, exercise, menopause, nutrition,
drugs, and so on) have as yet not been established yet for mass spectrometric
analyses of this type.

B. Analytical

1. DYNAMIC RANGE

The dynamic range of established techniques, such as ELISA, encompasses
molecules like albumin in the very high-abundance end (35-50 mg/ml) as
well as in the very low-abundance end, for example interleukin-6 (5 pg/ml).
The abundance of these two molecules in plasma differs by a factor of 10'°.
Unbiased protein identification by techniques such as LC/MS/MS have



Mass Spectrometry for Diagnostics 39

typical dynamic ranges of only 10°~10%, falling short of the requirement for
comprehensive proteome mapping by at least 6-8 orders of magnitude.
Various fractionation methods (chromatography, immunoaffinity subtrac-
tion, preparative isoelectric focusing, or precipitation) improve, but still fall
short of the desired dynamic range.

2. ANALYTICAL SENSITIVITY

An important question is whether SELDI-TOF or other associated tech-
nologies are sensitive enough to capture putative proteomic changes caused
by early stage tumors (Diamandis, 2003, 2004a,b). As currently used, these
techniques are unlikely to detect any serum component at concentrations of
<1 pg/ml (Diamandis, 2003). This concentration is ~1000-fold higher than
the concentrations of known tumor markers in the circulation (see Table III
for quantitative comparisons).

3. IDENTIFICATION OF ESTABLISHED
CANCER BIOMARKERS

PSA is an established biomarker that can reasonably distinguish cancer
from noncancer patients. Free and complexed PSA have molecular masses
of ~30 and 100 kDa, respectively, which are well within the current cap-
abilities of mass spectrometry. None of the published studies with breast,
prostate, or ovarian cancer identified any of the classical cancer biomarkers as
distinguishing molecules. This is likely due to the inadequate sensitivity of
currently used protocols, as exemplified in detail elsewhere (Diamandis, 2003).

4. BIAS TOWARD HIGH-ABUNDANCE MOLECULES

Serum contains a wide range of molecules as mentioned earlier (Anderson
and Anderson, 2002; Anderson et al., 2004), therefore, competition
between high-abundance and low-abundance molecules for immobilization
on the protein chip will take place once the sample is applied. For example,
PSA concentration in serum of healthy males is in the order of 1 ng/ml
compared to a total protein of 80 x 10° ng/ml. When proteins are exposed
to the chip, each PSA molecule (or other molecules of similar abundance)
will encounter competition for binding to the same matrix by millions of
irrelevant molecules of high abundance. Therefore, low-abundance mole-
cules will likely escape binding and detection. Also, the relative amplitudes
of peaks in MS spectra will not accurately represent their abundance com-
pared to pure standards. The theoretical sensitivity of MS could be very high
(e.g., in the zeptomolar range; Smith and Anderson, 2002), but whether this
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is achievable in a complex mixture of high-abundance, as well as low-
abundance proteins, remains to be seen. From the available experimental
data, current protocols detect primarily or exclusively high-abundance
molecules in the concentration range of milligrams per milliliters (Table III).

5. IONIZATION EFFICIENCY

It is not well established whether the same concentration of an informa-
tive molecule on the protein chip produces a peak of the same amplitude if it
is surrounded by variable amounts of irrelevant proteins that are simulta-
neously ionized during laser desorption, therefore causing ionization sup-
pression of the relevant molecule. This issue needs to be experimentally
examined for each analyte of interest.

6. IDENTITY AND ORIGIN OF DISCRIMINATORY PEAKS

Two different opinions exist in the literature: (1) the identity of the
discriminatory peaks produced by MS is not essential and that the diagnos-
tic endpoint is a differentially expressed proteomic profile containing a
multitude of molecules reflecting tumor—host interaction, (2) the identity
of these peaks is essential, the reason being threefold: to relate their
biological connection to cancer, to exclude artifacts originating ex vivo
during sample handling, and to examine if the findings represent cancer
epiphenomena. Most of the discriminatory molecules identified thus far are
acute-phase proteins (Table III), released by the liver likely in response to
malignancy-associated inflammation (Diamandis, 2003).

7. REPRODUCIBILITY

Some questions and concerns regarding the reproducibility of protein
patterns by SELDI-TOF have been raised. There are no systematic studies
showing that similar data can be obtained by using different batches of
SELDI chips, different technologists, different instrumentation, or at differ-
ent time points. One hypothesis for the published data is that the differences
in serum proteomic patterns between controls and cases are due to the
presence of cancer in the latter group. Alternatively, these differences could
be due to an unrelated effect, that is, analytical variables or mass spectro-
metric, bioinformatics, and statistical biases. To date several groups have
reported good reproducibility by offline preseparation by C18 partition
chromatography prior to MALDI-TOF analysis (Marshall et al., 2003).

Three recent publications dealt with the issue of reproducibility of the serum
proteomic test for ovarian cancer (Baggerly et al., 2005; Liotta et al., 20035;
Ransohoff, 2005). Baggerly et al. (2005) concluded, after analyzing sets of



Mass Spectrometry for Diagnostics 41

data produced by Liotta et al., that the discriminatory peaks do not repre-
sent biologically important changes in cancer patients and the resulting
classification may have arisen by chance. On the other hand, Liotta et al.
(2005) suggested, as we have proposed previously, to characterize discrimi-
natory peaks so that future classifications are more reproducible and robust.
Ransohoff draws attention to biases of experimental designs and suggested
that future clinical trials should avoid biological, analytical, statistical, and
epidemiological biases (Ransohoff, 2005).

8. ROBUSTNESS

The long-term robustness of this technology needs to be established.
Rogers et al. (2003) reported that the diagnostic sensitivity in renal cell
carcinoma fell from 98 to 41%, tested on two different occasions,
10 months apart. This kind of variability is unacceptable for tests destined
to reach the clinic.

C. Postanalytical

1. BIOINFORMATIC ARTIFACTS

SELDI-TOF or associated experiments use a fraction of the clinical sam-
ples as a “training set” to derive the interpretation algorithm, while the
remaining samples are used as a “test set.” Qu et al. (2002) pointed out that
one of the concerns about learning algorithms is the potential to overfit the
data. It is unknown if these algorithms will remain stable over time or when
different sets of clinical samples are used. The data of Rogers et al. (2003)
cast doubt on algorithm stability over time (Poon et al., 2003).

Furthermore, many discriminatory peaks identified to differentiate can-
cer often have an m/z ratio <2000, discarded by many as noise due to
matrix effects. Reanalysis of the data of Petricoin et al. (2002a) by Sorace
and Zhan (2003) and Baggerly et al. (2004) revealed that many peaks
within the m/z range <2000 had powerful discriminatory ability, conclud-
ing that a nonbiological bias may best explain the published data and not
the presence of cancer.

2. EXTERNAL VALIDATION

The real value of new biomarkers and discovery approaches will ultimately
be decided at validation (Ransohoff, 2003, 2004). Efforts to standardize
the methodology and test the reproducibility in various laboratories under
different clinical settings are underway (Banez et al., 2003; Semmes, 2004;
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Table V. Some Open Questions Related to Diagnostic SELDI-TOF Technology”

1. Identity and serum concentrations of discriminating molecules mostly unknown. These
molecules may represent artifacts or cancer epiphenomena

2. Mass spectrometry is a largely qualitative technique

3. Discriminating peaks identified by different investigators for the same disease are different

4. Data are not easily reproducible between laboratories, making validation difficult

5. Optimal sample preparation for the same disease differs between investigators

6. Validated serum cancer markers (PSA, CA1235, and so on) that could serve as positive
controls are not identified by this technology due to low sensitivity

7. Nonspecific absorption matrices favor extraction of high-abundance proteins and loss of
low-abundance proteins

8. Analytical sensitivity of mass spectrometry in a complex mixture (e.g., serum) is unknown

9. No known relationship has been demonstrated between discriminatory molecules and cancer
biology

“This table was modified from Diamandis (2003) and published with permission from the copyright
owners.

Semmes et al., 2005). A summary of the limitations of current MS diagnostic
protocols is presented in Table V (Diamandis, 2003).

VII. SUGGESTIONS FOR FUTURE PROGRESS

1. Future investigations should report, whenever possible, the identity of
the discriminatory peaks and attempts should be made to link them to

cancer biology.
2. Internal controls should be included to correct for peak amplitudes in

different experiments.
3. Standardized statistical algorithms that will not vary over time, such as

ANOVA, should be used to compare samples and populations (Marshall
et al., 2003). Bioinformatic algorithms should be tested periodically to

validate their robustness over time.
4. Different bioinformatic algorithms should be compared on the same set

of data to determine whether discriminatory peaks and similar diagnos-

tic sensitivity and specificity can be obtained.
5. The analytical sensitivity of mass spectrometry as applied to unfractio-

nated serum samples needs to be determined.
6. Establish whether certain discriminatory peaks originated ex vivo (after

sample collection) or in vivo. Samples from the same patients should be
collected with or without proteinase inhibitors and processed in various
ways, as described by Marshall et al. (2003). In general, serum contains

many protein fragments generated during the coagulation cascade.
7. Studies should be performed to establish the effect of pre- and posta-

nalytical variables on proteomic patterns generated, as described earlier.
The possibility of bias needs to identified and excluded during each step.
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VIII. FUTURE DIRECTION

The complete sequence of the human genome, the development of novel
bioinformatic tools, and recent advances in biological mass spectrometry
and microarrays sparked optimism that the time has come to discover novel
cancer biomarkers. Over the last 3 years, we witnessed an exponential
growth of mass spectrometry-based diagnostics with claims of unprecedented
clinical sensitivities and specificities. However, various analytical and clinical
shortcomings have been recognized. The controversy can be resolved with
well-designed validation studies, which are currently underway by investiga-
tors, diagnostic companies, and organizations such as the EDRN. Despite
these difficulties, it is clear that the opportunities are enormous. For example,
mass spectrometry and protein microarrays offer a unique way to simulta-
neously monitor hundreds to thousands of proteins at the same time. Newer
developments may improve the analytical sensitivity of mass spectrometry,
allowing measurement of molecules present in biological fluids at very low
concentrations. A new discipline called “peptidomics” deals with small pep-
tides in biological fluids which may carry unique information on proteolysis
around the cancer microenvironment. Mass spectrometry is ideally suited for
high-throughput analysis of a large number of different peptides.

We conclude that mass spectrometry-based diagnostics will continue to
grow in the future, with multiparametric analysis of high- and low molecu-
lar weight proteins/peptides present in biological fluids in low abundance.
Such analysis combined with bioinformatics will eventually lead to novel
ways of diagnosing and monitoring cancer. This approach may eventually
replace the traditional use of single biomarkers for diagnosis and monitoring
of cancer.
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Over the past decade, microarrays have emerged as an important tool for the
characterization of cancer cells. Numerous studies have demonstrated that cDNA arrays
can help delineate biological subsets of disease that have prognostic relevance. Such
studies provide hope that introduction of this information into clinical trials will lead to
more biologically based stratification schemes such that appropriately tailored therapies
can be developed. While the identification of unique subsets of cancer promises to
improve our ability to predict which cancers are unlikely to have a significant response
to therapy, new therapeutic approaches are needed in most cases. The wealth of
information that comes from microarray analysis of cancer likely holds the informa-
tion necessary to develop such approaches. This chapter will provide examples where
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microarray analysis has been used in an attempt to either direct the use of current
therapies or identify new potential therapeutic avenues. © 2007 Elsevier Inc.

I. INTRODUCTION

As a result of the public and private human genome sequencing efforts, the
scientific community is developing an unprecedented inventory of the blueprints
for disease. The information accumulated in the post-genome era will provide
scientists/clinicians with detailed information on the ~35,000 genes that com-
prise the human genome, the proteins they encode, and their variation in human
populations that place individuals at risk for disease. This variation is increas-
ingly viewed as playing a key role in the etiology of disease and determining the
response to therapy. Since the genomes of roughly 1000 other organisms have
also been sequenced in addition to humans, it should be possible to develop
model organisms for disease states and relate the similarities and dissimilarities
to humans at the most basic level.

In conjunction with the inventory of genetic building blocks and their
variation, the development of microarray technologies has led to new ways
in which to understand global regulatory networks. Microarrays allow one
to study the behavior of a large complement of genes or proteins in parallel.
The profiling of cancer using microarrays promises to revolutionize the field
by identifying tumor subclasses and target-specific genes for diagnosis and
therapy. In this chapter, we will briefly outline the types of microarrays
currently available, followed by examples of their use in drug development
and target identification.

II. MICROARRAY TECHNOLOGIES

A. cDNA Microarrays

In the genomic era, cDNA microarray (DNA chip) technology has evolved
into an important and powerful tool for high-throughput comprehensive
analysis of gene expression, genotyping, and resequencing applications in
almost every field of biomedical research (Fig. 1). Large-scale transcriptional
profiling analyses with microarrays are frequently used to explore gene
expression patterns in order to better understand the molecular mechanisms
of physiology and pathogenesis. New diagnostic and therapeutic strategies
can be formulated on characterization of a specific cell or population of cells
and their subsets of biomolecules.

Laser microdissection and laser pressure catapulting (LMPC) have been
used to obtain pure and relatively homogenous samples of cells or subcellular
components that can be analyzed with single-cell messenger RNA (mRNA)
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The basic steps in this cDNA example also serve for other
types of microarray analyses such as proteins and lipids.

Fig. 1 Schematic representation of microarray technology. The general principles of array technology involve isolating biomolecules from particular
biological samples, tagging the molecules for future detection, and hybridizing to a finely spaced grid of complementary molecules. The input
biomolecules are then detected by laser scanning. Sophisticated informatics subsequently process the raw image data and generate numerical
representations of expression levels as well as false color maps of the array and differential gene expression.
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extraction, PCR, and microarray techniques. The improved methods of sam-
ple generation and handling increases the potential that such approaches can
provide insight for possible early detection of disease, therapeutic targeting,
and development of custom therapies for patients (Niyaz et al., 2005).

cDNA microarrays successfully measure global cellular transcriptional
states, which are then related to the underlying biology in order to elucidate
biological pathways. Determining the number of patterns or clusters for use
in data interpretation is critical for proper separation of gene groups to occur.
Methods which rely on gene annotation linked to decompositional analysis
of global gene expression data are proving increasingly valuable. Specific
activity on strongly coupled signaling pathways can be estimated, and in
some cases, estimation of the activity of specific signaling proteins can be
obtained (Bidaut et al., 2006; Yang et al., 2005). These studies demonstrate
that when gene ontology or transcription factor databases are utilized with
microarray data, downstream indicators of pathway activity can be provided.
This information can be used to better understand signaling activity in normal
and disease processes and allow investigation of the specificity and success of
targeted therapeutics (Bidaut ef al., 2006).

Microarrays enable scientists to resolve one or more genes from the global
assembly and to highlight their function in some experimental condition or
disease state. A global protein interaction network (interactome) analysis is
another effective tool to understand the relationships between genes in a
microarray study. When the topological features in the interactions of differ-
entially expressed lung squamous cancer genes were assessed, it was observed
from microarray gene profiling data that the differentially elevated genes were
well connected (Wachi et al., 2005). The suppressed and randomly selected
genes were not as well connected. This may indicate that when a topological
analysis of cancer genes is carried out using protein interaction data, it is
possible to place the gene list, often of a disparate nature, into the global
context of the cell.

While the cDNA microarray remains the predominant form in current
practice, there are additional useful array technologies for chemicals and
biomolecules. The numerous variants of microarray technology are also com-
plementary to one another. As described in the following sections, sophisti-
cated studies are now employing multiple high-throughput array technologies
in order to address different aspects of the same problem (Fig. 2).

B. Tissue Microarrays
Tissue microarray (TMA) technology enables one to quickly analyze a large

number of clinical specimens in one experiment. The advantage of TMAs is
that they maximize returns in cellular pathology while using a minimum of
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Fig. 2 Schematic representation of the drug discovery process with emphasis on stages at which microarray technology are currently employed.
Microarrays are involved across the drug discovery process: from early research stages of target identification and validation, through screening of small
molecule compounds and biomolecules, to toxicology and pharmacodynamic analyses in cell-based and iz vivo systems (after Clarke et al., 2004).



56 Christopher Sears and Scott A. Armstrong

cells and tissues. Cores of tissue are taken from multiple donors and from this a
single recipient block is constructed. Several hundred tissues may be repre-
sented on one TMA that is immunohistochemically stained to provide protein
expression data across multiple samples. This technique may be used with
c¢DNA microarray analysis to assist with identification of disease markers and
potential therapeutic targets. Cellular pathology is consequently being revolu-
tionized by this high-throughput technology, which yields large amounts of
information from previously very low-throughput samples (Warford, 2004).

This powerful, high-throughput method permits the parallel analysis of any
molecular alterations in DNA, RNA, or proteins in thousands of tissue speci-
mens, thereby enabling large, cost- and time-effective, genome-scale molecular
pathology studies. Adequate computing power and storage is necessary to
accommodate the vast quantities of data that can be generated by one TMA
experiment. Databases may contain various aspects of each specimen, includ-
ing pathological information, TMA construction protocol, experimental pro-
tocol, results from various immunocytological and histochemical staining
experiments, and any scanned images from TMA cores. Many immunostain-
ing results may be compared for each TMA core so that gene products of
clinical importance, such as therapeutic or prognostic markers, may be quickly
identified (Sharma-Oates et al., 2005; Tzankov et al., 2005).

TMA and chromogenic in situ hybridization techniques were utilized to
study which colorectal carcinoma patients would be most suitable for cetux-
imab therapy, an antiepidermal growth factor receptor drug. The amplification
of the epidermal growth factor receptor gene in colorectal cancer and its
relationship with protein expression were evaluated via immunohistochemis-
try (IHC). It was found that epidermal growth factor receptor gene amplifica-
tion may not be useful in predicting response to cetuximab-based therapy
because only a small fraction of EGF receptor-positive colorectal carcinomas
detected by ICH were associated with gene amplification (Shia et al., 2005).
The combination of cDNA microarrays and TMAs promises to provide much
greater insight than either technique when used alone.

C. Microarray Comparative Genomic Hybridization

Microarray comparative genomic hybridization (mCGH) is a technique
that can be used to detect gene dosage alterations and breakpoints in various
diseases including cancer. High-density BAC, fosmid, or oligo arrays span the
entire nonrepetitive regions of the human genome, tiling the full genome in a
single array. Spontaneously transformed mouse ovarian surface epithelial
(MOSE) cell lines were analyzed using cDNA microarrays to identify any
imbalances in their genomes. Two related genomic variants were identified
among six cell lines studied. This approach has proved suitable for studying
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the initiation and progression of human ovarian cancer and for evaluation of
therapies (Urzua et al., 2005).

mCGH analysis has been used to identify genes of prognostic value in
breast cancer. Tumors were screened by array-CGH and were divided into
two groups depending on if they were isolated from long-term survivors or
early disease-related deaths associated with a subset of genes. The genes
EMS1, TOP2A, CCNE1, and ERBB2 were amplified and a fluorescent
in situ hybridization using a TMA was carried out to evaluate the prognostic
significance of the four genes. It was determined that TOP2A and ERBB2
were associated with adverse disease-related outcome; the combined
amplification of TOP2A, ERBB2, and EMSI also resulted in adverse
disease-related outcome. Amplification of EMS1 alone had no prognostic
significance, nor did CCNE1. Array-CGH and TMAs were thus a useful
combination in the identification and validation of molecular markers and
together were able to classify breast cancers into prognostic groups (Callagy
et al., 2005).

Testicular germ-cell tumors (TGCTs) were analyzed using mCGH analysis
to gather more information about the genetic basis of cisplatin resistance.
Three cisplatin-sensitive and three cisplatin-resistant cell lines were ana-
lyzed by mCGH to obtain information about genomic and expression
difference. While no consistent genomic region changes were found in the
three cell lines, additional information was uncovered related to oncogenes,
tumor-suppressor genes, and drug resistance-related genes. When the latter
results were examined further via comparative expressed sequence hybridi-
zation, a technique for gene expression profiling along chromosomes, the
scientists discovered a consistently overexpressed chromosomal region in all
three resistant lines compared with their parent lines (Wilson et al., 2005).

Another experiment utilizing mCGH involved analysis of primary lung
adenocarcinoma bacterial artificial chromosome clones in order to gather
data related to genome-wide copy number changes in tumors. mCGH of
800 chromosomal loci resulted in the identification of large numbers of
chromosomal alterations in cancer-related genes. Three subgroups of lung
adenocarcinoma were revealed by an unsupervised hierarchical clustering
analysis of multiple alterations. Distinct genetic alterations, smoking history,
and gender were associated with these abnormalities. Such information may
be beneficial for the discovery of novel cancer-related genes, estimating
patient prognosis and choosing therapeutic targets (Shibata et al., 2005).

D. Nonsense-Mediated mRNA Decay

The multistep process of cancer pathogenesis relies on the evolution and
selection of deleterious mutations. Identifying gene mutations is therefore
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important in cancer studies and may be applied to diagnostics and develop-
ment of therapeutic targets, but has been an extremely slow and laborious
process. In order to increase the rate at which genes undergoing mutations are
found, a new approach was developed to prioritize and focus the search.
Nonsense-mediated mRNA decay (NMD) inhibition and microarray analy-
sis (NMD microarrays) were used to identify transcripts that contained
nonsense mutations (Losson and Lacroute, 1979; Maquat, 2005). This tech-
nology relies on the fact that mRNAs containing nonsense mutations are
selectively and rapidly degraded by the NMD pathway during translation.
By inhibiting this pathway, and analyzing the global transcriptional state, one
can obtain an inventory of genes that may have mutations. Identification of
tumor-suppressor genes that were inactivated in cancer was accomplished by
combining NMD microarrays with array-based CGH. When prostate cancer
cell lines were screened with such a “mutatomics” approach, inactivating
mutations in the EPHB2 gene were identified. The screening of metastatic
uncultured prostate cancers also uncovered mutations of this gene, which
may be responsible for loss of tissue architecture. While the utility of this
approach is still under investigation, identification of novel mutated genes in
cancer cell lines could be accomplished quickly with NMD microarray
analysis, and thus may help speed further investigation (Wolf et al., 2005).

E. Small Molecule Microarrays

Small molecule microarrays (SMMs) can robustly screen for the identifi-
cation and validation of potential drug development targets. They utilize the
capability of combinatorial chemistry to produce myriad compounds along
with the throughput of microarrays, with the resulting tool possessing the
characteristics of versatility and rapid analysis and discovery. This technol-
ogy can assist with the identification of biologically significant molecules,
both natural and synthetic, and the subsequent exploration of medicinal
and diagnostic applications (Uttamchandani et al., 2005).

A chemical genomics experiment was performed in which microarray tran-
scriptional signatures of engineered candidate kinase targets were directly
compared. Some of the signatures were elicited with an inhibitor whose
specificity was not known and some were elicited by pharmacological inhibi-
tors that were highly specific. Two cyclin-dependent kinases, Cdk1 and Pho835,
were identified as the targets of the inhibitor GW400426. When Cdk1 and
Pho85 are simultaneously inhibited, but not either alone by GW400426,
expression of specific transcripts involved in cell growth is controlled, thus
revealing a cellular process that is uniquely sensitive to the multiplex inhibition
of two cellular kinases. These results illustrate how classes of genes can be used
as targets for therapeutic intervention, and how a greater understanding of
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multiplex protein kinase inhibitors can be obtained than would have been
possible if only the sum of individual inhibitor—kinase interactions had
been considered (Kung et al., 2005).

III. MICROARRAYS IN DRUG DEVELOPMENT

A. Pharmacogenomics

Microarrays are proving useful in predicting physiological reactions to
pharmaceuticals. The cytochrome P450 (CYP) pathway and its variants,
particularly CYP2D6 and CYP2C19, are involved in the metabolism of
~25% of all prescription drugs, with antidepressants, antipsychotics, im-
munosuppressive, and anticancer drugs being most heavily assessed in this
area. If the metabolic status of an individual taking the drugs can be
ascertained, many ill effects caused by drug-metabolizing enzymes might
be anticipated. Pharmacogenetics might prove useful to help develop such
personalized medicine (Evans and Relling, 1999). Microarrays can be uti-
lized to test for CYP polymorphisms, and the data can be used both in the
study of disease pathophysiology and drug metabolism and toxicology.

The AmpliChip CYP450 from Roche Molecular Diagnostics (Alameda,
CA) is a combination of Roche’s PCR technology with the GeneChip
microarray system from Affymetrix (Santa Clara, CA). It is the first Food
and Drug Administration (FDA)-approved microarray molecular diagnostic
test for analyzing 29 polymorphisms and mutations of the CYP2D6 gene,
and two polymorphisms of the CYP2C19 gene. Such testing is not meant to
be a solitary tool that can determine optimum drug dosage. Rather, it is
meant to be used along with clinical evaluation and other methods to select
the treatment that is best suited for a patient. The results obtained from
AmpliChip CYP450, when combined with pharmacotherapy knowledge,
could greatly assist with selecting the optimal drug and dosage in individual
cases, and may facilitate the development of personalized medicine (Jain,
2005).

B. Toxicity and Pharmacogenomic Evaluation in
Clinical Trials

There have been encouraging correlations seen when microarray-based
expression profiling studies in the field of oncology have been used to
compare tumor transcriptional profiles and eventual patient outcomes.
Several studies over the past few years based on the profiling of archived
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tumor tissues imply that prognosis, and in some cases, even a predicted
response to specific therapies, may be obtained on transcriptional analysis.
Because of this, there has been great interest in trying to apply transcriptional
profiling to real-time clinical trial samples, and increasingly, clinical trial
study designs utilize transcriptional profiling strategies to meet clinical phar-
macogenomic objectives. The FDA recently released voluntary guidelines for
genomic data to help evaluate any potential benefit that may be obtained by
implementing expression profiling studies during the preclinical and clinical
phases of drug development, which can be used by both regulatory agencies
and pharmaceutical companies. There is great promise afforded by this
technology but there are still a number of practical impediments in the way
that must be solved in order to reap the ultimate benefit of applying tran-
scriptional profiling to personalized treatment strategies. These impediments
include: (1) ensuring that the legal integrity of informed consents and patient
confidentiality are maintained, (2) ensuring that chain-of-custody and speci-
men traceability are maintained, and (3) ensuring the integrity (i.e., accuracy,
completeness, and reliability) of data reported (Burczynski et al., 2005).
Protocols designed to address the data integrity issues have recently been
developed by the regulatory administrations."

IV. MICROARRAYS TO DIRECT THE USE OF
CANCER THERAPEUTICS

Microarrays are being heavily utilized in cancer research and are proving
to be useful in all aspects of study, including the classification of cancer, the
study of biochemical pathways, and the identification of potential targets
for novel therapeutics. Gene expression technologies are also being used to
distinguish on-target versus off-target effects of cancer therapeutics, me-
chanisms of resistance to treatment, mechanisms of therapeutic function,
and prediction of drug response.

Resistance to chemotherapy drugs is a major barrier to the successful
long-term treatment of cancer. In order to better understand the mechan-
isms involved, gene families were identified that appear to contribute to the
evolution of drug resistance and may be regulated through a multiple path-
way gene expression program. Microarray analysis of tumor samples will
make feasible the identification of critical genes that are most relevant to
clinical drug resistance, and the data can be used to develop strategies for

! The Food and Drug Administration (FDA) Good Laboratory Practice (GLP) regulation
[21 Code of Federal Regulations (CFR) Part 58].
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circumvention of resistance (Holleman et al., 2004; Richardson and Kaye,
2005).

When cancer patients are given adjuvant chemotherapy, there may not be
any benefit because either locoregional treatment alone has cured their cancer
or the patient may be resistant to the regimens employed. If prognostic factors
could be improved, then selection of patients for adjuvant therapy would be
facilitated. Likewise, if the appropriate predictive factors could be identified,
they would contribute to the ease of selecting an optimal therapeutic strategy.
There are several ongoing studies exploring genomic prognostic factors for the
purpose of optimizing the indications for adjuvant chemotherapy. A large
randomized trial utilizing microarray in node-negative disease may avoid
chemotherapy (MINDACT) is being conducted to discern genomic signatures
of good prognosis breast cancer from breast cancers with a worse prognosis.
This will be done by comparing the information obtained with genomic
profiling to the classical clinicopathologic index. Other trials are being con-
ducted to assess if neoadjuvant chemotherapy with docetaxel is more effective
than an anthracycline-containing regimen for treating p53-mutated tumors.
Within this context an additional study will evaluate the ability of gene profiles
to predict p53 status (Mauriac et al., 2005).

The anthracycline antibiotic doxorubicin is a cancer chemotherapy agent
used in multiple cancers, but resistant cells often emerge from the treated
population. Using cDNA microarray and RNA interference (RNAi) analy-
sis, genes were screened that regulate doxorubicin susceptibility in highly
tumorigenic breast cancer cells. Genes associated with both proliferation
and cell cycle arrest after treatment with doxorubicin were identified.
A model in which a distinct transcriptional response to doxorubicin is
induced in highly tumorigenic breast cancer cells that differs from less
malignant cells was supported with these results. It may be possible to
target the induced genes, which regulate drug susceptibility positively and
negatively, for therapeutic intervention (Mallory et al., 2005).

Drug resistance in colon cancer has also been studied utilizing microarray
technology. After being treated with S-fluorouracil (5-FU) or oxaliplatin,
HCT115 colorectal cancer cells that exhibited resistance to these agents
were selected and a DNA microarray was used to analyze their transcrip-
tional profile. On bioinformatic analysis, it was found that the drug resis-
tant cells contained sets of genes that were constitutively dysregulated and
then transiently altered after they were exposed to the chemotherapy drugs.
The molecular signatures of sensitivity to 5-FU and oxaliplatin may be
represented by these genes (Boyer et al., 2006).

Microarray data can be used to predict drug response. A combination
of chemotherapies called M-VAC is a neoadjuvant therapy used for invasive
bladder cancer, and consists of administering a regimen of methotrexate, vin-
blastine, doxorubicin, and cisplatin. Some patients experience tumor shrinkage
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and improved prognosis, while others suffer from severe adverse drug reactions
to this treatment without any obvious benefit. There is no existing method that
can assist with the prediction of how an individual patient will respond to
chemotherapy. Using cDNA microarrays, gene expression profiles of biopsy
tissue from 27 invasive bladder cancers were analyzed in order to attempt to
predict a response to M-VAC therapy. Laser capture microdissection (LCM) was
used to purify the populations of cancer cells for this analysis. There were
14 genes shown to be predictive, and after devising a numerical prediction
scoring system to clearly delineate responder tumors from nonresponder
tumors, this system could accurately predict drug responses in 8 out of 9
test cases that were taken from the original 27 cases. The RT-PCR data for the
14 genes were highly concordant with the cDNA microarray data. A feasible
prediction system for bladder cancer sensitivity to M-VAC neoadjuvant chemo-
therapy might be developed based on RT-PCR which could potentially be used
in the clinic to personalize therapy (Takata et al., 2005).

A. Identification of Patients for Adjuvant Therapy

After several years of profiling breast cancer gene expression at the
Netherlands Cancer Institute using a microarray platform containing
25,000 genes, a prognostic classifier was identified that consists of 70 genes.
This information can help distinguish those patients who are either at a high
or low risk for developing distant metastases, and could indicate who might
require adjuvant therapy and their response to it. Furthermore, this analysis
has identified the estrogen receptor, HER-2 status, c-kit mutation, and
the epidermal growth factor (EGF) mutation as predictors for response to
systemic therapy. There are several neoadjuvant studies either planned or
underway to test the ability of gene expression profiling as a successful
means of predicting the therapeutic response to chemotherapy drugs in
breast cancer patients. Clinical trials assessing genomic analysis and doc-
etaxel, paclitaxel, and doxorubicin response are currently underway, with
an increasing number of such trials expected in the coming years (van de
Vijver, 2005).

B. Imatinib Mesylate (Gleevec)

Imatinib is a 2-phenylaminopyrimidine derivative that functions as a po-
tent inhibitor of a number of tyrosine kinase enzymes, with particularly high
affinity for kinases involved in leukemia. Chronic myeloid leukemia (CML)
has recently been successfully treated in the early stages of the disease
(Druker et al., 2001), but the blastic phase (BP), which is characterized by
rapid expansion of therapy-refractory and differentiation-arrested blast cells,
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still remains a challenge therapeutically. In order to develop better therapeutic
strategies with an increased understanding of the molecular mechanisms that
govern the disease progression, comparative gene expression profiling may
prove particularly useful. If transcriptional signatures could be obtained that
would explain the pathological characteristics and aggressive behavior of BP
blasts, new insights for treatment might be uncovered. Comparative gene
expression profiling using Affymetrix oligonucleotide arrays was carried out
with CD34+ Ph+ cells that were purified from untreated newly diagnosed
chronic phase CML patients, and from patients who were in BP. Signatures
were identified that were correlated with progression from the chronic to BP.
Further characterization of these signatures may identify programs important
for this progression and thus identify potential pathways for intervention
(Zheng et al., 2006).

Microarrays were assessed for feasibility to measure molecular end points
before and after neoadjuvant treatment of prostate cancer patients in the
intermediate/high-risk category with imatinib mesylate. Biopsy tissue was
obtained either from ultrasound-guided biopsies taken before treatment or
posttreatment radical prostatectomy specimens. High-quality microarray
data was generated via this study using LCM and RNA amplification
(Febbo et al., 2006). Results after gene set enrichment analysis suggest that
imatinib mesylate therapy causes apoptosis of microvascular endothelial
cells, an observation also obtained anecdotally by IHC.

In order to gather more information regarding the molecular mechanism of
action of imatinib mesylate, anaplastic thyroid carcinomas (ATCs) were stud-
ied utilizing TMAs. Out of 12 tumors that were histologically proven to be
ATCs, and had been treated with imatinib, 6 of them expressed at least one
imatinib-sensitive tyrosine kinase. Imatinib reduced the metastatic potential,
and halved the proliferation of thyroid cells without affecting apoptosis.
Imatinib’s antitumor activity may be a therapeutic option for some ATC
patients (Rao et al., 2006).

C. Farnesyltransferase Inhibitor, R115777

The farnesyltransferase inhibitors (FTIs) are a class of experimental cancer
drugs that target a posttranslational modification important for the activity of a
number of signaling proteins in cancer cells (RAS and others). A microarray
study was used to assess the FIT R115777 in rat mammary tumors that were
positive or negative for the Ha-ras mutation. All tumors responded to the FTI
inhibitor but the tumors with Ha-ras mutations were extremely sensitive. The
authors assessed whether the gene expression profile before FTT treatment could
be used to identify highly sensitive tumors (Ha-ras positive) and tumors that had
variable sensitivity (Ha-ras negative). Both untreated and FT-treated tumors
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(Ha-ras positive or negative) were examined using an oligonucleotide array, and
a large number of genes were differentially expressed in control rat mammary
tumors which either contained or lacked the activated Ha-ras mutation.
This suggested that a microarray analysis might be useful for differentiating
both highly sensitive and variably sensitive tumors. Further study of gene
expression changes in FTI-treated or untreated rat mammary adenocarcinomas
are necessary to identify any potential pharmacodynamic markers of FTT treat-
ment in addition to any potential molecular targets of FTTs (Yao et al., 2006).

D. Histone Deacetylase Inhibitors

Histone deacetylases (HDACsS) are a class of enzymes that remove acetyl
groups from an e-N-acetyl lysine amino acid on histones or other proteins.
Deacetylation alters the electric charge on the histone, which increases the
affinity for DNA, and down-regulates transcription by blocking the access
of transcription factors. Impaired histone acetylation occurs in the process of
carcinogenesis. In addition, breast cancer cell differentiation is induced and
tumor growth restrained when HDAC is inhibited. The protein expression of
the genes HDAC-1 and -3 in breast tumors was analyzed immunohistochemi-
cally using a TMA. Using 600 core biopsies from 200 patients, the expression of
HDAC-1 and -3 was correlated to the steroid hormone receptor Her-2/neu, to
whether the tumors proliferated or not, and to disease-free and overall survival.
It was discovered that the expression of HDAC-1 and -3 significantly correlated
with the receptor expression of estrogen and progesterone. HDAC-1 was shown
to be an independent prognostic marker after multivariate analysis was carried
out, and its expression predicted which women would have significantly better
chances of disease-free survival (DFS), especially in those who had small tumors
of all differentiation types. The evaluation of HDAC-1 protein expression could
be valuable for breast cancer patients because it enables a more precise assess-
ment of their prognosis, and it may be clinically useful in assisting with the
selection of tailor-made adjuvant systemic therapy (Krusche et al., 2005).

E. DNA Methylases, Epigenetic Silencing, and
Tumor Suppressors

Epigenetic mechanisms silence many tumor-suppressor genes, and this
realization has spurred the assessment of novel tumor-suppressor genes.
In one example, microarray analysis, among other techniques, was used to
search for genes that are epigenetically silenced in human endometrial can-
cers. The endometrial cancer cell line Ishikawa exhibited changes in global
gene expression that suggested the tazarotene-induced gene-1 (Tigl) and
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CCAAT/enhancer-binding protein-a (C/ebpa) might function as tumor
suppressor proteins. Forced expression of either Tigl or Cl/ebpa resulted
in significant reduction of the growth of Ishikawa cells, highlighting a poten-
tial role for these genes in endometrial cancer (Takai et al., 2005).

Gene expression silencing via methylation may play a role in gastric cancers.
The gene RUNX3 appears to contribute to human gastric carcinogenesis, but
its role in progression and metastastis is not clear. Clinical samples of perito-
neal metastases from gastric cancers were characterized for RUNX3 expres-
sion. Stable RUNX3 transfectants of gastric cancer cells were used in animal
experiments so that changes in metastatic potential could be assessed. A cDNA
microarray was used to analyze changes in global expression. Primary tumors
and peritoneal metastases of gastric cancers exhibited significant down-
regulation of RUNX3 through methylation of the promoter region. Cell
proliferation was inhibited slightly when RUNX3 was transfected, with mod-
est antiproliferative and apoptotic effects observed when induced with trans-
forming growth factor-3 (TGF-3). In an animal model, RUNX3 strongly
inhibited peritoneal metastases of gastric cancers. A cDNA microarray was
used to globally analyze expression profiles of ~21,000 genes in cells stably
transfected with RUNX3, and 28 genes were identified that could possibly be
under the downstream control of RUNX3 and thus possibly involved in
various aspects of peritoneal metastases (Sakakura et al., 2005).

In order to understand the genetic basis of Wilms tumor, the most frequent
renal neoplasm in children, cDNA microarray experiments were performed
using 63 primary Wilms tumors. It was hoped that new candidate genes would
be detected that are associated with malignancy and tumor progression. In this
study, all tumors were treated with preoperative chemotherapy as mandated
by the SIOP protocol. Clear differences in expression were seen when relapse-
free tumors were compared to relapsed tumors, and also when tumors with
intermediate risk were compared to high-risk tumors. Microarray data uncov-
ered several differentially expressed genes that were associated with the pro-
gression of Wilms tumor. The observation was made that in advanced tumors,
the retinoic acid pathway was deregulated at different levels, leading to the
hypothesis that the retinoic acid pathway might be perturbed in aggressive
Wilms tumors (Zirn et al., 2006).

V. IDENTIFICATION OF THERAPEUTIC TARGETS IN
DISTINCT DISEASE SUBTYPES

A. Leukemias and Lymphomas

Diffuse large B-cell lymphoma (DLBCL) is the most common subtype of
aggressive non-Hodgkin’s lymphoma. There are biologically distinct subgroups
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within DLBCL, as shown by microarray gene expression studies, and different
subtypes have been correlated with outcome of the disease (Alizadeh et al., 2000;
Shipp et al., 2002). The S-year overall survival rates range from 26 to 73% and
those with limited-stage disease are treated with brief chemotherapy and radia-
tion, while those with advanced disease are treated with extended chemothera-
py. Gene expression profiling should enable additional identification of
lymphoma-specific therapeutic targets and allow for novel agents to be devel-
oped that can be specifically tailored to the patient and disease (Sehn and
Connors, 2005). An early example of such an approach includes the identifica-
tion of the NF-xB pathway in a subset of DLBCL through the use of cDNA
microarray analysis. In this study, multiple genes activated by the NF-xB path-
way were identified as highly expressed in a subtype of DLBCL with subsequent
demonstration that this pathway was indeed highly active DLBCL cells (Davis
et al., 2001). A similar approach was used to identify phosphodiesterase 4B as a
potential therapeutic target in DLBCL (Smith et al., 2005). Clinical trials are
underway to assess agents that inhibit these pathways.

In the study of acute myeloid leukemia (AML), research has been con-
ducted to attempt to define biologically and clinically relevant entities. There
are well-defined cytogenetic subgroups, which display considerable hetero-
geneity, and many subtypes exist for which the pathogenic event is still not
known. Using DNA microarray technology to survey the expression levels of
thousands of genes in parallel has proven valuable to diagnose different
cytogenetic subtypes, ascertain novel AML subclasses, and attempt to predict
clinical outcome (Bullinger et al., 2004; Ross et al., 2004; Valk et al., 2004).
The AML gene expression profiling studies done so far exhibit a remarkable
level of concordance which may enable an increasingly refined molecular
taxonomy to be developed. Further insights into the pathobiologic nature of
AML may be possible if gene expression profiling is utilized with other
microarray-based applications, high-throughput mutational analyses, and
proteomic strategies (Bullinger and Valk, 2005).

FLT3 mutations are one of the most common genetic abnormalities in AML.
The presence of these mutations has been shown to be an independent prog-
nostic indicator of poor outcome and response to standard chemotherapeutic
interventions (Gilliland and Griffin, 2002). Thus, when FLT3 was identified
by ¢DNA microarray analysis as highly expressed in specific subtypes of
childhood leukemias, this prompted further assessment of FLT3 as a poten-
tial therapeutic target in those diseases (Armstrong et al., 2002) (Fig. 3).
Subsequent studies have demonstrated the presence of activating FLT3 muta-
tions in the subsets of childhood leukemias with particularly high-level expres-
sion of FLT3, and FLT3 inhibitors effectively treat the leukemias iz vitro and in
model systems (Armstrong et al., 2003; Brown et al., 2005; Stam et al., 2005)
(Fig. 4). In a subsequent study, nine adult lymphoid leukemia patients were
evaluated using oligonucleotide microarray analysis to further elucidate the
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Fig. 3 Gene expression profiling identifies the receptor tyrosine kinase FLT3 as highly
expressed in MLL-rearranged ALL. Gene expression profiles of acute lymphoblastic leukemias
with rearrangement of the MLL gene on chromosome 11 were compared to other acute
leukemias. The receptor tyrosine kinase FLT3 was identified as consistently highly expressed.
Image taken from Armstrong et al. (2002).

20

FLT3 Inhibitor

Fig. 4 A FLT3 inhibitor is effective in a model of MLL-rearranged ALL. Based on the high-
level expression of FLT3 in this subset of acute leukemias, the FLT3 inhibitor was tested in a
luminescent model of leukemia progression. The inhibitor showed significant activity against
the human leukemia cells in this model, thus leading to the development of clinical trials that
will assess FLT3 inhibitors in this poor prognosis leukemia. Image taken from Amstrong et al.
(2003).
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pathogenetic role of the FLT3 protein. Increased FLT3 mRNA levels were
measured, which was corroborated by increased protein expression seen on
Western blots. When the effect of FLT3 inhibition on signal transduction and
survival was investigated, it was seen that the FLT3 inhibitor decreased the
survival of leukemia cells when compared to untreated cells (Torelli ez al.,
2005). The FLT3 protein may play an important role in those acute lympho-
blastic leukemia (ALL) patients with a particularly poor prognosis and specific
inhibition of FLT3 may prove to be an innovative therapeutic tool for treating
certain subsets of ALL. Thus, the presence of high-level expression of a
receptor tyrosine kinase in specific subsets of leukemia can direct one to a
potential therapeutic target for the disease. Based on these findings, an FLT3
diagnostic assay tests for two mutations, the internal tandem duplication (ITD)
and D835 mutations, was developed by Genzyme (Cambridge, MA). Somatic
mutations of FLT3 consisting of ITD occur in approximately 20-30% of
patients with AML and a missense mutation at aspartic acid residue 835 occurs
~7% of AML (Gilliland and Griffin, 2002). Detection of these mutations is
clinically significant because patients with these mutations have a poor prog-
nosis, and they may benefit from a proactive, more aggressive intervention
treatment. While advances in the treatment of AML have resulted in improved
remission rates (60-70% of adults achieve a complete response), more than
50% of these patients will relapse and the long-term survival is less than 40%.

In the study of ALL, microarray analysis has permitted further investigation
into the specific patterns which are connected with known molecular abnorm-
alities, phenotypic characteristics, and prognostic features (Yeoh et al., 2002).
In the study of chronic lymphocytic leukemia (CLL), this approach has illu-
strated that there are distinct variants of this disease characterized by different
mutations in IgVH (Rosenwald et al., 2001). Much like the studies referenced
in previous sections for ALL, further information about expression patterns
may improve our ability to accurately predict patient outcome, and identify
new methods for treatment (Chiaretti et al., 2005).

A unique approach combined cDNA microarrays, 2D gel electrophoresis and
computational biology to study the effects of retinoic acid (RA) and arsenic
trioxide (ATO) on acute promyelocytic leukemia (APL) cells. The synergy be-
tween these two agents can result in DFS for patients whose leukemia was refrac-
tory to conventional chemotherapy. The experimental results indicated that
relevant molecular networks, including granulocytic differentiation and apopto-
sis, are coordinately regulated. Combined approach such as this may provide
more detailed insight into drug response and resistance (Zheng et al., 2005).

B. Breast Cancer

In breast cancer patients, overexpression of the HER2 gene is linked to
tamoxifen resistance, and patients overexpressing HER1, HER2, and HER3



Microarrays to Identify New Therapeutic Strategies for Cancer 69

have reduced survival rates. TMA analysis has shown that the status of
HER1-HER3 and progesterone receptor (PR) can be used to predict which
estrogen receptor (ER)-positive tamoxifen-treated patients will have an
early relapse. When HER1-HER3 (but not HER4) were overexpressed, there
was an early relapse for those being treated with tamoxifen. Those cases that
were PR-negative were also more likely to relapse while being treated with
tamoxifen, and both of these treatment groups were considered high risk.
It was concluded that this information applies only to early relapse while on
tamoxifen; after 3 years of tamoxifen treatment, any disease relapse was not
related to HER/PR status (Tovey et al., 2005).

The presence of tumor-specific vascular endothelial growth factor A
(VEGF-A) may be a prognostic indicator for tamoxifen response in breast
cancer patients, although it is presently difficult to avoid conflicting results.
Tumors were analyzed from postmenopausal breast cancer patients who
had been treated for 2 years with tamoxifen or had received no treatment.
A microarray system was utilized to analyze VEGF-A and its receptor,
vascular endothelial growth receptor 2 (VEGFR2), in parallel with
angiogenic factors and hormone receptor status. The expression of VEGF-
1 and PR negativity was strongly correlated with tumor-specific expression
of VEGFR2; VEGF-A was not shown to be associated with hormone recep-
tor status. For those patients who were ER positive, there was a statistically
significant response to tamoxifen in terms of DFS at 10 and 18 years if their
tumors were VEGF-A negative, but in women whose tumors were VEGF-A
positive, tamoxifen had no beneficial effect. For those women with ER
fraction greater than 10%, the status of VEGFR2 did not foretell any
information regarding tamoxifen response. However, in women whose ER
fraction was greater than 90%, the status of both VEGF-A and VEGFR2
was associated with the augmented response to tamoxifen treatment (Ryden
et al., 2005).

Breast cancer patients who are steroid hormone receptor-positive exhibit
resistance to endocrine therapy, and resistance may be associated with DNA
methylation of gene promoters, a gene silencing mechanism that shuts off
tumor suppressors in cancer (see preceding sections). To investigate any rela-
tionship between promoter DNA methylation and resistance to endocrine
therapy in recurrent breast cancer, a microarray-based technology was used
to study steroid hormone receptor-positive tumors in patients who were
treated with tamoxifen. Of the 117 genes analyzed, it was seen that the
promoter DNA methylation status of 10 of them was meaningfully associated
with tamoxifen therapy clinical outcome. There was favorable clinical out-
come associated with the promoter hypermethylation of the strongest marker,
phosphoserine aminotransferase (PSAT1), and the more PSAT1 was methy-
lated, the less it was expressed at the mRNA level. Thus, if promoter hyper-
methylation and low mRNA expression occurs with PSAT1, this could be an
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indicator as to the success of tamoxifen therapy when it is administered to
steroid hormone receptor-positive breast cancer patients. While all such stud-
ies as those described here require confirmation, there is hope that detailed
assessment of breast cancer cells will not only allow identification of those that
will/would not respond to therapy, but open up new avenues for therapy
(Martens et al., 2005).

VI. CONCLUSIONS

Microarray technology has become a valuable tool for screening genetic
material in order to quickly identify global transcriptional states. Analysis
of gene expression patterns will likely facilitate a better understanding of
the molecular mechanisms of cancer pathogenesis. Histological analysis
may be implemented on TMAs, gene dosage alterations associated with
disease may be detected using mCGH, and SMMs are used to screen for
potential drug development candidates.

Microarray technology has made substantial contributions to cancer re-
search in recent years. It is particularly suited for identifying the genes, and
gene expression profiles associated tumor subtypes and tumor progression.
All pathways involved in tumorigenesis may be studied simultaneously,
including apoptosis, senescence, cell adhesion, and proliferation. The role
that genes play in metastasis may be explored at the molecular level, and
receptor and protein-signaling data may be quickly gathered.

Microarrays allow screening for possible toxic reactions to pharmaceuticals,
antibody drugs, chemotherapy drugs, or radiation. Drug resistance in numer-
ous cancers has been studied at the cellular level utilizing microarray technol-
ogy in order to identify possible therapeutic gene targets. Microarray-based
gene expression analysis may be useful for the prognostic identification of
which adjuvant therapy should be recommended for cancer patients, and the
potential response. Further detailed studies of newer drugs, such as imatinib
mesylate, erlotinib, and FTTIs, have been implemented with microarrays and
may help guide their use.

To date, microarray analysis has had its greatest impact in the characteriza-
tion of leukemias and lymphomas. This is due in large part to the ease with
which a pure population of tumor cells can be obtained. Also, detailed study of
hematological malignancy over the past 30 years provided a strong foundation
on which microarray studies could be developed. It is now clear that the
different recurrent genetic abnormalities found in leukemias and lymphomas
can be correlated with specific gene expression profiles, and in some cases,
those profiles can be used to identify new therapeutic targets such as FLT3 in
mixed lineage leukemia (MLL)-rearranged leukemias. However, for these gene
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expression profiles to be fully understood, much work will need to be done in
model systems of disease.
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RNA interference (RNAi) is a naturally occurring cellular defense mechanism
against viral infections and transposon invasion. Short double-stranded RNA molecules,
so-called small-interfering (si)RNAs, bind their complementary mRNA leading to the
mRNA’s degradation. During the past few years, RNAi has become a valuable tool for
transient as well as stable repression of gene expression rendering the time-consuming
production of knockout animals superfluous. In this chapter the usability of the RNAi
technology in cancer research will be described, focusing on the application of large-
scale screens for identification of new components in cancer-relevant signal pathways
(e.g., p53, RAS). The screens are especially helpful in the detection of potential antican-
cer drug targets or siRNAs with therapeutic potential. © 2007 Elsevier Inc.

I. INTRODUCTION
In the past, homologous recombination was the method of choice to deter-
mine the function of a certain gene in mammals, for example, a putative
oncogene or tumor suppressor gene. The production of such knockout
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animals was often time consuming as well as expensive and in some cases the
function of the targeted gene could not be determined due to unexpected
early embryonic lethality of the knockout or due to redundant phenotypes.
Alternatively, gene function studies have been performed using antisense
technology or ribozymes which also have been examined for their thera-
peutic potential (Dykxhoorn et al., 2003).

Since 1998, a completely new field of gene regulation has been unraveled
involving small double-stranded RNA (dsRNA) molecules. The discovery
that the injection of dsRNA into Caenorhabditis elegans triggered the
silencing of the related gene started the investigation of gene silencing by
RNA (Fire et al., 1998). To date, various forms of silencing mediated
by small RNAs have been reported, affecting transcription, mRNA turn-
over, or protein synthesis. These mechanisms are ancient as indicated by the
degree of conservation between species and even kingdoms. The first hints
that this additional layer of regulation exists were observed in plants and
fungi (reviewed in Matzke and Matzke, 2004; Pickford et al., 2002) but the
mechanisms are now known to be functional in almost all eukaryotes.

One form of dsRNA-mediated gene silencing is known as RNA interfer-
ence (RNAI), since it was first found to operate in cultured mammalian cells
(Elbashir et al., 2001a) it has become widely used as a research tool for
gene-inactivation studies.

Especially in cancer research, RNAi holds great promises. Inactivation
of oncogenes by RNAI allows for the induction of differentiation or apoptosis,
whereas the inactivation of tumor suppressor genes contributes to a better
understanding of tumorigenesis. The prospect of a therapeutic application of
small-interfering RNAs (siRNAs) incited many investigators to validate this
approach. Finally, RNAIi screens for the identification of novel tumor suppres-
sors or drug targets have been performed successfully, demonstrating the
enormous potential of the RNAI technology in cancer research.

II. THE MECHANISM OF RNA!I

In the RNAI process, long dsRNA is cleaved by a ribonuclease into
fragments of 21-23 nucleotides in length exhibiting a two-nucleotide
3’-overhang, a characteristic feature of ribonuclease III enzymes. Soon the
responsible enzyme was identified and termed Dicer (Bernstein et al., 2001).
Dicer is a member of an enzyme family containing a PAZ domain responsi-
ble for the nucleic acid binding by ribonucleases. This domain can also be
found in a second group of RNAi-related proteins, the Ago protein family
(Sontheimer, 2005). The small interfering RNAs (siRNAs) produced by
Dicer are then channeled into RNA-induced silencing complex (RISC).
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In this multienzyme complex, the duplex siRNA is unwound and the sense
strand is abolished. The remaining antisense strand targets this activated
RISC to the complementary mRNA by base pairing leading to an endo-
nucleolytic cleavage at a single site, 10 nucleotides from the 5’ end of the
siRNA/mRNA-duplex region (Elbashir et al., 2001b) (Fig. 1). The presence
of ATP accelerates RISC turnover probably by promoting siRNA unwind-
ing (Haley and Zamore, 2004). It has been speculated that the selection
of the antisense strand of the siRNA is dependent on the direction of Dicer
processing (Sontheimer, 2005), an important consideration for the produc-
tion of siRNAs from long dsRNAs iz vitro. In extracts from human cells,
target mRNA cleavage is mediated by the argonaute protein Ago2 (Liu
et al., 2004; Meister et al., 2004), which tightly binds the small RNA
(Martinez and Tuschl, 2004). Argonaute proteins are characterized by their
possession of a PAZ as well as a PIWI domain. While PAZ domains are
responsible for RNA binding, the PIWI domain mediates the interaction
with Dicer. Different organisms possess different numbers of Ago proteins,
although these proteins do not seem to be redundant (reviewed in Meister
and Tuschl, 2004).

It is thought that RNAi evolved as a cellular defense mechanism against
virus infection and it has been hypothesized that these mechanisms act as a
kind of immune system of the genome, protecting against viruses and trans-
posons. This proposal has been supported by the observation that several
viruses have developed defense mechanisms against RNAIi (Li et al., 2002;
Voinnet, 2001). As the immune system has to recognize an intruder as
nonself, in the case of the genome’s immune system the nonself feature could
simply be dsSRNA which does not occur in the cell naturally (Plasterk, 2002).
In C. elegans, RNAI has been proposed as a protective mechanism against
endogenous transposon activity, therefore contributing to the maintenance
of genome stability (Tabara et al., 1999).

A cell-to-cell spreading of the gene-silencing effect after application of
siRNAs targeting a certain mRNA has been observed in several RNAi
models (C. elegans, Arabidopsis thaliana) but has not yet been demon-
strated in mammals. However, the molecule responsible for the spreading
of the RNAI effect has been identified in C. elegans as the transmembrane
protein SID-1. The structure of SID-1 is similar to those of the ABC family
of transmembrane transporters for macromolecules (Winston et al., 2002).
Recently, the enhancement of siRNA uptake by expression of the human
SID-1 homologue has been demonstrated in human pancreatic ductal adeno-
carcinoma cells (Duxbury et al., 2005). If the fundamental pathways of RNAi
spreading are conserved in mammals, ways might be found to induce
systemic RNAI in higher eukaryotes in the near future. Clearly, this would
dramatically increase the direct therapeutic potential of RNAI in the field
of gene therapy.
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Fig. 1 Mechanism of RNA interference. Double-stranded RNAs are cleaved by Dicer into
fragments of 21 nucleotides with two-nucleotide 3’-overhangs. These siRNAs are incorporated
into RNA-induced silencing complex (RISC) and unwound. The antisense strand (red) guides
the activated RISC complex to the target mRNA (black). Cleavage of the mRNA is performed
by a not yet molecularly characterized endonuclease (slicer), the mRNA fragments are then
exonucleatically digested.
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Fig. 2 Characteristics of efficient siRNAs. The thermodynamic stability of the first base pairs
of either siRNA strand guides incorporation into RISC. The unwinding of the double strand
starts at the end with low stability (light gray box). To ensure an efficient incorporation of the
antisense strand into the RISC complex, the 5’ end of the antisense strand should lay in this
region. The 5’ half of the siRNA has a greater importance for target recognition than the 3’ half
of the molecule (red box). The central 13 base pairs are the minimal recognition area sufficient
for mRNA cleavage (blue box) (Dorsett and Tuschl, 2004).

RNAi in mammals is complicated by the cellular interferon response
to dsRNA longer than ~30 bps (Stark ez al., 1998). Therefore, short dsSRNAs
have to be used to circumvent this mechanism. Since these individual siRNAs
vary extremely in their efficiency to induce down-regulation of the target,
several siRNAs have to be designed for each target gene and evaluated for
their efficiency and the lack of side effects. Although rules have been
established to design effective siRNAs (Fig. 2), secondary structures of the
target mRNA or unknown factors render many siRNAs unable to initiate
RNAI. The possible determinants of efficient silencing by siRNAs involve
optimal incorporation of the siRNA into RISC and its stability in RISC, the
perfect base pairing with the target mRNA, since mismatches can abolish
target degradation (Wilda ez al., 2002), efficient cleavage of the mRNA, and
the turnover rate of the complex after cleavage. With regard to the mRNA,
the position of the siRNA chosen seems to be important since secondary and
tertiary structures as well as mRNA-associated proteins can render an
otherwise perfect target site inaccessible for siRNA binding (Vickers et al.,
2003). The abundance of an mRNA might influence the effectiveness of an
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siRNA by saturating the system and the targets’ localization within the cell
might be meaningful for efficient down-regulation. The rate of mRNA
translation has been proposed to affect the gene silencing since the binding
of multiple ribosomes to a single mRNA might block the binding of RISC
(Dykxhoorn et al., 2003).

Apart from that, the stimulation of the innate immune system by siRNAs
has to be considered. Synthetic siRNAs formulated in a nonviral delivery
system have been shown to potently induce interferons and inflammatory
cytokines both i# vivo in mice and i vitro in human blood. This immuno-
stimulatory activity and the derived toxicity seemed to be dependent on the
nucleotide sequence (Judge et al., 2005). The induction of interferon-a
(INF-«) in plasmacytoid dendritic cells (specialized antigen-presenting cells
in the human body) by siRNAs was mediated by Toll-like receptor (TLR) 7.
Interestingly, locked nucleic acid modifications at the 3’ but not at the 5’ end
of the siRNA’s sense strand strongly inhibited the induction of IFN-«
(Hornung et al., 20035). Sioud demonstrated that both the double-stranded
molecule and the sense or antisense strand of a given siRNA had the ability
to induce an inflammatory response in blood mononuclear cells, whereas in
other cases only the single strands activated the response. Remarkably, both
groups did not observe any immune-stimulating effects after delivery of
the siRNAs by electroporation, indicating a direct link to the lipofection
reagents used.

III. TRANSCRIPTIONAL GENE SILENCING BY siRNAs

Systemic suppression involves at least two distinct components, a post-
transcriptional silencing mechanism due to mRNA degradation and a
related transcriptional gene-silencing (TGS) mechanism. TGS seems to
involve epigenetic modifications such as have been initially observed in
plants. Here, targeting a promoter was shown to trigger RNA-directed
DNA methylation and initiate transcriptional silencing accompanied by
the production of siRNAs (Mette et al., 1999).

siRNA-induced transcriptional silencing in human cells has been observed.
The transcription of an integrated proviral GFP reporter gene construct as
well as the transcription derived from the endogenous EF1A promoter has
been silenced efficiently. The silencing was reversed by treating the cells with
the inhibitor of histone deacetylases Trichostatin A and with 5-azacytidine,
an inhibitor of DNA methyltransferases indicating that the siRNA induced
epigenetic changes in the chromatin. Essential for these effects was the
efficient delivery of the siRNA into the nucleus, in this case achieved by a
peptide containing a nuclear targeting signal. In comparison, cytoplasmic
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delivery of the siRNA had no effect on promoter activity (Morris et al.,
2004). Others demonstrated in human cells that synthetic- as well as vector-
based siRNAs were able to induce sequence-specific RNA-mediated DNA
methylation. The methylation was dependent on methyltransferases DNMT1
and DNMTS3B. In addition, methylation of histone H3 lysine 9 has been
observed (Kawasaki and Taira, 2004). The authors used this methodology
to target the erbB2 (HER-2/neu) promoter in a human breast adenocarcino-
ma cell line thereby inducing erbB2 promoter methylation and reduction of
erbB2 transcription. This led to a significant reduction of cell proliferation
rates. Similar observations have been made in human breast cancer cells
after silencing erbB2 posttranscriptionally by siRNAs (Faltus et al., 2004).
This approach of targeting regulatory rather than coding regions might also
provide a method for gene silencing in cancer biology research as well as in
cancer therapy.

IV. siRNAs DELIVERY: STRATEGIES AND
DIFFICULTIES

A. Synthetic siRNAs

The ideal delivery technique should be able to bind siRNAs in a reversible
manner to permit the efficient release of the siRNA in the targeted cell,
should protect the siRNA molecules from nucleases during transit, should
be neither toxic nor immunogenic, and should be degradable but avoid fast
clearance with regard to therapeutic applications (Rossi, 2005).

Chemically synthesized siRNAs have been the most broadly used method
for induction of RNAI especially in cell culture models. Apart from that,
in vitro transcribed expression cassettes as well as siRNAs isolated from
Drosophila embryo protein extracts have been used successfully (Lipardi
etal.,2001; Yu et al., 2002). Chemically synthesized siRNAs are convenient
but of course nonrenewable and still expensive, both limiting factors for
their application in genome-wide screens. Apart from that, the effect of
these siRNAs is temporally limited. An additional problem to be faced is the
delivery of these siRNAs to the target cells. Several specialized transfection
reagents for small RNAs have been developed, but these reagents are
expensive and the transfection efficiencies are often poor, especially when
dealing with primary cells.

Covalent modifications of siRNAs have been tested to enhance the uptake
into the target cell. For example, the attachment of cholesterol to one of the
siRNA strands has facilitated the direct intravenous, low pressure injection of
the molecules into mice. These siRNAs showed improved pharmacological
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properties in vitro and in vivo (Lorenz et al., 2004). Conjugation of the
cholesterol to the 3’ end of the siRNA’s sense strand did not result in a
significant loss of gene-silencing activity in cell culture as has been demon-
strated by targeting the apoB mRNA in vitro and in vivo (Soutschek et al.,
2004). Recently, receptor-targeted siRNAs have also been proposed to
overcome in vivo delivery problems. Heavy-chain antibody fragment (Fab)
fusions that deliver noncovalently bound siRNAs via surface receptors were
employed. The binding of the siRNA was achieved by protamine, a highly
basic cellular protein fused to the Fab fragment. The small protamine (51
amino acids) molecule possesses a positive charge and binds the negatively
charged siRNA readily. The Fab used was directed against extracellularly
displayed HIV-1 envelope glycoprotein. The mixing of the conjugate with
siRNAs and incubation of HIV-1 envelope protein expressing cells led to
the efficient uptake of fluorescently labeled siRNAs by these cells. siRNAs
targeting c-MYC, MDM2, and vascular endothelial growth factor (VEGF)
were mixed with the protamine-Fab conjugate and applied intratumorally.
A reduction of tumor volume was achieved, whereas the application of
naked siRNA yielded no effect on tumor growth. Also many other ligands
could be employed for receptor-mediated uptake of siRNAs using this
protamine-fusion method. Modifications in the backbone of the siRNA
could improve the binding by protamine and could therefore reduce the
relative concentration of siRNAs necessary (Rossi, 2005).

In addition, a set of small molecules has been identified which enhance the
transdermal penetration of macromolecules including oligonucleotides.
These molecules could be potentially used for the transdermal delivery of
siRNA (Dorsett and Tuschl, 2004; Karande et al., 2004). Also electropora-
tion has been applied in transfection of cells with siRNAs as an alternative
to viral transduction and high-throughput electroporation devices have
been developed to facilitate large-scale RNAI screens (Ovcharenko et al.,
2005; Thomas et al., 2005; Weil et al., 2002; Wilson et al., 2003).

B. DNA Expression Vectors

The use of DNA vectors for endogenous production of siRNAs is helpful
in solving at least some of the aforementioned problems. Vectors containing
a U6 or H1 promoters have been applied for the intracellular expression of
siRNAs. These promoters are bound by RNA polymerase III (pol III), the
polymerase usually responsible for the synthesis of tRNAs, 5S rRNA, and
certain snRNAs. The advantage of pol III promoters is the fact that they do
not need any additional transcriptional elements. The termination signal for
pol III consists of four to five thymidine residues, allowing for transcript
length determination but also limiting these vectors to inserts without
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naturally occurring poly-T stretches. The transcripts terminate after the
second thymidine resulting in a two nucleotide overhang identical to the
overhang found in effective siRNAs. The design of the inserts for these
vectors has to be performed carefully, since the transcripts have to form a
stem-loop structure to be efficiently processed by Dicer into functional
siRNAs. In addition, the specialization of pol III for short transcripts limits
the length of the insert for efficient transcription (Brummelkamp et al.,
2002b; Miyagishi and Taira, 2002; Myslinski ez al., 2001).

Also, RNA pol II (usually responsible for the generation of mRNAs)
promoters have been employed for the production of short hairpin RNAs.
Stable pol II-mediated expression of a 500 nt hairpin structure induced
RNAI in a murine embryonic cell line (Paddison et al., 2002). Careful design
of such a hairpin might facilitate the targeting of more than one mRNA and
could therefore overcome the problem of resistance to silencing mediated by
point mutations (Shuey et al., 2002). An advantage of pol Il promoters is the
inducible, tissue- or cell-type-specific RNA expression as has been demon-
strated by Kennerdell and Carthew (2000), applying a Gal4-inducible sys-
tem for the expression of a hairpin RNA. In this system, the expression
of the Gal4 transactivator was controlled by the heat shock protein 70
that allowed the induction of the system by a simple temperature shift
(Kennerdell and Carthew, 2000). Hutvagner and Zamore (2002) demon-
strated that the introduction of 100 nM of a hairpin construct into HeLa
extracts resulted in the generation of ~5 nM of Dicer-produced small
RNA. This RNA in turn targeted the complementary mRNA as efficiently
as 100 nM of a corresponding synthetic siRNA indicating a more efficient
incorporation of Dicer-produced small RNAs into the downstream
complex, RISC (Hutvagner and Zamore, 2002).

C. Viral Vectors

Retroviral vectors have been used to introduce siRNA expression con-
structs into cells. The vectors are based, in general, on oncoretroviruses as
Moloney murine stem cell virus (MoMuLV) (Paddison and Hannon, 2002)
or the murine stem cell virus (MSCV) (Brummelkamp et al., 2002a). Also
another group of retroviruses has been applied, namely lentiviruses. These
lentiviral vectors have the advantage to infect both dividing and nondividing
cells (Naldini et al., 1996; Qin et al., 2003). Unlike oncoretroviruses, lenti-
viral vectors do not undergo proviral silencing and can therefore be used
for the generation of transgenic animals (Svoboda et al., 2000). Lentiviral
vectors have been used to generate transgene-based RNAI in mice, indica-
ting that siRNA-mediated gene silencing functions in all cell types and
tissues tested from early embryos to adult mice (Tiscornia et al., 2003).
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Obstacle of the application of viral vectors is the unpredictability of the
virus integration site into the genome of the targeted cell. In the Paris’ gene
therapy trial for X-linked severe combined immunodeficiency, 3 out of 14
patients developed a treatment-related T-cell leukemia due to the accidental
activation of the oncogenes like LMO2 and others, indicating that a tight
control of viral integration has to be achieved before these viruses can be
safely used for siRNA delivery in humans (Hacein-Bey-Abina et al., 2003;
Marshall, 2003) and unpublished own observation.

V. RNAi1 AS DISCOVERY TOOL IN CANCER BIOLOGY

Since its discovery, RNAi was widely used as a valuable tool in the
examination of cancer biology. Several knockdown studies have been
facilitated to determine the function of a gene in cancer biology without
the need to generate knockout animals [e.g., DP97 in Rajendran et al.
(2003), PLK1 in Spankuch-Schmitt et al. (2002), or DNMT1 in Robert
et al. (2003)]. Many groups have focused on targets exhibiting a certain
therapeutic potential of which some examples shall be mentioned here.

Since mutations of the p53 gene TP33 are key events during tumorigen-
esis, particularly in solid tumors, and result in genomic instability, deregu-
lation of the cell cycle and resistance to certain chemotherapies (Vousden
and Lu, 2002), several groups have used the RNAi approach to target p53.
Small hairpin RNAs targeting different sites of the p53 gene resulted in
different levels of p53 knockdown in hematopoietic stem cells derived from
mice aberrantly expressing the myc oncogene in their lymphocytes. Recon-
stitution of the immune system of lethally irradiated mice with these
so-called p53-hypomorphs led to Myc-induced lymphomagenesis whose
severity correlated with the degree of p53 silencing (Hemann et al., 2003).
Brummelkamp et al. (2002a) examined another key regulator in onco-
genesis, the RAS oncogene. They used a viral expression vector for stable
expression of an siRNA targeting the constitutively active form of RAS
(RASV'?) which differs from the wild type in a single nucleotide exchange.
This construct was able to target RASY'* without altering the levels of wild-
type RAS and decreased the oncogenic potential of a pancreatic carcinoma
cell line (Brummelkamp et al., 2002a). Using siRNAs, the inhibition of
oncogenic fusion genes in leukemias was one of the first applications of
RNAIi in the field of cancer. The BCR/ABL fusion gene, generated by
translocation t(9;22) is consistently found in chronic myeloid leukemias
(CML) and a smaller fraction of cases with acute lymphoblastic leukemia.
The formed BCR/ABL hybrid gene directly triggers leukemogenesis and
when inhibited the cells underwent apoptosis. These results were achieved
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by transient transfection as well as stable transduction of a BCR-ABL
expressing cell line (Scherr et al., 2003, 2005; Wilda et al., 2002; Wohlbold
et al., 2003). Down-regulating the TEL/PDGFR( fusion gene in trans-
formed hematopoietic cells demonstrated the possibility to sensitize these
cells to small molecule inhibitors by stable expression of the siRNA giving
another encouragement for the development of a combinatorial therapy
strategy (Chen et al., 2004). The RUNX1/CBFA2 T1 and MLL/AF4 fusions
also have successfully been targeted by siRNAs (Heidenreich ef al., 2003).
The transient inhibition of MLL/AF4 resulted in reduced proliferation
and clonogenicity due to induction of apoptosis associated with caspase-3
activation and diminished BCL-X; expression. The transfection of the
leukemic cells with MLL/AF4 siRNAs reduced leukemia-associated mortal-
ity in a xenotransplant model (Thomas et al., 2005). A draw back for the
targeting of oncogenic fusion genes is the fact that the fusion sites, although
recurring, differ slightly from patient to patient making a generalized
siRNA therapy difficult (Damm-Welk et al., 2003). In these cases, molecules
downstream of the fusion products have to be targeted or, like ABL in BCR/
ABL, a fraction of the fusion whose wild-type molecule is lacking in the
cell (Lieberman et al., 2003). Such a downstream approach was performed
by targeting LYN kinase in drug resistant and BCR/ABL positive CML blast
crisis cells. The exposition of K562 cells to anti-LYN siRNA resulted in an
inhibition of cell proliferation and LYN-siRNA-treated lymphoid CML
blasts underwent a rapid and massive induction of apoptosis (Ptasznik
et al., 2004).

Having in mind a generalized RNAi-based therapy, genes overexpressed
in cancer are probably easier to target. The cell cycle regulator polo-like
kinase 1 (PLK1) is overexpressed in various tumors therefore being an
interesting target for the application of RNAi. Mice with human xenograft
tumors were treated with plasmids expressing PLK1-shRNAs. The plasmids
were treated with aurintricarboxylic acid to prevent nucleolytic degradation
in the murine circulation. Indeed, these plasmids reduced tumor burden to
18% in comparison to mice treated with control plasmids. Plasmids without
acid treatment showed a lower efficiency, indicating their degradation in the
blood (Spankuch et al., 2004). These experiments are of special interest
since the mice were treated with small volumes of plasmid solutions without
addition of transfection reagents administered by low pressure vein
injection, a treatment strategy potentially transferable to the human system.

Overexpression of the multidrug resistance gene MDR1 confers resistance
to chemotherapeutics to cancer cells. Conversely, down-regulation of MDR1
reversed the MDR phenotype, for example, in the doxorubicin-resistant
cell lines (Stege et al., 2004; Yague et al., 2004).

Migration and invasion of adjacent tissues is characteristic for the malig-
nant phenotype of a cell, therefore proteins involved in cell migration



Table I

Oncogenes Recently Targeted by RNAi

Oncogene Cancer Cell lines/animal models used Mode of delivery References
E6, E7 Cervix carcinoma HeLa Viral (Putral et al., 2005)
B-RAF Melanoma Melan-a Lipofection (Wellbrock et al., 2004; Wellbrock

and Marais, 2005)
K-RAS Colorectal cancer Murine C26 Viral (Smakman et al., 2005)
p28CANK Hepatocellular carcinoma HepG2, Hep3B, HuH-7 Viral (Li et al., 2005)
CRD-BP/IMP1  Breast cancer MCEF-7 Lipofection (Ioannidis et al., 2005)
c-MYC Breast cancer MCF-7 Lipofection (Wang et al., 2005)
TPR-MET Gastric cancer Mouse embryonal fibroblasts Viral (Taulli et al., 2005)
and epithelial cells

N-RAS Melanoma 224, BL, A375, 397 Lipofection (Eskandarpour et al., 2005)
CEACAM6 Pancreatic adenocarcinoma  BxPC3 Viral (Duxbury et al., 2004)
JPO2 Medulloblastoma Uw228 Viral (Huang et al., 2005)
PARP-1 Colorectal cancer SW480, HCT116 Lipofection (Idogawa et al., 2005)
SKP2 Lung cancer A549, H1792 Lipofection (Jiang et al., 2005)
FAS Breast cancer MCF-7/AdrR Lipofection (Menendez et al., 2005)
VAV1 Pancreatic adenocarcinoma  AsPc1, BxPc3, Capan2, CFPAC1, PANC1  Electroporation (Menendez et al., 2005)
EWS/FLI-1 Ewing tumors A673 Lipofection (Prieur et al., 2004)
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processes have been targeted by RNAi. Knockdown of serine protease
urokinase-type plasminogen activator (u-PA) resulted in a reduction of cell
migration, invasion, and proliferation in human hepatocellular carcinoma-
derived cell lines (Salvi et al., 2004). Additional examples for oncogene
deactivation by RNAI are listed in Table 1.

VI. RNAI SCREENS

A. By Synthetic siRNAs

High-throughput gene expression studies have been performed primarily
by the use of cDNA or oligonucleotide microarrays in which the expression
of almost the complete genome can be analyzed simultaneously. The infor-
mation produced by microarray analyses focus on the transcriptome and
therefore does not provide any insights into the expression of proteins or
their posttranslational modifications, often importantly altering the func-
tional effects of gene expression. In contrast, RNAI screens can be used in
two ways: either for the identification of the most potent siRNA sequence
targeting a gene of interest or for the identification of a gene product
responsible for certain aspects in cancer biology. The latter is accomplished
by transfection of siRNA libraries followed by cell biological screens. Cells
reacting strikingly can be analyzed for the corresponding siRNA and
thereby for the gene/protein responsible for the reaction.

The analysis of protein function is especially important in cancer biology
research since the majority of targets for drug development are proteins
(Vanhecke and Janitz, 2005). Therefore, the identification of key factors
in oncogenesis is the main area for application of RNAi screens. High-
throughput assays to identify siRNAs specifically reducing mRNA and
protein levels have been performed in 6- to 384-well-plate formats. The
parallel measurement of the endogenous mRNA levels and protein levels
of an exogenously expressed tagged gene rendered the possibilities to
correctly predict siRNA molecules which efficiently reduce mRNA and
protein levels and identify proteins exhibiting a long half-life and therefore
being suboptimal for targeting by RNAi (Vanhecke and Janitz, 2005; Wu
et al., 2004).

A similar transfection assay employing well plates was developed to
identify modulators of TRAIL-induced apoptosis. TRAIL has the ability
to selectively kill tumor cells, although the precise molecular mechanism is
not yet fully understood. Therefore, an siRNA library directed against 510
genes including most kinases was screened by measurement of viability and
induction of apoptosis. Several modulators of cell growth were identified,
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capable of either enhancing or repressing cell viability in TRAIL-induced
apoptosis. This led to the identification of two new members of TRAIL
signaling, namely DOBI and MIRSA. DOBI is placed downstream of BID
transducing the apoptotic signal to the mitochondria prior to cytochrome c,
whereas MIRSA seemed to have a rather broad antiapoptotic function since
its inhibition induced a low level of caspase activation in the absence of
TRAIL (Aza-Blanc et al., 2003). An opposed approach focused on human
kinases and phosphatases in antiapoptotic survival pathways. The role of
these molecules in apoptosis is not well understood and a functional screen
could serve to identify new cell survival regulators and drug targets for
chemotherapy. By large-scale RNAI kinases as well as phosphatases were
identified essential for survival, including a new group of phosphatases with
tumor suppressor characteristics. HelLa cervical carcinoma cells were
transfected with two siRNAs targeting each of 650 known or putative
kinases. Seventy-three survival kinases were found of which CDK&é,
RPS6KL1, ROR1, and NLK were the most potent with RPS6KL1 and
ROR1 being novel with unknown function. In addition, 222 known phos-
phatases were screened indicating a set of survival phosphatases including
serine/threonine protein phosphatases as well as protein tyrosine phospha-
tases. To identify phosphatases which normally sensitize cells to apoptosis
(cell-death phosphatases) and whose loss of function would therefore lead
to resistance to induced apoptosis, HeLa cells were transfected with a
human phosphatase siRNA library and then treated with cisplatin, Taxol,
or etoposide to induce cell death, thereby identifying MK-STYX as the most
potent cell-death phosphatase. These kind of phosphatases are especially
important due to their role as possible tumor suppressors, and a total of 12
phosphatases were shown to act in this way. Applying the same methodolo-
gy in a breast carcinoma cell line showing additional survival pathways the
findings could be confirmed, indicating a broad meaning of these results in
cancer biology. In addition, it demonstrated synergistic effects achieved by
the application of siRNAs along with chemotherapeutics, an approach
especially interesting as a therapeutic strategy (MacKeigan et al., 2005).
An elegant combination of microarray analysis and RNAi screen has been
developed. Colon cancer cell lines were segregated phenotypically based on
their ¢-SRC protein kinase activity, because an SRC-specific transformation
expression profile has been observed in SRC-transformed rodent cells as
well as in human colon tumors. Gene expression patterns were identified
that statistically associated with highly or weakly transformed phenotypes
(phenotypic anchored gene expression profiles) and up-regulated genes were
subsequently validated for their role in facilitating invasiveness by an RNAi
screen. By this strategy, the first two levels of gene transcription
responsible for invasiveness were identified, the first level directly controlled
by SRC activity and the second level controlled by the first level, giving a
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nice example for an RNAI screen providing a better understanding of the
biology underlying the SRC-mediated transformation (Irby ef al., 2005).

B. By Transfected Cell Assays

An alternative for these conservative transfection assays are so-called
transfected cell arrays (TCAs), a method based on reverse transfection
(Fig. 3). Expression vectors or siRNAs in gelatin solution are printed at
high density on a modified glass slide along with a lipid transfection reagent.
The array is then placed in tissue culture dishes, and cultured cells in medium
are added to the array in a sufficient number to achieve near confluence
at the end of the experiment. The array becomes covered with a monolayer
of recipient cells and transfection efficiency is measured by either cotrans-
fection of reporter plasmids or fluorochrome conjugated siRNAs (Mousses
etal.,2003; Silva et al., 2004; Wu et al., 2004). This technique has been used
to perform large-scale loss-of-function studies in which synthetic siRNAs as
well as shRNA expression vectors have been applied successfully (Kumar
et al., 2003; Mousses et al., 2003; Silva et al., 2004; Wu et al., 2004). Gene
silencing can be monitored by fluorescently labeled antibodies leading to the
detection of dark patches in the cell layer corresponding to certain siRNA
spots. Alternatively, phosphorylation-sensitive antibodies for transcription
factors or receptors can be applied to monitor the activation status of these
molecules with respect to a certain siRNA. This is especially interesting
when searching for previously unknown members of cell-signaling cascades
or protein kinases or phosphatases as drug targets (Gschwind et al., 2004;
van Huijsduijnen et al., 2002). Induction of apoptosis by certain siRNAs can
be monitored on the slides by reagents like Annexin V, whereas changes in
cell morphology can be inspected directly on the array.

The TCA technique is still at the beginning and certain improvements
have to be realized to render this technology applicable for the majority of
researchers. Since up to 6000 distinct spots of siRNAs or expression vectors
have been reported to be spotted on one slide, and depending on the cell line
used, each spot can be covered by 30-500 transfected cells, high resolution
imaging with automated image analysis is necessary to examine the slides.
To date, no adequate cell-array specialized devices to perform these analysis
is commercially available. Researchers therefore have to adjust automated
microscopy and even cDNA-microarray readers to acquire the cell-array
information. Applying molecules as small as siRNAs, an accurate spotting
is also essential for the detection of effects. Nevertheless, the technology has
the ability to reduce the amount of effort necessary for rapid cell-based RNAi
screens (Wheeler et al., 2005).
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Fig. 3 Transfected cell array (TCA) technology. In normal transfection (upper panel),
cultured cells are overlaid with a solution containing DNA or RNA complexed with a trans-
fection reagent. In reverse transfection (middle panel), cells are grown on a solid support
covered with nucleic acids complexed with the transfection reagent. TCAs (lower panel) base
on reverse transfection. Plasmid DNA or siRNA are spotted along with a transfection reagent
on glass slides. Cells are grown on these slides until confluence and examined for a certain
phenotype (e.g., surface marker expression, apoptosis, and so on) (Vanhecke and Janitz, 2005).

Although the majority of reports using TCAs focused on adherent cells,
the method may be applicable also to nonadherent cells, for example, for
cells derived from hematological malignancies. For this purposes, glass
slides were modified with a cell anchoring reagent which immobilized the



The Application of siRNA Technology to Cancer Biology Discovery 91

human erythroleukemic cell line K562 on the slide. A transfection of these
cells by cDNA expression vectors as well as siRNAs was demonstrated.
Since the modification of the slides is easy to perform and even a manual
spotting of the transfection mixture was demonstrated this approach seems
to be easily transferable to any oncological research laboratory (Kato et al.,
2004). It is possible to adjust the TCA technology for simultaneous trans-
fection of siRNAs targeting two different genes for identification of synthetic
phenotypes. Similar approaches will be useful for synthetic lethal experi-
ments in which mutation/knockdown of either gene alone is compatible
with viability but mutation/knockdown of both leads to death. Targeting
a gene that is synthetic lethal to a cancer-relevant mutation by this method
should kill only cancer cells and spare normal cells therefore being especially
interesting for the development of cancer-specific cytotoxic agents (Kaelin,
2005). The treatment of cells with a drug or RNAI reagent prior to adding
them to the cell microarray will be useful for epistatic analysis. Screening of
gene—small molecule drug combinations or pairs of genes that confer
lethality to the cell when knocked down in concert could be helpful in the
search for new cancer drug targets. By cotransfection of cDNA expression
vectors and siRNAs, genes could be identified whose knockdown yields
lethality in cells overexpressing a certain oncogene therefore providing an
insight into new possibilities for cancer therapies (Wheeler et al., 2005).

C. By siRNA Expression Vectors

As an alternative to siRNA, screens in array format pooled siRNA
libraries can be used. In array screens, each siRNA sequence is tested
individually whereas in pooled library screens, the effect of silencing
multiple genes in one cell can be examined, reducing the number of assays
which have to be performed. In this type of screen shRNA vectors have been
applied for their ability to be identified by a unique DNA barcode provided
by the siRNA sequence within the vector insert. The barcodes are detected
through hybridization with microarrays containing oligonucleotide probes
complementary to these barcodes, allowing for fast and convenient
identification of the siRNAs involved (Berns et al., 2004; Paddison et al.,
2004) (Fig. 4). One of the most promising application of expression vector-
mediated RNAI screens in cancer biology discovery is the identification of
novel components of signal transduction pathways frequently involved
in tumorigenesis and/or the detection of potential drug targets in these
pathways. Some examples of already performed screens targeting these
questions shall be mentioned in the following paragraphs.

The p53 tumor suppressor pathway is crucial for genome integrity and
transmits antiproliferative as well as proapoptotic signals in response to
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Fig. 4 RNAI screens using barcode identification. RNAI screens by shRNA expressing viral
vector libraries use a mixture of vectors for transduction. After observation of an interesting
phenotype the siRNAs and targets knocked down in these cells have to be identified. To simplify
this identification process, a so-called “barcode screen” is performed. The short hairpin inserts of
the viral vectors are gene specific and therefore individual for each vector. This molecular
“barcode” is PCR amplified and labeled. The PCR products are then hybridized to a microarray
containing oligonucleotides complementary to the siRNAs used in the screen. The methodology
accelerates the target identification and allows a screening for synthetic phenotypes caused by the
simultaneous down-regulation of more than one target gene (Brummelkamp and Bernards,
2003).
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cellular stress. Mutations of the p53 locus can be found in a variety of
cancers resulting in a decreased expression of growth inhibitory genes
(Steele and Lane, 2005). To identify novel components of the p53 tumor
suppressor pathway, a retroviral vector library was produced encoding
23,742 distinct shRNAs targeting 7914 different human genes and engi-
neered human primary fibroblasts were transduced with this library. In this
particularly well-understood genetic background, the screen enabled the
identification of five novel modulators of p53-dependent proliferation
arrest. Suppression of these genes conferred resistance to p53 as well as to
p19”RF-dependent proliferation arrest and abolished damage-induced G1
cell cycle arrest (Berns et al., 2004).

In contrast to the widely used short hairpin RNA vectors, specific siRNA
sequences can be inserted between two opposing promoters, for example,
mouse U6 and human H1, leading to the expression of dsRNAs. This
strategy was employed in a high-throughput screen for genes involved in
the NF-xB signaling pathway. NF-xB is involved in protecting cells from
undergoing apoptosis in response to DNA damage and modulation of the
NF-xB pathway can potentiate the effects of chemotherapy and radiation
therapy in the treatment of cancer (Yamamoto and Gaynor, 2001). The
library constructed for the NF-xB screen contained two siRNAs per gene for
more than 8000 genes and resulted in the identification of 12 previously
unreported genes contributing to NF-xB signaling (Zheng et al., 2004).

Although the use of two opposing promoters can obviously be applied for
the production of siRNA libraries, shRNA expression vectors may yield
significantly higher suppressive activity than tandem-type siRNA expression
vectors, as has been reported in an siRNA expression library evaluation by
screening for apoptosis-related genes. Induction of apoptosis was performed
by dsRNA transfection with subsequent identification of expression vectors
inhibiting dsSRNA-dependent apoptosis (Miyagishi et al., 2004).

An impressive application of an RNAI screen applied in cancer biology
has been reported by Brummelkamp et al. (2003). The gene family that
mediates ubiquitin conjugation was studied by a screen with RNAi vectors
suppressing 50 human deubiquitinating enzymes in cancer-relevant path-
ways. The meaning of the deubiquitinating enzymes in cancer development
is emphasized by the fact that this family contains oncogenes as well as
tumor suppressor genes (Hershko and Ciechanover, 1998). The inhibition
of one of these enzymes, CYLD, involved in familiar cylindromatosis but
having no known function, enhanced activation of the transcription factor
NF-xB. Inhibition of CYLD increased the cells resistance to apoptosis,
indicating a mechanism through which loss of CYLD function contributes
to oncogenesis. This effect could be relieved by application of aspirin deri-
vatives known to inhibit NF-xB activity thereby leading to the direct test of
this drug in a clinical trial on cylindromas (Brummelkamp et al., 2003).
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Since RAS is one of the most frequently involved oncogenes in human
tumors, a retroviral transduction of cells with siRNA-expressing vectors
was used by Kolfschoten et al. (2005) for a screen of knockdown constructs
that transform human primary cells in the absence of ectopically introduced
oncogenic RAS. The screen was designed to identify proteins whose inhibi-
tion induced the RAS pathway and tumorigenicity. Colonies were picked and
the shRNA inserts identified, indicating that the knockdown of Kriippel-like
transcription factor KLF4, proapoptotic calcium-binding protein PDCD6,
and homeodomain pituitary transcription factor PITX1 yields a transform-
ing activity comparable to the overexpression of oncogenic RASY'?, KLF4
and PDCD6 were already attributed with a putative tumor suppressive
activity, but it was the first report for PITX1 to act as tumor suppressor in
the RAS pathway whose knockdown led to elevated levels of activated RAS.
The PITX1 knockdown cells showed a similar phenotype as cells displaying
an oncogenic activation of the RAS pathway. In support of these findings,
PITX1 expression is reduced in prostate and bladder cancers relative to their
normal tissue (Kolfschoten et al., 2005).

Taken together, the ideal concept of such an identification attempt
can be summarized as follows: (1) screen of an siRNA library; (2) validation
of the siRNA effect by additional siRNAs targeting the same gene product;
(3) identification of the physiological role of the gene product identified;
(4) recapitulation of the in vitro findings in vivo; (5) optimization of the
delivery rate to the target cells, for example, by RNA modifications like
cholesterol conjugation; and (6) avoiding of unspecific and undesired
siRNA effects in vivo.

The identification of candidate tumor suppressor genes in human mam-
mary epithelial cells was recently addressed by Westbrook et al. (20035). For
the understanding of the tumorigenic process it is necessary to identify genes
providing tumor cells with the capabilities for their initiation and progres-
sion. In most cancer cells these genes are veiled by dozens of additional
mutations and chromosomal alterations without any influence on tumor-
igenesis. Therefore, the authors used for their screen immortalized human
mammary epithelial cells expressing hTERT and SV40 LT instead of a
breast cancer cell line. Each shRNA was linked to a 60 nucleotide DNA
barcode to facilitate fast identification of the shRNA by microarray tech-
nology. Readout of the screen was anchorage-independent growth in a
semisolid medium, a hallmark of malignant transformation. The majority
of colonies growing in this screen contained shRNAs directed against eight
genes. One of the genes identified, TGFBR2, was validated by the transduc-
tion of the cells with a known dominant negative mutant form and with an
SMAD7 construct, a negative regulator of the transforming growth factor-3
(TGF-f3) receptor signaling. Both constructs conferred growth in semisolid
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medium to the cells giving an example for appropriate controls in RNAi
screens (Westbrook et al., 2005).

The execution of adequate controls [as nicely summarized by Huppi et al.
(2005)] has been emphasized repeatedly in this chapter, since it has been
reported that silencing by siRNAs is not entirely sequence specific (Jackson
et al., 2003; Semizarov et al., 2003). Sequence independent off-target effects
due to induction of the interferon response can result in false positive results
(Bridge et al., 2003; Sledz et al., 2003), but also false negative results are
possible, owing to redundancy of the target (e.g., gene function might be taken
over by another protein of the same family) or simply by inefficient knock-
down of the target mRNA or by the long half-life of the analyzed protein.

VII. LIMITATIONS OF siIRNAs AS CANCER
THERAPEUTICS: NOT RELATED TO
DELIVERY PROBLEMS

RNAI strategies activate a normal cellular process resulting in a highly
specific posttranscriptional degradation of the targeted mRNA. siRNAs
have been shown to be far more potent and longer lasting than various
types of DNA oligonucleotides (ODNs) (Kretschmer-Kazemi and Sczakiel,
2003; Miyagishi et al., 2003) and experimental evidence indicates that they
are also more efficient than ribozymes (Yokota et al., 2004). In the light of
these findings, it is not surprising that many companies have started to
develop an siRNA-based drugs. A proof of the therapeutic principle is
already being established in trials with siRNAs against VEGF in the treatment
of macular degeneration (Rye and Stigbrand, 2004).

However, beside their aforementioned immune-stimulatory role via activ-
ation of TLRs, siRNAs may activate protein kinase R (PKR), of a dsSRNA-
dependent protein kinase. Exposure of cells to dsRNA can activate the type
I interferon response leading to PKR expression mediated by STAT. In
addition to this expression activation, PKR is directly activated by binding
to dsRNAs. PKR inhibition leads to a shut down of translation via phos-
phorylation of the small subunit of the eukaryotic initiation factor 2 (eIF2)
a and induces apoptosis (Stark et al., 1998). Thus, induction of apotosis
may also hit nontumor cells causing significant side effects of such a thera-
peutic approach. In addition, cells confronted with dsRNAs synthesize 2/'-5'
polyadenylic acid, which activates nonspecific RNase L leading to altered
metabolism and activation of apoptosis (Gil and Esteban, 2000). Although
the use of small RNAs evades these cellular reactions in general, the induc-
tion of an interferon response seems to be at least in part dependent on the
composition of the applied siRNAs (Bridge et al., 2003).
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Another aspect to be considered is the possibility that siRNAs with partial
complementarity to an mRNA could act like an endogenous miRNA and
unintentionally repress the translation of this mRNA (Doench et al., 2003;
Saxena et al., 2003; Zeng et al., 2003). This underscores the necessity for a
careful design of the siRNA used.

VIII. SUMMARY

RNAi has proved to be an extremely helpful tool in cancer biology
discovery. RNAI screens have the potential to identify new components of
cancer-relevant signaling pathways like the p53, RB, or NF-xB pathway.
In combination with gene expression profiling and functional genomics,
siRNAs or shRNAs permit the identification of new therapeutically
promising targets. In addition, an “siRNA drug” may allow direct targeting
of cancer-causing RNAs and proteins that are not “druggable” by other
means. Additional progress in the field of delivery of siRNA is needed to
implement their great therapeutic potential into successful clinical trials. In
this respect, efficient in vivo delivery of cholesterol-linked siRNAs may help
to show the way. Whether the recently discovered immune-modulatory
effect of many siRNAs may be therapeutically beneficial or should rather
be regarded as undesired side effect is one of the major open questions.
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Ribozymes are naturally occurring RNAs with catalytic activities including cis- or
trans- cleavage of RNA at predefined sequence sites. This activity has been exploited for
specific gene inactivation in cells during the last two decades, and ribozymes have been
important functional genomics tools, especially in the pre-RNAI era. It has also been
broadly applied in drug target identification and validation in pharmaceutical R&D.
This chapter covers many application principles and case studies of ribozyme technology
in the areas of cancer research. We also described RNAi applications in some of the same
studies for comparison. Although RNAi may be more effective than ribozymes in many
respects, they are nonetheless built on many of the same principles. © 2007 Elsevier Inc.

I. BRIEF BIOLOGY OF RIBOZYMES

The discovery of ribozymes, or catalytic RNA, in the early 1980s (Cech

al., 1981; Guerrier-Takada er al., 1983; Kruger et al., 1982) not only

dispelled the then existing view that enzymatic activities were exclusive to
proteins, but it also led to broad and practical applications. The enzymatic
activities of ribozymes include cleavage, ligation, and #rans-splicing of RNA
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molecules. There are several classes of ribozymes found in nature: self-
splicing group I and group II intron RNAs (responsible for RNA proces-
sing/splicing), ribonuclease P RNA subunit (responsible for processing the
5" end of precursor tRNA and some rRNA in Escherichia coli), and self-
cleaving RNAs including hammerhead and hairpin ribozymes. The most
commonly used ribozymes in molecular biology research are the small
hammerhead and hairpin ribozymes, as they can be engineered to cleave
heterologous RNA molecules iz trans in a sequence-specific manner.

Hairpin ribozymes (Fig. 1A) are naturally occurring RNA molecules
derived from the negative strand of the satellite RNA of tobacco ringspot
virus (Hampel and Tritz, 1989; Hampel et al., 1990). Each ribozyme is
composed of a 50-nucleotide long sequence which folds into a two-
dimensional “hairpin” structure containing several helical and loop regions.
Helices T and II result from the binding of the two target recognition
sequences to the substrate RNA in a complementary Watson—Crick base
pairing manner (Fig. 1A). Cleavage occurs 5’ to a GUC triplet in a loop
region of the target sequence between helices I and II.
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Fig. 1 The structures of small ribozymes. (Panel A) Hammerhead ribozyme; (panel B) hairpin
ribozyme.
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Hammerhead ribozymes, named after their secondary structure, are also
naturally occurring RNA molecules found in plant viroid pathogens
(Fig. 1B). The hammerhead structure formed after binding to the substrate
consists of three base-paired stems (helices I, II, and III). Helices I and III
flank the susceptible phosphodiester bond in the target (Fig. 1B). Cleavage
of RNA occurs at the position immediately 3’ of the NUX target sequence.

The activity of both hammerhead and hairpin ribozyme activities can be
assessed in an in vitro cleavage reaction (test tube) to determine the kinetic
parameters K,,, (nM) and ke, (min ). The ke, /K, ratio defines the efficiency
of the ribozyme. The k., /K, of the native hairpin ribozyme is around
0.07 nM ™~ 'min~!(Hendry et al., 1997; Yu and Burke, 1997).

II. RIBOZYMES AS TOOLS FOR GENE INACTIVATION

Both hammerhead and hairpin ribozymes are self-cleaving in nature, but
can be designed to target any specific RNA in trans. The cleavage can also
occur intracellularly (in vivo) or in the test tube (in2 vitro). All the engineered
ribozymes share conserved sequences, including the catalytic and structural
determinants, but contain variable regions that specify target sequence
recognition. Ribozymes have been used for the identification of genes and
the determination of gene function.

A. Design of Ribozymes for Targeting a Specific mRNA
of Interest

Engineered hairpin ribozymes are usually 50-70 bases in length. There
are two target recognition sequences on the ribozyme, which bind to com-
plementary sequences on the target RNA, forming helices I (with variable
length of 6-8 nucleotides) and II (fixed length of 4 nucleotides). The
ribozyme-binding sequences on the target RNA flank an obligatory GUC
triplet, which is cleaved by the ribozyme at the 5’ end (Fig. 1A). The
sequences flanking the GUC site are flexible. Since most mRNA molecules
contain multiple GUC sites (statistically, this should occur every 64 nucleo-
tides), they all likely contain one or more ribozyme-cleavable-binding
sequences, although not every potential GUC site is accessible to ribozyme
cleavage in practice (see following section).

The engineered hammerhead ribozyme (Fig. 1B) functions similarly to the
hairpin ribozyme. It also has two target recognition sequences, helix I (3-10
nucleotides) and helix III (6-10 nucleotides), complementary to the
ribozyme-binding sites on the target mRNA. The binding sites on the target
flanked an obligatory NUH triplet (where N represents any ribonucleotide,
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H represents anyone of A, U, or C), but are otherwise quite flexible. Thus,
by varying the sequence of the recognition sequences, the ribozyme can be
engineered to target any NUH site. Almost any mRNA molecule will contain
multiple NUH sites (statistically, this should occur every 12 nucleotides) and
therefore multiple hammerhead ribozymes can be designed for each target.

The typical procedure for ribozyme design is: (1) identify and select the
obligatory NUH/GUC triplet cleavage sites on the intended target; (2) identify
the flanking target-binding sequences, and then determine the complementary
target recognition sequences on the ribozyme; and (3) assemble the variable
target recognition sequences and the conserved sequences of ribozyme into
unique full-length ribozyme sequences (Fig. 1). Additional considerations
include various modifications to increase the stability and activity of the
ribozymes in vivo (see following section). Control ribozymes can be designed
which contain the target recognition sequences but lack catalytic activity.
In the hairpin ribozyme, this is usually achieved by mutating the AAA
at positions 22-24 in the loop II catalytic domain to CGU (Fig. 1A).
These “disabled” negative control ribozymes should have little or no effect
on the target mRNA levels, demonstrating that knockdown obtained with
the active ribozymes is indeed due to their specific catalytic activity.

B. Delivery of Ribozymes into Cells

Ribozyme RNAs can be prepared by chemical synthesis or in vitro tran-
scription, but these are rarely used for cell biology studies due to the labile
nature of RNA. More commonly, ribozyme genes are engineered into expres-
sion vectors that are introduced into cells for transcription (Fig. 2A). The
intracellularly transcribed ribozymes (Fig. 2B and C) then function to cleave
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Fig. 2 The typical structures of ribozyme gene vector and ribozyme gene products. (Panel A)
Retroviral ribozyme vector containing tRNAY?' promoter driven ribozyme expression cassette;
(panel B) tRNAY*-hammerhead ribozyme hybrid; (panel C) tRNAY*-hairpin ribozyme hybrid.
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their intended targets within the transfected or transduced cells. Should the
ribozyme be stably expressed in cells, the intended target may be inactivated
permanently.

Various RNA polymerase II promoters (pol II promoters) and pol III
promoters have been tested for driving ribozyme gene expression in a broad
range of cell types (Tritz et al., 1999). The pol II promoters tested include
cytomegalovirus (CMV)-, respiratory syncytial virus (RSV)- (Bertrand et al.,
1997), MMTV (mouse mammary tumor virus)-, and HIV long terminal
repeats (HIV-LTR) (U’Huillier et al., 1996) promoters. Pol II promoters can
readily be tailored for inducible or cell type-specific expression.

Pol TII promoters, typically used by RNA polymerase III to transcribe
tRNA and some other small RNAs, are much more efficient than Pol II
promoters, and therefore are the most commonly used promoters for ribo-
zyme expression (Tritz et al., 1999). In particular, the tRNA (e.g., tRNAY
promoter) or U6 small nuclear RNA (snRNA) pol IIT promoters are favored
for their high transcription levels in most cells and simple termination
signals. A typical tRNA promoter ribozyme expression cassette is shown
in Fig. 2A. Unlike the U6 promoter, tRNA promoters are embedded within
the tRNA structural genes. Therefore, the transcripts of tRNA promoter-
ribozyme expression cassettes produce chimeric RNA molecules with the
tRNA at its 5’ end and ribozyme at the 3’ end (Fig. 2B and C). The tRNAY2-
ribozyme chimera was shown to be efficiently exported from the nucleus by
virtue of its tRNA component (Kuwabara et al., 2001), and exhibited a
fivefold greater cleavage of cytoplasmic target mRNAs than a tRNAM¢-
ribozyme chimera that remained in the nucleus (Kuwabara et al., 2001).
Another pol III promoter construct, juxtaposing the dual extragenic U6
promoter and tRNA™*? gene/promoter, produces a greater transcriptional
activity that resulted in a threefold increase in expression of the tRNAM*3-
ribozyme chimera relative to the tRNA™*? promoter alone (Chang et al.,
2002). In addition, the tRNAY3-ribozyme chimera was distributed evenly
between the cytoplasm and nucleus, unlike normal U6 promoter driven
ribozymes that remain primarily in the nucleus, which correlated well with
increased cleavage of the cytoplasmic target (Chang et al., 2002).

The ribozyme gene expression cassettes can be introduced into cells via
DNA transfection or packaged into a viral vector for transduction (Fig. 2A).
For transient expression, transfection of DNA vectors is convenient and
efficient for delivery of ribozymes for cells that are highly transfectable,
since each transfected cell can acquire many copies of vectors to ensure
inactivation of the target gene. However, if the transfection efficiency is low,
a viral vector such as adenovirus vector would be a better alternative due to
their high transduction efficiency and high vector number introduced per
transduced cell. Retroviral or lentiviral vectors are commonly used for
stable ribozyme gene delivery and thus for stable inactivation of targeted
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gene functions. A schematic representation of a retroviral vector carrying a
tRNA promoter driven ribozyme gene is depicted in Fig. 2A. The vector
usually also contains a selectable marker (e.g., drug resistance gene) driven
by a pol II promoter. We have previously demonstrated the effectiveness of
the hairpin ribozymes expressed from such vectors for gene inactivation in
several systems (Feng et al., 2000; Li et al., 2000b).

C. Factors That Influence the Effectiveness of
Ribozyme-Mediated Gene Inactivation

Many factors influence the effectiveness of the ribozyme-mediated gene
inactivation. For cis-cleavage by native ribozymes, the ribozyme and target
are automatically colocalized and the cleavage reaction occurs stoichiomet-
rically (one ribozyme to one target), resulting in maximal cleavage efficiency.
In contrast, the efficiency of trans-cleavage is dependent on the ability to
localize the ribozyme to the same subcellular location as the target. Subcellular
localization of the ribozyme is largely determined by the promoter and the
addition of appended accessory sequences. For example, the packaging signal
from MoMLV tethered to a ribozyme significantly increased the cleavage
of target sequences that are on the MoMLYV viral vector (Tritz et al., 1999).
trans-Cleavage ribyzome reactions are also dependent on the level of ribozyme
gene expression, particularly if the target is expressed at high levels, even
though the reaction is catalytic, and some turnover of the ribozyme occurs.

Another factor that affects the cleavage efficiency is the accessibility of the
ribozyme-binding site on the target RNA, which is influenced by RNA
secondary structure or bound proteins that sterically hinder ribozyme bind-
ing. Many techniques have been described to increase the accessibility of
ribozyme-binding sites (Chatterton et al., 2004). One approach is to identify
the accessible sites prior to ribozyme design. Computer programs such as
M-fold have been used to predict target RNA secondary structure prior to
ribozyme design (Mathews et al., 1999), but such analyses are generally not
predictive. In an experimental approach, Rossi and coworkers described
utilizing semirandom oligonucleotide libraries to identify potentially acces-
sible ribozyme-binding sites (Scherr and Rossi, 1998; Scherr et al., 2000,
2001) in which oligonucleotide-directed RNase H-sensitive sites of target
mRNA were determined in cell extracts that approximates the intracellular
environment. These identified RNase H-sensitive sites correlated highly
with efficient cleavage by subsequently engineered ribozymes. Others have
used a random ribozyme library to directly identify ribozymes that cleave
the target mRNA efficiently in vitro (Pan et al., 2003). Although these
empirical determinations are more predictive, they are also quite laborious,
thus limiting their use for high-throughput target validation.
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Another strategy is to increase target site accessibility by physically dis-
rupting the secondary structure of mRNA target to expose the binding sites.
For example, hammerhead ribozyme activity was significantly enhanced
when the ribozyme was appended to RNA helicase-binding elements
such as the poly (A) motif (Fig. 2C, Rz-A60) or a constitutive transport
element derived from a retroviral RNA, thereby linking the ribozymes to the
unwinding activity of an endogenous RNA helicase (Chatterton et al., 2004;
Kawasaki and Taira, 2002; Kawasaki et al., 2002a,b; Warashina et al.,
2001). These hybrid ribozymes were shown to cleave target RNA irrespec-
tive of its secondary structure. In addition, Kawasaki and Taira (2002) also
created heterodimeric ribozymes (maxizymes) that cleave the mRNA target
at two separate locations. Binding of the maxizyme to an accessible site (the
“anchor”) dramatically increased cleavage at a second inaccessible site,
presumably by creating more energetically favorable binding conditions
for the second site. Moreover, maxizymes also cleaved more efficiently than
conventional ribozymes at accessible sites (80% versus 50% reduction in
reporter gene activity, respectively). It was suggested that a maxizyme can be
designed with a “universal anchor,” such as the poly (A) tail, to make this
approach generally applicable (Kawasaki and Taira, 2002). Shahi and Banerjea
(2002) also constructed multitarget ribozymes by linking two hammerhead
ribozymes in tandem in a single transcript. These tandem ribozymes cleaved
their target more efficiently than either of the individual ribozymes.

III. RIBOZYMES AS TOOLS IN GENE TARGET
DISCOVERY AND VALIDATION

A. Principles of Ribozyme-Based Gene
Target Validation

The gene inactivation ability of ribozymes has been exploited for phar-
maceutical drug target validation. A typical drug target is a gene or gene
product (protein) whose inhibition results in a therapeutic effect. However,
prior to the expensive process of drug discovery and development, putative
drug target genes are often screened or validated by functional genetics
approaches. If manipulation of gene expression leads to a desired therapeu-
tic phenotype, then the gene is validated and may be then selected as a
candidate drug target. Traditional approaches for revealing gene function
include transgene and gene knockout experiments. In transgene experi-
ments, the candidate gene is overexpressed in cells or in animals to increase
the amount and activity of the gene product. This “gain-of-function” can
lead to an acquired phenotype, which will help to elucidate function
of the gene. A limitation to this approach is that the artificially created
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transgene may not be subject to the native regulation and thus produce an
abnormal physiology. Also, the gain-of-function does not reflect the typical
antagonistic actions of drugs.

Somatic cell gene knockout procedures, in contrast, produce a “loss-of-
function” phenotype that more accurately mimics drug action. The pheno-
type that results from a gene knockout can reveal gene function. However,
the procedure is usually achieved via DNA recombination, which is com-
plex and not always successful. In addition, many animal knockouts are
developmentally lethal, yielding no clues about gene function. Furthermore,
the complete and permanent removal of a gene in a gene knockout proce-
dure is not an ideal mimic of the activity of drugs, which only partially and
temporarily inhibit their targets. Ribozymes, by contrast, usually only par-
tially inhibit target gene expression and thus better resemble the partial
inhibitory activity of drugs, thereby providing an alternative and perhaps
more accurate method for target gene validation.

The typical steps for target validation using ribozymes include: (1) deter-
mining or developing the functional cell-based assays for disease phenotype,
(2) designing ribozymes against the intended target and determining whether
the designed ribozymes target only the gene of interest through database
searches, (3) construct and prepare ribozyme vectors, (4) transduce cells and
perform the functional phenotypic assay for gene validation, and (5) bio-
chemical analysis for mRNA and protein levels in the ribozyme-treated cells
to correlate knockdown of the gene to the phenotype alteration. If an
expected and desirable phenotype is correlated with gene knockdown, then
the gene target is considered functionally validated.

B. Drug Target Discovery Using a Combinatorial
Ribozyme Gene Library

1. RATIONALE AND PROCEDURES

We initially described a combinatorial approach based on the use of a
randomized ribozyme gene library, and demonstrated that it can be used for
screening to identify functionally relevant genes, without prior sequence
information (Kruger et al., 2000; Li et al., 2000b; Welch et al., 2000). In this
approach, the target recognition sequences encoded by the ribozyme genes
are randomized so that theoretically every mRNA in the human transcrip-
tome can be targeted (Fig. 1A). This unbiased phenotype-driven approach is
similar to a classical “forward genetics” approach in principle. We called
this randomized ribozyme library gene identification approach Inverse
Genomics®. Subsequently, Taira and colleagues utilized a similar strategy
to identify functional genes using hammerhead ribozyme libraries (Kawasaki
and Taira, 2002; Kawasaki et al., 2002a,b).
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A Selection of functional ribozymes
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Fig. 3 Target discovery process of Inverse Genomics®.

The typical process of the Inverse Genomics® for gene discovery is
depicted in Fig. 3. First, the library is introduced into experimental model
cells, usually via retroviral vectors. Thus, a single gene is presumably inacti-
vated in each transduced cell. The population of stably transduced cells is
then subjected to a phenotypic screen to isolate the cells that have acquired a
phenotype of interest. The ribozymes are then recovered from the isolated
cells by polymerase chain reaction (PCR). Due to the high complexity of the
ribozyme library, multiple cycles of selections and enrichment of the func-
tional ribozymes may be needed. The enriched ribozymes are then confirmed
individually. Next, the confirmed riboyzmes are sequenced to identify the
ribozyme sequence tags (RSTs) and the targets (Fig. 3B). Finally, the candidate
gene sequences are used to produce additional validation ribozymes that target
separate regions of the gene (Fig. 3C). If these validation ribozymes also
produce the same phenotype, then the identified gene is validated.

2. HAIRPIN RIBOZYME GENE LIBRARY

The first described combinatorial ribozyme library is the hairpin ribozyme
library (Kruger et al., 2000; Li et al., 2000b; Welch et al., 2000).
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The retroviral vector construct containing a hairpin ribozyme gene library
of randomized target recognition sequences is shown in Fig. 1A, where eight
nucleotides in helix I and four nucleotides in helix II are completely rando-
mized. The maximal complexity of the resulting library should be 1.7x10”
(=4%%%). The detailed procedure for ribozyme gene library in a retroviral
vector construction (Fig. 2A) was described previously (Kruger et al., 2000;
Li et al., 2000b; Welch et al., 2000). A total of 5x10” independent trans-
formed colonies were generated, demonstrating that the resultant ribozyme
library should have complexity of 1.7x10” with 95% confidence. The
randomness of the library was also evaluated by sequencing 64 independent
colonies from the original transformation. All 64 sequences are unique,
suggesting randomization of the sequences. The frequency of the four
nucleotides were found to deviate somewhat from the expected 25%
(A, 29.0'4.5%; T, 29.04.5%; C, 24.2'4.2%; G, 17.7'3.9%), which likely
resulted from some inherent bias during chemical synthesis of the library
oligos. The actual complexity of the library is difficult to assess, and it may
be lower than the maximal complexity due to these variations.

3. HAMMERHEAD RIBOZYME GENE LIBRARY

Taira and colleagues created a randomized hammerhead ribozyme gene
library (Kawasaki and Taira, 2002; Kawasaki et al., 2002a,b) conceptually
similar to the hairpin ribozyme gene library described in preceding section.
This ribozyme gene library has a total of 20 nucleotides of randomized
target recognition sequences. It also has a poly A(60) attached to its 3’ end,
which is expected to interact with cellular RNA helicase and thus increase
the efficiency and specificity of the ribozymes (Fig. 2C). The authors found
that the hybrid ribozyme library (Rz-A60 library) significantly increased the
positive rate (fivefold) of the screening over the randomized ribozyme
library that lacks the poly (A) tail.

4. SUMMARY OF ADVANTAGES OF INVERSE GENOMICS®
FOR GENE IDENTIFICATION

Inverse Genomics® has several advantages over many other functional
genomics approaches in identifying potential disease drug targets. First, it
identifies genes using a phenotype-driven forward genetics approach in
which no bias or presumptions are introduced. It also establishes a more
direct causal relationship between the identified genes and disease in basi-
cally one step. In contrast, other genomics approaches such as comparative
expression profiling merely correlate gene expression with disease, and
additional gene function studies such as gene knockdown or transgene
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expression must still be performed to validate the identified genes. Second,
ribozyme sequences can be directly used to identify target genes, making
gene identification extremely rapid and convenient. Third, ribozymes iden-
tified through functional genomics screens can be further coupled to other
genomics methods, such as comparative expression profiling, to identify
additional gene targets and to elucidate relevant disease pathways. Finally,
Inverse Genomics® can be applied to many therapeutic areas, provided that
cell-based phenotypic screens or selections are available.

IV. RIBOZYME-BASED GENOMIC TECHNOLOGY IN
CANCER GENE TARGET DISCOVERY AND VALIDATION

Cancers are genetic diseases caused by multiple alterations of three
types of genes: oncogenes, tumor suppressors, and DNA stability genes
(Vogelstein and Kinzler, 2004). The cancer-related alterations include muta-
tions leading to constitutive activation of oncogenes, inactivation of tumor
suppressor and DNA repair genes, and aberrant expression of these gene
products. Identification of these etiological genetic factors and understanding
their functions are the foundation for future cancer therapeutics.

The key to discover and validate cancer-related genes using Inverse
Genomics® is to identify relevant cancer cell model systems and develop
robust genetic screens or selections for desired therapeutic phenotypes. Ideal
assays can positively select for a disease-relevant phenotype with high repro-
ducibility and signal-to-noise ratio, either based on an inherently measurable
disease phenotype or on a surrogate reporter gene for the disease phenotype.
Cancer phenotypes include loss of cell cycle control, elevated cell prolifera-
tion rate, resistance to apoptosis induced by various stress or external death
signals, capacity for indefinite proliferation, and increased migratory and
invasion potential. Most of these attributes can be examined and even
utilized to separate transformed cells from nontransformed cells (Table I).

There are two cell-based functional genomic selections for cancer-related
phenotypes. One selects live cells gaining proliferation from gene-silencing
agents such as ribozyme (positive selection). However, this method yields
gene targets that negatively regulate cell growth (“tumor suppressor” type
of targets). While positive selection is technically easier to achieve, tumor
suppressors are not ideal drug targets since the majority of drugs are
antagonists. However, this selection can be coupled with gene expression
profiling, comparing the parental and gene-silenced cells to identify onco-
gene candidates (see following section). Another method selects cells that
either cease to grow or undergo apoptosis, which is considered negative
selection and technically more challenging. However, it yields oncogene
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Table I Oncology Assays

Phenotypes Assays Treatments
Transformation
o In vitro Proliferation” Anchorage dependent (liquid culture (LC))
b Anchorage independent (soft agar (SA))
Apoptosis/survival 10% serum culture (no stress)

1% serum for growth factor deprivation stress
DNA-damage agents: etoposide

Protein unfolding stress: Brefeldin A

Extrinsic stimuli including TRAIL and Fas Ab
Cell detachment (anoikis)

Clonogenicity” Anchorage dependent/independent
e In vivo Tumorigenesis
Metastasis/angiogenesis
e In vitro Migration
Invasion®
o In vivo Metastasis

“Can usually easily measured by colorimetric assay.
Colony formation assays are used.
Apoptosis can be measured via survival or apoptosis-specific assays, for example, caspase 3/7 activity,
DNA fragmentation (TUNEL), annexin V, and so on.
Migration can be assessed by a Boyden chamber chemotaxis assay and wound migration assay.
®Invasion can be assessed by the Chemicon Cell Invasion Assay Kit, where cell culture inserts with 8-um
pore membranes are coated with a solid gel of basement proteins prepared from the Engelbreth-Holm—
Swarm (EHS) mouse tumor.

targets that are therapeutically relevant. Once targets are identified from
either library screening or expression profiling, phenotypic validation
becomes the next important step. In addition to functional validation,
candidate cancer gene targets must also fulfill additional criteria. First, the
molecular epidemiology should ideally show an up-regulation of the identi-
fied genes in human cancers relative to normal tissues. This is important for
drug-target specificity and because most drugs antagonize or inhibit overly
expressed or overly active proteins. Second, the gene products should be
readily “druggable,” meaning that they are either enzymes containing active
sites that can be readily targeted and inactivated by small molecule drugs or
cell surface proteins/receptors and secreted proteins that can be targeted by
either small molecule drugs or protein-based therapeutics such as anti-
bodies. One should bear in mind, however, that the definition of “drugg-
ability” is everchanging, as technology to identify and develop drugs that
target other interactions (e.g., protein—protein, protein—-nucleic acids)
becomes more facile. Finally, it is important to understand the biological
pathway and thus the potential drug actions for each target, which is not only
critical toward predicting the efficacy but also the potential toxicology profile.
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However, for this chapter, we will discuss only the identification and validation
of cancer gene targets, using gene inactivation via ribozyme (or siRNA). The
following section describes several cancer experimental systems in which
cancer-related genes have been identified and validated.

A. HeLa/HeLaHF Cervical Cancer Cell System and
Anchorage-Independent Growth

Cancers of cervical origin are the second most common gynecological
cancers and HelLa is the most well-characterized experimental cell line of
cervical cancer (adenocarcinoma) origin (Masters, 2002). HeLa cells show
a strong transformed phenotype including anchorage-independent growth
in vitro and tumorigenesis in vivo. HeLaHF is a revertant variant isolated
from HeLa cells following exposure to the mutagen ethylmethane sulpho-
nate (EMS) (Boylan et al., 1996). HeLaHF demonstrates a “nontrans-
formed” phenotype exhibited by the appearance of flat and nonrefractile
morphology, significantly decreased growth in soft agar, and loss of in vivo
tumorigenicity (Boylan et al., 1996) (Fig. 4A and B). Cell fusion studies
indicated that the transformation reversion likely resulted from activation
of tumor suppressor(s). Since HeLa and HeLaHF constitute an isogenic cell
pair with distinct transformation phenotypes, the pair is an ideal system for
identification of genes involved in cell transformation and/or transforma-
tion reversion. Many of these genes could be interesting candidate targets
for cancer therapeutics.

Anchorage-independent growth is a hallmark of cell transformation, and
this in vitro assay most closely mimics iz vivo tumor growth. Growth in soft
agar, a semisolid culture medium, measures cell anchorage-independent
growth potential. The difference in soft-agar growth between HeLa and
the HeLaHF is easily visible and measurable (Fig. 4A and B), reflecting
the reduced transformation potential of the HeLaHF revertant cell line.
We recently developed a 1-week 96-well soft-agar assay, which makes it
possible to screen and validate multiple identified targets (Ke et al., 2004a)
(Fig. 4B). This format, together with the traditional larger format soft-agar
assay (Claassen et al., 2004) (Fig. 4A and 9C), can be used to characterize a
large number of candidate genes derived from the HeLa/HeLaHF cell pair
rapidly and reliably. In addition, this HTS format can readily be coupled with
other 96-well format cell-based oncology assays (Table I) (Fig. 4B), for
example, apoptosis, liquid culture growth/survival, and so on, to compre-
hensively analyze a large number of cancer gene targets. This integrated and
multiplexed cell-based approach for gene identification using ribozyme and
siRNA technology (Fig. 4C) greatly enhances the productivity of cancer
target validation.
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grow for 3 weeks at 37 °C with 5% CO,. Microscopic morphology of HeLa cell colonies is shown. Macroscopic overview of colonies can also be
visualized and recorded using Q-count (Claassen et al., 2004) (Fig. 9C). (B) One-week 96-well soft-agar assay measuring overall anchorage-independent
growth. Different numbers of HeLa or HeLaHF cells were plated into the 96-well soft-agar media as described (Ke et al., 2004a). Cells were allowed to
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1. TUMOR SUPPRESSORS IDENTIFIED THROUGH DIRECT
INVERSE GENOMICS®

We initially used our hairpin ribozyme library in nontransformed HeLaHF
cells to select for ribozyme-induced transformed cells (Welch ez al., 2000).
The stably transduced cells were seeded into soft agar and incubated for
3 weeks. A modest increase in colony number was observed in the library-
transduced cells compared to the negative control ribozyme-transduced CNR3
or TL1 cells. After several rounds of enrichment, several ribozymes from
the library-transduced cells were recovered and functionally confirmed.
Rz568 targets the human orthologue of Drosophila ppan gene, which was
known to be involved in cell cycle and its overexpression could lead to cell
death, consistent with our observation and thereby verifying the utility of the
Inverse Genomics® approach for gene identification. Rz619, even though
its target is unknown, displays stronger transformation potential than that
of Rz568 in soft-agar assay. The transformation effect of Rz619 was also
confirmed by its ability to mediate tumor growth of HF cells in a xenograft
tumor model (Fig. 5). This result also suggests in vivo tumor model can
potentially be used for target identification and validation via ribozyme-
mediated gene inactivation (Fig. 5, see following section).

The validation data for the third ribozyme, Rz-HFSC1, are presented in
following section. This ribozyme, when reintroduced into HeLaHF cells,
increased cell growth in 96-well soft-agar culture (Fig. 6B). A BLAST search
revealed BRI/ITM2B (integral membrane protein 2B, accession number:
NM_021999) as a candidate gene target. This hit was a 15/16 match with a
mismatch located at the last nucleotide of helix I, which is considered tolerable
(Li et al., 2000b; Welch et al., 2000). siRNAs against ITM2B also increased
HeLaHF cell soft-agar growth (Fig. 6C), validating ITM2B gene as a putative
tumor suppressor gene.

ITM2B is a 266-amino acid type Il membrane protein. It contains an ATPase
and a BRICHOS domain (137-231AA). BRICHOS domains are found in a
variety of proteins implicated in dementia, respiratory distress, and cancer.
ITM2B is widely expressed in a variety of tissues. Although its biological
function is unknown, the mouse ITM2B orthologue has been implicated as a
proapoptotic gene (Fleischer et al., 2002a,b). ITM2B is a cytoplasmic and
mitochondrial protein that also contains a BH3 domain similar to that of the
Bcl-2 family members, which are key regulators of apoptosis. Expression of

grow at 37 °C for 1 week and quantitated AlamarBlue staining. The relationship of AlamarBlue
staining to cell number is depicted. (C) Concept of multiplexed cell-based phenotype assays for
comprehensive phenotype analysis. Cells containing either ribozymes or siRNAs can be assayed
in 96-well plates under various treatments and subjected to a variety of phenotype readouts
(growth/survival/apoptosis).
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Fig. 5 Tumor growth of HeLaHF cells transformed by Rz619. (A) HeLaHF cells with either
the control ribozyme (CNR3) or Rz619 are injected subcutaneously into athymic nude mice
and allowed to form tumors. (B) The survival of animals (percentage of tumor-free animals) is
presented.

ITM2B induces apoptosis in IL-2-stimulated cells, where it interacts with the
antiapoptotic protein Bcl-2, but not with the proapoptotic protein, Bad.
Mutation of the critical L and D residues within the BH3 domain abolished
the ability of ITM2B to promote apoptosis. Our results verify the importance
of ITM2B in cancer, and further suggest that it functions as a tumor suppressor.
This function is consistent with molecular epidemiology data demonstrating
low expression levels in several cancer tissues, including colon, pancreatic,
breast, and prostate cancers (NCBI virtual Northern).

2. ONCOGENES IDENTIFIED THROUGH GENE
EXPRESSION PROFILING

As discussed in the preceding section, using the screen for potential tumor
suppressors in HelLaHF cells, we identified several tumor suppressor genes,
validating the Inverse Genomics® approach. However, since our goal is to
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Fig. 6 Inverse Genomics® screening for tumor suppressors by soft-agar growth. (Panel A)
Scheme of Inverse Genomics® soft-agar growth selection for ribozymes inducing anchorage-
independent growth. HeLaHF cells containing the ribozyme library were plated onto the soft-
agar plates. Soft-agar-forming colonies were then picked, expanded, and ribozymes recovered.
Ribozymes were reintroduced into HeLaHF cells to confirm the transformation phenotype; at
the meantime, ribozymes were also subjected to sequencing analysis to identify potential
targets. (Panel B) Soft-agar growth of HeLaHF containing IMT2B ribozyme. The soft-agar
growth using the 96-well soft-agar assay was shown for HeLaHF cells containing either
the control or ITM2B ribozyme. (Panel C) Soft-agar growth of HeLaHF cells transfected with
ITM2B siRNAs. In vitro transcribed siRNAs against IMT2B or the control siRNA were
transiently transfected into HeLaHF cells in 96-well plates. The cells were then harvested and
the equivalent number of cells were seeded in the 96-well plates of liquid and soft-agar cultures.

identify oncogenes rather than tumor suppressor genes, we performed gene
expression profiles to identify potential oncogenes that may be up-regulated
when the cells become transformed. We compared HeLa cells and the ribozyme
transformed revertant HeLaHF cells to the parental nontransformed HeLaHF
cells using Affymetrix GeneChip® analysis and ¢cDNA-based microarrays
(Fig. 7). Using this approach, we identified genes with significantly altered
expression levels in the revertant compared to parental cells that are likely
associated with the transformation phenotype (Table II). By definition, the
genes up-regulated in the transformed HelLa or HeLaHF/Rzs cells relative to
the nontransformed HelLaHF cells have possible oncogenic properties, while
the down-regulated ones have possible tumor suppressor properties. A similar
comparison was also made with the in vivo xenograft tumors derived from
Rz619-transformed HeLaHF cells and HeLaHF cells (Fig. 7) with regards to its
potential role in i vivo tumor formation. The genes that were found to be
associated with the transformation phenotype both in vitro and in vivo were
prioritized for downstream characterization. The comparison of isogenic
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Fig. 7 Expression profiling analysis of the HeLa/HeLaHF isogenic cell pairs and HeLaHF/
HeLaHF-Rz tumors to identify genes associated with HeLa cell transformation. RNAs from
either transformed cells (HF/Rz568, HF/Rz619, or HeLa) or tumors (HF-Rz619) were prepared
and compared to RNAs from nontransformed HF/RzCNR3 or parental HF cells using the
Affymatrix GeneChip®. The common changes were selected for phenotype analysis.

cell pairs generated by ribozymes has significant advantages over just compar-
ing HelLa and HeLaHF cells because of potentially nonrelated changes among
the comparing pairs. The validation data for some of the candidate targets
derived from this pathway analysis are presented in the following section.
EphB4, or HTK (hepatoma transmembrane tyrosine kinase, accession num-
ber: M_004444), is one of the up-regulated genes in HelLa as compared to that
in HeLaHF, suggesting possible oncogenic properties. For functional valida-
tion of EphB4, ribozyme HTK-317, designed to target the EphB4 message, was
introduced into HeLa cells via retroviral transduction and the stably trans-
duced cells (pooled) were plated in 100-mm dish for soft-agar colony forma-
tion. Cloning efficiency (colonies >50 cells) was determined after 3-week
growth. The results showed that ribozyme HTK-317 caused 50% reduction
in soft-agar cloning efficiency, as compared to that of the control ribozyme
(dTL3) (Fig. 8A), which correlated to ribozyme-mediated EphB4 down-
regulation (Fig. 8A) as assessed by real-time RT-PCR. In contrast, no differ-
ence was detected in anchorage-dependent growth (data not shown). This
result was also further confirmed by transiently transfecting chemically
synthesized siRNA targeting EphB4 into HeLa cells in the described 96-well
format soft-agar culture (Ke et al., 2004a) (Fig. 8B). Since EphB4 was shown
to be significantly up-regulated in breast cancers as compared to the
corresponding normal tissues (see following section), we also tested the
siRNA effect on a breast cancer line T47D. A combination of EphB4 A/B



Table 11

Summary of Genes Involved in HeLa Cell Transformation

Phenotypes in

Gene Expression in HF Phenotypes in HeLa non-HeLa cells Pathway References
P53 No change at mRNA Reduced anchorage- Tumor suppressor P53 pathway Yu et al. (2006)
levels, but stabilized independent growth, via
in protein anoikis (partial)
PHTS Up-regulated (3x) Reduced anchorage- Tumor suppressor Not p53 pathway Yu et al. (2006)
independent growth, not
via anoikis (partial)
Receptor-X Down-regulated > 10x  Increase resistance to Oncogene Cell adhesion Ke et al. (unpublished)
apoptosis, anchorage- pathway/integrin/
independent growth Fyn, and so on
Kinase X Down-regulated Increase resistance to Oncogene Apoptosis Ke et al. (unpublished)
apoptosis
Ppan No significant change Block cell cycle or cause Cell cycle Welch et al. (2000)
at mRNA levels apoptosis
NR4Al, 2, Down-regulated Prosurvival, resistance to Sensitize to apoptosis Apoptosis Ke et al. (2004b)
and 3 apoptosis
IGFBP3 Up-regulated Tumor suppressor, reduced ~ Tumor suppressor P53 Athanassiou et al.
(1999)
ITM2B No change at mRNA Reduces apoptosis Tumor suppressor/ Mitochondrial/
levels proapoptosis Apoptosis
EphB4 Down-regulated Increases soft-agar growth Proepithelial cell
growth
CXCR4 Down-regulated Increase soft-agar growth Oncogene Reduced survival/ Ke et al. (unpublished)
migration
PLK Down-regulated Inactivation cause cell- Oncogene Cell cycle Ke et al. (2004a)
growth arrest
Fyn Down-regulated Oncogene Adhesion Ke et al. (unpublished)
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Fig. 8 Oncogene properties of EphB4. (Panel A) Soft-agar growth of HeLa cells transduced
with ribozyme-317 targeting EphB4 (312-326 on accession number: NM_004444, cleavage
position: 317) (RST): 5'-GTT GGG TCC CAC GGC G-3'). The stably transduced HeLa cells
with either control or HTK-317 ribozyme were plated onto either liquid or soft-agar culture in
the 10-cm dishes. Colony formation in liquid culture was quantitated 1 week later, while colony
formation in soft agar were quantitated 3 weeks later. The soft-agar colony numbers were
normalized against the liquid culture colony number, and the ratio [colony-forming efficiency
(CFE)] is displayed. Each sample was performed in triplicate. EphB4 mRNA level is also deter-
mined by real-time RT-PCR for the HeLa cells containing either the CNTL or the HTK-317
ribozymes. The average of two experiments is presented (p-value: < 0.03). (Panel B) Soft-agar
growth of HelLa cells transfected with siRNAs. HeLa cells were transfected with chemically
synthesized siRNAs against EphB4: (A: aatgtcaagacgctgegtctg; B: aatgtcaccactgaccgagag). Cells
were plated into the 96-well plates in either liquid culture or soft-agar culture 24 h posttransfection.
The cell growth was measured by AlamarBlue staining on day 1 for liquid culture and day 7 for
soft-agar culture. The soft-agar readings were normalized against the day 1 readings of the liquid
cultures. Each sample was performed in triplicate. p-values for: siRNA A, <0.002; siRNA B,
<0.02. At the meantime, real-time RT-PCR analysis of EphB4 mRNA in HeLa cells transfected
with siRNAs against EphB4 was also conducted 48 h after transfection (samples are in duplicates
and the average is presented). (Panel C) Soft-agar growth of T47D cells transfected with siRNAs
(mixture of A+B) against EphB4. siRNA were transfected into T47D cells and then seeded in
96-well plate of liquid and soft-agar cultures. The cells growth was assayed as in (B) [the samples
are triplicates (p-value: 0.005)].

siRNAs also suppressed T47D soft-agar growth (Fig. 8C), while no effect on
cell proliferation (anchorage-dependent growth) was observed (data not
shown). Therefore, knockdown of EphB4 in multiple transformed cell lines
leads to reduced transformed phenotype.

EphB4 is a member of erythropoietin-producing hepatocellular (Eph)
receptor tyrosine kinases (RTKs), the largest subfamily of RTKs (Andres



Ribozyme Technology for Cancer Gene Target Identification and Validation 123

et al., 1994; Bennett et al., 1994; Stapleton et al., 1999). Like other Ephs,
EphB4 is a large multidomain type I receptor membrane protein, containing
an extracellular domain (ECD), a membrane-spanning region and an intra-
cellular region, which contains a conserved tyrosine kinase domain and an
sterile alpha motif (SAM) domain. Its functional ligand, ephrin B2, binds to
the EphB4 ligand-binding domain located on its ECD. These functional
domains together are responsible for the activation of receptor kinase act-
ivities and downstream signal transduction events. A rassMAPK-signaling
cascades have been implicated in EphB4 signaling (Kim et al., 2002), and an
antibody recognizing the EphB4 ECD was found to be agonistic for its
tyrosine phosphorylation (Bennett ef al., 1994).

EphB4 is widely expressed in fetal and adult tissues as well as many malig-
nant cell lines (Bennett et al., 1994). Ephrin B2 ligand and EphB4 are believed
to play important roles in various biological processes during embryonic
development, including the targeting behavior of migratory neurons, erythro-
poiesis (Inada et al., 1997), angiogenesis, and vascular network assembly
(Helbling et al., 2000; Suenobu et al., 2002). In addition, EphB4 is also
implicated in cell growth and cancer development. Overexpression of EphB4
has been observed in several cancers, including colon cancer (Stephenson et al.,
2001), small cell lung cancer (SCLC) (Gerety et al., 1999), leukemia-
lymphoma cells (Steube et al., 1999), glioma, ovarian cancers, and breast
cancer (Berclaz et al., 1996). Coexpression of the receptor and ligand has been
observed in colon carcinoma (Liu et al., 2002) and SCLC (Gerety et al., 1999).
Interestingly, it was also observed that expression of the ligand, which is
normally present, can be lost during the progression of carcinogenesis (Nikolova
et al., 1998). In addition, transgenic expression in mammary tissue of mice
produced an invasive phenotype in mammary tumors associated with increased
cell proliferation and reduced apoptosis (Munarini et al., 2002). Thus, these
data, in general, support the role of EphB4 as an oncogene.

NR4A1, 2, and 3, three members of the Nur subfamily of nuclear recep-
tors, are all up-regulated in transformed HeLa cells as well as in tumors
derived from the Rz619-retransformed HeLaHF cells, as compared to non-
transformed HeLaHF cells (Ke ef al., 2004a) (Fig. 6), suggesting potential
oncogenic properties. NR4A1, also named nerve growth factor-induced
clone B (NGFI-B), Nur77, TR3, and NAK-1, is a transcription factor closely
related to NR4A2 (Nurrl, TINUR, HZF-3, RNR-1) and NR4A3 (NOR1,
MINOR) (Law et al., 1992; Ohkura et al., 1994). NR4A1 silencing mediated
by siRNA transient transfection of HeLa cells led to a drastic reduction in
both anchorage-dependent growth (not shown) and anchorage-independent
growth, which correlated with mRNA down-regulation (Fig. 9A). The same
effect has been observed in many other cancer cells including PC3 prostate
cancer cell line, DLD1 colon cancer cell line, and so on (Table III).
The reduced growth seems largely due to increased apoptosis, which was
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observed when transient transduction was conducted with lentiviral siRNA
vector in HeLa and M 14 cells (Ke et al., 2004b) (Fig. 9B, Table III). However,
attempts to generate stable NR4A1-silenced HeLa cells using the same
lentiviral vector failed, most likely due to counter selection (not shown). This
is not surprising considering NR4A1 siRNA induces apoptosis and plays a
prosurvival role.

Similar antiapoptotic properties have also been observed for NR4A2
using the same transient siRNA transduction approach (Ke et al., 2004b)
(Fig. 9B, Table III). Interestingly, the lentiviral NR4A2-siRNA vector yields
stably silenced HeLa cells, although transient transduction of the same
vector induces apoptosis (Fig. 9B). Apparently, the cells eventually adapt
to the reduced NR4A2 expression. However, these stably transduced cells
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Fig. 9 Prosurvival effect of NR4A1 and NR4A2. (Panel A) Transient transfection with
NR4A1 siRNAs. HeLa cells were transfected with siRNAs against NR4A1 [(A) sense strand
siRNA: GUUCGAGGACUUCCAGGUGtt and antisense strand siRNA: CACCUGGAAGUC-
CUCGAAC:tt; (B) sense strand siRNA: GGAAGUUGUCCGAACAGACtt and antisense strand
siRNA: GUCUGUUCGGACAACUUCCtt; (C) sense strand siRNA: GAUCUUCAUGGA-
CACGCUGtt and antisense strand siRNA: CAGCGUGUCCAUGAAGAUCtt]. The transfected
cells were plated into the 96-well liquid and soft-agar culture plates as described in Fig. 6.
(Panel B) TUNEL-based apoptosis assay for cells after transient transduction by lentiviral
vector expressing siRNA (siNR4A1B) against NR4A1 and NR4A2 (siNR4A2). Transduction
was conducted with HE, HeLa, and M 14 cells. Apoptosis was measured 4 days after transduc-
tion using the DNA-fragmentation ELISA kit (Roche). (Panel C/D) Cloning efficiency (both
liquid culture and soft-agar culture) of stable NR4A2-silenced HeLa cells. Stable HeLa cells
containing either the control siRNA or NR4A2C siRNA vectors were generated through
transduction and stable selection. Five hundred cells were plated in the liquid culture media
and allowed to grow for 7-10 days before the colonies were stained with Coomassie Blue and
counted by Q-count. For soft-agar culture, 5000 cells were plated and allowed to grow for 3-4
weeks before the colonies were counted by Q-count. The colony image in liquid culture and
soft-agar culture were shown in (C), and the soft-agar CFE was shown in (D) along with soft-
agar growth quantitated by 96-well soft-agar method. (Panel E) Anoikis assay. Stable HeLa or
HCT116 cells with either the CNTL or NR4A2 siRNA were seeded into methylcellulose media
and apoptosis was detected using the DNA-fragmentation ELISA assay 18 h later as described.

still display greatly reduced anchorage-independent growth, with minimal
reduction on anchorage-dependent growth, as measured by cloning efficiency
assays (Fig. 9C and D). Further experiments indicate that this reduced
anchorage-independent growth was largely due to increased anoikis (Ke et al.,
2004b). In addition, our preliminary result also points to the similar prosurvival
effect for NR4A3.
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Table III  Properties of NR4A1, 2, and 3

Phenotypes NR4A1 NR4A2 NR4A3
Soft-agar (SA) growth HelLa, PC3, DLD1, AsPC1, HeLa, PC3, DLD1, HeLa
A2058, U87 HCT116, AsPC1
Liquid culture (LC) HeLa, PC3 HeLa
Apoptosis HeLa, M14, DLD1, HeLa, M14
HCT116, U87

Note: Hel.a, cervical cancer; PC3, prostate cancer; DLD1 and HCT116, colon carcinoma; A2058 and
M14, melanoma; U87, glomoa; AsPC1, pancreatic cancer.

NR4A1, 2, and 3 have been previously implicated in cell growth/survival/
apoptosis. In self-reactive immature thymocytes, NR4A1 expression was
induced and increased apoptosis was observed following stimulation of the
T-cell receptor (TCR) (Cheng et al., 1997; Liu et al., 1994; Woronicz et al.,
1994). Recent studies also indicate that NR4A1 translocates to the mito-
chondria and induces cytochrome ¢ release and apoptosis in LNCaP human
prostate cancer cells in response to apoptotic stimuli (Li et al., 2000a).
In other circumstances, NR4A1 was reported to play antiapoptotic func-
tions (Bras et al., 2000; Suzuki et al., 2003). NR4A3 plays redundant
functions with NR4A1 in T-cell apoptosis (Cheng et al., 1997). In contrast,
for NR4A2, only prosurvival effects have been observed in neuronal cells
(Le et al., 1999). Therefore, the cumulative information suggests that the
Nur77/NGFIB family of nuclear hormone receptors seems to share similar
prosurvival effects at least in certain cancer cells, and thus they could
potentially serve as anticancer therapeutic targets (Table III).

Our gene profiling analysis has identified other well known oncogenes
that are up-regulated in HeLa cells. We have confirmed the causal effect of
many of these genes using RNAI, including polo-like kinase (PLK) (Ke et al.,
2004a,b; Yu et al., 2005), chemokine receptor CXCR4, and protooncogene
c-Fyn (Ke et al., unpublished observation). We have also validated several
down-regulated genes in HeLaHF cells as potential tumor suppressors,
including a novel, putative Hela tumor suppressor PHTS (Yu et al.,
2006). Other investigators also used similar expression profiling of HeLaHF
transformation reversion coupled with transgene experiments to identify
IGFBP3 and Dickkopf-1 (DKK-1) as tumor suppressors in the p53 pathway
(Athanassiou et al., 1999; Mikheev et al., 2004). All these results demon-
strate the power of coupling expression profiling with phenotype validation.

In summary, integrating Inverse Genomics®, expression profiling, and
multiplexed cell-based assays for cellular transformation, we were able to
effectively identify and validate relevant cancer genes from the HeLa/
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HeLaHF isogenic cell line pair as well as other cancer cell lines. In addition,
this approach enables us to reveal the pathways that are involved in HeLa
cell transformation including anoikis (p53) pathway, apoptosis pathways
(NR4A1, 2, and 3, kinase-X), adhesion pathways (Fyn/integrins), and so on
(Table IT). The genes identified include novel genes not previously known to
be involved in cancer development, demonstrating the utilities of the
integrated cell-based validation approach.

B. Activation of Apoptosis Induced by External Stimuli

Another hallmark of cancer development is resistance to apoptosis.
Apoptosis is normally triggered either intrinsically by stress conditions
(DNA damage, protein misfolding, and so on) through the activation of
caspase 9 or extrinsically by extracellular death ligands (FasL, TRAIL,
TNF-«) through activation of caspase 8. These two pathways converge
downstream leading to the activation of caspases 3 and 7 to irreversibly
commit cells to apoptosis. These pathways are regulated at many steps by a
large number of repressors, such as inhibitors of apoptosis (IAPs), to pre-
cisely control the induction of and commitment to apoptosis. Cancers
feature mutations in genes that enhance these antiapoptotic repressors
or that inactivate proapoptotic members of the apoptosis machinery.
The apoptosis repressors are thus potential therapeutic targets.

For the identification of therapeutic targets, induction of the extrinsic
pathway by the addition of death ligand is the preferred experimental
method because apoptosis induction is rapid and synchronized, leading to
assay readouts with a high signal-to-noise ratio. In contrast, induction of the
intrinsic apoptosis pathway through ultraviolet irradiation or chemothera-
peutic agents is slower and unsynchronized within a cell population. Apo-
ptosis can be directly measured by detection of apoptotic markers, such as
exposure of phosphatidylserine on the plasma membrane outer leaflet,
where apoptotic cells can be labeled and separated from nonapoptotic cells
by fluorescence-activated cell sorting (FACS). For the Inverse Genomics®
technology, the ribozymes from isolated apoptotic cells can then be used
to identify therapeutic genes. Alternatively, apoptosis can be indirectly
measured by selection of cells that survive an apoptotic stimulus. This
approach is readily achievable technically since it is a positive selection.
However, targeting proapoptotic genes enhance survival, while targeting
antiapoptotic genes promotes apoptosis and is unlikely to be identified.

At Immusol, we developed assays that directly measure apoptosis to iden-
tify potentially therapeutic genes using our Inverse Genomics® technology.
We first identified cell lines that resist apoptosis after addition of exogenous
death ligands but become sensitized to extrinsic pathway-induced apoptosis
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Fig. 10 Death ligand-induced apoptosis project scheme. AsPC-1 pancreatic cancer cells were
either left untreated (panel A) or treated with the death ligand TRAIL (panel B), actinomycin D
(act D, panel C), or the combination of TRAIL and act D (panel D) for 16 h prior to harvest and
staining of cells using the fluorescein isothiocyanate (FITC) in situ cell death detection kit
(Roche), which fluoresces apoptotic cells. Cells were then analyzed by FACS to determine the
percentage of fluorescent or apoptotic cells. This figure illustrates a cell line with a desired death
ligand phenotype for ribozyme library screening. AsPC-1 cells are generally resistant to the
TRAIL (panel B) but are sensitive to TRAIL when it is combined with the sensitizer act D (panel
D), showing that they are resistant yet responsive to the death ligand. Other cell lines with this
phenotype include DLD1 (with the Fas death ligand), and A2058 and DU-145 cells (with
TRAIL and FasL). After identifying cells with this phenotype, cells are stably transduced with
the ribozyme library and then treated with death ligand alone (as in panel B). The apoptotic cells
are then rendered fluorescent and recovered by FACS to identify ribozymes that sensitize cells to
death ligand-induced apoptosis.
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in the presence of another added compound or protein, termed a sensitizer
(Fig. 10). Although the mechanism of the sensitizers is unknown, they
presumably act by countering the activity of repressors of apoptosis. None-
theless, the apoptotic induction by the sensitizer indicates that the apoptosis
machinery is intact and can be activated, and thus such cell lines are useful
for the identification of novel therapeutic targets. Genome-wide ribozyme
library was introduced to identify ribozymes that activate apoptosis on
addition of death ligands in the absence of the additional chemical or
protein sensitizer (Fig. 10). The apoptosis-promoting ribozymes, therefore,
function as death ligand sensitizers by presumably down-regulating gene
targets that inhibit apoptosis. Thus, the targets of the identified ribozymes
are potential drug targets for cancer.

We describe several model systems that use this approach in the next
section. Survival assays performed by other groups are also described in the
following section.

1. IDENTIFICATION OF RIBOZYMES THAT ENHANCE
EXTRINSIC APOPTOTIC PATHWAY

a. Activation of Fas-Induced Apoptosis in Colon Carcinoma
DLDI1 Cells

We first used the hairpin ribozyme-based library approach to identify
genes that enhance Fas-induced apoptosis pathways in colon carcinoma
DLD1 cells. Fas is a member of the tumor necrosis factor receptor (TNFR)
family and it induces apoptosis on binding to Fas ligand. In our studies, a
commonly used agonistic Fas antibody was used to mimic the function of
Fas ligand. The DLD1 colon carcinoma cell line was chosen for three
reasons: (1) it is resistant to FaS-induced apoptosis, (2) it expresses a high
level of Fas receptor, and (3) it can be activated to undergo Fas-induced
apoptosis by pretreatment with the sensitizer interferon-y. As described
earlier, this resistant yet responsive phenotype shows that the cell line
exhibits an intact machinery for extrinsic pathway apoptosis that somehow
is inhibited. This cell line expresses a mutant p53 protein and has been
reported to express several known inhibitors of apoptosis such as FAP-1
(an inhibitor of Fas-induced apoptosis), SAG and survivin (both generalized
inhibitors of apoptosis). We chose annexin V or tunnel-based FACS staining
for quantifying the level of apoptosis in a cell population and for the
isolation of apoptotic cells.

We first stably transduced the hairpin ribozyme library into DLD1 cells.
The transduced cells were then treated with the agonistic a-Fas antibody to
induce extrinsic pathway apoptosis, and the apoptotic cells were labeled
with annexin V and collected by FACS sorting. The apoptosis-inducing
ribozymes were then recovered from the apoptotic cells using PCR.
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Fig. 11 Genes involved in Fas apoptosis pathways. (A) siRNA against Rap2 increases Fas-
induced apoptosis in DLD1 cells. Control siRNA or two indicated siRNAs against Rap2 (EST2-1
and EST2-2) were transfected into DLD1 cells and 48 h later the cells were either left untreated
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These rescued ribozymes were reintroduced into DLD1 cells and the entire
procedure of phenotypic screening and ribozyme recovery was repeated five
times to enrich for the active ribozymes. We ultimately identified five
ribozymes which were able to activate DLD1 cells to undergo apoptosis
after Fas induction. The ribozymes were confirmed by transducing them
individually into the DLD1 cells and assaying with annexin V staining
relative to a negative control ribozyme vector. The negative control vector
contained a ribozyme against the hepatitis C virus core protein and was
designated as LPR-TL3 or LPR-dTL3 for the disabled version of the ribo-
zyme (data not shown). This negative control ribozyme does not target any
known cellular genes.

The corresponding RSTs from the apoptosis-inducing ribozymes were
used to identify potential target genes using BLAST queries of the public
databases. The RST for a ribozyme we named RAp2 identified an EST
sequence that we used to identify a full-length gene on screening a brain
cDNA library. This gene has an ORF of ~1000 nt and codes for a protein of
~300 aa. The protein has significant identity with the amino terminal Fer-
CIP4 homology (FCH) domains of ARHGAP14/SRGAP2 and FNBP2,
ARHGAP family proteins are involved in actin-myosin cytoskeletal inter-
actions and the Rho-GTPase signaling pathway and recently shown to be
overexpressed in several human cancer cell lines (Katoh, 2003, 2004).
We validated this gene using additional ribozymes that target distinct sites
and also by using two siRNA molecules named Est2-1 and Est2-2 (Fig. 11).

To further validate the RAp2 gene target in vivo using the xenograft
model (ARHGAP family member), we subcutaneously inoculated RAp2
ribozyme- and RAp2 validation ribozyme 1-transduced DLD1 cells into
severe combined immune deficiency (SCID) mice and monitored DLD1
tumor cell growth after administration of agonistic Fas antibody (Fig. 11).
Compared to control ribozyme-transduced DLD1 cells, cells transduced

(left columns) or treated for 16 h with agonistic Fas antibody (right columns). Cells were then
assayed for apoptosis using the DNA-fragmentation ELISA assay (Roche). Data are plotted as a
fold relative to the Fas-treated control transfection, and represent the average and standard
deviation of four separate experiments. “Control” refers to transfection with an siRNA with no
known target. (B) DLD1 cells were stably transfected with a control empty plasmid or plasmids
encoding Rap2 siRNA est2-1 or est2-2. Stably transfected cells were then subjected to Tagman
analysis to determine est2 mRNA levels. Data are from one experiment and a repeat produced
similar results. The knockdown of Rap2 by the est2-1 and est2-2 siRNA correlates with the
increased sensitivity to Fas-induced apoptosis seen in panel A. (C) siRNA against FAPP2 increases
Fas-induced apoptosis in DLD1 cells. Cells were transfected with the indicated siRNA and were
then examined for apoptosis as in panel A. (D and E) DLD1 cells containing either control (CNR3)
ribozyme or Rap ribozymes (Rap2,4) were subcutaneously inoculated into SCID mice, and tumor
growth were monitored by volume measurement after administration of agonistic Fas antibody
every 2 days.
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with the RAp2 ribozymes showed a markedly reduced tumor growth
in vivo. This experiment further demonstrates the importance of the
RAp2 gene in cancer in vivo.

The RST for another ribozyme recovered from the DLD1/Fas screen,
ribozyme RAp594, identified four-phosphate-adaptor protein 2 (FAPP2)
from the BLAST of the NCBI nucleotide database. FAPP2 contains a plekstrin
homology (PH) domain and was recently shown to be involved in membrane
trafficking from the Golgi to the plasma membrane (Godi et al., 2004).
The FAPP2 gene RST/Rap594 ribozyme match contains a G:U wobble pair
in the middle of the long helix for substrate/ribozyme binding. Nevertheless,
this gene was validated in our apoptotic assays using target validation ribo-
zymes and RNAI (Fig. 11). The identification of FAPP2 and an ARHGAP
family member protein (the RAp2 ribozyme gene target) in this screen for
apoptosis suggests roles for the secretory pathway and the actin cytoskeleton,
respectively, in the development and/or maintenance of cancer.

b. Trail Activation of Apoptosis in AsPC-1 and A2058 Cells

TNF-a-related apoptosis-inducing ligand (TRAIL) is another death ligand
that is related to Fas ligand in structure and function. However, unlike the
Fas ligand, TRAIL exhibits little or no liver toxicity and is therefore a
potential cancer therapeutic agent. We sought to identify genes that enhance
TRAIL-induced apoptosis in cancer cells. Such target genes could then be
used to produce new therapies for cancer that can be used either individually
or in combination with TRAIL therapy.

We first identified cell lines that resist apoptosis with TRAIL treatment
alone yet undergo apoptosis on the addition of the sensitizer actinomycin D
(Fig. 10). Two cell lines were selected for this study: the pancreatic carcinoma
cell line AsPC-1 and the malignant melanoma line A2058. Both are resistant
to TRAIL-induced apoptosis yet express high levels of TRAIL receptor. The
AsPC-1 cells have been reported to express a mutant p53 protein and FLICE-
inhibitory proteins (FLIP), while A2058 cells express a wild-type p53.

A2058 and AsPC cells were stably transduced with the ribozyme library
and treated with TRAIL for 16 h. The cells were then subjected to an in situ
TUNEL procedure to label the apoptotic cells (Fig. 10), which were then
isolated by FACS. The ribozyme genes were then recovered by PCR and
reintroduced into the cells for another round of screening. Each cell line was
screened for a total of seven rounds. A total of 18 ribozyme sequences were
enriched from the selection. Ten of these ribozymes were confirmed individ-
ually, that is, they yielded a significant increase (p-value < 0.05) in TUNEL
staining of at least twofold versus the CNR3 ribozyme control (data not
shown).

BLAST queries of the RSTs from the 10 confirmed ribozymes yielded
several interesting candidate genes. In particular, the A2058-1 ribozyme
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matched perfectly with an RST in the gene for insulin-like growth factor
binding protein 2, or IGFBP2 (also called IBP2, IGF-BP53), accession num-
ber: NM_000597. IGFBP2 is one of seven IGFBPs that bind to the insulin-
like growth factors (IGFs) I and II in the plasma to affect the bioavailability
of these mitogens. This IGF system performs many functions including the
regulation of normal and malignant growth. Enhanced IGF expression has
been found in various tumors, while enhanced IGFBP2 expression has been
found in gliomas and prostate cancers. Changes in IGFBP2 expression are
linked to nutrition status, insulin secretion, fetal development, and malig-
nant transformation. The gene is expressed as a 1.4-kb transcript with no
known isoforms. CGAP virtual Northern data shows that IGFBP2 is over-
expressed in brain and ovarian cancers and underexpressed in colon cancer.
Our RNAI experiments showed that siRNA “B” and “C” promote TRAIL-
and Fas-induced apoptosis (Fig. 12A and B). Interestingly, they also pro-
moted apoptosis in untreated cells, suggesting an induction of the intrinsic
apoptosis pathway. The phenotypes correlated with a specific knockdown
of the IGFBP2 message as measured by real-time PCR (Fig. 12C). The same
siRNA against this transcript also produced a TRAIL- and Fas-induced
apoptotic phenotype in DU-145 prostate cancer cells (data not shown).
These results demonstrate a role for IGFBP2 in cancer in accordance with
previous publications.

2. SURVIVAL SELECTION AFTER TREATMENT BY EXTERNAL
APOPTOTIC STIMULI TO IDENTIFY PROAPOPTOTIC GENES

As stated earlier, while selection for apoptotic cells yields potential drug-
gable oncogene targets, the process is more challenging due to the negative
selection nature. Survival selection is much more efficient with significantly
less background, and the following examples demonstrate cases that were
validated using survival selection.

a. Genes Involved in Fas-Induced Apoptosis in Cervical
Cancer HeLa Cells

Taira and colleagues examined the Fas apoptosis pathway using their
hybrid hammerhead ribozyme library (Kawasaki and Taira, 2002; Kawasaki
et al., 2002a), using a survival selection scheme in which Hela cells that
resist apoptosis were selected (Fig. 13). Since HeLa does not express Fas, a
Fas transgene expression cassette was introduced into HeLa cells to gener-
ate HeLa-Fas for the study. The HeLa-Fas cells were transiently transfected
with the ribozyme library and subsequently treated with «-Fas antibody.
After five rounds of selection, the ribozymes enriched in the survival cells
were rescued and sequenced. As expected, the authors identified a number
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Fig. 12 Genes involved in TRAIL apoptosis pathway. (A) TRAIL-induced apoptosis in
A2058 cells transfected with siRNA against IGFBP2. Cells were transfected with 10 nM of
the indicated siRNA. Two days later, cells were either left untreated or incubated with 10 pg/ml
TRAIL for 16 h. Apoptosis was then measured by DNA-fragmentation ELISA. The results are
from one experiment and were reproduced in two other experiments. The IGFBP2 target
sequences for each siRNA are as follows: ILGF2-B, AACCTCAAACAGTGCAAGATG,
nucleotides 905-925; and ILGF2-C, AACGGAGAGTGCTTGGGTGGT, nucleotides 1142-1162.
(B) Fas-induced apoptosis in A2058 cells transfected with siRNA against IGFBP2. The experi-
ment is identical to “A” except agonistic Fas antibody was used instead of TRAIL extrinsic
pathway apoptosis induction. The results are from three experiments. IGFBP2 siRNA “B” and
“C” produce a significant (p-value < 0.05) phenotype in both untreated and Fas-treated cells.
(C) Knockdown of IGFBP2 mRNA levels by siRNA. A2058 cells were seeded into T25 flasks
and transfected with 10 nM of each siRNA using Oligofectamine at ~30% confluence. Forty-
eight hours after transfection, the cells were harvested and RNA was isolated. Real-time PCR
was performed for 40 cycles and the values were normalized to 18S rRNA. A knockdown of
IGFBP2 mRNA is observed that correlates with the observed apoptosis phenotype. This graph
summarizes the data from two separate transfections. Data are normalized to untransfected
“buffer” only cells. “Control” refers to cells transfected with an siRNA with no known target.

of known genes involved in Fas-mediated apoptosis pathway such as Fas-
associated death domain protein (FADD), caspases 3, 8, and 9, Bik, Apaf-1,
and DNase CAD. They also identified a number of novel genes (Kawasaki
and Taira, 2002; Kawasaki et al., 2002a).

b. Genes Involved in TNF-a-Induced Apoptosis
Taira and colleagues also described a survival selection scheme using
TNF-a as external stimuli to identify genes involved in the TNF-a-induced
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Fig. 13 Selection scheme based on cell survival for genes involved in apoptosis.

apoptosis pathway (Kawasaki et al., 2002a). TNF-«, a pleotropic cytokine
that is related to TRAIL and FasL, also induces apoptosis in some cell lines.
TNF-« acts by binding to its receptors, TNFR-1 and -2, on the cell surface.
This binding triggers signal transduction eventually leading to activation of
caspase 8 and subsequent proteolytic cascade which ultimately induces cell
death. Breast cancer cell line MCF-7 cells were transduced with the ribo-
zyme gene library (Rz-A60 library), and then treated with TNF-a along
with cycloheximide which enhances TNF-a-induced apoptosis. The ribo-
zymes recovered from the surviving clones were sequenced to identify
putative ribozyme targets. Among the genes identified include previously
known genes involved in the TNF-« apoptosis pathway (TRADD, Caspases
2, 8 and RIP, RAIDD, and so on), and 30 new genes.

C. Identification of Genes Involved in Cell Invasion
Using an In Vitro Invasion Assay

The fatality of the most cancer malignancies is attributed to cancer
metastasis. Little is known regarding mechanisms underlying the metastasis,
although comparative expression profiling of metastatic cells and nonmeta-
static cells has recently been used to identify metastatic genes (Fidler and
Radinsky, 1996). Cell invasion is an important contributing factor to the
metastatic potential of cancer. Invasion through the extracellular matrix
(EMC) involves cell adhesion to and penetration of the wall of blood vessel
(migration), a process that involves the proteolytic activities of matrix
metalloproteinases (MMPs) and adhesion molecules. The invasion potential
of cancer cells can be assessed through an iz vitro invasion assay (Chemicon
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Fig. 14 Selection schemes for cells with distinct migratory or invasion potential.

Cell Invasion Assay Kit), while migration can be assessed by a Boyden
chamber chemotaxis and wound migration assay. Both assays can be readily
adapted as live cell selection for combinatorial ribozyme library selection
(Fig. 14).

Taira and colleagues recently reported two studies using the in vitro
migration and invasion assays with the phenotype-driven ribozyme library
approach to identify genes involved in migration and invasion (Suyama
et al., 2003a,b). In their first study, the highly invasive HT1080 human
fibrosarcoma cell line was transduced with the A60-hybrid hammerhead
ribozyme library. The transduced cells were subjected to the transwell
chemotaxis migration assay in Boyden chambers (Suyama et al., 2003a).
The cells and the assay conditions were chosen such that the majority of
cells (99.9%) migrated toward the chemoattractant (bottom well) and
few stayed for minimizing selection background. The ribozymes from the
nonmigratory cell populations (top well) (Fig. 14) were recovered and
enriched by repeated selections. Two enriched ribozymes were confirmed
in both migration and invasion assays and their sequences were determined
to identify the target gene. They found that these two ribozymes cleave
the ROCK1 gene, a regulator of the actin cytoskeleton. ROCK1 and the
related ROCK2 genes were previously implicated in metastasis, but not cell
proliferation (Itoh et al., 1999).
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In the second study (Suyama ef al., 2003b), the authors identified genes
involved in cell invasion by in vivo invasion selection. Noninversive or
weakly invasive murine NIH3T3 fibroblasts were transduced Rz-A60 lib-
rary, and the transduced cells were subjected to invasion selection in Boyden
chambers coated with ECM gel porous filters that prevented migration of
noninvasive cells. The invasive 3T3 cells (bottom well) were harvested and the
ribozymes recovered (Fig. 14). Repeated selections yielded eight enriched
ribozymes that promote NIH3T3 cell invasion. Since cell invasiveness can
be attributed to two factors, migration and dissolution of ECM, these ribo-
zymes were also tested in the migration assay. Six of the eight ribozymes
enhanced migration of 3T3. A few candidate gene targets have been identified
including GEM-GTPase, a gene previously implicated in cell invasion.

D. Other Inverse Genomics® Screenings for
Cancer Targets

We have previously described a few other in wvitro cancer cell model
systems for identifying cancer genes, for example, NIH3T3 cell focus for-
mation (Li et al., 2000b) and BRCA1 promoter up-regulation (Beger et al.,
2001). Evidence also suggests that ribozyme-mediated gene inactivation
could potentially be used to evaluate in vivo models such as the tumor
xenograft (see preceding section) and transgenic models (U'Huillier et al.,
1996; Luo et al., 2003). Therefore, Inverse Genomics® can also be adapted
to in vivo selection to identify cancer targets. We have preliminarily at-
tempted an in vivo selection using pulmonary metastasis/colonization of
human osteosarcoma SAOS-2 cells in immunocompromised nude mouse
(Jia et al., 1999; Habita et al., unpublished) (Fig. 15). We identified func-
tional ribozymes responsible for SAOS-2 cells metastasis/colonization, sug-
gesting the possibility that genes promoting metastasis and invasion in vivo
can be identified using Inverse Genomics®. Taira and colleagues recently
reported identification of metastasis-related genes in a murine B16F0 mela-
noma cell pulmonary metastasis mouse model using a library of randomized
ribozymes (Suyama et al., 2004) similar to the above SAOS-2 model. Their
studies have identified a number of genes potentially involved in metastasis.

V. SUMMARY

Cancers are genetic diseases resulting from mutations in key genes that
alter gene expression and/or gene product activity. Antagonizing these
aberrations through pharmacological means leads to cancer cell death and
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Fig. 15 Selection schemes for cells with metastatic potential. Non- or weakly metastatic
human osteosarcoma cell line SAOS-2 or murine melanoma cell line B16F0 cells were trans-
duced with hairpin ribozyme library or hammerhead ribozyme library. The transduced cells
were tail vein injected into immunocomprised mouse nu/nu for SAOS-2 and synergic C57BL/
6NCrj mouse for B16F0 cells. Two weeks later, the tumor colonies in mouse lungs were
observed, counted, and harvested for in vitro culture and Rz rescue.

effective cancer therapy. This requires identifying the critical and specific
genetic changes in cancer cells. This report describes a genomic approach,
we dubbed Inverse Genomics®, which utilizes combinatorial ribozyme gene
inactivation for concurrent cancer gene target identification and validation.
Another key to successful cancer target discovery and validation is the
development of the effective cell-based phenotype assays. In light of this,
we have described some assays that have proven effective.

The concept of using ribozyme-mediated gene inactivation for cancer
gene target identification and validation has contributed to the rapid appli-
cation of siRNA gene knockdown technologies for this same purpose.
We and others are currently using siRNA to identify novel cancer gene targets
that may lead to new cancer therapies. It is widely known that siRNA-based
technology has many advantages as compared to ribozyme-based technology,
including more robust silencing, higher specificity, increased stability, easier
site selection, and so on. This is the primary reason siRNA has been broadly
accepted as the tool of choice for gene silencing. However, ribozymes still
have certain features that siRNA may lack. For example, ribozyme is strand
specific, and less likely to cause interferon response. Furthermore, ribozyme
library approach may be more specific due to the requirement of GUC or
NUH at the restriction site. Additionally, siRNA can enter the miRNA
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pathway to inhibit protein translation with much less stringent sequence
requirements. Ribozyme libraries are also much more easily constructed.
Lastly, since RNAi is a cellular mechanism and requires numerous cell
factors, its effects under certain situations can potentially be restricted,
whereas ribozymes would not have the same issue. Therefore, in spite of
the power of siRNA as a gene inactivation tool, ribozymes are still valuable
tools for functional genomics studies.
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This chapter focuses on the promising post-genomic technologies being used for
discovery of new, safer, and better cancer drugs and drug targets. Since cancer is largely a
disease of the cell, usually involving unrestricted cell proliferation as a result of heritable
genetic changes such as mutation, this chapter will focus on cell-centric technologies and
their utility in addressing major questions in cancer biology. Recent advances in cell-
based technology, including phenotypic assays, image-based readouts, primary tumor
cell growth and maintenance in vitro, gene and small molecule delivery tools, and
automated systems for cell manipulation, provide a novel means to understand the
etiology and mechanisms of cancer as never before. In addition to the abundant tool
sophistication, many aspects of cancer can be emulated and monitored in cell systems,
which makes them ideal vehicles for exploitation to discover new targets and drugs. This
chapter will first handle nomenclature and provide a context for a “good drug target”
within the framework of the human genome, then overview functional genomic gene-
based library screening approaches with specific applications to cancer target discovery.
Second, small molecule screening applications will be handled, with an emphasis on the
new paradigm of massively parallel screening and resultant multidimensional dataset
analysis approaches to identify drug candidates, assign mechanism of action, and
address problems in deriving selective and safe chemical entities. © 2007 Elsevier Inc.
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I. INTRODUCTION

A fundamental premise in the scientific enterprise is that technology has
a powerful impact on research, allowing scientists to ask old questions in
new and exciting ways. The recent sequencing of the complete human
genome represented a fundamental shift in how biomedical research is
performed such that biological phenomena can now be addressed with more
global, comprehensive sets of tools. In parallel, advances in automation,
high-throughput screening, gene-based libraries, combinatorial chemistry,
cell biology, and computation coupled with the genome sequence have
spawned the post-genomic era in which biomedical discovery is advancing
at an unprecedented rate. In particular, comprehensive genome-wide gene
libraries [e.g., cDNA overexpression and small interfering RNA (siRNA) or
gene knockdown libraries], collections of diverse chemicals (e.g., natural
products, kinase, protease, and other gene family targeted compound col-
lections, known drugs), advances in cell technology, and automated robotic
systems to screen these libraries in cell-based assays are leading to discov-
eries of novel drug targets, new drug candidates, and a means to properly
triage these targets and drug candidates to minimize attrition rates and
clinical failure.

Although the post-genomic technologies have applications to many bio-
medical areas, cancer and diseases of cell proliferation are possibly best
positioned to benefit in the short term. Properly poised, these tools may be
able to address the most fundamental problems in the treatment and cure of
cancer. The major problems to be addressed center around the fact that
although a significant number of new chemical entities are generated annu-
ally to target a variety of cancer types, the majority of treatments are non-
specific chemotherapies which wreak havoc on other major organ systems
beyond the intended target. The etiology of such toxic effects and narrow
therapeutic indices are largely unknown, but current thought implicates the
ubiquitous tissue distribution of the drug and drug target throughout the
body. Drugs such as cisplatin and taxol target DNA and microtubules,
respectively. Neither of these targets is found preferentially in tumor versus
normal, healthy cells. Furthermore, these drugs distribute throughout the
body, affecting significant systemic toxicity. In contrast, the highly success-
ful Glivec (STI571) is a specific, molecularly targeted drug, directed toward
BCR/ABL, found only in lymphoid cells which have undergone a rare
translocation event, leading to chronic myeloid leukemia (CML) (Druker
et al., 1996). The question then becomes, can more specific drugs and drug
targets be discovered? If so, how can tools of the post-genome lead us to
them expeditiously?
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II. DRUGS, DRUGGABILITY, AND
TARGET VALIDATION

For the first time, access to a list of nearly all human genes is available of
which many may represent targets for disease intervention. Some estimate
5000-10,000 new drug targets may have come to light based on the full
human genome sequence, while more conservative estimates are in the
thousands (Bailey et al., 2001; Hopkins and Groom, 2002). The sheer
number of new possible targets has led to the impression that more targets
exist than can be handled appropriately. The glut of new targets might
congest the pipeline, inflate research and development (R&D) costs, and
make drug discovery less efficient.

The question then posed by the genome opportunity is how to most
quickly turn human genomic information into validated targets without
sacrificing efficiency? There are at least two ways of addressing this ques-
tion: first, by prioritizing which targets are the most druggable (i.e., what
is the likelihood of discovering a modulatory small molecule or antibody
against the target?) and second by determining which targets are best
validated (i.e., what is the likelihood that target modulation will result in
a tangible mitigation of disease or symptoms?). The target boon begs for
a framework to assess which “targets” represent both “druggable” and
“validated” targets, an important question given the associated risk involved
in launching drug discovery campaigns on poorly validated targets.

Historically, good drug targets have been defined in two ways: first, as
targets with a proven, causative role in a human disease, which when
addressed with a small molecule leads to reversal of the disease, or second,
as targets for already successful drugs, in which hindsight defines “good.”
Many drug targets, such as the immunosuppressant drug cyclosporine A
(CsA), metformin, and even penicillin, were used as probes themselves to
discover their targets (Ghuysen, 1977; Handschumacher et al., 1984; Zhou
et al., 2001). To define “good drug targets” as those for which existing
drugs provide direct rationale would limit the number to only 120 based on
all marketed drugs (Hopkins and Groom, 2002). While the list of known
drugs provide a means to a reverse definition of a druggable target, in light
of the genome project, how do we determine a “forward” definition of a
druggable target? Can we establish criteria for target druggability and
relevance to disease?

Lipinski et al. (2001) established a set of criteria for chemical druggability
based on physicochemical and pharmacokinetic characteristics of known
drugs recognized as the “rule-of-five” for oral bioavailability. By analogy
then, in the biological world, are there guidelines for druggable targets
based on gene family, structure, expression, tissue distribution, function,
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and biological pathway connectivity? Hopkins and Groom assessed the
number of “druggable” targets using the guideline that the target must be
physically capable of binding compounds, preferably to those with drug-like
features as set forth by the Lipinski “rule-of-five.” The analysis resulted in
3051 “druggable” targets; roughly 10% of the predicted ~30,000 or so
genes (this analysis does not take into account nonprotein targets). Of the
~3000 “druggable” targets, many fall within protein families (GPCR,
kinase, protease) that suggests the potential for nonspecific, off-target
effects of compounds on related targets which can often lead to untoward
and significant side effects. An understanding of the consequences of such
off-target modulation, knowing which targets to avoid, requires functional
definition of these targets. Unfortunately, less than half of all proteins
encoded by the genome have any documented functional annotation (Su
et al., 2004). In fact, without an understanding of the function of a
biological target in disease versus normal cells, the point of “druggability”
is moot.

III. POST-GENOMIC DISCOVERY OF NOVEL TARGETS

How then does one identify putative targets based on function and rele-
vance to disease? Given the significant number of genes in the genome, what
methods exist to functionally annotate all possible genes?

Is there a high-throughput methodology to ascribe functional definition
to a gene to the degree necessary to launch a drug discovery effort? Genetics
provides a means to determine gene function in the context of a whole
organism (gene knockout, transgenesis, and organismal mutagenesis), how-
ever, the methods employed are typically low throughput and the evolution-
ary distance from human (i.e., yeast, worms, flies, fish, and mice) detracts
from the goal. Alternatively, human cell systems represent a higher through-
put vehicle with superior application to human disease. Based on this
inference, several groups have devised methods to comprehensively scan
genes at a genome-wide scale for function using cellular assays. By arraying
thousands of distinct human genes one-by-one in mammalian expression
vectors in microtiter plates, transfecting massively in parallel into cellular
reporter assays, each gene can be tested for functional effects of overexpres-
sion. The method termed Genome Functionalization through Arrayed
¢DNA Transduction (GFACT) or gene-by-gene screening has been used to
assign function to hundreds of genes in cellular assays for cell proliferation,
cell-cycle arrest, and other phenotypes (Chanda ez al., 2003; Iourgenko
et al., 2003). Similarly, comprehensive libraries of siRNAs targeting indi-
vidual genes of the human genome for knockdown or reduction of mRNA
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levels have been arrayed and screened for function in cell-based assays as
well (Huesken et al., 2005) (Fig. 1). These systems have potential to reduce
the genome down to smaller more manageable subpopulations based on
activity in functional assays relevant to pathways, physiology, and disease.

Given that many signal transduction pathways and cell-intrinsic bio-
logical networks are intact in mammalian cells, whole cell-based assays
have further utility in elaborating biological specificity of a given gene.
Overexpressing or knocking down a given gene in the context of cells
affords the ability to scan for effects in multiple signaling pathways within
a given cell, or across a panel of cellular assays. In the context of the theory

Prearrayed siRNA/cDNA matrix

Addition of transfection reagent

Addition of cells/incubation

Assay for phenotype

Fig. 1 Screening of arrayed gene libraries for pathway and target identification. For high-
throughput functional genomic analysis, distinct cDNAs or siRNAs are arrayed in multiwell
format. Transfection reagent is subsequently added to the nucleic acids, and the transfection is
completed by the addition of cells (retrotransfection). Effects of gain of function (cDNAs) and
loss of function (siRNAs) of genes across the genome on a particular cellular phenotype are
then measured.
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of biological connectivity and node theory in which signaling networks
are composed of at least two distinct types of interactions, a low number
of highly linked nodes that interface with a high number of lowly linked
nodes and a high number of lowly linked nodes that interface with a small
number of highly linked nodes, the importance of phenotypic specificity is
manifest (Clemons, 2004) (Fig. 2). An example of a highly linked node
is classical AP-1 (a complex of fos and jun proteins), which can be modu-
lated by dozens of stimuli (such as mitogens, cytokines, UV, and so on),
since perturbations of highly linked nodes can have pleiotropic effects of
which some are desirable (i.e., disease alleviation) and some undesirable
(i.e., toxicity). Other examples of highly linked nodes include NF-xB, p53,
and ras, which represent meeting points for many signaling pathways
involved in cell growth, proliferation, and adhesion, in a variety of systems
regulating growth, inflammation, neuronal function, and other important
physiology (Ghosh and Karin, 2002; Gomez-Lazaro et al., 2004; Olson and
Marais, 2000). In contrast, perturbation of lowly linked nodes would have

@ Highly linked node
O Lowly linked node
O Unlinked node

Fig. 2 Node network theory schematic. (A) Biological networks can be represented as an
array of nodes including highly linked nodes (dark gray circles), lowly linked nodes (light gray
circles), and unlinked nodes (white circles). Theoretically, highly linked nodes would control
multiple processes and thus connect with many other nodes. Perturbation of such highly linked
nodes is likely to have pleiotropic effects because of their influence on many processes.
Perturbation of lowly linked nodes would likely have fewer pleiotropic effects because of their
isolation (as would be the case of perturbing the disconnected or unconnected nodes).
(B) Examples of a highly connected node would be the transcription factor complex AP-1
which is involved in regulating many processes including proliferation and inflammation.
Disruption of a lowly linked node upstream of AP-1 activation, such as hepatoctye growth
factor (HGF) inhibition, would not impede AP-1 activation through other effectors such as
TNF and FAS and thus have fewer side effects than direct inhibition of AP-1.
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less overall impact across signaling systems, and more likely to achieve a
specific desired outcome. While examples of both types of nodes exist as
drug targets, the ability to characterize the effect of any given gene across
diverse pathways can provide information for target prioritization. Parallel
screens of libraries of cDNAs or siRNAs, or those subsets which score
positive in a phenotypic assay can reveal biological specificity of a hit and
perhaps narrow the list of putative targets from a genome-wide screen.

A. Functional cDNA Screening and Oncology

Genetic dissection of signaling pathways in human disease is the current
challenge in drug target identification. The ability to generate libraries of
c¢DNAs from human tissue sources and clone into mammalian expression
vectors is enabling this field. Harnessing viruses to introduce libraries blan-
ketly into cells, paired with advances in human tissue culture systems and
phenotypic readouts have ushered in the age of human cell genetics. In the
late 1980s, Brian Seed established the expression screening approach in
mammalian cells and laid the groundwork for functional gene identifica-
tion in cell systems relevant to human physiology (Allen and Seed, 1989).
In the technology’s infancy, functional cDNA expression screening identi-
fied genes such as LFG, an antiapoptotic gene, Toso, a T-cell surface
receptor that blocks FAS-induced apoptosis, multiple members of the JAK
and STAT interferon signaling cascade, and NF-xB activating genes such as
IKK-gamma (Darnell et al., 1994; Hitoshi et al., 1998; Yamaoka et al.,
1998). These screens were done by ectopic overexpression of pooled
cDNAs, looking for genes which confer “gain of function.” Despite obvious
utility, this pooled screening strategy is analogous to “finding a needle in a
haystack”; first the chance of finding something in the haystack is very slim
based on the abundance of the gene of interest, and second, one is not even
assured the gene of interest is in the proverbial stack in the first place. More
precisely, the limitations include: (1) strong dependence on an assay’s signal-
to-noise ratio; (2) nonnormalized libraries make rare, low abundance genes
more difficult to find; (3) libraries usually tissue specific and lack many
genes; (4) are ridden with ¢cDNA fragment; and (5) rescuing the causal
cDNA from the cell of interest can be difficult.

As a result of the completed human genome sequence, an effort to clone
all human genes, in expression-ready full-length form are becoming avail-
able to facilitate genome-wide functional screens in mammalian cells. This
new approach circumvents many of the problems associated with pool
screening. Full-length cDNAs, encoded by mammalian expression vectors,
including both known and predicted genes are arrayed in individual wells of
microtiter plates, and systematically introduced in parallel into reporter cells.
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These libraries can include the 12,000 plus human genes assembled by the
Mammalian Genome Collection (http://mgc.nci.nih.gov/), the 24,000
unique member Origene collection (http://www.origene.com/cdna/), all of
which exist in mammalian expression ready vectors for high-level expression
via transient transfection or in virus-based vectors for screens in primary
cells (Gerhard et al., 2004; Strausberg et al., 2002). The advantages of
arrayed-based formats over pooled-library approaches are: (1) the reporter
assays do not require a very high signal-to-noise ratio, since each gene is
tested individually for function; (2) the libraries are normalized such that
rare genes have an equal opportunity to register as hits; and (3) rescuing the
causal gene is unnecessary since the identity of each gene in each well is
already known. Another advantage soon to be realized from a comprehen-
sive set of all human genes arrayed for functional screening is that one will
no longer have to wonder if the gene of interest resides in the library if no
hits score as positives—in this case, perhaps a gene with the desired function
does not exist.

The arrayed functional screening approach is beginning to offer new
targets in oncology. This gain-of-function screening approach has particular
utility in oncology screens given that the etiology of many cancers stems
from misregulation and overexpression of oncogenes. Chanda ez al. (2003)
reported a strategy to identify positive regulatory effectors of AP-1-depen-
dent mitogenesis using an AP-1-responsive reporter vector upstream of a
reporter gene encoding. Michiels et al. (2002) used a 13,000 member-
arrayed adenoviral expression library to identify novel regulators of osteo-
genesis, metastasis, and angiogenesis. lourgenko et al. (2003) used a similar
methodology to identify genes which activate expression of interleukin-8, a
cytokine with etiological bases in asthma, arthritis, and cancer. Other
reports utilize various reporter constructs in genome-wide functional analy-
sis to analyze NF-xB signaling pathways, to identify p53 regulators or to
identify new components of the Wnt signaling pathway, an important
controller of embryonic development and possibly cancer (Huang et al.,
2004; Liu et al., 2005; Matsuda et al., 2003). The main advantage of the
arrayed approach is that one typically discovers more genes than from the
pooled approach, which serves to increase the probability of finding one
that satisfies “good target” criteria.

B. RNA Interference Screening and Oncology

Whereas cDNA screens are useful for identifying genes that cause cell
transformation and possibly cancer, RNA interference (RNAIi) inhibition
screens may be used to identify which genes can be inhibited to reverse the
disease phenotype. Since RNAI inhibition of gene expression is in some
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respects analogous to inhibition of the same gene product by a small
molecule antagonist, the utility of RNAI for drug target identification and
validation has caught the interest of the drug discovery community. The
phenomenon of RNAI, first discovered in the nematode Caenorbabditis
elegans, has become a favored method for studying “loss-of-function”
phenotypes in a high throughput and unbiased manner (Fire et al., 1998).
The direct use of RNAi in mammalian tissue culture cells has now become
a feasible approach for functional genomics studies. The utility of this
approach stems largely from efficient design and delivery of siRNA to
mammalian cells, and the availability of the human genome sequence to
design targeting-oligos for whole genome screens in mammalian cells.

The availability of the human genome sequence enables design of specific
inhibitory RNA sequences against all of the predicted human genes, and
advances in screening methodologies and automation allow one to interro-
gate the effects of knocking down every gene, one-by-one, in parallel in
cellular assays just as described for ¢cDNAs. In mammalian cells, gene
silencing has been achieved by transient transfection of synthetic short
double-stranded (ds) siRNA [in vitro synthesized siRNA, and plasmid-
based short hairpin RNAs (shRNAs) (Aza-Blanc et al., 2003; Berns et al.,
2004; Brummelkamp et al., 2002; Hsieh et al., 2004; Paddison et al., 2004;
Yang et al., 2002; Zheng et al., 2004]. The short hairpins are processed by
ribonuclease III activity of the Dicer enzyme to generate effective 21-22
nt siRNA (Bernstein ez al., 2001). Besides Moloney-based retroviral delivery
of shRNAs, other viral delivery systems including adenoviral RNAIi vectors
or lentiviral vectors have additional benefits (Arts et al., 2003; Berns et al.,
2004; Paddison et al., 2004; Rubinson et al., 2003). Lentiviruses, in contrast
to retroviruses, have the capacity to integrate into the host genome of
nondividing cells and enable stable expression of the delivered shRNAs
(Naldini et al., 1996a,b). Adenoviral vectors are also used to achieve long-
term expression and high gene transfer efficiency. Both types of RNAi
reagents, including chemically synthesized siRNAs and vector-encoded
shRNAs, have their own unique limitations that impact the success of the
screen. For instance, it has been shown that some siRNAs, and more often
shRNAs are prone to induce a nonspecific interferon-mediated response,
which can complicate readouts (Bridge et al., 2003; Sledz ez al., 2003).
In addition, excessive concentrations of RNAi reagents can lead to significant
off-target effects (Persengiev et al., 2004). The ability to control the concen-
tration of exogenous siRNA in contrast to the noncontrollable effective
dose of shRNA transcribed inside the cell minimizes this risk of nonspecific
effects.

Toward oncology drug targets, initial proof of concept for an arrayed
synthetic siRNA library and the feasibility of large-scale RNAi screens in
mammalian cells was first demonstrated by Aza-Blanc et al. (2003). siRNA
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oligos targeting 510 human kinases were tested for their ability to modu-
late the induction of apoptosis by TNF-related apoptosis inducing-ligand
(TRAIL, a “biologic” drug in clinical development for oncology appli-
cations) in a cell viability assay. The goal of the screen was to identify
genes which when selectively knocked down could enhance sensitivity of
the cells to TRAIL-mediated apoptosis, or alternatively block apoptosis.
Both known and previously uncharacterized genes, including downstream
of bid (DOBI) and MIRSA, were identified. In addition, a functional linkage
between MYC, WNT, JNK, and BMKI1/ERKS genes to the TRAIL-
mediated response pathways was revealed. A genome-wide library compris-
ing ~49,000 synthetic siRNAs spotted in an arrayed format (two siRNAs
per gene) has also been designed (Huesken er al., 2005). An artificial
intelligence algorithm (BIOPREDsi, www.biopredsi.org) that computation-
ally predicts 21-nt siRNA sequences that have an optimal knockdown effect
for a given gene was used. BIOPREDs; implements a neuronal network,
based on the Stuttgart Neural Net Simulator (http://www-ra.informatik.
uni-tuebingen.de/SNNS/). This collection was used to interrogate the re-
sponse to hypoxia by induction/suppression of HIF-1« levels measured by
the use of a luciferase reporter gene containing the hypoxia-response ele-
ment. HIF-1« and aryl hydrocarbon receptor nuclear translocator (ARNT,
HIF-173), which heterodimerizes with HIF-1a on hypoxic shock, scored
among the top hits, thus validating this approach. These examples demon-
strate the powerful nature of siRNA design when coupled with genome-
wide screening. Genes required for cell division in HelLa cells were screened
by using a high-throughput cell viability assay followed by a high content
video-microscopy assay to quantify the frequency of cells in mitosis for
arrest phenotypes. Thirty-seven genes were identified, including several
splicing factors whose silencing generated mitotic spindle defects. Another
example of a vector library directed against the family of deubiquitinating
enzymes revealed CYLD, the familial cylindromatosis tumor suppressor
gene, as a suppressor of NF-xB, thus establishing a direct link between a
tumor suppressor gene and NF-xB signaling (Brummelkamp ef al., 2003).
It was also shown that inhibition of CYLD enhanced protection from
apoptosis and can be reversed by aspirin derivatives, such as salicylate,
which are established NF-xB inhibitory molecules. This result led to the
suggestion of a therapeutic strategy for treating cylindromatosis with exist-
ing drugs and provides an insight as to how genetic screening approaches
can reveal potential drug targets and intervention strategies.

As a result of the power of siRNA-based genetic screens, several groups
have combined their efforts to expand this resource. The RNAi consortium
(TRC), a collaborative effort among six research institutions and five inter-
national life sciences organizations, released a lentiviral shRNA library
consisting of ~35,000 shRNA constructs targeting 5300 human and 2200
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mouse genes. The first-generation library named MISSION™ TRC-Hs 1.0
(Sigma-Aldrich) or Expression Arrest™ TRC (Open Biosystems) is based on
the self-inactivating lentiviral vector pLKO.1, wherein expression of the
hairpin sequence is driven by the U6 promoter (Stewart et al., 2003). The
effectiveness of this newly released lentiviral library has not been reported,
however, the results of several aforementioned screens indicate the potential
utility of this resource.

IV. SMALL MOLECULE SCREENS IN ONCOLOGY

While it is appreciated that oncogenesis arises as a result of the accumu-
lation of selectively advantageous somatic mutations, many of which can be
mapped and sequenced, therapies that effectively reverse the unchecked
tumor growth phenotype are sorely needed. Although cDNA screens can
identify proto-oncogenes, siRNA libraries can identify potential targets for
therapeutic intervention, small molecule screens in cellular cancer models to
selectively impair tumor cell growth may identify both pathways, targets and
drug candidates for cancer therapy. An outgrowth of the genomics revolution
has also rejuvenated an age-old approach to drug discovery, cell-based
screening. The ability to survey small molecule space in disease-relevant
cellular pathway screens affords the opportunity to rapidly identify bioactive
compounds for target identification (either by affinity approaches or in rare
instances informatics) and tumor cell therapy. High-throughput screening
of large, diverse chemical libraries has become fairly commonplace in
academic and industrial settings (Clemons, 2004; Edwards et al., 2004;
Eggert et al., 2004). Due to the significant literature covering this space,
this chapter will focus more on the advances and uses of parallel screens
of small molecules against cellular assays and analysis of the resulting
multidimensional datasets.

A. Parallel Cellular Screens

Over the past 10 years advances in high-throughput screening, robotics,
combinatorial chemistry, and assay technology have set new standards
in drug discovery lead generation (Cox et al., 2000; Floyd et al., 1999;
Sundberg, 2000; Weinstein et al., 1992). Despite the capabilities and the
enormous data they create, the failure rate of drug candidates in the clinical
and preclinical phase is still high, primarily due to unexpected biological
side effects such as toxicity (Schuster et al., 2005). Large-scale screening
databases routinely contain records of millions of compounds and their
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activities across a multitude of biological assays. Recently, it has been
realized that interscreen data analysis across large-scale screening databases
can be usefully mined for additional information on the activity of drug
candidates. Analyzing the results of many screens at once affords the ability
to negatively select compounds which have problematic properties such as
nonspecific toxicity. Compounds with attractive properties such as cell- or
gene-dependent apoptosis can be quickly identified for follow-up. Profiling
of lead compounds across batteries of biologically relevant assays could
identify untoward side effects early in preclinical discovery but also benefi-
cial properties such as alternative indications, orphan target modulation,
and new biology (Butcher et al., 2004; Plavec et al., 2004; Rabow et al.,
2002). Comparing compound activities across cellular data is inherently
richer than biochemical or direct enzymatic measurements in a cell-free
environment since cells encode the genetic networks and pathway architec-
ture necessary to measure most physiology, especially that relevant to cancer
such as growth, proliferation, checkpoint control, apoptosis, cell migration,
and so on.

At its most basic level, parallel screens comparing as few as two assays
side-by-side is significant (Clemons et al., 2004). This approach has been
used successfully to define new compounds with potential therapeutic
importance in the area of oncology. For instance, Torrance et al. performed
parallel simultaneous screens against isogenic pairs of colon cancer cell
lines; one encoding mutant K-ras, the other a deletion of mutant K-ras,
comparing data from about 30,000 unique compounds. By comparing the
two screens, the strategy unveiled a new, differentially cytotoxic cytidine-
containing compound which selectively eradicated mutant K-ras expres-
sing cells (Torrance et al., 2001). Dolma et al. (2003) screened ~24,000
novel compounds against two cell lines: an engineered tumorigenic cell
versus its normal, untransformed counterpart, to identify a potent small
molecule inhibitor of cell growth, termed erastin. Fantin et al. (2002)
screened immortalized epithelial cell pairs either lacking or expressing the
oncogene neuT to identify compounds which could selectively induce cell
type-specific BrDu-incorporation. These examples demonstrate the concept
of parallel screens whereby straightforward subtractive analysis derived
data to rapidly select compounds with desired qualities.

Comparison across a multitude of cellular assays can derive more incisive
information for follow-up work. For instance, compound profiling across
a panel of phenotypic assays can portray the global effects of molecules
from a given structural series from a lead optimization program, and guide
chemical design to achieve desirable biological effects. As proof of concept,
Kim et al. (2004) tested a library of structurally related compounds synthe-
sized by diversity-oriented combinatorial methods, using a combination of
monocyclized molecules and their corresponding bicyclic complement
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against a series of cellular growth-related readouts including DNA synthe-
sis, overall cellular esterase activity, and mitochondrial membrane potential
and intracellular reducing potential. Parallel tests of ~250 molecules and
a small set of known drugs against the four cellular readouts in a total of
40 cellular assays resulted in a matrix of ~20,000 data points. In order to
simplify the results, the matrix was subdivided into various descriptor sets
such as number of rotatable bonds per compound. The overall cellular
activity patterns of compounds migrated with their mono or bicyclic coun-
terparts. Further analysis showed that subtle stereochemical alterations
of the functional groups decorating the scaffold ultimately determined cell
effects. These studies importantly demonstrate the possibility of using par-
allel cellular assays for quantitative measurement of the effects of discrete
chemical modification.

Parallel cellular profiling can be used to prioritize compounds readily.
Shi et al. (1998a,b) showed correlation between activity patterns and
molecular structure of 112 ellipticine analogues tested in the National Cancer
Institute (NCI) tumor cell panel. The population subdivided into patterns
associated with either normal ellipticines or N2-alkyl substituted elliptici-
niums. The outliers were all dependent on specific structural modifications.
Interestingly, a correspondence between p53-status and glioblastoma-like
tumor types was manifest in the patterns, where the ellipticiniums were
generally more active than the ellipticines in cells with mutant p53. The
distinction provides the researcher with a rational means to prioritize and
choose next steps in a compound progression scheme based on p53 status
or on structural liabilities of these compounds. Haggarty et al. (2004)
analyzed an antihistone deacetylase 1,3 dioxane-based diversity-oriented
synthetic library using molecular descriptors to generate a multidimensional
matrix relating chemical structure with activity. The results identified struc-
tural elements important for SAR relationships distinguished by tubulin- or
histone-dependent substrate preference. These studies show again that mul-
tidimensional profiling can elucidate relationships between small structural
perturbations and specific cellular activity, and define a roadmap for further
studies.

Based on the promise of this approach, engineers and biologists at the
Genomics Institute of the Novartis Research Foundation (GNF) have built
an automated robotic system for simultaneous parallel cellular profiling of
hundreds of cellular assays against large, diverse molecular libraries. The
industrial scale system, termed an automated compound profiling (ACP)
system combines automated tissue culture for propagating cell-based assays
with a system for automatically performing miniaturized assays in 384-
or 1536-well microplates (Fig. 3). The ACP can rapidly test thousands
of compounds, in replicates, simultaneously in dose-response against
hundreds of unique cell-based assays in a single experiment. The system
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was first applied to the problem of identifying kinase-selective small mole-
cule inhibitors that target protein tyrosine kinases. Tyrosine kinase in gen-
eral play key roles in many cell growth processes and their misregulation
leads to a number of disorders, most notably cancer (Blume-Jensen and
Hunter, 2001; Hunter, 1998). Spontaneous translocations in which tyrosine
kinase domains become fused to other genes (such as NPM, Tel, and BCR)
have been identified as the basis for oncogenesis and several B-cell lympho-
mas, including the Philadelphia chromosome BCR/ABL and CML (Baserga
and Castoldi, 1973; Tkachuk et al., 1990). Due to the difficulty of identify-
ing selective small molecules that inhibit these tyrosine kinases, a parallel
cellular screen may provide a more fruitful approach.

In the first ACP experiment, several thousand small molecule kinase
inhibitors including 2,6,9-trisubstituted purines were profiled against an
array of 35 novel tyrosine kinase-dependent cell-based assays constructed
in the mouse pro-B Ba/F3 cell background (Ding et al., 2001; Melnick et al.,
2006). The experiment discovered selective small molecule inhibitors for a
variety of tyrosine kinases, but also demonstrated structure activity relation-
ships within subclusters of compounds which could be used to improve
potency and selectivity against a given set of related targets. Interestingly,
the approach showed that the relationship between tyrosine kinases based
on sequence data did not superimpose directly with a dendrogram based on
compound data. This type of phylogenographic analysis could reveal which
side activities for a given set of compounds might arise through further
optimization, either positive or negative for oncology drug development.

The dataset also contained dose-response information for a select set
of known drugs and drug candidates developed for a variety of disease
indications. As the industry is realizing through abundant examples of

Fig. 3 An automated system for profiling compounds versus panels of cellular assays.
(A) Compound profiling provides multidimensional data for more informed selection of lead drug
candidates, the depicted landscape represents specificity and potency of a panel of compound
scaffolds two dimensions (x and y), with a z-axis representing druggability or the likelihood
that the associated chemical scaffold can be optimized to become a drug. The schematic makes
the point that choosing compounds based on multidimensional data may lead to more optimal
drugs (z-axis). (B) The components of the automated compound profiling (ACP) system. The
system comprises three custom environmentally controlled incubators, a 1536-well plate cell
dispenser and reagent dispenser, a control station consisting of a computer running custom
scheduling software, a CCD-plate reader, an inverted microscope with an automated stage and
image analysis software, a compound transfer station, a tissue culture station for splitting cells,
and a Staubli RX130 anthropomorphic robot with a custom plate gripper. Together these
components integrate to perform high-throughput assays on panels of cells versus arrayed
molecular libraries. (C) A photograph of the ACP installed at the Genomics Institute of the
Novartis Research Foundation. (D) The tyrosine kinome representing the first interrogated
protein family using automated profiling technology.
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“polypharmacy,” drugs developed for one purpose may have advantages in
other diseases against other targets, the data was examined for unexpected
side activities and novel properties. Glivec, designed to target BCR/ABL, for
instance has described activity against pdgf and c-kit as well, which are the
justification for pursuing Glivec in GIST and asthma. In this experiment,
interesting cross-activities for other, less well characterized small molecule
kinase inhibitors currently under clinical investigation were discovered. The
pan-p38 inhibitor BIRB796 was shown to block Tie2, a protein implicated
in promoting angiogenesis. Extending the inhibitor’s activity to Tie2 could
potentially increase the utility of this compound in cancer treatment. In
another example, the dual inhibitor of Src-family kinases, BMS-3548235,
inhibited several Ephrin receptors implicated in both tumor angiogenesis
and tumor cell survival (Brantley-Sieders and Chen, 2004; Brantley-Sieders
et al., 2004; Kullander and Klein, 2002; Lombardo et al., 2004). The
results of this profiling experiment indicate the potential for expansion
into other tumor types. The ACP experiment demonstrates the power of
multidimensional profiling not only as a strategy for detailed SAR and a
framework for optimal chemical modification, but also to identify new
therapeutic opportunities for small molecules. In fact, some of the most
promising oncology drugs may currently be available as prescription drugs
or generics for other indications.

The idea of parallel cellular screens is, however, not entirely novel. The US
NCI has been pioneering the approach of parallel screening for the past
several decades. The NCI carries out an anticancer drug discovery program
in which more than 100,000 different chemical entities have been screened,
and another 10,000 novel chemicals are screened annually, in a panel of
more than 60 human cancer cell lines from a variety of different cancer-
disease tissues. As testimony to the success of this approach, at least five
compounds from the NCI screen have entered into phase I trials for oncol-
ogy including the DNA intercalator, quinocarmycin, a DNA interactor
termed spicamycin, KRN-5000 which disrupts glycoprotein processing the
kinase inhibitors UCN-1 and flavopiridol, and depsipeptide NSC 630176, a
histone deacetylase inhibitor (Bunnell et al., 2001; Dorr et al., 1988; Lee
et al., 1995; Sedlacek, 2001; Seynaeve et al., 1994).

The massive dataset achieved by the NCI has provided ample information
for another type of analysis which can only be performed using parallel
chemical-profiling data. These methods are used to extract another dimen-
sion of information which describes more than selectivity, potency, and even
alternative indications. Higher-order analysis of parallel profiling experi-
ments can suggest if not deduce the molecular mechanism of action (MOA)
of a drug whose target was completely unknown. The following sections
describe the growing importance of this powerful analytical technique and
the promise it holds for deriving better molecular-defined cancer drugs.
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B. MOA Determination

As a brief history, in early drug discovery, experimentalists tested small
collections of chemicals first in cellular and animal models then man inde-
pendent of whether the compound’s target or MOA was known. Cyclospor-
in, aspirin, and penicillin are all examples of this approach (Hoyem, 1961;
Kopp and Ghosh, 1994; Schreiber, 1991). Later, the advent of cloning and
protein expression allowed one to test many compounds against a single
enzyme in a cell-free environment in search of active modulators which
could then be tested in cellular and animal models, in this case with target
and MOA information at hand. Due to the relatively meager increases in
successful drug discovery with the modern approach, given the diminishing
number of new chemical entities produced by major pharmaceutical
companies each year, a return to the “old” days of drug discovery using
cells is being reexamined.

Inherent in the cell-based screening approach is a level of target blindness
where the interesting compounds and drug candidates may not have an
established MOA. For instance, one may screen for compounds that selec-
tively ablate a cancer cell type by testing thousands of small molecules in a
cell-based assay for inhibition of proliferation, as is the case for the NCI
screen, and others described before by Kinzler et al. and Dolma et al.
(2003). Unfortunately, despite very interesting molecules being discovered,
neither the exact molecular target in the cell, the target type, nor the
pathway modulated is known. The only information one has is that said
molecule kills said cells, which makes further characterization, especially
safety of the compound, a major black box to circumnavigate. Given the
growing concern over small molecule drug toxicity and FDA restrictions, an
increased importance has been placed on knowing a compound’s MOA well
before going to market, however, methods to detect the target and MOA
have not kept up with the many advances in the post-genomic era (Monks
et al., 1997). High-throughput proteomics, affinity methods using cDNA
libraries on phage, chromatographic purification, or genetic complementa-
tion assays using whole genomic cDNAs to identify the target of a small
molecule are interesting approaches, but have been relatively unsuccessful.
A means to accurately predict a compound’s target and MOA is sorely
needed for the cell-based strategy to have an impact.

Multidimensional profiling may provide a means to informatically predict a
drug’s MOA. An understanding of the definition of a compound’s activity
profile is necessary to appreciate how compound activity across a battery of
cellular assays can be used to predict its MOA. In essence, any compound can
be described by its unique set of activities in a variety of biological test systems.
This unique set of activities can be represented as a signature or fingerprint,
herein termed an activity profile for the compound. Just as a person can be
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uniquely identified by his/her fingerprint, a compound can be identified or
traced by its signature activity profile. The NCI has determined activity profiles
for over 100,000 compounds against a panel of patient-derived tumor cells,
just as the GNF has determined activity profiles for thousands of kinase
inhibitors across a panel of tyrosine kinase assays. Both the NCI and GNF
datasets provide ample evidence that small molecules with similar structures
have almost superimposable activity profiles (Melnick et al., 2006; Rabow
et al., 2002). The differences that do exist are linked to small alterations in
chemical structure and are unlikely to create significant incongruence over a
large number of screening assays. Likewise, compounds with similar mechan-
isms of action are likely to have similar activity profiles even if they have
completely distinct chemical structures. Compounds with overlapping profiles
will generally have the same or similar molecular targets, while entities similar
in chemical structure with different mechanisms of action will have different
and nonoverlapping activity profiles.

These principles clearly agree with the observation that, although the
activity data for a single biological assay contains some useful information,
activity profiles derived over a broad panel of assays encode incisive infor-
mation which equate with a compound’s MOA (Weinstein et al., 1997).
These conclusions are the general result of the NCI effort. The screening
strategy relies on the premise that agents tested will show reproducible
patterns of differential response among the 60 cell lines and that these
differences underscore differences in chemical structure and thus MOA.
In the widely mined NCI60 dataset (vide infra), all of the cellular assays
are antiproliferative or toxicity assays performed in dose response under
nearly identical conditions, differing in little other than the cell line used.
Based on this set of rules, it is fairly obvious that by comparing activity
profiles of known drugs with known targets, new compounds with identical
or highly similar activity patterns are likely to hit the same target. There-
fore, comparison of panels of reference compounds to new ones can begin
to functional classify and assign putative targets for the latter. The lesson
from the NCI profiling database, which represents the records of the screens
and describe a comprehensive set of cellular experiments, is that if appro-
priately curated the data can be mined in clever ways to extract knowledge
regarding compound MOA and testable hypotheses in cancer research.

C. Data Analysis of Multidimensional Cellular Datasets

Understanding appropriate statistical analysis to mine multidimen-
sional profiling data is of paramount importance to derive the most useful,
predictive hypotheses. Sophisticated methods to analyze multidimensional
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datasets have come to the fore including techniques of hierarchical
clustering analysis (HCA), multidimensional scaling (MDS), self-organizing
maps (SOMs), and methods based on neural networks. Each of these
methods has been adapted to parallel cell-based screening to extract
knowledge, largely applied to if not inspired by the NCI’s drug screening
program of more than 60 different human tumors (Brown et al., 2000;
Kohonen, 1999; Meyer and Cook, 2000; Rabow et al., 2002; Sneath and
Sokal, 1962). In general, methods such as principal component analysis
(PCA), MDS, and HCA cluster compounds from large multidimensional
cellular datasets to assign putative functional relationships between com-
pounds. PCA takes linear combinations of a data matrix such that the first
principal component (PC) explains as much of the overall variation as
possible, the second PC explains the next most variation subject to being
orthogonal to the first, and so on (Shi et al., 2000). One of the powerful
features of PCA is its ability to identify outliers, random equipment ab-
normalities, and data entry errors (Shi et al., 2000). In contrast, using MDS,
members of a group (i.e., compounds) are separated to reduce the number
of dimensions associated with the data for ease of visual inspection. HCA
clusters based on similarity to generate cluster maps, akin to a phylogen-
ogram to quickly identify relationships between groups of compounds.

Appropriate cross-screen normalization and data analysis methods are of
paramount importance since the results of these analyses lead to testing of
small molecules in animals and man. Toward a global analysis of the NCI
screening data, Paull et al. (1992) developed COMPARE, a computer
program that scans for useful information in each compound’s activity
pattern. COMPARE calculates linear correlation coefficients between the
data over all cell lines for the pattern of interest (called the seed) and all
searchable sets of data in the database and then sorts by the correlation
coefficient. For a designated “seed” compound, COMPARE searches the
database for compounds whose activity pattern most closely resembles the
seed pattern. By this methodology, compounds matched by pattern often
have similar chemical structures and a correspondingly related in vitro
biochemical MOA thus lending this strategy to generate testable hypotheses
(Weinstein et al., 1997; Zaharevitz et al., 2002). For example, when the
activity pattern for anthrax lethal factor (NSC 678519) was used as a
“seed” the most outstanding correlation was with NSC 679828, a known
MAP kinase kinase (MKK) inhibitor. This correlation suggested that the
anthrax lethal factor was eliminating MKK activity via degradation of the
enzyme, which was later confirmed experimentally (Duesbery ef al., 1998).
COMPARE calculations are versatile, allowing one to search for compounds
with the strongest positive correlation or the largest negative correlation,
and provides the ability to eliminate cell line data either irrelevant to a
particular comparison or of suspect quality.
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Researchers at GNF developed a set of analysis methods similar to
COMPARE, devised to classify compounds by mechanism and to identify
putative MOAs and targets for previously undescribed compounds. The
GNF dataset is distinct from that of the NCI’s in that it comprises single point
activity data for over 1 million compounds in over 200 high-throughput
screening assays, making it more comparable to the databases most pharma-
ceutical companies retain (Zhou et al., unpublished result). Unlike the PCA
analysis, the variance for each assay is not normalized to one. For each pairing
between the seed compounds and queried compounds, two similarity metrics
are computed over the assays those compounds have in common: an uncen-
tered Pearson correlation coefficient and a count-normalized Euclidean dis-
tance. Using these analysis methods, predictably, comparisons between
signatures of known compounds demonstrate a high degree of structural
similarity. The similarity of activity profiles between structurally distinct
compounds with reportedly distinct therapeutic modalities and treatment
populations, including cytotoxic compounds and calcium channel modula-
tors was also highly significant suggesting a mechanistic link between calci-
um channel inhibitors and cytotoxic compounds, a result which has been
corroborated by the literature (Root et al., 2003).

COMPARE and associated methods have been successful for discovery of
promising lead candidates but may be limited by treating the compounds and
targets one pair at a time (Fang et al., 2004). A more comprehensive ap-
proach was devised by Weinstein et al. (1997) called DISCOVERY which
compares dissimilar types of data relating to the compounds. As a first pass,
to generate a human logical pattern describing compound data and inter-
relationships, an algorithm termed “ClusCor” was employed. This algorithm
takes into consideration three datasets (compound, target knowledge, and
activity) as a statistical matrix for which each compound’s activity and target
data are normalized by its mean and standard deviation. The normalized data
are multiplied to obtain the “matrix transpose,” relating activity of the
compound to target patterns. DISCOVERY was used to identify a cluster
of structurally related platinum analogues (such as cisplatin and carboplatin)
which share a common mechanism, but also a series of structurally related
diaminocyclohexyl platinum compounds with a completely unique MOA.
The sensitivity implicit in this methodology affords the identification of more
subtle associations between structure and mechanism.

For even more subtle associations and treatment of completely disparate
cell-based assay datasets, SOMs methods have been employed (Rabow
et al., 2002). While PCA, MDS, HCA, and related methods maximize
signal-to-noise, the SOM method is best suited for datasets with significant
random noise such as cell-based assays. The SOM method both clusters
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data in high-dimensional space and projects into lower dimensional space
(Rabow er al., 2002). SOMs were used to analyze the complete NCI
database to identify relationships between chemo-types of tested compounds
and their effect on four types of cellular activity: membrane transport/
integrity, nucleic acid synthesis, mitosis, and kinase-dependent cell-cycle
regulation were identified. The map effectively distinguishes effectors of
uridine biosynthesis, cytidine synthesis, purine biosynthesis, ribonucleotide
reduction, and nucleic acid intercalation from one another demonstrating
the strength of the SOM in dividing nucleotide biosynthetic processes into
discrete categories (Rabow et al., 2002).

Computational tools can only generate hypotheses of biological signifi-
cance as good as the datasets being analyzed. Understanding the influence of
different factors composing the dataset is necessary to determine the utility
of associated predictions. For instance, the NCI dataset is composed of a
battery of cell lines which have inherently different growth rates—how does
this factor influence interpretation of the data? To address this problem,
Rabow et al. (2002) designed a method of data conditioning whereby
Z-score normalization (a function of distance from sample mean to stan-
dard deviation) is performed to enhance the signal-to-noise ratio. Using
Z-score transformation data clustering on the NCI dataset, quality was
improved ~15% versus the raw data and bounded any data obscuring
resulting from the most sensitive cell lines. Another enhancing method is
to limit the maximum and minimum allowed Glsq values, which prevents
domination by a nominal set of cell lines or compounds with extreme effects.
In contrast, filling in missing data with the group average will compromise
the clustering. In essence, Z-score normalization of each cell line’s response to
all tested compounds establishes a common reference point such that a
rigorous comparison of the relative contribution of experimental design
parameters can be assessed.

These are the mathematical tools used to efficiently mine multidimension-
al datasets, however, what is their true value in the grand scheme of cancer
drug discovery? Can the datasets be used to make discoveries and predic-
tions of importance, such as MOA, for completely novel compounds? Can
relationships underlying multidimensional datasets be queried in refined
ways to convey permissible hypotheses and concurrently fortify correct ones
through learning? This line of inquiry begs for an infrastructure analogous
to the architecture of the brain and neural circuitry which in contrast to
computer algorithms, which are programmed to get the right answer, actu-
ally “learn” from the examples set forth in a dataset to get the right answer.
Weinstein and others have explored this possibility which is covered in the
following section.
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D. Mechanisms for New Drugs

Possibly the strongest examples of systematic MOA determination of small
molecules from blinded pathway screens are found in the NCD’s effort to
identify new drugs for cancer treatment. The NCI strategy is to profile anno-
tated, mechanistically described antiproliferative compounds against panels of
cell-based assays to generate a reference panel by which new compounds can
be compared (by activity profiles) to infer MOA (i.e., purine biosynthesis,
antifolates, apoptosis) or even precise target family [i.e., topoisomerase,
cyclin-dependent kinases (CDKs); Rabow et al., 2002].

The NCI anticancer screen database was first determined to be of utility
for predicting MOA prediction when the COMPARE algorithm allowed
identification of unique structures which when compared to the reference
dataset revealed their MOA, including antitubulin-binding activity and
antitopoisomerase II activity (Bai et al., 1991; Cleaveland et al., 1995;
Jayaram et al., 1992; Leteurtre et al., 1994; Paull et al., 1992). Subsequently,
Fang et al. designed a web-based tool similar to COMPARE to mine the
NCI database for novel targets and MOA. The study observes a correlation
between in vitro anticancer activity of the drugs in the NCI anticancer
database and protein levels and mRNA levels of the molecules they target.
Shao et al. used a similar strategy to predict novel protein kinase C (PKC)
ligands, such as NSC 631939 and NSC 631941, which led to use of the
nanomolar affinity PKC ligand mezerein as a “seed,” to find new PKC
ligands from a series of 7269 compounds based on overlapping GIsgs across
a panel of tumor cell lines (Fang et al., 2004; Shao et al., 2001). This
analysis identified two new PKC ligands including NSC 266186 (huratoxin)
and NSC 654239 (cytoblastin), an analogue of teleocidin (Fang et al.,
2004). Rabow et al. (2002) using SOM analysis were able to identify a
number of powerful and previously unappreciated structure-function rela-
tionships and MOAs. As an example, areas of the SOM corresponding to
CDK inhibition by known CDK inhibitors such as UCN-01, and olomou-
cine, were several paullone-like compounds with previously unknown CDK
inhibition characteristics (Rabow et al., 2002). A phosphatase 2A inhibition
subregion reclassified the topoisomerase inhibitors fostriecin and cytostatin
as PP2A inhibitors. Using the SOM, advised with nothing more than a
known structure and the NCI panel profile, an uncharacterized compound
can be assigned a target class. Based on the power of this approach, the
cancer community sends compounds of unknown mechanism to the NCI
screen to obtain MOA predictions.

The pharmaceutical community and others have emulated the NCI
approach by testing their own internal-derived compounds against cell-based
assay panels. Yamori et al. established a panel of 39 cell lines to include stomach
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cell lines outside the NCI panel, based on the prevalence of this disease in Japan,
and discovered a novel anticancer agent, MS-247. A netropsin-like moiety and
an alkylating residue in MS-247 provided a structural link to the profile of
camptothecin, suggesting the two drug groups may have overlapping modes
of action (Dan et al., 2003; Yamori et al., 1999). Subsequently, MS-247 was
shown to have antitumor activity in xenograft models: i.v. injection of MS-
247 significantly inhibited the growth of lung, colon, stomach, breast, and
ovarian cancer xenografts and was more efficacious than other chemother-
apeutics such as cisplatin, adriamycin, 5-fluorouracil, cyclophosphamide,
VP-16, and vincristine. Therefore, MOA and precise target definition pre-
dicted by multiparameter cell-profiling approaches has been borne out in
empirical tests, serving as additional proof of concept for the approach.

Publicly available data represents another source of cell panel versus
compound data to be mined for novel cancer drugs. A computer-based
screening method was constructed based on literature documented com-
pound MOA associations. Assembling information from the literature
Poroikov et al. (2003) built a database connecting compound structure,
MOA, pharmacological effects, known toxicities, and other descriptors for
a significant fraction of the publicly available literature dating back to 1972
(Lee et al., 1995). This database can be queried using the prediction of
activity spectra for substances (PASS) application which comprises about
250,000 compounds of the NCI Open Database and over 64 million PASS
predictions in the enhanced NCI database (Poroikov et al., 2003). By pre-
assembling the public literature into a cluster map, queries for compounds
which are likely to possess user-defined desirable properties (biological, phar-
macological, or MOA) can be made. For instance, a search for “angiogene-
sis” inhibitors yielded multiple unique compound structures with a given
probability of blocking angiogenesis empirically. This search identified seven
candidate angiogenesis inhibitors of which four remarkably demonstrated the
predicted inhibitory activity. Although the number of tested compounds is
too low to show statistical relevance, this tool does provide a free method of
mining public data for possible novel leads in cancer drug discovery.

V. CONCLUSIONS

The oncology research community is in need of strategies and useful tools
to combat cancer. The number of anticancer drugs in the arsenal is small
and to date insufficient to address cancer patients effectively. The hope is
that the significant technological advances made in the past several years in
academia, governmental, and industrial discovery labs will lead to new cures
for cancer and repositioning of old drugs for unmet cancer therapeutic needs.
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This chapter outlines several of the advances, focused in the cellular tech-
nologies, to discover new drug targets, drugs, and strategies to uncover
novel medications rapidly. Namely, the post-genomic tools assembled based
on the human genome sequence are being used to comprehensively scan and
identify new druggable targets implicated in cancer etiology and mainte-
nance. Similarly, advances in small molecule discovery, high-throughput
instrumentation for cell-based screening, and the computational methods
to mine compound data will hopefully pave the way to new chemical
entities and the next cadre of oncology drugs. Perhaps the efficiency of
cellular panel profiling will lead to the necessary commoditization and export
of the systems outlined in this chapter to practitioners of cancer drug
discovery such that lead optimization campaigns throughout the industry
can exploit them for guidance in optimal lead selection. Indeed, a combina-
tion of the approaches elaborated by the NCI, GNF and others which
robustly interrogate multiple cancer indications simultaneously in high
throughput will meet with the target identification and safety requirements
demanded by the modern pharmaceutical engine.
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There are a large number of tumor antigens, which may either be specific to
the tumor or inappropriately expressed or processed (tumor-associated antigen, TAA).
Over the last few years, hundreds of new TAAs have been identified. Some of these
represent good targets for both passive (antibody based) and active (vaccine based)
therapies. Antibody treatments targeted on tumor-specific antigens, such as Herceptin
and Cetuximab, have been effective in clinical trials and are now licensed. In addition,
TAAs act as good surrogate markers for use in both the diagnosis and assessment of
treatment in cancer patients. © 2007 Elsevier Inc.

I. INTRODUCTION: THE IMMUNE SYSTEM AND
THE CONCEPT OF TUMOR ANTIGENS

The immune system evolved to protect the host against infection. How-
ever, its role in surveillance of cancer is more controversial. The identifi-
cation of tumor-specific antigens (TSAs) or tumor-associated antigens
(TAAs) and the control of tumors in preclinical models have led to renewed
interest in the use of tumor antigens as targets for both passive (antibodies)
and active (vaccine) immunotherapies.
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There are basically two overlapping arms to the immune response in man:
the innate and the adaptive (or acquired) immune response, which clearly
evolved much later than the innate response. Adaptive immunity has two
major advantages compared to the innate immune response being antigen
specificity and immunological memory. In addition, adaptive immunity com-
prises two main functions, namely humoral immunity and cell-mediated
immunity. The humoral response is directed at native, usually extracellular
antigens, whereas the cellular immune response can eliminate intracellular
pathogens (such as mycobacteria and chronic viral infections) and trans-
formed cells. Advances in basic research exploring the interactions of
the innate and adaptive immune responses have facilitated potential new
approaches for immunotherapy for cancer. This evidence base includes
model systems confirming immune surveillance implicating B-cells, T-cells,
natural killer (NK) cells, and NKT cells with key roles for the interferon-y
response pathway. Second, there has been an increase in rational identifi-
cation of TAAs using specific technologies. These TAAs may be targeted
for cellular- and antibody-based immune treatment to decrease patient
morbidity and improve their survival.

TAAs comprise a large number of different categories. In addition to
oncogenic viral antigens and TSAs, for example fusion genes (BCR/ABL)
in chronic myeloid leukemia (CML), there are a number of TAAs which
exhibit limited normal expression in the testes and placenta, for example,
MAGE, and so on. Others are oncofetal in nature, for example, CEA and
oFP (i.e., expressed in development but not in mature tissues). In addition,
there are a number of molecules which are widespread on many cell types
but whose phenotype is altered in malignant cells, thus giving rise to anti-
gens only expressed on tumors such as the ganglioside and mucin molecules.
With regards specific “TAA,” there are now hundreds of reported examples
and only those which may pose a suitable therapeutic target will be men-
tioned here. (For a table of different subtypes and examples see Table 1.)
Before going into detail, it is necessary to review how a tumor antigen is
recognized and presented to the immune system to induce both humoral and
cytotoxic T-lymphocyte (CTL) cell function.

II. HOW TUMOR ANTIGENS ARE RECOGNIZED

In order to manipulate the immune system to attack tumor cells, it is first
necessary to understand the mechanism of CTL activation. Antigen naive
T-cells must be primed in an antigen-specific manner to become functional
effector cells. In the current model of CTL priming, two signals are
required. The first is antigen-specific triggering of the T-cell receptor
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Table I Tumor Antigens—Major Classifications

Viral-associated tumors (nonself) EBV—(Burkitt’s and nasopharangeal)
HPV—cervical and perineal
HBV—hepatoma (prophylactic vaccine available)
HCV—hepatoma
HTLV-1—T-cell leukemia lymphoma

“Altered self” TAA Normal expression on normal tissues increased in
tumors, for example:
HER-2/neu
Tyrosinase
MART
Abnormal levels of expression MAGE family (family is associated with many
usually present only in other tumor types, e.g., PAGE for prostate
ontogeny and in limited cancer)
mature tissues such as Oncofetal antigens, CEA and FP
the testes
Tumor-specific antigens Mutated versions of self, for example,

ras, p53, and so on

Altered self epitopes, for example,
gangliosides and
mucins

(TCR) by binding to the peptide-MHC complex, and the second involves
so-called costimulatory signaling, such as the interaction between CD80/
CD86 (B7.1/B7.2) on antigen-presenting cells (APCs) with CD28 on T-cells.
For the generation of signal 1 there must be interaction between MHC-
peptide and a specific TCR. The functional outcome of TCR—peptide-MHC
interaction depends on costimulation (Fig. 1). Dendritic cells (DCs) are the
key players in providing costimulation, and thereby provide the link be-
tween innate and adaptive immunity. DCs sample their local antigenic envi-
ronment and present their findings as short peptides loaded onto MHC
molecules. DCs respond to “danger” signals as opposed to just detecting
“nonself” antigens. The problem with cancer antigens (CAs) is that they fail
to trigger a danger signal and this has to be provided when presenting CAs
as a vaccine—usually in the form of an adjuvant which stimulates special
receptors that makes the DC think it is dealing with an exogenous infectious
agent. The T-cells scan these peptide-MHC complexes and respond when
recognizing a specific peptide sequence. Once a CTL is primed and acti-
vated, it is driven through multiple rounds of division and the induction of
specific effector function even in the subsequent absence of peptide-MHC
complex or costimulation (Kaech and Ahmed, 2001; van Stipdonk et al.,
2001).

The current model therefore has a central role for APC in the priming of
T-cells. Naive T-cells circulate between secondary lymphoid organs, such as
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HLA-1

»
»

Multiple antigens

Fig. 1 Tumor cells presenting antigen in the absence of costimulatory molecules can induce
anergy. However, if ingested by dendritic cells (DCs) the antigens can be presented to both CD4
and CD8 cells with costimulatory help which can break tolerance. An effective T-cell response
may still be defended against by the expression of FasL and the secretion of immunosuppressive
cytokines. CDS35 expressed in most colorectal and prostate cancers defends against complement
dependent cytotoxity.

lymph nodes and the spleen, via the blood or lymphatics and do not enter
nonlymphoid tissues effectively (Butcher and Picker, 1996). As CTL priming
generally occurs in lymphoid organs, the APC must migrate from the site of
antigen uptake to the draining lymph nodes. DCs are the most likely bone
marrow-derived APC to be responsible for the priming of naive T-cells. DCs
have a distinct morphology characterized by the presence of numerous
membrane processes. Additional morphological features include high con-
centrations of intracellular structures associated with antigen processing
such as endosomes and lysosomes. DCs are also characterized by the pres-
ence, on their surface, of large amounts of class I MHC antigens and the
absence of T-cell, B-cell, and NK cell markers. Activated DCs are motile and
express a variety of different chemokine receptors, for example CCR7, that
result in homing to lymph nodes; they have been demonstrated to generate
both CD4" and CD8" T-cell responses and are essential to the development
of immunological T-cell memory (Banchereau et al., 2000).

The phenotype of the activated T-cells is profoundly affected by cytokines
in the local environment. Conventionally, these are divided into two groups
based on the subset of T-helper (Th) lymphocytes that produce them. Th-1
cells broadly promote CTL responses, whereas Th-2 cells promote humoral
responses. It is generally considered that shifting the balance from Th-2 to
Th-1 is beneficial in the treatment of solid tumors (Hrouda et al., 1998).
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III. CANCER ANTIGENS

The aim of targeted immunotherapy for cancer is to generate an immune-
mediated specific anti-TAA response resulting in the abrogation or elimi-
nation of tumor growth. The choice of antigen may be TAA derived from
whole protein, truncated long peptide, short peptide, or DNA sequences
encoding specific epitopes, delivered to APCs by viral or nonviral vectors.
DCs can be grown and modified ex vivo and exposed to antigens in the form
of peptides mRNA, proteins, and so on, and then injected back into the host
in order to activate a killer CTL response. Numerous variations on this
approach on virtually all tumor types are under intense evaluation as
targeted therapies. However, regardless of the therapeutic approach, the
T-cell repertoire induced by immunotherapy will be determined by the
nature of the TAA with unique, mutated or viral antigens potentially differ-
ing to, and more immunogenic than, overexpressed or inappropriately
expressed normal proteins (differentiation or oncofetal antigens, as shown
in Table I).

An effective immune response will result in immune evasion strategies by
the tumor. The tumor may be subject to immune selection which can result
in TAA-negative or MHC-low/negative tumor variants which can escape the
attention of tumor-specific T-cells. Down-regulation may be epitope and
HLA allele specific demonstrating highly focused (and effective) CTL tar-
geting. Other mechanisms include induction of T-cell anergy and the pre-
vention of T-cell activation by the secretion of immunosuppressive factors
by the tumor (e.g., IL-10, TGF-2) or the up-regulation of ligands which
inhibit T-cell- or complement-based killing, for example FasL or CDS5
ligands (up-regulation offers a further TAA target!).

Definitive proof that human cancers express antigens which can be specifi-
cally targeted by cellular immunity has been a crucial stage in the development
of numerous strategies for lymphocyte-based anticancer immunotherapy over
the last decade. Despite the fact that most tumor antigens described are
restricted to a few tumor types, and indeed to a subset of patients who have
these tumors, the demonstration that TAAs do exist in human cancer also
provides part of the rationale behind the long-standing pursuit of tumor cell-
based therapies in which the target antigens are not completely defined (e.g.,
whole cell vaccination). Whole cell vaccines have been shown to induce
clinically significant results in randomized studies of both renal and colorectal
cancers. Unfortunately, these vaccines are autologous tumor cell based. The
more practical approach using allogeneic vaccines are being pursued in mela-
noma and prostate cancer.

Since the early 1990s, it has been clear that TAAs exist outside viral onco-
genic proteins, oncogenes, or the immunoglobulin idiotype in B-cell tumors.
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It is important to note the phrase the “tumor-associated antigen” cannot
be used interchangeably with “tumor-rejection antigen” and “tumor-
regression antigen” as clearly the expression of a TAA does not necessarily
guarantee an antigen-specific response in the host which may lead to the
rejection of that tumor (Gilboa, 1999). “Tumor rejection antigen™ is a term
which can be used to describe how well an immune response elicited against
a tumor antigen will impact on the tumor growth. This will clearly depend
on the nature of antigen but also on the nature of the tumor response to this
antigen. The potential tumor rejection antigen would ideally elicit high-
avidity T-cell responses, recruit a high frequency of T-cells with a high
diversity in TCR usage, and establish immunology memory. The identifica-
tion and molecular characterization of tumor antigens that elicit specific
immune responses in the tumor-bearing host has been a key step in the
development of anticancer immunotherapy. The analysis of humoral and
cellular immune responses against such antigens in cancer patients has
indicated that cancer-specific antigens do exist and are recognized by the
host immune system (Renkvist et al., 2001).

IV. NOVEL TAA IDENTIFICATION TECHNIQUES

To define the molecular nature of these antigens, cloning techniques were
developed that used established CTL clones or high titred circulating anti-
bodies as probes for screening tumor-derived expression libraries (Sahin
et al., 1995; van der Bruggen et al., 1991). This rationale led to the devel-
opment of SEREX (serological analysis of tumor antigens by recombinant
c¢DNA expression cloning), and allows a systematic search for antibody
responses against proteins and the direct molecular definition of respective
tumor antigens based on their reactivity with autologous patient serum.
For SEREX, ¢cDNA expression libraries are constructed from fresh tumor
specimens, cloned into A phage expression vectors which are used to trans-
fect Escherichia coli. Recombinant proteins expressed by the E. coli are
transferred onto nitrocellulose membranes and incubated with the patients
serum. Clones reactive with high titred antibodies are identified (using a
second antibody specific for human IgG) and sequenced. SEREX allows
sequence data to be quickly compared with databases to reveal identity,
homology with known genes, and to identify domains and motifs. SEREX
has identified shared tumor antigens, differentiation antigens, mutated
genes, splice variants, viral antigens, overexpression, gene amplification,
and even underexpressed genes (Minenkova et al., 2003).

The biggest practical problem of currently described TAAs is the lack of
expression across malignancies of different origin. Clinical studies have
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been limited to strategies testing one malignancy at a time and in some cases,
as in the immunoglobulin idiotype antigen in B-cell malignances, patient by
patient. There are a number of algorithms publicly available for predicting
the MHC class I binding affinities of peptides. Using these, T-cell peptide
epitopes can be chosen based on predicted binding affinities of peptide to
MHC and then scrutinized for immunogenicity based on the capacity of
experimentally generated peptide-specific T-lymphocytes to kill tumors
in vitro and in vivo. Two broadly expressed examples will be mentioned
here, human telomerase reverse transcriptase (hTERT) and NY-ESO.

A. hTERT

Using this approach, a prototype of a universal tumor antigen hTERT, the
most widely expressed tumor antigen yet described, has been evaluated
(Kim et al., 1994). This enzyme mediates the RNA-dependent synthesis of
telomeric DNA. Telomeres at the distal ends of eukaryotic chromosomes
stabilize the chromosomes during cell division and prevent end-to-end
fusion. The telomerase catalytic subunit, hTERT, is the rate-limiting com-
ponent in the telomerase complex and is most closely correlated with
telomerase activity. More than 85% of human cancers have telomerase
activity and express hTERT, whereas most normal adult human cells do
not maintain the lengths of their telomeres. Therefore, telomerase was
considered to be an attractive candidate target antigen for the development
of immunotherapies for the treatment of patients with a variety of human
cancers. In addition, telomerase expression has been directly linked to the
ability of tumor cells to replicate indefinitely (Hahn et al., 1999a,b; Herbert
et al., 1999). Therefore, if a T-cell response could be directed against
peptide epitopes processed from telomerase, it seems likely that any immune
escape variants that did not express this protein would not be able to
survive. hTERT is expressed in more than 85% of all human tumors but
rarely in normal cells. In tumors that expressed telomerase activity, A TERT
appears not only to be found in nearly all tumor cells within a human lesion
(Shay and Bacchetti, 1997), but hTERT expression appears to increase as
tumor progresses from carcinoma iz situ to primary tumors to metastatic
tumors (Kolquist et al., 1998). Peptides derived from hTERT were shown
to be naturally processed by tumor cells presented in the MHC class I
restricted fashion and function as a target for antigen-specific CTL (Minev
et al., 2000; Vonderheide et al., 1999). CTLs generated in vitro using
an hTERT peptide killed a wide range of hTERT positive tumor cells and
primary tumors in a peptide-specific MHC-restricted fashion (Vonderheide
et al., 1999). There are currently clinical trials targeting patients with
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prostate and breast cancer using hTERT sequences pulsed onto autologous
DCs (Su et al., 2005; Vonderheide et al., 2004).

B. NY-ESO as a Target

NY-ESO-1 is a tumor antigen discovered through SEREX and belongs to
the cancer testis class of antigens. It is expressed in a wide range of tumors
and in normal germ cell tissue. The discovery of naturally occurring strong
humoral NY-ESO-1-specific immunity was followed by evidence of T-cell
immunity (both HLA class I and class II restricted) to a number of peptide
epitopes within the NY-ESO-1 protein (Romero et al., 2001). Spontaneous
immune responses to the cancer testis antigen NY-ESO-1 are frequently
found in cancer patients bearing antigen-expressing tumors (Shang et al.,
2004; van Rhee et al., 2005). In HLA-A2-expressing patients, naturally
elicited NY-ESO-1-specific, tumor-reactive CTLs are mostly directed against
an immunodominant epitope corresponding to peptide NY-ESO-1 157-165
(Gnjatic et al., 2002; Held et al., 2004; Webb et al., 2004). NY-ESO-1-
specific CTLs can also be induced by synthetic peptide vaccines, but they
are heterogeneous in terms of functional avidity and tumor reactivity. There
is currently an international collaboration evaluating a number of approaches
in a range of malignancies targeting class I and class Il epitopes using peptide
(p157-167, p157-165, and p155-163) and DNA vaccination.

V. EFFECTIVE TARGETING OF TAA IN THE CLINIC

The idea of a magic bullet specifically aimed at a TSA was first suggested
by Paul Erlich. This was first considered a realistic possibility with the
development of monoclonal antibodies (MABs) by Milstein and Kohler in
the mid-seventies. Unfortunately, early optimism was dashed by a strong
immune response to the murine sequences. It has taken over two decades of
molecular engineering (together with the discovery and defining of TAA as
targets) to get to the position we are in today, whereby there are now several
effective MABs available as therapies licensed for the treatment of cancer
(Table II). The first two candidates were developed to a mutation of the
EGFR noted in hormonally resistant breast cancer called HER-2/neu. An
MAB developed against this has been shown to give a survival benefit in
patients with advanced breast cancer, an effect that is enhanced if given with
chemotherapy (Emens, 2005; Rastetter et al., 2004). Moreover, the clinical
benefit is thought to be associated with an additional vaccination effect
induced by the antibody.
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Table Il Approved Monoclonal Antibodies for Cancer Therapy”

Proprietary Target Date of US
Generic name name antigen Isotype Indication  FDA approval
Rituximab Rituxan/ CD20 Chimeric IgG1 B-cell November
Mabthera lymphoma 1997
Alemtuzumab ~ Campath CD52 Humanized IgG1 B-CLL May 2001
Trastuzumab  Herceptin ~ HER-2/neu Humanized 1gG1 Breast cancer ~ September
1998
Cetuximab Erbitux EGFR Chimeric IgG1 Colorectal February
2004
Bevacizumab  Avastin VEGF Humanized IgG1  Colorectal February
2004

9FDA, food and drug administration; Ig, immunoglobulin; CLL, chronic lymphocytic leukemia; EGFR,
epidermal growth factor receptor; VEGE, vascular endothelial growth factor.

Early antibodies were all murine with short plasma half-lives and poor interaction with FcRn with poor
recruitment of effector mechanisms and which were often immunogenic. New molecular biology technology
has allowed the creation of a chimeric antibody whereby the Fc backbone is human and the light chains are
murine. Humanized antibodies have very little murine sequences and the most recent are completely human
antibodies.

The second major TAA being targeted by MABs is the CD20 ligand,
which is expressed in B-cell lymphomas. Again, response and survival
benefit has been reported in patients with non-Hodgkin’s lymphomas (NHLs)
which, like Herceptin, is more marked when given with chemotherapy.

Other effective MABs with clinical approval target mutations seen in a
number of different tumor types. Several tumor types express mutations in
the EGF pathway and an MAB Cetuximab has been approved for metastatic
colorectal cancer and is also reported to have marked activity in other
tumor types such as head and neck cancers.

The ideal universal tumor antigen does not exist, although there are
several candidates present in several tumor types. One possible shared
weakness in most tumor types is their dependence on generating new vessels
(angiogenesis) in order to grow and metastasize. A number of drugs with
partial activity against cancer, such as Interferon and Thalidomide, have
weak antiangiogenic activity. A major feature of these new vessels is the
expression of receptors for vascular endothelial growth factor (VEGF).
A monoclonal to this ligand known as Avastin is active in a number of
tumors with marked vascular components, although it is only registered for
colorectal cancer at the time of writing (although several other indications,
such as renal cell cancer, are likely in the future).

The rapid rise in MABs as treatments for cancer has underscored the exis-
tence of TAA and the practicality of targeting them. They also underscore
the rationale for targeting these same antigens with cancer-based vaccines.
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Indeed, combinations of MABs (given with chemotherapy) followed by
vaccination against the same epitope could lead to better clinical outcomes.

VI. TAAs AS THERAPEUTIC TARGETS

Ever since the effectiveness of chemotherapy on some tumor types was
accepted, the proclivity of responding tumors to become resistant to the
treatment has been recognized as a major limitation. Cancer is a stochastic
process, having escaped all normal checks and controls and becomes both
anarchic and the “criminal on the run.” It is therefore unlikely that targeting
one pathway, however dominant, will eliminate the tumor even if 99.9%
of the tumor is reduced. This has been recognized even when highly specific
treatments, such as Gleevec (Glivec), are used as the main oncogenic path-
way mutation. This means that tumors will default (escape) to use other
oncogenic pathways. In spite of the potential for using almost any growth-
promoting pathway, there are a number of shared ones active in many different
tumor types. It therefore makes reasonable sense to target the most dominant
of these in combination or sequentially with other similar candidates.

A major pathway which becomes permanently activated in several can-
cers is the EGFR pathway which is associated with several steps in cellular
activation. There are now several drugs which inhibit this pathway (Iressa,
Tarceva) in addition to MABs (Cetuximab), which attach to extracellular
components of the receptor and kill the cell via antibody-directed cell-
mediated toxicity. Unfortunately, in spite of dramatic clinical responses in
the case of Iressa and non-small-cell lung cancer, the effectiveness of this
was very disappointing in randomized studies using the small molecule
Iressa. One explanation is that default pathways may need to be targeted
at the same time or sequentially and there are already protocols targeting
two major shared pathways such as EGFR and VEGFR treatments.

VII. CANCER VACCINES

The use of “reverse immunology” to establish CTL recognized epitopes,
such as MAGE and MART, together with SEREX to identify many
others, such as NY-ESO as a target, has led to the identification of hundreds
of epitopes which could be used to induce an effective immune response.
These epitopes are all HLA restricted and most genes now have many
different epitopes for different HLA backgrounds, for example, MAGE 1, 2,
3, gp100, MART-1, PSA, tyrosinase, HER-2/neu, MUC, and so on (for a
detailed list of all peptide sequences see Novellino et al., 2005).
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VIII. TUMOR ANTIGENS AND CANCER VACCINES

Prior to the identification of specific TSA and TAA sequences, tumor
antigens were provided from tumor cells, either as lysates or as irradiated
cell lines derived from either autologous or allogeneic tumors. The percep-
tion is that good anecdotal and phase I/II studies have never translated into
positive randomized trials. However, there are two positive randomized
vaccine trials, one for colorectal cancer and the other for renal, both pub-
lished in the Lancet (Jocham et al., 2004; Vermorken et al., 1999).

Vaccines made from autologous tissue are “procedure” vaccines as
opposed to “product” vaccines. An alternative to autologous vaccines is the
use of established allogeneic cell lines which express shared antigens. Concerns
about HLA matching do not appear to be a negative concern as preclinical
models show that allogeneic cell lines are often better than autologous—
presumably because “allo” represents a danger signal and is more likely to
break tolerance.

There are several allogeneic cell line-based vaccines. The most advanced is
the triple melanoma cell line vaccine of Donald Morton of the John Wayne
Cancer Institute, Santa Monica (Faries and Morton, 2005; Morton et al.,
2002). Single institution results in phase II show a clear survival benefit but
in a multicenter randomized study the Data Monitoring Committee recom-
mended halting the stage IV trial due to similarity of both treatment and the
control arm. The stage III results are not known at the time of writing.

Prostate cancer has provided an ideal candidate for cancer vaccines with a
superb surrogate marker in prostate specific antigen (PSA) levels and an
absence of effective nontoxic treatment after hormone failure. At least three
candidates use cells as the basis of the vaccine, Dendreon uses the patients
own DCs pulsed with a prostate alkaline phosphatase-based antigen. In a
randomized study, patients on the vaccine arm had a 20% improval in mean
survival. Cellgenesys are using two allogeneic cell lines transfected with GM-
CSF as a vaccine, with no published results at time of writing. Onyvax have
used three allogeneic cell lines which have been enhanced for antigenicity
and immunogenicity without using gene transfer technologies. A 42% re-
sponse of prolonged production in the rate of rise of PSA has been reported
in a hormonally refractory study where mean time to progression was
58 weeks (Michael et al., 2005). Therion, using a viral vector-based delivery
system using PSA as the antigen, has also claimed efficacy, and a recent
randomized study suggests that the best results with regards TTP are when
the vaccine is given first and anti-androgen (AA) treatment added in after
6 months if the PSA is still climbing. The TTP difference in this arm was
26 months when compared to 16 months in the arm that got AA therapy first
(Arlen et al., 2005).
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In addition to the above there are DNA vaccines being developed, at least
two using PSMA as the antigen. Early studies often used cell lysates which
do not appear as effective as irradiated whole cells. Today the commonest
cell-based vaccine is the DC technique, as used by Dendreon. However, it
is a very labor and material expensive way of expanding and priming auto-
logous APCs. The technique is excellent as a research tool but still requires
an antigen for it to present. Trials have been conducted using peptides,
proteins, mRNA, whole cells, lysates, and so on. There are over 300 DC
trials in the literature which all use different details in the protocols.
However, a number of generalizations can be made:

1. There are occasional spectacular clinical responses in virtually all tumor
types. Unfortunately, these appear to be uncommon.

2. The most effective outcome would appear to be stable disease in young
and generally fit patients.

3. Immunotherapy may be synergistic with other modalities of treatment.

(For further reviews see Grunebach et al., 2005; Nestle et al., 2005.)

IX. TUMOR ANTIGENS AS SURROGATE MARKERS
AND TARGETS FOR THERAPY AND VACCINES

A surrogate marker is a biomarker intended to substitute for a clinical
endpoint. It is expected to predict clinical benefit or harm or lack thereof. In
addition to providing targets for therapy, tumor antigens have provided
ideal surrogate markers for several tumor types. PSA is used to define the
effectiveness of treatment for prostate cancer, with a baseline low level,
which starts to steadily increase over time representing relapse in previously
diagnosed and treated patients. A gradually increasing PSA in a patient in
complete androgen blockade is an indication that the disease has become
hormonally resistant, even if there is no other evidence of disease activity.
A sustained reduction following treatment is likely to indicate that the
treatment is effective. With regards screening, a rising PSA may reflect an
enlarging organ, hence the need for a biopsy to confirm diagnosis. There are
now several examples of tumor markers which are present in the serum and
can hence be easily measured and which are accepted as reliable surrogates
for determining therapy (Table III).

TAAs may also be useful surrogate markers in non-serum sources, such as
in sputum and fecal samples, as well as being targeted in imaging techniques.

As previously mentioned, with regards to therapeutic targets there are
now so many TAAs discovered through a variety of techniques, for exam-
ple, SEREX, proteomics, metabolomics, etc. Thus it is impossible to list all
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Table III  Examples of Tumor Antigen Surrogate Markers”

TAA Disease
BHCG Choriocarcinoma and testicular cancer
oFP Hepatic and testicular cancer
CA12S5 Opvarian cancer
CEA Colorectal and pancreatic cancer
CA19.9 Pancreatic cancer
PSA Prostate cancer

These are some of the markers currently available in widespread clinical use. Due to the heterogenicity of
tumors, some tumors do not secrete these proteins and that targeting them will not be effective. Moreover, in
mixed clonality, tumor targeting may leave negative clones to survive/be selected for.

possibilities. The examples mentioned here are in current clinical use or are
potential candidates for the future.

The “common” TAA assays are very useful in clinical practice providing
the limitations are acknowledged (e.g., TAA-negative tumors or part there-
of) but many other TAAs are being used in development of new drugs. For
instance, the HER-2/neu marker, which if it was not used to select patients
suitable to treat with Herceptin, would not have given a positive endpoint
in breast cancer patients! Many other different “marker” classes are being
explored in determining activity and end points in new clinical entities in
phase III clinical trials.

X. SUMMARY AND FUTURE DIRECTIONS

Tumor antigens have already become established as not only surrogate
markers for determining the effects of therapy (e.g., PSA) but also as targets
for both active and passive therapies. The dramatic success of Herceptin and
Rituximab will no doubt herald a new generation of dozens of such finely
engineered antibodies targeted to a number of critical tumor ligands. The
field of cancer vaccines has not yet developed a candidate blockbuster and is
at the same stage as MABs were 5-10 years ago with a few good phase II
studies but lacking success at the phase III level for numerous reasons, some
of which may mirror the problems solved by the antibody development
strategy, for example correct patient selection and increased sophistication of
development and manufacturing technology. The discovery of new TAAs and
TSAs by “reverse” immunology and SEREX has revealed hundreds of new
TAAs, which may be useful targets for therapy in future strategies. Two of the
most promising have been specifically mentioned here as examples, thatis N'Y-
ESO and hTERT, both of which could be useful for a broad range of cancers.
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Genomics and Proteomics are capable of determining more targets than
can possibly be tried clinically and the role of Bioinformatics as well as
Bayesian clinical judgment will be crucial in developing the next generation
of targets and new treatment approaches.
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Mouse models of cancer are critical tools for elucidating mechanisms of cancer
development, as well as for assessment of putative cancer therapies. However, there
are ongoing concerns about the value of mouse cancer models for predicting therapeutic
efficacy in humans. This chapter reviews the most commonly used transplanted tumor
models, including subcutaneous and orthotopic tumors in mice. It also reviews com-
monly utilized in vivo study endpoints. Even small improvements in predictive value
achieved through careful selection of models and endpoints have the potential to have
large impacts on productivity and overall drug development costs. © 2007 Elsevier Inc.

I. WHY ARE ANIMAL MODELS NEEDED?

Drug development is a costly and risky endeavor. It is estimated that each
new approved drug requires an expenditure of US$800 million in resources
over 10-12 years in time between conception and approval (DiMasi et al.,
2003). Of all new chemical entities (NCEs) that enter into clinical testing,
the rate of Food and Drug Administration (FDA) approval is 21.5% overall
(DiMasi et al., 2003), but only 10% for antineoplastic therapies (Von Hoff,
1998). The approval rate in oncology is among the lowest for all disease
areas. While there are many reasons for attrition, lack of efficacy in clinical

Advances in CANCER RESEARCH 0065-230X/07 $35.00

Copyright 2007, Elsevier Inc. All rights reserved. 191 DOI: 10.1016/50065-230X(06)96007-2



192 Andrew L. Kung

trials is the single most common cause for discontinuation of NCE develop-
ment (Frank and Hargreaves, 2003). Lack of efficacy in late-phase clinical
trials and rejection by the FDA are by far the most costly points of failure.
Shifting the decision to terminate development forward to phase I clinical
trials, for example through the use of clinical biomarkers, would produce
significant savings (DiMasi, 2002). Improving the ability of preclinical
models to predict clinical efficacy would have even greater impact since
the majority of drug development costs are incurred in clinical testing, with
out-of-pocket costs of the preclinical period being less than half of that for
clinical testing (DiMasi et al., 2003). Since most NCEs for oncology enter
into clinical testing with the backing of at least some evidence of efficacy in
animal models, the prevalence of failure due to lack of efficacy in humans
and the low rate of eventual FDA approval is an indictment of the predictive
value of traditional animal cancer models.

Modern genomic technologies hold the promise of greatly accelerating
target discovery and target validation. Concurrently, combinatorial chemis-
tries, high information content screening, and robotics hold the promise of
improving the throughput of compound development. These technologies
will undoubtedly increase productivity in the discovery phases. However,
they will almost certainly also increase research and development costs
(DiMasi et al., 2003). As modern drug development technologies increase
the numbers of candidate therapeutics, and as the costs for preclinical
and clinical testing escalate, the use of model systems to help prioritize
compounds for clinical investigation becomes increasingly important.

The use of mouse models for the advancement of cancer drug discovery
began in the 1950s at the National Cancer Institute (NCI), where a large-
scale screen for compounds with antitumor activity was implemented using
three mouse-transplanted tumor models (Goldin et al., 1961a,b; Stock et al.,
1960a,b), with a particular emphasis on the L1210 leukemia model. Dis-
covery of the ability to establish human tumors in the athymic nude mouse
(Rygaard and Povlsen, 1969) led to the incorporation of human tumor
xenografts in the NCI screening program in the mid 1970s (Venditti et al.,
1984). While the vast contribution of mouse models to advancing our
understanding of cancer biology is inarguable, there have been ongoing
concerns about the value of mouse models for predicting drug efficacy in
humans (Takimoto, 2001). Furthermore, there has been a major shift in the
focus of modern drug discovery away from cytotoxic therapies to therapies
directed at cancer-associated molecular targets, further calling into question
the use of conventional xenograft models where the primary endpoint is
whether tumor growth is impacted by the therapeutic agent. There is an
obvious need for better tumor models, and perhaps equally importantly,
better-defined questions and endpoints with which animal models are used
to interrogate.
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II. MODEL TYPES: TUMOR LOCATIONS

A. Subcutaneous Xenograft Models

The ability to grow human tumors cells in immunodeficient mice was
established over 30 years ago (Giovanella et al., 1972; Rygaard and Povlsen,
1969; Shimosato et al., 1976). Since that time, the use of xenograft tumors
has become an integral part of the drug discovery process, both in academia
and in industry, in large part because of the technical ease of such models.
Typically, the “standard” model uses established human cell lines that can
be easily propagated in tissue culture, for example, from the NCI 60 panel
of cell lines (Shoemaker et al., 1988). Cells are injected into the subcutane-
ous (SQ) tissue of immunodeficient mice, commonly athymic nude mice,
which cannot reject the species-mismatched cells. Such models offer good
throughput by utilizing cell lines that are readily replenished in tissue
culture and by allowing assessment of tumor burden by simple caliper
measurements of the superficial tumors. In an effort to more closely approx-
imate the treatment of established tumors, most studies allow tumors
to grow for a defined period of time, or to a specific volume (commonly
100-200 mm?), prior to commencing treatments. Serial caliper measure-
ments over the treatment course allow for comparison of tumor growth in
the drug-treated cohort of mice to controls (vehicle treated), with the ratio
of treated to control tumor volume (% T/C) as a common metric for
antitumor efficacy.

Over the years, serious concerns have been raised as to whether such SQ
xenograft models are adequate predictors of drug efficacy in human pa-
tients. Since 90% of antineoplastic NCEs eventually fail in clinical testing
(Von Hoff, 1998) despite evidence of antitumor efficacy in preclinical
models, it is clear that the predictive value of these models is low. The
Developmental Therapeutics Program at the NCI has utilized a number of
in vitro and in vivo models to screen for potential antitumor therapeutics.
To assess the predictive value of SQ xenograft models, a retrospective
analysis of 39 clinical therapeutics was undertaken, comparing animal
antitumor efficacy with clinical efficacy in phase II human clinical trials
(Johnson et al., 2001). Of the 10 broad cancer types (breast, non-small cell
lung cancer, melanoma, ovary, brain, colon, gastric, head and neck, pancre-
as, and renal), a statistically significant correlation between SQ xenograft
efficacy and human clinical trial results was only found in non-small cell
lung cancer (NSCLC). When animal efficacy across all models was consid-
ered in aggregate, 45% of agents with activity in greater than 1/3 of all
models tested also had activity in human trials. By comparison, no agents
with efficacy in less than 1/3 of all models tested had any clinical efficacy
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(p = 0.04). These data suggest that SQ xenograft model may have some
predictive value, but it should be noted that the agents tested were largely
cytotoxic therapies that might be expected to have activity across many
tumor types. It is doubtful that broad antitumor activity across a spectrum
of SQ xenografts will be a useful metric for targeted therapies where the
relevant molecular targets are likely highly restricted in their expression
pattern. For example, targeted therapies such as imatinib, trastizumab, and
rituximab would all fail to meet the criterion of broad antitumor activity
across greater than 1/3 of all tumor models.

Other retrospective studies have arrived at similar conclusions about the
overall poor predictive value of SQ xenograft models. Of interest, however,
when considered as disease-specific models, xenograft models of NSCLC do
appear to predict for clinical efficacy in a number of studies (Johnson et al.,
2001; Mattern et al., 1988; Voskoglou-Nomikos et al., 2003). Xenograft
models of breast (Bailey et al., 1980; Inoue et al., 1983; Johnson et al.,
2001; Mattern et al., 1988; Voskoglou-Nomikos et al., 2003) and ovarian
(Johnson et al., 2001; Mattern et al., 1988; Taetle et al., 1987; Voskoglou-
Nomikos et al., 2003) cancer have resulted in conflicting results. It is not
clear why the predictive value of NSCLC models appear to be superior to
other disease models.

Together these studies paint an unfavorable picture in terms of the use of
xenograft SQ tumor models to predict clinical antitumor efficacy. By virtue
of their study design, these results largely assess the positive predictive value
of SQ xenograft models (i.e., if a compound has efficacy in mouse models,
how likely is it that it will have efficacy in humans). These data are not as
clear about the negative predictive value of these models (i.e., if there is no
efficacy in mouse models, what is the likelihood that it will likewise lack
efficacy in humans). Furthermore, these studies were largely assessments of
cytotoxic therapies, utilizing antitumor efficacy as the only endpoints. It is
not clear whether these results extend to the testing of targeted therapies,
and/or whether alternative endpoints, such as pharmacodynamic markers,
improve the predictive value of SQ xenograft models.

B. Hollow Fiber Models

Typical tumor implant studies require several weeks to months to per-
form: inject tumor cells, let tumors establish 1-2 weeks, then follow re-
sponse to treatment over 3—6 weeks. Given the time and resource
requirements, a shorter-term in vivo assay may be useful for prioritizing
compounds for further testing. The hollow fiber assay was developed by the
NCI for this purpose (Hollingshead ez al., 1995). In the hollow fiber assay,
tumor cells are injected into 1 mm x 2 cm PVDF hollow tubes which are
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sealed to prevent cell leakage, but remain permeable to nutrients and small
molecules. Multiple hollow fibers are implanted into the SQ or intraperito-
neal (IP) space of nude mice and allowed to establish for 2-3 days. Treat-
ment then commences, and after 4 days of treatment, hollow fibers are
removed from the mouse and cell numbers quantified using a tetrazolium-
based colorimetric assay. Total assay time is thus roughly 1 week.

The predictive value of hollow fiber activity was evaluated by analyzing the
antitumor activity of 564 compounds tested using both a hollow fiber assay
as well as an SQ xenograft model (Johnson et al., 2001). SQ-implanted
hollow fibers had no predictive value, whereas antitumor activity in multiple
IP-implanted hollow fibers had a statistically significant predictive value for
antitumor activity in SQ xenograft models. Overall, 8% of the 564 compounds
tested had antitumor efficacy in SQ xenograft models, compared to 20%
in the subgroup of compounds that had activity in the hollow fiber assay
(p < 0.0001). Given the poor value of hollow fiber assays for predicting SQ
xenograft efficacy (20% at best), and given the concerns about SQ xenograft
models for predicting human clinical efficacy, it is certain that the hollow fiber
model is not an improvement in terms of overall clinical prognostication.
However, while the hollow fiber model is even more artificial than SQ xeno-
grafts, the short assay time and potential for moderate throughput has led
some to adopt it as an intermediary method to screen multiple compounds, to
help prioritize compounds for further iz vivo testing.

C. Orthotopic Models

One of the primary rationales for the use of i vivo models is to replicate
aspects of tumorigenesis that are not reflected in tissue culture. For example,
nonmalignant stromal cells play an important role in promoting tumorigen-
esis, including providing critical growth factors, nutrients, and angiogenesis
(Condon, 2005; De Wever and Mareel, 2003; Kim et al., 2005). Although
SQ xenografts may recapitulate certain aspects of the tumor-host microenvi-
ronment, it is clear that there are other aspects of the tumor microenviron-
ment that are more closely approximated by implanting tumor cells into the
organs and anatomical sites from which they originally arose. By the simplest
measure, there are certain tumor cell lines that will only form tumors when
implanted in an orthotopic site, but not in the SQ compartment, including for
example certain prostate cell lines (Stephenson et al., 1992).

Brain tumor models also illustrate potential increased fidelity of orthotopic
models in comparison to SQ (ectopic) models. Although the normal blood-
brain barrier is not fully intact in patients with brain tumors (Vajkoczy
and Menger, 2004), there is a partial blood—tumor barrier (BTB) that excludes
certain therapeutics such as large biologics (Neuwelt et al., 1986). In animal
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models, implantation of brain tumor cells orthotopically in the brain results
in formation of a BTB, in contrast to implantation of the same cells ectopi-
cally in the SQ space, where no BTB is formed (Hobbs ez al., 1998; Yuan
et al., 1994). Formation of a BTB is not a nonspecific effect of intracranial
implantation, since other tumor cell types implanted in the brain do not
induce formation of a BTB. These results have obvious implications in terms
of the creation of clinically relevant models for studying brain tumor
therapeutics.

Site-specific differences in vascular biology may not be limited to the brain.
There is a growing interest in therapeutic strategies that target tumor angio-
genesis (Kerbel and Folkman, 2002), especially with completion of clinical
trials demonstrating proof of concept in humans (Hurwitz et al., 2004). To this
end, it is important to note that the vasculature in SQ tumors may be very
different by comparison to the same tumor cells implanted in an orthotopic
location. For example, a study of the vasodilator hydralazine revealed vast
differences in modulating blood flow to SQ tumor by comparison to orthotopic
tumors (or metastases) established with the same cell lines (Cowen et al., 1995).

The propensity for metastasis is also influenced by tumor implant sites.
Experimental modeling of metastasis can be accomplished by direct inocu-
lation of tumor cells into the target organs or by intravenous or intracardiac
inoculation (Hoffman, 1999; Manzotti et al., 1993). However, these app-
roaches bypass the initial steps of metastasis, including local-regional inva-
sion. A more complete modeling of metastasis is achieved by implantating
tumor cells in a primary site and allowing for “spontaneous” metastasis. SQ
xenograft tumors seldom produce metastases, and the primary tumor often
reaches maximum limits before metastases occur. In many cases, orthotopic
implantation of tumor cells has been found to greatly enhance metastasis,
by comparison to the same cells implanted subcutaneously (Fidler, 1986;
Fidler et al., 1990; Manzotti et al., 1993; Naito et al., 1987a,b; Stephenson
et al., 1992; Waters et al., 1995).

The sensitivity of xenografted tumors to therapeutics may also be modu-
lated by their location (Killion et al., 1998). For example, the response of
tumor cells to doxorubicin differs depending on site of implantation, likely
due to tissue-specific modulation of mdrl expression (Dong et al., 1994;
Fidler et al., 1994). In another example, sensitivity of small cell lung cancer
(SCLC) cells to clinically relevant chemotherapeutics was found to predict
clinical utility in a lung orthotopic model, but not in an SQ model (Kuo
et al., 1993). In this example, an orthotopic SCLC model revealed in vivo
sensitivity to cisplatin but not to mytomycin C, similar to the clinical utility
of these agents. In contrast, an SQ model established using the same cells
found the inverse—sensitivity to mytomycin C, but not cisplatin.

Together, these results suggest that orthotopic transplant models may be
superior to SQ transplant models, at least in recapitulating certain aspects of
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the tumor-host interactions. The major drawback of orthotopic models,
however, is the loss of caliper measurements as a means of quantifying
tumor burden for most disease sites. Tumor burden can be assessed by serial
sacrifice of cohorts of mice if tumor formation is highly penetrant and
synchronous. However, this necessitates large numbers of animals. Nonin-
vasive methods for assessing tumor burden, including small animal imaging,
overcome these limitations, as discussed below.

D. Genetically Defined Tumor Models

In recent years, one major approach to improving tumor models has been
to develop genetically engineered mouse (GEM) models in which tumor
formation is driven by clinically relevant oncogenes, or loss of tumor
suppressors. The use of GEM cancer models for elucidating cancer biology
and drug discovery has been previously reviewed (Van Dyke and Jacks,
2002). The major advantages of GEM models include the ability to drive
tumorigenesis with defined genetic changes and syngeneic tumor—host com-
partments. However, at the current time, there are still intellectual property
issues complicating the use of GEM in drug discovery (Marshall, 2002).
Another major disadvantage of GEM models for drug discovery is the
asynchronous development of tumors. In a setting where one wishes to test
multiple doses of multiple compounds in appropriately powered studies,
the synchronous development of tumors in sufficient numbers of mice to
conduct such studies is difficult. The use of models in which tumor forma-
tion can be induced in a conditional manner (Jackson et al., 2001) improves
the likelihood of having sufficient cohorts of mice. However, the CRE-
lox system, which is the most commonly used approach for conditional
induction of tumors, also carries additional intellectual property issues
(Wadman, 1998).

To overcome the problems associated with asynchronous tumor develop-
ment in GEM, it is possible to use GEM as a source for tumor cells to be
transplanted into coisogenic wild-type mice. In this case, a tumor arising in
a GEM is collected, disaggregated, or fragmented, and then transplanted
into large numbers of naive wild-type recipients. Tumors arise in a synchro-
nous manner in the recipients, and the advantages of syngeneic tumor—host
compartments are maintained. Orthotopic implantation into the originating
anatomical site can further restore tissue-specific microenvironment.
In many cases, cell lines can be established from tumors arising in GEM,
and this may provide an alternative source of material for syngeneic trans-
plant studies. Alternatively, there are a number of existing mouse tumor cell
lines (e.g., Lewis lung carcinoma, B16 melanoma) derived from spontane-
ous or chemically induced tumors that can be transplanted into naive mice.



198 Andrew L. Kung

The major disadvantage of the latter is a lack of genetic definition as to the
underlying tumor-inducing changes. As with any cell line, prolonged prop-
agation in cell culture may select for cells with characteristics that are
different than in situ tumors as described below.

An alternative method for generating genetically defined mouse tumors is
to begin with normal mouse cells and engineer them ex vivo, prior to
transplantation back into syngeneic naive mice. This approach has been
extensively used for studying the mechanisms of cell transformation, for
example, in ovarian cancer (Orsulic et al., 2002) and hematologic malig-
nancies (Lavau et al., 1997, 2000; Schwaller et al., 1998). More recently,
such approaches have been used to test novel therapeutic strategies, for
example, small molecule kinase inhibitors in activated FLT3-induced mye-
loproliferative disease (Weisberg et al., 2002).

III. TUMOR MODELS: CELL TYPES

One potential source for the lack of predictability in xenograft models is
the use of established cell lines that have been selected for growth in cell
culture. While providing a steady source of cells, selection over years of
propagation results in outgrowth of cells with characteristics often quite
different than iz situ human tumors (Engelholm ef al., 1985; Hausser and
Brenner, 2005; Nielsen et al., 1994; Smith et al., 1989). Patient tumor
material can be implanted directly into immunodeficient mice, although
subsequent tumor growth will occur only in a minority of cases (Scholz
et al., 1990; Steel et al., 1983; Winograd et al., 1987). Testing of chemother-
apeutics in such models suggests good correlation with patient outcome, for
example, with up to a 90% predictive value for clinical response and a 97%
predictive value for resistance (Fiebig et al., 2004; Scholz et al., 1990). As a
practical matter, however, primary tumor explants are extremely time-
and resource-intensive, unpredictable, and there are multiple barriers to
incorporating these methods into a high-throughput drug discovery flow.

For the purposes of testing targeted therapies, it is critical that the tumor
model be driven by, or at least expresses, the target of interest. When using
existing cell lines, it is thus critical that they be characterized for the relevant
mutations or expression of the target protein. Alternatively, engineering
tumors to be driven by the genetic changes of interest can be accomplished
in either mouse or mouse cells as described above. While there are advan-
tages to maintaining a syngeneic relationship between tumor and host
compartments, for certain therapeutics it may be critical that the tumor
targets are human in origin. On the most basic level, if the therapeutic target
is not sufficiently conserved, or the therapeutic is highly specific for the
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human target, testing in a fully mouse system may not demonstrate efficacy
due to a lack of effect on the orthologous target (e.g., an antibody therapeutic
that only recognizes the human target). In fact, retrospective analysis has
shown that 30% of agents with activity in human xenografts have no activity
in mouse syngeneic transplant models (Venditti et al., 1984). While the poor
predictive value of xenograft models leads one to wonder if the lack of
efficacy in the mouse models actually reflects better predictive value, it is
notable that taxol was one of the agents that was “missed” by the mouse
syngeneic model.

In recent years, several groups have identified finite numbers of genetic
changes that can be introduced ex vivo into normal human cells resulting in
full oncogenic transformation (Boehm and Hahn, 2005). This raises the
possibility of creating xenograft tumor models in which the transformed
human cells have been generated de novo by introduction of relevant onco-
genic changes into essentially normal (or immortalized) human cells. Tt is
currently not clear if xenograft tumors of such engineered cancer cells more
closely resemble iz situ human tumors by comparison to cell line xenografts.
However, in certain cases, one can ensure that the relevant tumor targets are
present either because the target is one of the transforming changes per se or if
expression of the target is tightly linked to the engineered genetic change.

Regardless of the source, injection of human cancer cells results in a
species mismatch between the tumor cells and their microenvironment
(e.g., nontransformed stromal cells). Since stromal cells contribute to tu-
morigenesis, fidelity of xenografts might be improved by establishing a fully
human microenvironment. Recent studies have shown that when nonmalig-
nant stromal cells are coinjected with transformed human cancer cells, the
human stromal cells do contribute to eventual tumor formation (Berger
et al., 2004; Chudnovsky et al., 2005). The histology of these nonmalignant
cells resembles that found in iz situ human tumors. These studies have
provided important insights into mechanisms responsible for tumor forma-
tion. However, further studies are needed to determine whether these models
are an improvement over conventional xenograft or orthograft models for
assessing therapeutic agents.

IV. STUDY ENDPOINTS

A. Efficacy Endpoints: Is Tumor Growth Effected?

The majority of agents currently utilized in the clinic were discovered
on the basis of their ability to kill tumor cells in tissue culture, that is,
cytotoxics. Since tumor cell killing was the primary in vitro endpoint,
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extrapolation to animal models necessitated tumor cell killing as the primary
endpoint as well in vivo. While there is a general perception that mouse-
transplanted tumor models are highly susceptible to cytotoxic therapies, in
fact most cytotoxic therapies have little efficacy in mouse solid tumor models
(Corbett et al., 1987). Nonetheless, as described above, there are numerous
concerns about the predictive value of antitumor efficacy in mouse models.

The predictive value may depend on the criterion used to define efficacy.
When comparing the growth of tumors in treated to control animals, a ratio
of 20-30% (% T/C) is a common threshold utilized for establishing efficacy.
However, the predictive value may be improved in mouse models by adopt-
ing tumor regression as the efficacy endpoint, as opposed to decreased
tumor growth. In one comparison of six clinically relevant therapies, the
three agents that induced tumor regression in a mouse breast cancer model
(i.e., melphalan, cyclophosphamide, and 5-fluorouracil) had clinical efficacy
in patients, by comparison to 6-thioguanine, Ara-C, and N-phosphon-
acetylaspartate which did not induce regression in the mouse model and
likewise did not demonstrate clinical efficacy (Stolfi et al., 1988).

Antitumor efficacy is simple to measure in SQ tumors, thus accounting for
their popularity. Caliper measurements of length and width can be used to
calculate tumor volume. In the case of orthotopically placed tumors, breast
tumors are easily measured due to their superficial location. Tumors
situated within internal organs (e.g., prostate, kidney, brain, lungs, or hema-
tologic malignancies) are not accessible to direct physical measurement. In
some models, if the tumor establishment rate is high and the growth
characteristics are predictable, tumors can be implanted and allowed to
establish for a predetermined period of time. Animals are divided into
treatment groups, and drug treatment administered either until animals
become “sick” or for a predetermined period of time. The problems with
this approach include the fact that for many tumor models, a baseline
“nontake” rate necessitates large group sizes to overcome the statistical
variance resulting from nontakers. Furthermore, using death (or even mori-
bund state) as an endpoint is generally viewed as unethical. Finally, survival
studies can take a very long time as tumor burden may have to be quite
significant in some locations before resulting in constitutional symptoms.

Noninvasive methods of tumor quantification can obviate many of the
problems associated with orthotopic tumor models. One alternative is to
engineer tumor cells to produce an ectopic secreted protein that can be
detected in the serum or urine, such as urinary 8-hCG (Shih et al., 2000).
For solid tumors, anatomical imaging modalities can provide localization and
volumetric information. In general, these are clinically utilized imaging mod-
alities that have been adapted for small animal use (Rudin and Weissleder,
2003; Weissleder, 2002), including magnetic resonance imaging (MRI)
(Evelhoch et al., 2000; Gillies et al., 2000; Nelson et al., 2003), X-ray
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computed tomography (CT) (Paulus et al., 2000), ultrasound (US), and plain
radiographs. These technologies are available commercially, in generally
user-friendly interfaces. However, space and resource requirements may be
prohibitive, and throughput may be inadequate for drug discovery purposes,
as these modalities generally allow imaging of only one animal at a time.
For tumors not localized to a single location, for example hematologic
malignancies, anatomical imaging has limited applicability.

Fluorescence (Hoffman, 2002a,b) and bioluminescence (Edinger et al.,
2002; McCaffrey et al., 2003) optical imaging have been increasingly
adopted by many laboratories for tumor burden quantification in mice.
Resource and space requirements are modest by comparison to MRI. Ana-
tomical definition is poor, but there is tight correlation with volumetric
measurements, validating their use for tumor burden quantification.
Reagents necessary to render cells fluorescent or luminescent are widely
available in most laboratories. Fluorescence-based imaging offers the possi-
bility of increased information content (e.g., simultaneous imaging of dif-
ferently fluorescent cells), however, the emission spectrum is greatly
attenuated by tissue, thus limiting usefulness for certain orthotopic models
(e.g., brain tumors). Luciferase-mediated bioluminescence has significant
emission at wavelengths greater than 650 nm, which has superior tissue
penetration in comparison to green fluorescent protein (GFP) that has peak
emission at ~509 nm, and is thus preferable for deep orthotopic models.

Another factor that may lead to a lack of predictability is species-specific
differences in pharmacokinetics. For many agents, maximally tolerated
levels in mice may exceed achievable or tolerable levels in humans and
may thus produce greater efficacy. In a series of studies in which multiple
drugs were administered at “clinically equivalent dose” (i.e., reaching clini-
cally achievable concentrations), antitumor efficacy was highly predictive of
clinical efficacy in gastric (Inaba et al., 1988), lung (Tashiro et al., 1989),
breast (Inaba et al., 1989), and glioma (Maruo et al., 1990) SQ xenograft
tumor models. Such strategies may be very useful when testing existing or
approved therapeutics for a potential new indication. In the development of
an NCE, achievable human levels will not be known until phase I clinical
trials. It might be reasonable to return to animal testing when such informa-
tion is known, especially if there are multiple potential disease indications.

B. Functional and Molecular Endpoints: Is the
Target Modulated?

In the era of targeted therapies, inhibition of tumor growth may no
longer be the most relevant endpoint. If a cancer target is well validated
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(e.g., strong epidemiology), an equally, if not more, relevant question may
be whether the therapeutic target is modulated i vivo. In the absence of
knowing whether a drug modulates its intended target, antitumor efficacy is
impossible to interpret. For example, if antitumor efficacy is observed, yet the
intended target is not modulated, the implication is that antitumor efficacy
may be the result of an off-target effect. To the extent that the intended target
is known, assessment of target modulation can be accomplished by multiple
methods.

Conventional molecular analysis can be accomplished by sacrificing
cohorts of mice over time, and analyzing the target, or a biomarker of a
given pathway, using conventional biochemical and microscopic techniques
(e.g., Western blot, immunohistochemistry). For example, the effects of a
kinase inhibitor might be assessed using activation-state-specific antibodies
to assess either the kinase itself or downstream signaling mediators. The
major disadvantage of these approaches is that they provide static data
points, and a dynamic picture must be constructed by looking at the
averages of cohorts of mice over time. Thus, large numbers of mice and
significant time and resources need to be expended to establish a dynamic
assessment of drug effect.

An extension of the hollow fiber assay can be utilized for assessing
molecular endpoints. After establishing fibers, treating animals, and then
recovering fibers in the usual manner, cells can be recovered from hollow
fibers and used for assessing molecular endpoints (Suggitt et al., 2004). This
is a facile method for rapidly isolating tumor cells, but clearly suffers from a
rather artificial tumor-host microenvironment.

Noninvasive imaging can also be used to assess molecular effects of drugs
(i.e., molecular imaging). By virtue of being noninvasive and nonlethal, molec-
ular imaging can provide serial measurements over time in animals, establish-
ing a true pharmacodynamic readout. As with anatomical imaging, clinically
useful functional imaging modalities have been adapted for small animal
imaging. These include micro-positron emission tomography (micro-PET)
(Mankoff et al., 2000, 2005; Ray et al., 2003; Yang et al., 2003), and MRI
(Nelson et al., 2003). PET can provide metabolic information, such as glucose
consumption using standard '®F-fluorodeoxyglucose (FDG), as is commonly
utilized in humans. Furthermore, since many drugs can be radiolabeled with
"C or '8E, PET offers the possibility of directly monitoring drug distribution
and clearance (Weissleder, 2002). It is also possible to design PET probes that
bind to specific drug targets, for example to monitor levels of HER2 expression
(Smith-Jones et al., 2004), or to probe integrin expression in tumors (Chen
et al., 2004; Haubner et al., 2001). Obviously, these approaches require
significant radiological, biological, and chemical expertise.

Bioluminescence and fluorescence imaging can also be used for molecular
imaging. For example, reporter cells can be engineered whereby luciferase
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expression is stimulus dependent, and luminescence is thus a readout
of the activity of certain molecular pathways (Bhaumik and Gambhir,
2002; Contag et al., 1997; Kung et al., 2004). The reagents necessary to
create reporter cell lines are commonly available in many laboratories (i.e.,
luciferase- or GFP-based reporter constructs). These modalities are strictly
research tools, as clinical translation will not be possible using existing
technologies. In the realm of optical imaging, near-infrared imaging is the
only modality that has the potential for clinical utility in the near future.
Examples of molecular imaging using near-infrared probes include caged
probes that become fluorescent after enzymatic cleavage in vivo, allowing
for noninvasive assessment of enzyme activities (Mahmood and Weissleder,
2003; Petrovsky et al., 2003).

V. ANIMAL MODELING IN THE POST-GENOMICS AGE

The dichotomization of therapies as either cytotoxic or targeted therapies
is misnomered. In fact, the molecular targets for most cytotoxics are known
(e.g., microtubules, nucleotide pools, topoisomerases, and so on). Converse-
ly, many therapies developed to inhibit specific molecular targets may have
widespread effects in both malignant and nonmalignant cells. In either case,
animal models serve the same purposes in the drug discovery flow. Funda-
mentally, we want animal models to tell us: (1) is the target important for
tumor homeostasis or growth, (2) does the drug modulate its intended
target in vivo, and (3) does a drug have an effect on tumor growth. While
it may not be possible to create models that are perfectly predictive of
clinical efficacy, if we can alter our use of animal models to be more
informative, even small incremental increases in the predictive value in a
preclinical setting may translate to marked improvements in productivity
and substantial savings in drug development costs (DiMasi, 2002).

The drug discovery flow generally commences with the identification of a
target, or pathway, that is felt to be important for maintaining the malig-
nant phenotype, or for growth of human tumors. Targets may be suggested
by clinical epidemiology [e.g., recurrent activating mutations of epidermal
growth factor receptor (EGFR)]. Targets may also be suggested by extrapo-
lation from basic research (e.g., the role of telomerase in transformation).
Before commencing on a search for chemical or biologic inhibitors, targets
are generally validated in vitro, and preferably in vivo. For in vitro valida-
tion, the target of interest may be manipulated by a variety of methods,
including overexpression of dominant-negative isoforms, small interfering
RNA (siRNA) knockdown, neutralizing antibodies, or the use of tool com-
pound inhibitors. Many of these approaches can also be used to assess
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effects on in vivo tumor growth. For example, the growth of tumors in
which a putative target is stably knocked down with a lentiviral short
hairpin RNA (shRNA) can be compared to control tumors expressing an
irrelevant shRNA (e.g., to GFP). There are other mechanisms of action that
can only be evaluated in vivo, such as mediators of metastasis or modulators
of angiogenesis. For both in vitro and in vivo experiments, it is obviously
critical to establish that the target of interest is expressed in the cell line
used. Alternatively, it may be possible to transform normal mouse or human
cells with a set of oncogenes that include the target of interest, or is inextri-
cably linked to activation or expression of the target. Thus, animal models
play an important role even at the very earliest stages of the drug discovery
flow for validating candidate targets.

Once a putative therapeutic has been identified, careful consideration is
again required for the disease model and the endpoints to be measured.
In most cases, targets will arise out of the clinical epidemiology of a specific
disease, but for in vivo testing, it is not sufficient to just seek out models of
the underlying disease without regard for the specific molecular target of
interest. For example, testing of EGFR inhibitors should utilize not just any
lung cancer model, but specifically lung cancer models where the tumor is
driven by mutated EGFR. In the case of xenografts or syngeneic tumor
transplants, it will be critical to fully characterize the cell lines and verify
that they at least express the target of interest. In the case of GEM, tumor
cells derived from GEM, or engineered human cells, it is likewise important
to establish that the model is driven by the target of interest.

Next, the location of tumor implantation or transplant should be consid-
ered. Although the exact impact on predictive value is not known, there are
ample examples where the biology of orthotopic tumors seems to have
higher fidelity by comparison to SQ models. Orthotopic models in which
tumor location is superficial (e.g., breast, skin, muscle) can be monitored
using conventional caliper measurements. Orthotopic models with deep
visceral placement (e.g., brain, lung, liver, prostate, colon) require alterna-
tive methods of tumor burden quantification. Anatomical imaging modal-
ities (e.g., US, CT, MRI) can provide volumetric measurements of solid
tumors. Cells can also be engineered to express ectopic biomarkers, including
secreted proteins (e.g., S-HCG), GFP for noninvasive fluorescence imaging,
or luciferase for bioluminescence imaging. For hematologic malignancies,
total body tumor burden can best be assessed by optical imaging, since tumor
distribution is disseminated (e.g., throughout the marrow space).

Efficacy studies are generally meant to evaluate the impact of a putative
therapeutic on established tumors. While the specific starting criteria will
vary according to the model type, at the very least the tumor must be
detectable, and ideally should be clearly increasing in size. For SQ or super-
ficial tumors, or solid tumors followed by anatomical imaging, this might be
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on reaching a predetermined tumor volume (e.g., 100 mm?). For tumors
followed by fluorescence or bioluminescence imaging, serial imaging might
be used to identify animals with increasing tumor burden. Drugs may have
very different effects on bulky tumors by comparison to small tumors, and
there is some concern about starting treatments too early when using highly
sensitive imaging modalities.

While attenuation of tumor growth is a standard endpoint, it is by itself
not sufficient. It is imperative to determine whether the therapeutic of
interest actually modulates its molecular target in vivo. That is, if a drug
is found to have no effect on tumor growth, interpretation of the results is
highly dependent on whether the drug “worked,” that is, did it hit its target.
Conversely, even if there is antitumor efficacy, if the molecular target is not
modulated, enthusiasm may be greatly dampened for an entity that is
“working” through off-target effects. Evaluation of informative pharmaco-
dynamic markers is thus critical. This can be accomplished through conven-
tional means by collecting tumor samples from animals in treated and
control groups, and then using conventional biochemical and microscopic
methods to interrogate the target of interest [e.g., immunostaining, Western
blot, enzyme-linked immunosorbent assay (ELISA)]. Modification-specific
antibodies (e.g., phosphorylation, acetylation) may be used to evaluate
enzyme targets (e.g., histone acetylation, phosphorylation state of kinase
substrates), or as biomarkers of activity (e.g., phosphorylation as a marker
of the activation state of kinases). To evaluate signaling pathways, the
expression of downstream targets of the pathway can be assessed. Protein
levels can be assessed by bulk means such as Western blot or ELISA of
tumor lysates. Immunohistochemistry can be used to evaluate protein levels
in situ within fixed tumors. Flow cytometry can be used to evaluate cell
surface as well as intracellular protein levels on a single cell basis.

As with in vitro studies, evaluating a number of pharmacodynamic mar-
kers may increase confidence over a single marker. To expand the analysis to
a more global level, tumor cells can be isolated from tumors and subjected
to gene expression or proteomic analysis. In most solid tumors, gross
dissection of the tumor results in fairly good enrichment for tumor cells.
For greater purity, tumors can be disaggregated and tumor cells specifically
isolated by fluorescence-activated cell sorting or immunomagnetic separa-
tion using antibodies to tumor-specific (or species-specific) surface antigens.
For fixed material, laser-capture microdissection can be used to isolate tumor
cells, although subsequent analysis will be complicated by small cell num-
bers. With these methods, one could examine the effect of drug treatment
not only on handfuls of markers, but more globally at whole expression
signatures associated with specific pathways.

At the very least, evaluation should include cohorts of drug-treated versus
control animals to establish whether the drug target is modulated at a
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specific time point, for example, around the time of peak drug levels.
A dynamic assessment of drug effects can be reconstructed using conven-
tional means by analysis of groups of treated and untreated mice sacrificed
in a timed manner after drug administration. Alternatively, functional or
molecular imaging can be used to evaluate drug effects in a dynamic
manner. With these approaches, the goal is to not just ask whether the
target is modulated, but to establish the time course of drug effects.

These studies should provide two types of information: does the drug
modulate its target and does it shrink the tumor? Even if the cell line or
model used is absolutely dependent on the target (e.g., the cells undergo
apoptosis or arrest with shRNA knockdown of the target in vitro), it may
still be possible to modulate the target in vivo without an overt antitumor
effect. Targets where episodic inhibition is insufficient or where alterna-
tive pathways are activated in vivo are examples where there may be a
disconnect between in vivo and in vitro antitumor efficacy.

There is considerable controversy as to what should happen if a candidate
therapeutic modulates its target, but does not produce antitumor efficacy in
mouse models. Some argue that if the target is robustly validated (e.g., with
strong clinical epidemiology), then lack of efficacy in preclinical models
should not preclude further clinical development. Others argue that mouse
models are generally overly sensitive, and thus lack of efficacy would
dampen enthusiasm for further development. Careful validation of the
models used for such studies may make such discordance less likely. That
is, if a cell line or GEM is fully validated to be dependent on the target of
interest (e.g., loss of function results in apoptosis or arrest), then tumor
viability and growth may be very closely linked to biological modulation of
the target.

The other perplexing situation is how to interpret antitumor efficacy in
the setting of not being able to show an effect on a pharmacodynamic
marker. Here, it is important to make sure the pharmacodynamic marker
is as closely linked to the target as possible. Phosphorylation-state-specific
antibodies will be better indicators of the inhibition of a receptor tyrosine
kinase, for example, in comparison to the expression level of some down-
stream gene (which might be activated by redundant signaling pathways).
Furthermore, one must consider effects on cellular compartments other than
the tumor cells, for example effects on endothelial cells resulting in an
antiangiogenic effect.

In addition to pharmacodynamic readouts, experimental manipulation of
the tumor model may help provide evidence for specificity of action.
For example, a lack of activity in cells that are not dependent on the target
(but of the same tumor type) provides support for specificity of action. Even
more convincing, introduction of genetic elements that are redundant to
or bypasses the targeted protein, followed by demonstration of resulting
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insensitivity to the drug in a model that was previously sensitive, is a
powerful control for specificity.

In late stages of preclinical testing, animal models may also be important
testing grounds for biomarkers to be used in the initial clinical trials.
For example, the development of informative immunodetection reagents,
functional imaging modalities, and identifying molecular signatures of res-
ponse may all be amenable to testing in preclinical models. While species-
specific differences may preclude direct translation of certain reagents (e.g.,
detection antibodies), animal models can be used to establish proof of con-
cept for a biomarker strategy, much as tool compounds may be used for proof
of concept experiments prior to a search for a pharmacologic inhibitor.

VI. CONCLUSIONS

In the age of cytotoxic therapies, where drugs were discovered by virtue
of their ability to kill tumor cells in cell culture, the analogous endpoint
in animal models was whether the growth of tumors was inhibited. The
paradigm of modern drug discovery is one of “targeted therapies,” where
therapeutics are directed against well-characterized tumor targets. It is thus
antithetical to maintain the endpoints of tumor killing iz vivo as the only, or
perhaps even primary, endpoint. Equally, if not more important is to use
animal models to determine if the target of interest is modulated in vivo.
By crafting models that more closely recapitulate human tumors, and by
asking more specific questions with such models (not just whether a tumor
shrinks), animal models will continue to play an important role in validat-
ing cancer targets and evaluating putative cancer therapies. That is, we must
use the right models to ask the right questions about the right therapies.
While it is unrealistic to expect that any animal model will perfectly predict
human outcome, even small improvements will translate into increased
productivity and significant cost savings.
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Rational and efficient development of new molecular cancer therapeutics requires
discovery, validation, and implementation of informative biomarkers. Measurement of
molecular target status, pharmacokinetic (PK) parameters of drug exposure, and phar-
macodynamic (PD) endpoints of drug effects on target, pathway, and downstream
biological processes are extremely important. These can be linked to therapeutic effects
in what we term a “pharmacological audit trail.” Using biomarkers in preclinical drug
discovery and development facilitates optimization of PK, PD, and therapeutic proper-
ties so that the best agent is selected for clinical evaluation. Applying biomarkers in early
clinical trials helps identify the most appropriate patients; provides proof of concept for
target modulation; helps test the underlying hypothesis; informs the rational selection of
dose and schedule; aids decision making, including key go/no go questions; and may
explain or predict clinical outcomes. Despite many successes such as trastuzumab and
imatinib, exemplifing the value of targeting specific cancer defects, only 5% of oncology
drugs that enter the clinic make it to marketing approval. Use of biomarkers should
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reduce this high level of attrition and bring forward key decisions (e.g., “fail fast”),
thereby reducing the spiraling costs of drug development and increasing the likelihood of
getting innovative and active drugs to cancer patients. In this chapter, we focus primarily
on PD endpoints that demonstrate target modulation, including both invasive molecular
assays and functional imaging technology. We also discuss related clinical trial design
issues. Implementation of biomarkers in trials remains disappointingly low and we
emphasize the need for greater cooperation between various stakeholders to improve this.
© 2007 Elsevier Inc.

I. INTRODUCTION

We are now entering a new era of anticancer drug development led pri-
marily by an increased understanding of the genetics and cancer and the
molecular basis of malignant progression (Hanahan and Weinberg, 2000).
Of particular recent significance has been the sequencing of the human
genome and its oncological successor, the Cancer Genome Project (Futreal
et al., 2001; Lander et al., 2001; Venter et al., 2001). Together with the
information from decades of basic research into molecular biology and
genetics of cancer, these important technical achievements have the potential
to transform the management of cancer from empirically based treatment to
a predictive, individualized model based on the molecular classification of a
tumor and the selection of appropriate targeted therapy (Ramaswamy, 2004;
Sawyers, 2003a; Workman, 2005a). This approach is outlined in Fig. 1.

The challenge ahead for those involved in cancer research is to discover in
precise detail the series of molecular abnormalities that arise in the genomes
of all types of cancer, to use that information to understand the process of
malignancy, and then to develop more rational and effective strategies for
diagnosis and treatment (Workman, 2005¢c; Workman and Kaye, 2002).
The development of “targeted” agents in oncology has exploited our growing
knowledge of cancer genes and oncogenic pathways to provide innovative
cancer therapies which offer the potential not only for improved therapeutic
efficacy, but also for less severe toxicity compared with the previous genera-
tion of cytotoxic agents (Workman, 2003b, 2005¢). The regulatory approval
of drugs like imatinib (Gleevec), trastuzumab (Herceptin), gefitinib (Iressa),
erlotinib (Tarceva), bevacizumab (Avastin), cetuximab (Erbitux), sorafenib
(Nexavar), and sunitinib (Sutent) have provided clinical validation for this
molecularly targeted approach.

Despite technological developments and the high-profile successes listed
above, drug discovery remains an expensive, slow, and high-risk enterprise
(Kelloff and Sigman, 2005; Kola and Landis, 2004; Reichert, 2003; Workman,
2003a). The average cost of completing a successful drug development
project is in the range of US$700-1700 million, with a typical timescale
of at least 8-10 years from preclinical discovery research to regulatory
approval. Data available for the period from 1990 to 2000 show that only
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Exploiting the cancer genome: Molecular pathology and therapy

Cancer gene
discovery

Diagnostic, prognostic,
and predictive
biomarkers

Molecular cancer
therapeutics

Individualized diagnosis and
therapy based on molecular
profile of the patient

Fig. 1 How to exploit the cancer genome in the twenty-first century. The discovery and
exploitation of cancer genes has the potential to usher in a new era of individualized diagnosis
and therapy. The two critical steps in this process are: (1) the successful development of
diagnostic, prognostic predictive and pharmacodynamic biomarkers; and (2) effective molecu-
larly targeted therapeutics. The close integration of the discovery, development, and application
of the molecular biomarkers and molecular therapeutics is key to future success. Adapted from
P. Workman, Eur. J. Cancer 2002.

1 in 20 cancer drugs entering clinical trial gained regulatory approval: 70%
failed at the phase II stage, 59% at phase III, and 70% at the registration
phase (Kola and Landis, 2004). Reasons for the poor success for drugs across
all disease areas have been documented (Kola and Landis, 2004). In 1991,
poor pharmacokinetic (PK) and bioavailability properties were the main
reasons for attrition. This problem has to a large extent been addressed by
paying greater attention to optimizing these properties in preclinical devel-
opment. Major causes for failure are now inadequate therapeutic activity
(30%) and toxicity (30%) and hence these particular areas to focus attention
on, while not neglecting properties such as PK and drug potency.

One of the most critical elements in improving success rates is the develop-
ment of pharmacodynamic (PD) biomarkers of drug effects. Whereas PK
endpoints are concerned with “what the body does to the drug,” PD biomar-
kers focus on “what the drug does to the body” (Workman, 2002, 2003a).
PD endpoints can be used during preclinical development through early clinical
trials to answer critical questions. Incorporation of PD and PK endpoints allows
drug development to proceed in a rational, hypothesis-testing fashion and
enables sensible “go/no go” decisions to facilitate modern drug development.
Drugs with the properties consistent with clinical effectiveness sufficient for
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regulatory approval can be prioritized. Those with liabilities can be identified
early (“fail fast”) and resources transferred to more deserving candidates.

Since the new generation of molecular therapeutics target the precise
mechanisms that are causally responsible for the disease, early clinical trials
with appropriately optimized drugs can be seen as providing a test of the
hypothesis that a particular oncogenic mechanism is indeed driving the
particular cancer. PD markers are critical to allow conclusions to be drawn
about the reason for success or failure in the clinic. They also provide a basis
for informed decisions on how and when to administer the drug.

In this chapter, we describe the rationale for using PD biomarkers for
molecularly targeted anticancer agents, the methods involved, and the
challenges ahead. In addition, examples of the use of important biomarkers
for molecular cancer therapeutics will be described. Although PD endpoints
are markers of drug effect, it is important to stress from the very outset that,
as we will discuss, they do not necessarily correlate with or predict a thera-
peutic impact on the disease. Since, as we will show, PD endpoints should not
be viewed in isolation, we will also, where appropriate, discuss biomarkers
for patient selection and prognosis.

II. TYPES OF BIOMARKERS

With the growth of biomarkers in clinical trials, a lack of agreement has
been apparent in the definition of the varying types of markers. Consensus
in the use of terminology is important to help clarity of thinking. An expert
working group was created by the US National Institutes of Health to
propose terms, definitions, and a conceptual model (Biomarkers Definitions
Working Group, 2001; Frank and Hargreaves, 2003). A summary of the
recommended terminology is given in the following paragraph:

Biological marker or biomarker: A characteristic that is objectively measured
and evaluated as an indicator of normal biological processes, pathogenic
processes, or pharmacological responses to a therapeutic intervention.

Clinical endpoint: A characteristic or variable that reflects how a patient
feels or functions, or how long a patient survives.

Surrogate endpoint: A biomarker intended to substitute for a clinical end-
point. A surrogate endpoint is expected to predict clinical benefit or harm, or
lack of benefit or harm, based on epidemiologic, therapeutic, pathophysio-
logic, or other scientific evidence.

These descriptions have been expanded further to reflect recent thinking by
scientists, regulators, and clinical trialists. The additional terms below
encompass the use of biomarkers in early drug development, cohort
selection and patient management, as well as in determining clinical
benefit (Kelloff and Sigman, 2005; Ludwig and Weinstein, 2003).



Pharmacodynamic Biomarkers for Molecular Cancer Therapeutics 217

Clinical correlates: These are endpoints that can be used for obtaining regu-
latory drug approvals. They are commonly used in clinical practice, and
historically have demonstrated their relevance in that setting. Among the
most widely used are tumor response rate, disease-free survival, and time to
progression. These require measurement of treated cancer, commonly with
anatomical imaging [e.g., computerized tomography (CT)]. Tumor regres-
sion is frequently not ideal for assessing the efficacy of molecularly targeted
agents, since these often do not cause tumor shrinkage and are more likely to
be “cytostatic” in nature.

Prognostic biomarkers: These are correlated with clinical outcome and can
be divided into biological progression markers and risk biomarkers.

Biological progression markers are measures of tumor burden and are
commonly circulating cellular proteins that are associated with tumor
progression. Among the most commonly used of these “tumor markers”
are CA-125 for ovarian cancer and prostate-specific antigen (PSA) for
prostate cancer (Bubley et al., 1999; Rustin, 2003; Rustin et al., 2004).

Risk biomarkers are usually implicated in the mechanisms of disease causality
or neoplastic progression, and are increasingly used in drug development to
identify populations likely to be responsive to a given drug treatment.
The foremost example of this is ERBB2/HER2 gene amplification in 25%
of patients with invasive breast cancer, which correlates with inferior patient
survival (Slamon et al., 1987). Trastuzumab is a humanized monoclonal
antibody that binds to ERBB2 and inhibits the growth of ERB2-
overexpressing cells, and has demonstrated significant clinical benefit
in both the adjuvant and advanced disease settings (Piccart-Gebhart
et al., 2005; Slamon et al., 2001). It is critical to emphasize that the
therapeutic activity of trastuzumab would likely have been obscured if the
agent was given to patients unselected for their ERBB2 status [as measured
by either a standardized, semiquantitative immunohistochemistry (IHC)
scoring system, or by detection of HER2 gene amplification by fluorescence
in situ hybridization] (Park et al., 2004).

PD biomarkers: These are biomarkers which measure the effects of a drug
or other intervention, and include molecular, cellular, histopathological,
and imaging parameters. PD biomarkers are used to characterize and
ideally to quantitate molecular and functional effects produced by a drug
that may or may not correlate with biological and clinical effects.

The biological effects that are used as PD endpoints are often measures of
altered activity or expression of a molecular target in response to a
mechanism-based therapy. These PD biomarkers are frequently “proximal”
to the effect of the agent, as in for example decreased phosphorylation of a
protein substrate immediately downstream from a target kinase. Other
endpoints, often cellular, histopathological, and imaging biomarkers that
measure events occurring during neoplastic progression, can be used to
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measure the more “distal” effects of the drug that occur further downstream
of its immediate molecular target. Examples include changes in proliferation
using Ki67 expression, apoptosis using the TUNNEL assay, alterations in
gene expression profiles, and functional or molecular imaging changes
(Kelloff and Sigman, 2005). Both proximal and distal PD biomarker are
predominately used as endpoints in preclinical and early phase clinical trials.
PD biomarkers have many potential uses in all phases of the drug development
process, from demonstrating action on the target in the laboratory through
preclinical studies to pivotal clinical trials (Hidalgo and Messersmith, 2004;
Workman, 2003a). Potential applications of PD studies include:

—Providing proof of mechanism of action of a drug

—Selection of optimal dose and schedule of administration of the drug,
in conjunction with factors such as PK and drug toxicity

—Gaining an understanding of response/resistance mechanisms

—Designing rational combination therapies

—Predicting outcome

These applications will be discussed further in the following sections.

III. THE PHARMACOLOGICAL AUDIT TRAIL

To allow proper evaluation of molecularly targeted agents, it is essential
to determine not only critical PD endpoints, but also key PK measurements
of drug exposure or metabolism. Used together, PK and PD endpoints
facilitate the construction of what we have described as a “pharmacological
audit trail” such that all of the key stages in drug development—from target
status and drug administration through the biological effect to the clinical
outcome—can be monitored, linked, and interpreted (Workman, 2002,
2003a). The audit trail also provides a basis for selecting appropriate
patients, demonstrating proof of concept for the agent under investigation,
together with the ability to help rational decision making (including go/no
go questions) during preclinical and clinical drug development. In addition,
an understanding of PK-PD relationships also underpins the selection of
optimal drug dose and schedule. The critical questions are outlined in Fig. 2
and summarized in the following section:

Is the molecular target expressed or mutated and what is the activity of the
pathway? Determination of the presence or status of the molecular
target allows the most relevant models to be used in preclinical studies
as well as the selection of the most appropriate patients to treat in clinical
trials. In addition, the relationship between say target expression/mutation
or pathway activity and response to the agent can be explored further.
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Target

expressed
and/or pathway
active?

Disease
response?

Active blood
or tissue
oncentrations?,

Key questions in
drug development

Desired
biological
effect?

Pathway
modulated?

Fig. 2 The pharmacological audit trail for molecular cancer therapeutics. Use of the
pharmacological audit trail provides a conceptual and practical framework that allows key
questions in drug discovery and development to be addressed by using appropriate diagnostic,
PK, PD, and response biomarkers. The audit trail provides a rational basis for assessing the risk
of failure at any particular stage, with the likelihood of failure decreasing as the hierarchy of
sequential questions are successfully answered. It also provides the basis for making informed
decisions such as which patients to treat, what is the optimum dose and schedule, and whether
to progress or terminate a drug development program. Adapted from P. Workman, Eur.
J. Cancer 2002.

Is the drug achieving sufficient concentrations in plasma, blood, and tumor
tissue? The measurement of absorption, distribution, metabolism, and
excretion is crucial for the drug development process (van de Waterbeemd
and Gifford, 2003). If active drug concentrations are not achieved then
modifications in scheduling or formulation are required before proceeding
further. Alternatively, it may be necessary to modify the chemical structure
to produce an analogue to overcome problems in PK and metabolism.
Active concentrations should be defined in preclinical models so that target
levels or exposures can be defined for clinical studies.

Is there activity on the desired molecular target? This may involve, for
example, demonstration of inhibition of a particular kinase or protease.
As with PK requirements, it is important to use preclinical models to define
a level of activity that is required to achieve the desired cellular or func-
tional outcome. For example, it may be necessary to inhibit a kinase by say
80% for at least 24 h in order to achieve a measurable biological outcome.
To emphasize, it is essential to define PK-PD relationships in preclinical
models so that we know what to aim for in subsequent clinical studies.

Is there modulation of the biochemical pathway in which the target
functions? It is important to determine whether the pathway in which
the target operates is being altered and by how much. Modulation of
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some targets will have more impact than others, depending on multi-
ple factors, including rate constants and feedback mechanisms. Perhaps
just as important as “on-target” effects from both a therapeutic and
toxicological viewpoint is the assessment of “off-target” modulation of
alternative pathways. Techniques such as multiplex immunoassays, gene
expression microarrays, and proteomics are potentially able to provide
such information on a very broad scale (see later).

Is there achievement of the desired biological effect? The key aim here is to
provide a readout of the expected biological outcome of the drug on
downstream cellular properties such as cell cycle control, apoptosis,
angiogenesis, invasion, or metastasis (Hanahan and Weinberg, 2000).
It is possible that there is more than one cellular outcome, either through
the intended mechanism or via a molecular side effect.

Do the above effects translate into a relevant clinical response? The audit trail
is not complete until the drug-induced events described above can be linked
to disease response and patient outcome. The most important outcome is
usually patient survival, but this can only be determined in large phase III
trials. In early phase trials, surrogates of clinical benefit should be used.
Commonly used surrogates of benefit include radiological disease response,
duration of stable disease, and assays of circulating tumor markers (e.g., as
mentioned earlier, CA-125 for ovarian cancer and PSA for prostate cancer).

IV. METHODOLOGICAL ISSUES

It will be clear from the above discussion that PD markers have the
potential to play a key role in the rational and mechanistically informed
contemporary drug development process. However, there are a number of
important methodological issues that should be discussed at this stage,
relating in particular to the need for these assays to be rigorously validated
and carefully implemented (Frank and Hargreaves, 2003). In their review of
this key area, Hidalgo and Messersmith (2004) outlined three factors of
particular importance.

Assay-related factors. Before a PD marker can be considered for clinical use,
the assay should be appropriately validated. In particular, the workup
should focus on both scientific validation, that is, the linkage of the PD
endpoint to the particular pathway and mechanism of action, and how
the endpoint relates to clinical outcome. In addition, technical validation
is essential. Guidelines of Good Laboratory Practice (GLP) and Good
Clinical Laboratory Practice (GCLP) should be followed. This is essential
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where PD biomarkers are used as primary, decision-making endpoints.
Important parameters that reflect the performance of the method include
sensitivity, specificity, precision, accuracy, and linearity (Stiles et al., 2005;
see also http://www.fda.gov/oc/gep/guidance.html).

Marker- and sample-related factors. These relate to what is being measured
and where. The intrinsic variability of the parameter to be measured in
clinical samples needs to be known, and the assay to be employed should
have minimal intra- and interobserver patient variability. In this respect,
it is desirable to measure modulation of a marker quantitatively to deter-
mine the difference in the marker during treatment compared to baseline.
Thus baseline sampling is critical. However, pre- and posttreatment tumor
biopsies can be difficult to perform, as these are often uncomfortable for
the patient and carry extra risks of hemorrhage and infection, raising
ethical and logistical issues (Agrawal and Emanuel, 2003). As mentioned
earlier, surrogate normal tissues can be used, for example peripheral blood
mononuclear cells (PBMCs), skin, and buccal mucosa, but these may not
give the same response as cancer cells. Monitoring responses in circulating
tumor cells is of considerable interest, but this technology not yet fully
validated on a broad scale (Cristofanilli ez al., 2004). Investigator training,
data calibration, and adjudication procedures may be required to minimize
variability (Kelloff and Sigman, 2005). Variability is particularly important
for measurement of targets in tumor tissue given that this can be highly
heterogeneous. For example, varying quantities of tumor cells, stroma,
and endothelial or inflammatory cells may be present. Necrotic or fibrotic
regions may also be found. Microdissection may be used. Other key issues
relate to the optimal specimen required for the assay, quantity of sample,
and the collection, processing, and preservation of samples. It is important
to establish that the stability of the marker in the sample can be maintained
during the preparation, storage, and performance of the test.

Statistics and clinical trial issues. An important issue that is often overlooked
with early PD biomarker studies is the consideration of quantitation,
statistics, and trial size. To date, the majority of studies using PD assays
have paid little regard to performing statistically rigorous analyses. This
may be due to lack of critical information in the development stages of the
assay with regard to variability of the assay and the target, making statisti-
cal estimations difficult. PD studies are often inadequately powered in
clinical trials, most likely because biomarkers measurements are usually
performed as secondary objectives. Lack of statistics is almost inevitably
the case in phase I studies where the number of patients treated at a
particular dose level will often be quite small. If possible it is important
to obtain data to indicate the nature of the dose—effect relationship.
This generally requires obtaining PD data during the dose escalation.
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A further complication is the practical difficulty of performing repeated PD
samples, in particular tumor biopsies, as discussed earlier. A balance must
be struck between the ideal scientific dataset required for the complete
pharmacological audit trail, the minimum information needed for intelli-
gent decision making, and the logistic and practical aspects that allow
timely completion of the main clinical study and the achievement of its
primary objectives. New clinical designs are now being implemented with
molecular cancer therapeutics (see later). With an agent that is expected to
offer clinical benefit without significant tumor shrinkage, an expanded
phase II trial of 100-300 patients may be appropriate, depending on the
exact question being asked by the trial and the required statistical power.
This would allow further opportunity for refinement, validation, and assess-
ment of PD assays based on increasing clinical experience, as well increasing
the statistical power of the biomarker data.

V. RATIONALE FOR USE OF PD MARKERS TO
FACILITATE DRUG DEVELOPMENT

Early clinical trials are increasingly seen to represent a continuation of
the preclinical and clinical discovery and development process. It is impor-
tant to consider the role of PD markers in both preclinical drug development
and also as part of the “experimental medicine” component of early clinical
trials.

A. PD Markers in Preclinical Drug Development

In considering the role of PD endpoints in the preclinical phase, it is useful to
consider the stages involved in the contemporary development of molecular
cancer therapeutics. Preclinical drug discovery is now heavily focused on the
identification of a molecular target involved in the pathophysiology of a cancer,
followed by the development of an antibody or small molecule inhibitor.
Starting points for the latter are often obtained by robotic high-throughput
screening of diverse compound collections. A hit is a compound that shows
activity against the target in such a screen, conducted using a particular assay
format under a defined set of conditions (Garrett et al., 2003). Assays are often
referred to as either “biochemical” or “cell-based.” Biochemical screens usu-
ally measure the ability of recombinant proteins, or proteins purified from cells
or tissues, to perform a desired biochemical activity. Cell-based screens use
assays to measure a particular cellular activity or phenotype. Alongside high-
throughput screening (HTS), virtual “in silico” screening methods, together
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with rapid screening (e.g., of fragments) by nuclear magnetic resonance and
high-throughput crystallography can be used together to increase the chance of
finding promising hits (Blundell et al., 2002).

The initial hit compounds are usually of low potency and regarded as
chemical starting points for optimization that will eventually produce a
development candidate for clinical testing. This process involves close colla-
boration between medicinal chemists and bioscientists with multiple itera-
tive rounds of chemical synthesis and progressive refinement of the chemical
structure based on biological feedback. This measurement of the biological
properties of compounds is achieved by a series of hierarchically arranged
tests, information from which is then used in guiding improvements to
the structure of the compound so that a molecule is identified that, subject
to an appropriate dosing formulation being achieved and an acceptable
toxicological profile demonstrated, can be put forward to enter phase I
clinical trials.

The series of hierarchical tests is often referred to as a test cascade (Garrett
et al., 2003). Along with drug metabolism and PK studies, critical among
these tests are cellular assays to show modulation of the intended molecular
target and achievement of the desired biological effect (e.g., inhibition of
proliferation, induction of cell-cycle arrest, apoptosis, and so on), as
described earlier in the discussion of the pharmacological audit trail. Cellular
assays are usually performed in molecularly characterized human tumor
cell line panels (Lu et al., 2000; Scherf et al., 2000) or in isogenic pairs of cell
lines designed to be with or without a particular molecular feature (Sharp
et al., 2000; Torrance et al., 2001). Methods such as Western blotting
or enzyme-linked immunosorbant assay (ELISA) provide useful readouts
for cellular inhibition of a molecular target. For example, measurement of
ERK 1/2 phosphorylation by Western blotting using appropriate phospho-
specific antibodies was used with a new MEK 1/2 inhibitor (Herrera and
Sebolt-Leopold, 2002). RB phosphorylation can be used to measure the
effects of cyclin-dependent kinase (CDK) inhibitors (Whittaker et al.,
2004). Importantly, total substrate levels as well as the level of phosphoryla-
tion of a protein on a particular amino acid site should always be measured to
monitor specific signal loss. Inhibition of the HSP90 molecular chaperone can
be monitored by measuring depletion of client proteins such as C-RAF and
CDK4, together with mechanism-based up-regulation of HSP70 (Hostein
etal.,2001).

The use of microarray technology to profile the expression thousands of
genes at the level of messenger RNA (mRNA) is having a major impact,
not only on understanding the process of oncogenesis and in target identi-
fication and validation, but also on discovering novel or additional biological
readouts of drug activity (Clarke ez al., 2000, 2001, 2004). Thus both on- and
off-target effects can be defined.
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It is important to mention that whatever molecular assay is employed
at this in vitro stage of the drug discovery process, this will often also
be used during iz vivo testing in animal models as well as in clinical trials
to confirm biological effects of the compound at these later stages of the
drug development process. Therefore, the development and use of a well-
validated, easily reproducible, ideally quantitative assay is crucial. For
example, the use of RB phosphorylation and other endpoints of CDK inhibi-
tion was validated in a human colon cancer xenograft model (Raynaud et al.,
2005). Similarly, the molecular signature of HSP90 inhibition was validated
in a human ovarian tumor xenograft model as part of the establishment
of PK-PD relationships prior to their use in phase I clinical trials (Banerji
et al., 2005a,b).

It is particularly important to demonstrate target-related biological effects
in animal models iz vivo. Human tumor xenografts continue to be the
mainstay for the evaluation of antitumor effects and provide an important
measure of tumor versus normal tissue selectivity in a metabolically intact
organism (Peterson and Houghton, 2004; Sausville and Burger, 2006).
However, human xenografts have their limitations, most notably due to their
somewhat artificial nature and their limited predictiveness for clinical
activity. Furthermore, there is the potential problem of human tumor cells
growing in the context of the mouse host stroma, and also the lack of a
complete immune response. In addition, human tumor xenografts are
frequently grown subcutaneously, although orthotopic sites can also be used.

Transgenic or knockout mouse models have some advantages (Van Dyke
and Jacks, 2002) and offer the possibility of evaluating molecularly targeted
therapies against spontaneous tumors arising from specific gene defects
and arising within the host animal itself rather than being transplanted
(Becher and Holland, 2006; Jonkers and Berns, 2002). A lively debate con-
tinues to be carried out regarding the suitability of human tumor xenograft
versus transgenic models and particularly their relevance to, and predictive-
ness for, the clinic. Human tumor xenografts are often criticized because it is
felt that they have not predicted for activity of cytotoxic agents in a given
tumor type. However, the ability of both xenograft and transgenic models to
predict for the activity of targeted molecular cancer therapeutics in the clinic
is now being evaluated prospectively. With particular respect to the develop-
ment of biomarkers and PK-PD relationships, it is likely that both types of
model will be useful. The important point is that each model should be fully
characterized with respect to its molecular pathology, especially the key
drivers of its malignant properties, and these should be related directly to
the molecular therapeutics in question. Models used in drug discovery need
to be robust and to operate over a sensible timescale. Animal welfare issues
should be considered as part of model selection, and guidelines on this have
been published (Workman et al., 1998). The application of such guidelines
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is consistent with good scientific practice. Use of PK-PD endpoints can
decrease the number that need to be used for therapy experiments.

It is important to mention that the development of PD endpoints in
this preclinical stage should consider not only tumor samples, but also surro-
gate tissues such as PBMCs, skin, and buccal mucosa. For example, with
the HSP90 inhibitor 17-allylamino-17-demethoxygeldanamycin (17-AAG),
mouse PBMCs were validated alongside human tumor xenograft material as
appropriate surrogate normal tissue for measuring depletion of HSP90 client
proteins C-RAF and CDK4 and the induction of HSP70; these assays were
then utilized in the subsequent clinical trials (Banerji et al., 2005a,b). Pre-
clinically in both surrogate and tumor tissue it is crucial to determine whether
it is possible to observe the desired activity on the molecular target,
subsequent modulation of the desired biochemical pathway and the
biological effect (see Section III). Measurement of biological effects can be
done using assays of proliferation, apoptosis, cell cycle, angiogenesis, inva-
sion, and metastasis. The model systems discussed above are especially
important to relate the eventual clinical experience to preclinical data,
recognizing that there may be potential differences. Provision of target
PK-PD parameters to aim for in the clinic is very important.

B. PD in Clinical Trials

The development of new molecularly targeted agents has created a
challenge for the oncology community to provide an appropriate trial
framework by which these drugs can be properly assessed. The use of
appropriate PD endpoints is critical to this process. It is useful to review
briefly the traditional approach and then to consider the modifications that
are needed.

1. TRADITIONAL CLINICAL TRIAL DESIGN FOR CYTOTOXICS

The clinical development of traditional cytotoxic agents has followed a
time-honored approach of conventional phase I, II, and III trials. The phase
I trial of a cytotoxic agent has traditionally been a dose-finding study to
determine maximum tolerated dose (MTD) by identification of dose-
limiting toxicities (DLTs), and subsequently establishing a recommended
dose for further trials. PK behavior is usually determined in these trials.

Phase II studies were typically used as a screening test for subsequent
phase III studies, and these focus on a particular tumor type. The main
endpoint of traditional phase II trials is usually defined in terms of response
rate. Evaluation of response to therapy is commonly determined by radiologi-
cal assessment of tumor size, most commonly using the Response Evaluation
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Criteria in Solid Tumors (RECIST) guidelines (Therasse et al., 2000). Other
methods include the use of validated circulating tumor markers, for example
CA-125 and PSA (Park et al., 2004). Classical phase III studies were designed
to determine evidence of superiority of the new therapy (usually as improve-
ment in overall survival or quality of life) compared with the current gold
standard treatment. It has been uncommon for molecular biomarkers to be
measured as part of the development of cytotoxic agents in these conventional
trials. However, other conventional surrogate endpoints were used, for exam-
ple bone marrow suppression was often a satisfactory endpoint for decision
making about recommended dose in phase I trials.

2. TRIAL DESIGN FOR MOLECULAR CANCER THERAPEUTICS

When designing trials for molecular therapeutics, there are a number of
key differences compared to the traditional design described above.

For phase I studies, the paradigm described above is challenged in a
number of ways. In phase I studies of cytotoxics, toxicities against rapidly
dividing normal tissues serve as biological surrogates and often define the
MTD (Eckhardt ez al., 2003). For molecularly targeted therapeutics, these
clinical effects on normal tissues cannot be reliably used as surrogates, thus
making the assessment of toxicological endpoints more complex. In addition,
the standard design of increasing drug dose to toxicity may be unnecessary
for optimal drug effect, and the use of MTD as a surrogate of effective dose
may be inappropriate in the phase I setting (Parulekar and Eisenhauer, 2004).
This has led to use of the term “optimum biological dose” to define a dose,
often significantly below the MTD, which can be assessed by measurement of
PD markers of biological activity of drug in tumor and surrogate healthy
tissues. Another key difference between trials with molecularly targeted
agents versus cytotoxics relates to optimal scheduling of drug. As indicated
earlier, molecularly targeted agents are often cytostatic rather than cytotoxic
in nature. Hence they are preferably given as a continuous (probably oral)
administration rather than as intermittent pulsed cycles. This also takes into
consideration the fact that there is likely to be less need for recovery of
normal proliferating tissues (especially bone marrow) with targeted therapies
compared to cytotoxics.

However, although the determination of optimum biological dose provides
a logical framework within which to conduct phase I clinical studies of
targeted agents, the experience to date of conducting these trials has been
chastening. In a survey by Parulekar and Eisenhauer (2004), 57 phase I
publications concerning 31 novel targeted agents were reviewed with regard
to patient population, starting dose, methods of dose escalation, determina-
tion of recommended phase II dose (RPIID), and inclusion of correlative
studies. Of the 57 studies, 36 used toxicity and 7 used PK data to halt dose
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escalation. Nontraditional endpoints, such as molecular effects on surrogate
tissues, were rarely incorporated into trial design, and in only two trials was a
targeted endpoint or surrogate tissue biomarker used as to determine RPIID.
This study and others demonstrate the challenges in using nontraditional
endpoints in the design of phase I trial (Gelmon et al., 1999; Korn, 2004).
One of the most critical issues is the lack of appropriately validated PD
biomarkers. This may relate to difficulties defining the desired target effect,
and to practical issues in measuring these effects once they have been defined,
for example, because of a lack of reliable assays or the problems in obtaining
the required tumor specimens (Korn et al., 2001). Quite often there is simply
a failure to plan ahead and implement validation of biomarkers so that they
are available for use in the clinical development phase.

In addition, the fact remains that the new generation of targeted therapies
can still cause significant toxicity. In certain circumstances, this is only
apparent outside the time window of phase I DLT definitions. An example
is the hypersensitivity pneumonitis seen with gefitinib (Konishi et al., 2005).
For this reason, and the difficulty of obtaining validated PD biomarkers due
to lack of appropriate preclinical data, some investigators still feel that it is
not prudent to base definition of MTD on a biomarker (Adjei and Hidalgo,
20035). This does not mean, however, that obtaining biomarker data is not
of scientific or practical value.

So what is the optimal current way to incorporate PD endpoints into
phase I studies? Critical to the process is the development of hypothesis-
based trials (Adjei and Hidalgo, 2005). One approach, which we favor, is to
conduct a two-stage approach of “dose estimation” based on effects on
normal tissues, followed by “dose confirmation” based on effects on tumor
tissues (Hidalgo, 2004). PD assays that have been validated preclinically
and are readily feasible should be used in conjunction with relevant PK
analyses to construct meaningful PD-PK relationships. In practice, there-
fore, once surrogate tissue data demonstrate inhibition of target, it is
important to determine whether the surrogate tissue results correlate with
findings in tumor tissue. This is probably best conducted at or near the
RPIID based on traditional toxicity endpoints, often in an expanded cohort
of patients (e.g., 10-12 patients are often used). Functional imaging can be
incorporated if indicated. In this way, multiple endpoints can be included
and an RPIID can be incorporated based on both MTD and optimum
biological dose. However, tolerability should probably still be used as the
primary determinant (Eckhardt et al., 2003).

In response to the shift toward earlier use of correlative laboratory
studies, and the need to reduce the time and resources expended during
early drug development on candidates that are unlikely to succeed, regulatory
authorities have streamlined requirements for exploratory trials (Collins,
2005). Recent draft guidance from the US Food and Drug Administration
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(FDA) has considered exploratory Investigational New Drug (IND) studies
as an appropriate tool to distinguish promising drug candidates from
those less likely to succeed (http://www.fda.gov/cder/guidance/6384dft.
htm#_Toc100638018). These are “early phase I exploratory approaches
that are consistent with regulatory requirements, but that will enable spon-
sors to move ahead more efficiently with the development of promising
candidate products while maintaining needed human subject protections.”
For example, exploratory IND studies can help sponsors gain an under-
standing of the relationship between a specific mechanism of action and the
treatment of a disease, or select the most promising lead product from a
group of candidates designed to interact with a particular therapeutic target
in humans, or explore a product’s biodistribution characteristics using
various imaging technologies.

For phase II studies, one of the key issues is the question of tumor response.
We have already discussed the fact that novel molecular cancer therapeutics
are more likely to act in a cytostatic manner as a result of mechanism-based
cell-cycle arrest or the induction of generally modest increases in apoptosis.
They will not produce several logs of cell kill as was seen with alkylating
agents or radiation in responsive cancers. As a result, these agents may
be active on prolonged administration without causing significant tumor
shrinkage, creating difficulty in assessment of these agents by the traditional
phase II endpoint of radiological response. The challenge is therefore to
produce innovative designs and endpoints for phase II studies, as argued by
Ratain and Eckhardt (2004). One possible solution for such agents is to use
progression-free survival as an alternative endpoint and to carry out the
trials with crossover or randomized discontinuation designs and involving
a range of doses including placebo. The randomized discontinuation design
is increasingly being used, and was pivotal in the development of the
multitargeted kinase inhibitor sorafenib. Using this design, patients with
renal cell carcinoma showed significant disease-stabilizing activity compared
to placebo and led to the subsequent approval of this agent (Ratain et al.,
2006). However, despite the innovative trial design, PD biomarker data were
not reported, which has led to uncertainly as to which kinase or kinases are
the key targets for the drug. When biomarker studies are included in rando-
mized phase II studies, the presence of a control group which is also sampled
for the biomarkers could be helpful in further defining whether effects
observed in the treated patients are truly related to the drug, and also in
determining whether the presence of a biological change is related to a
beneficial effect in the patient (Eckhardt et al., 2003).

The use of appropriate PD endpoints is one of the main ways that
negative phase III studies can be avoided. These expensive, usually multi-
national studies have blighted the oncology literature in recent years, with
a range of targeted therapies producing a series of high-profile failures,
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including matrix metalloproteinase inhibitors, epidermal growth factor
receptor (EGFR) inhibitors, and farnesyltransferase inhibitors. The rapid
movement from phase I to phase III trials without any knowledge of
whether the drug was hitting the target, and in some cases (e.g., gefitinib)
uncertainty as to optimal drug dosage, has proved a chastening experience.
Therefore, to minimize the risk of negative phase Il trials of novel agents, the use
of properly conducted phase II studies with informative biomarkers is crucial.

As mentioned earlier in this chapter, with an agent that is expected to be
clinically effective without causing tumor regression, an expanded phase II
trial of 100-300 patients can be very valuable. In addition, to showing
clinical benefit with improved statistical power, it may be possible to use
the data from the larger number of patients to identify a subgroup of
patients who are especially sensitive to the agent based on the molecular
characteristics of the tumors, for example patients with mutations in the
EGER gene predicting response to gefitinib (Lynch et al., 2004).

VI. THE NEED FOR MULTIDISCIPLINARY AND
BROAD-BASED COLLABORATIVE RESEARCH
AND DEVELOPMENT

The successful development of PD biomarkers for molecularly targeted
agents requires a true multidisciplinary approach, with effective collabora-
tions between industry, academia, and regulatory authorities. The reason
for this is set out in Section I of this chapter: the staggering cost of and
length of time involved bringing a new drug to market and the very high
failure rates for oncology drugs (Kola and Landis, 2004). Both FDA and
industry have cited lack of clearly defined and measurable endpoints as
major factors in the rising costs and late stage failures in drug development
(Lesko and Woodcock, 2004). In the US this has prompted the fostering of
collaborative efforts between the FDA, the National Cancer Institute (NCI),
academic and pharmaceutical industry scientists, together with representa-
tives from the American Society of Clinical Oncology (ASCO) and the
American Association of Cancer Research (AACR), to develop strategies
and guidance on endpoints in specific clinical settings (Kelloff ez al., 2004).
One of the key ways that collaborative efforts can achieve success is in the
facilitation of access to both novel technologies (e.g., genomic, proteomic,
and functional imaging) and clinical samples (e.g., serum and tumor
biopsies). Current examples of collaborative projects of note include:

—The NCPI’s Specialized Programs of Research Excellence (SPORE), which
encourage multidisciplinary teams to address biomarker identification and
validation (http://spores.nci.nih.gov/)
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—~The NCI’s Cancer Bioinformatics Information Grid (caBIG) project, which
has created a bioinformatics platform to aid the collection and sharing
of key data elements across cancer research institutes (https://cabig.nci.
nih.gov/)

—The UK National Translational Cancer Research Network (NTRAC; http://
www.ntrac.org.uk/). This translational research initiative has been extended
recently with increased funding from the government Department of Health
and the charity Cancer Research UK to support a network of Experimental
Cancer Medicine Centres and operates under the auspices of the UK
National Cancer Research Institute (www.ncri.org.uk)

—The International Genomics Consortium focuses on standardizing sample
collection and genomic array analyses for cancer (http://www.intgen.org/)

VII. BIOMARKER METHODOLOGY

A. Minimally Invasive Imaging

A range of invasive and relatively noninvasive techniques are available to
provide PD endpoints. However, because of the logistical and ethical issues
associated with invasive measurements such as tumor biopsies, there
is increasingly a need for minimally invasive techniques that genuinely
add value and aid decision making rather than being purely “decorative”
in nature (Collins, 2003). Minimally invasive imaging is being used
increasingly as a tool for PD assessment. These methods will therefore be
discussed first.

For an in-depth analysis of the status and potential of minimally invasive
technologies in hypothesis-testing early clinical trials of molecular cancer
therapeutics, the reader is directed to a recent review (Workman et al.,
2006a). This outlines the findings of the Pharmacodynamic/Pharmacokinetic
Technologies Advisory Committee (PTAC) of Cancer Research UK, which
was established to review from a PK-PD perspective all applications to
Cancer Research UK for phase I and II trials of new cancer drugs. They noted
that submissions for phase I trials of new cancer drugs in the United Kingdom
often lack detailed information about PK and/or PD endpoints, which
can lead to suboptimal information being obtained in those trials or to delays
in starting the trials while PK-PD methods are developed and validated.
The development of minimally invasive PK-PD technologies provides
potential logistic and ethical advantages over more invasive technolo-
gies. PTAC recommended that particular priority should be given to assays
that would provide relatively generic readouts for important oncogenic
pathways and biological effects. They argued that this would be more
cost-effective than developing methods for individual molecular targets.



Pharmacodynamic Biomarkers for Molecular Cancer Therapeutics 231

The ideal, of course, would be to have both so that the audit trail can be more
complete.

1. POSITRON EMISSION TOMOGRAPHY

Positron emission tomography (PET) measures the three-dimensional
distribution of a positron-labeled compound within the living body, dynami-
cally and in a surgically noninvasive manner (Workman et al., 2006a).
The radioisotope decays after injection and emits a positron which combines
with an electron resulting in the two particles being annihilated. This pro-
duces two 511-keV photons emitted 180° apart, and can be detected within a
short time. Mathematical reconstruction methods, corrected for photon
attenuation and scatter, can estimate the location and quantity of positron-
emitting radionuclides within an object (Kelloff et al., 2005). The use of PET
in oncology, in particular with 2-["®F]-fluoro-2-deoxyglucose (FDG), has
increased dramatically in the last few years, primarily as a staging tool and
for assessing response to therapy. One of the key demonstrations of the
importance of PET in oncology was the use of FDG-PET in monitoring
treatment of gastrointestinal stromal tumor (GIST) with the ¢-KIT inhibitor
imatinib (see in a later section). These advances have provided the basis for
suggesting that PET has a key role in accelerating the drug development
process, for example, by providing the potential to support go/no go deci-
sions in phase Il trials, or allowing dosage adjustments or early identification
of responders.

PD studies that can be performed by PET may be grouped into those
employing generic or specific biological endpoints (Aboagye and Price,
2003; Kelloff et al., 2005; Workman et al., 2006a). Generic endpoints can
measure the following changes:

o Cellular proliferation with ''C-thymidine and ['®F]-fluorothymidine
(FLT) (Eary et al., 1999; Shields et al., 1998)

o Glucose utilization with ["®*F]-FDG (Findlay et al., 1996)

o Tissue perfusion with [*°O]-H,O (Wilson et al., 1992)

« Blood volume with ['°O]-CO (Beaney et al., 1984)

o Assessment of apoptosis with ['**I]-annexin V (Collingridge et al., 2003;
Keen et al., 2005)

These methods will be used increasingly to assess the effects of novel
molecularly targeted therapies in the future. Specific PET endpoints are also
being validated to provide proof of principle for the proposed mechanism of
action of novel therapeutics. These include:

e Vascular endothelial growth factor (VEGF)/VEGF receptor expression
with ['**I]-labeled antibodies and peptides (Collingridge et al., 2002)
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o Measuring the degradation of ERBB2 receptors with a [*®*Ga]-labeled
anti-ERBB2 antibody fragment after treatment with HSP90 inhibitors
(Smith-Jones et al., 2004)

A number of methodological issues are worthy of discussion with regard
to PET (Workman et al., 2006a).

o PET images have low anatomical resolution and so coregistration of PET
data with computed tomography (CT) and magnetic resonance imaging
(MRI) is often performed; the development of integrated PET-CT systems
may reduce the extent of this problem.

o There can be lack of chemical resolution with PET, making interpretation
difficult especially for extensively metabolized drugs.

o PET isotopes may have short physical half-lifes, for example for '°O this
value is 2 min and this can limit the type of biological information
available. Usually for patient comfort imaging times should be limited
to 1-3 h.

« The spatial resolution attainable in PET is limited to 2-3 mm on current
clinical scanners.

o The cost of PET scanning is high.

o Guidelines for standardizing the methodology for PET data collection and
analysis are required, and standardization of disparate scanner technolo-
gies is needed. To date, the EORTC Functional Imaging Group has
produced a set of guidelines for FDG response assessment, but there have
been few other validated guidelines available (Young et al., 1999).

In summary, PET is a minimally invasive technique that, although posses-
sing some limitations, has enormous potential in drug development to mea-
sure molecular target expression and as a PD tool to assess and modulation
of a particular molecular target, pathway, or biological process.

2. MAGNETIC RESONANCE SPECTROSCOPY

Magnetic resonance spectroscopy (MRS) has the ability to determine
concentrations of endogenous compounds, tracers, or drugs and their
metabolites in a way that is minimally invasive. Data are produced and
visualized in the form of a spectrum in which peaks correspond to different
chemicals. Endogenous metabolites that can be measured as PD bioamark-
ers include phosphomonoesters (PMEs), phosphocholine, or inorganic phos-
phate using [*'P]-MRS, or lactate, choline, or inositol compounds using
['H]-MRS (Workman et al., 2006a). Clinical [*'P]-MRS studies have been
carried out in a number of tumor types. For example, breast cancer patients
have shown a reduction in the PME peak that correlate with response to
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treatment and this may be used as a marker for changes in proliferation
(Leach et al., 1998). ['"H]-MRS has also been used recently to investigate
response to therapy; for example, a fall in total choline (tCho) has been
shown to correlate with changes in vascular permeability and response to
temozolomide in glioma (Murphy et al., 2004). In addition, MRS can
provide measures of specific molecular processes in vivo. For example, an
increase in 1,6-bisphosphate is a marker of apoptosis in cell systems, rising
early in the apoptotic process and probably reflecting activation of poly
(ADP-ribose) polymerase (Ronen et al., 1999). Treatment of human breast
cancer cells with the protoype PI3 kinase (PI3K) inhibitors 1Y294002

A #NTP  a-NTP C GPC
by Pre-17-AAG
porl ] Control
Pl GPE
PME .‘PDE‘! oo PE :
P I Pi
i P PC
1 (i / \ BNTP
J AR NP
At
AN
‘ AR |
0 -10 "V et ey
A T T =
= «NTP 5 0 PPM
B r y;NTP ‘,‘ D PE GPC
PME e Post-17-AAG 17-AAG-treated
B |0 pc  GPE
i f [ i
(\}‘“PDE\[ H‘ N BNTP i
IR I
[N R
N ¥
o f
i \w \“ PCr
| : “
e M-wvi-\-
T —
0 5 0 PPM
In vivo 3'P MRS In vitro 3'P MRS

Fig. 3 Magnetic resonance spectroscopy changes in response to treatment with the HSP90
inhibitor 17-AAG. Panels (A) and (B): Iz vivo >'P MR spectra of HT29 human colon tumor
xenografts (A) before and (B) after 17-AAG treatment. Panels (C) and (D): Expanded in vitro
31P MR spectra of extracts from (C) a control and (D) a 17-AAG-treated HT29 tumor. The box
in panel B indicates the region of the in vivo spectrum corresponding to the in vitro spectra
shown in (C) and (D). Peak assigned as: phosphomonoester (PME), comprising mainly of
phosphocholine (PC) and phosphoethanolamine (PE); inorganic phosphate (Pi); phosphodiester
(PDE), comprising glycerophosphocholine (GPC) and glycerophosphoethanolamine (GPE);
phosphocreatine (PCr); a-, 3-, y-nucleoside triphosphates (a-, 8-, v-NTP). Figure courtesy of
Dr. Yuen-Li Chung and colleagues, St. George’s Hospital Medical School, London. For more
details see Chung et al., J. Ntl. Cancer Inst. 2003.
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and wortmannin is associated with a significant fall in phosphocholine
(Beloueche-Babari et al., 2006). Inhibition of MEK 1/2 leads to a fall in
phosphocholine that correlates with inhibition of phospho-ERK 1/2
(Beloueche-Babari et al., 2005). Treatment with the HSP90 molecular chap-
erone inhibitor 17-AAG was shown to increase PME in human colon cell
lines and xenografts (see Fig. 3) (Chung et al., 2003). This method is
currently being evaluated in ongoing phase I and II studies of 17-AAG.

Potential problems with MRS are associated with poor resolution of PME
signal and assessment of PME changes being nonquantitative. In addition,
the use of changes in PME and phosphodiesters (PDEs) as markers of specific
pathway inhibition may be complicated by the possibility that effects on
different signal transduction pathways may cause similar PME changes.

Recommendations for standardization of clinical MRS measurements
have been published (Leach et al., 1994).

3. DYNAMIC CONTRAST-ENHANCED MAGNETIC
RESONANCE IMAGING

The use of MRI contrast agents which have magnetic properties that
change image signal intensity provides a further way of assessing the
functional characteristics of tumors. In particular, low-molecular-weight
contrasts, such as gadolinium diethyltriaminepentaacetic acid (Gd-DTPA),
are increasingly being used in the development of antivascular agents. They
allow key changes in tumor microvasculature to be measured, such as
transfer constant (K™"), initial area under the gadolinium curve (IAUC),
and leakage space (v.) (Galbraith, 2003). Recent recommendations for the
use of MRI in the assessment of novel antivascular and antiangiogenic
agents have been published (Leach ez al., 2005).

Assessment of permeability and blood flow are developing favor as
important PD endpoints, and has been incorporated into phase I trials of
the antivascular agents combretastatin-A4 phosphate (Galbraith et al.,
2003), 5,6-dimethylxanthenone-4-acetic acid (Galbraith ef al., 2002), and
ZD6126 (Evelhoch et al., 2004). In these studies, a decrease in the kinetics
of contrast agent uptake was interpreted in terms of reduction of tumor
perfusion (Workman et al., 2006a). In the phase I trials of combretastatin-
A4 phosphate, the use of dynamic contrast-enhanced magnetic resonance
imaging (DCE-MRI) contributed to decisions regarding phase II dose and
schedule selection, in addition to the usual toxicity profile (Collins, 2003;
Galbraith ef al., 2003). This was in part because extensive preclinical work
had been done comparing the dose-response with DCE-MRI to that with a
technique for measuring absolute blood flow in the same animal model
(Maxwell et al., 2002). In addition, DCE-MRI has been used as a PD
marker of inhibition of VEGF-targeted therapies (Liu ef al., 2005; Morgan
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et al.,2003). In the phaseI trial of the human anti-VEGF antibody HuM V833,
amedian decrease of 44 % in K, (first pass permeability) was seen. However, in
this trial with a range of tumor types, the authors concluded that in those
cohorts with three or fewer patients the heterogeneity of response is such that
discrimination of one dose level from another becomes difficult (Jayson et al.,
2002). This important point perhaps suggests that in trials with an imaging
endpoint, the use of single tumor types may have an advantage; in addition,
larger cohorts, perhaps at two or three dose levels that are well tolerated,
would provide robust and more statistically significant data (Galbraith, 2003).
The practical implications of conducting such a study mean that multiple
institutions would need to be involved; datasets from different machines
would require standardization and a common imaging protocol, together with
appropriate quality assurance (Workman et al., 2006a).

B. Invasive Molecular Endpoints

A large range of methods are available for making molecular measure-
ments in, for example, tissue biopsies. A full review of these is beyond the
scope of the present review. For examples of potential methods, including
their application to histone deacetylase inhibitors, please see the following
references: Chung et al., 2006; Tuomela et al., 2005.

Western blotting is widely used but is only semiquantitative and difficult
to validate to GCLP requirements (Cummings et al., 2006). Considerable
care should be taken in the selection of specific antibodies. ELISA method-
ology is more quantitative for specific protein estimation. Commercial
equipment is now available for multiplex ELISA assays. One format that
we have evaluated successfully is the Mesoscale Discovery (MSD) platform.
This is based on sandwich immunoassays consisting of a capture antibody,
labeled with an electrochemilumiscent compound. For mRNA analysis,
RT-PCR provides reproducible and semiquantitative data.

C. Immunohistochemistry

IHC has become one of the most popular techniques for assessing bio-
marker expression because of its versatility and the fact that it could be used
on paraffin-embedded as well as frozen tissue (Baselga, 2003). Many
thousands of papers have been published which show an association
between protein expression by IHC and clinical outcome or response to
therapy. However, different laboratories optimize IHC conditions using
different methods, and there is now increasing concern regarding the disparate
nature of some of the results obtained (Henson, 2005). For example,
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THC analysis of p53 in breast cancer and association with clinical outcome
appears to vary from study to study (Elledge and Allred, 1998). The associa-
tion between expression of specified biomarkers (ERBB2, p53, and estrogen
receptor) and clinical outcome was shown to change very significantly depend-
ing on the concentration of the biomarker antibody used for IHC (McCabe
et al., 2005). This appears to be because the concentration range of the
antibody-based THC assay is insufficient to span the range of expression of
biomarker proteins in tissues. In addition, it is well known that IHC staining
quality declines with duration of storage and antibodies against the same
marker but acting at a different epitope can produce conflicting results
(Henson, 20035). Particular care needs to be taken when using antibodies
against phosphorylated proteins, as dephosphorylation can occur rapidly by
phosphatases if the samples are not processed quickly, including addition of
phosphatase inhibitors. Great care must also be taken in the selection of the
antibody with regard to its specificity for the antigen of interest. Positive and
negative controls need to be included.

An advantage of IHC is that it provides direct visualization of staining in
tumor cells with the ability to give spatial information. In a leading exam-
ple, Baselga et al. (2002, 2005) have provided proof of concept studies using
IHC in tumor and normal skin for gefitinib and the mammalian target of
rapamycin (mTOR) inhibitor RADO0O01 (see specific later sections). A recent
paper used IHC to implicate EGFRVIII and PTEN mutations as molecular
determinants of the sensitivity of glioblastomas to EGFR kinase inhibitors
(Mellinghoff et al., 2005). Paraffin-embedded tissue sections underwent
IHC analysis for PTEN and EGFRvIII, and the results were verified inde-
pendently by two pathologists using a predetermined set of scoring criteria.
Quantitative image analysis to confirm the pathologists’ scoring was also
performed with the use of Soft Imaging System software.

Despite its usefulness, IHC has some documented limitations in terms of
accuracy, quality control, and quality assurance required for a properly
validated biomarker. Techniques that can measure the exact amounts of
multiple proteins in specific subcellular compartments, together with more
stringent validation procedures for a particular assay, will be required in the
future. Although they lack spatial information, multiplex ELISA-based
methods or flow cytometry techniques are of interest, although the latter
requires disaggregation for solid tissues (Irish et al., 2006). Use of these
other techniques alongside IHC can provide reassurance.

D. Gene Expression Microarrays and Proteomics

The use of gene expression microarrays to generate molecular signatures
and explore molecular mechanisms of drug action is having a significant
impact in the drug discovery and development process. The reader is directed
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to comprehensive reviews by Clarke et al. (2001, 2004) for a full commen-
tary on the current status of gene expression microarray technology. The
main technology platforms are Affymetrix and spotted cDNA arrays. Gene
expression profiling of cells in response to novel molecular therapeutics can
play an important role in identifying PD markers, which can be subsequ-
ently validated and analyzed on other technology platforms. In addition, the
gene expression signature itself can be used.

A major advantage is that array techniques provide unbiased genome-
wide analysis. Not only does gene expression array profiling allow the
detailed investigation of cellular mechanism of action of molecularly tar-
geted agents, but crucially both on- and off-target effects can be determined.
This contributes to the construction of the pharmacological audit trail
described earlier. In addition, analysis of gene expression profiles can play
an important role in the clinical setting with respect to more accurate
determination of prognosis. In young women with early stage breast cancer,
the use of a 70-gene expression signature to classify patients into either a
good or poor prognosis group was a more powerful predictor of the out-
come of disease than standard systems based on clinical and histologic
criteria (van de Vijver et al., 2002).

c¢DNA gene expression profiling has been used successfully to identify
transcript changes in rectal cancer patients treated with cytotoxic therapy
(Clarke et al., 2003).

The use of proteomic methods for the large-scale analysis of proteins is
also receiving considerable attention. The reader is directed to recent
reviews on this topic (Carr et al., 2004; Petricoin et al., 200S5). Particular
attention is drawn to the controversy surrounding the use of proteomic
patterns for detection of ovarian cancer (Petricoin et al., 2002).

The hardware for gene expression and proteomic profiling is now becom-
ing much more robust. Increasingly, a major focus of attention is the
development of bioinformatic methodology to facilitate the handling and
interpretation of the vast quantities of data that are produced (Petricoin
et al., 2005).

VIIl. EXAMPLES OF PD BIOMARKERS FOR SPECIFIC
NEW DRUG CLASSES

In this section, we will provide selected examples of the use of PD end-
points with targeted molecularly targeted agents. We also describe the
mechanism of action these agents, since as will be seen, a mechanistic
understanding is closely interrelated to PD biomarkers.
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A. Imatinib Mesylate as a Paradigm for the
Development of Molecular Therapeutics

The case of imatinib (Gleevec; STI571) has shown how the use of a
powerful, highly validated preclinical biomarker provided a convincing
rationale for a novel targeted therapeutic; furthermore, its subsequent clini-
cal development was also based around this key biomarker (Park et al.,
2004). Imatinib was discovered in the late 1980s, and emerged as the lead
compound from a series initially optimized against the platelet-derived
growth factor (PDGFR) tyrosine kinase. Imatinib also selectively inhibits
the ABL tyrosine kinases iz vitro and blocks cellular proliferation and tumor
growth of cells expressing BCR-ABL or v-ABL (Buchdunger et al., 2000).

Chronic myeloid leukemia (CML) is characterized by the BCR-ABL fusion
protein that is formed by a reciprocal translocation between the long arms of
chromosomes 9 and 22 (the Philadelphia chromosome). The BCR-ABL fusion
protein functions as a constitutively activated tyrosine kinase. In the first phase
I trials of imatinib in CML patients who were resistant to interferon-c,
treatment with >300 mg/day had complete hematological responses (defined
as a decrease in marrow blasts to 5% or less of total cellularity, a disappearance
of blasts from the peripheral blood, an absolute neutrophil count of more
than 1000 cm 3, and a platelet count of more than 100,000 cm ) in 98% of
patients with chronic phase and 55% of those in blast phase (Druker et al.,
2001). These striking results have been confirmed in further clinical testing,
including a phase III trial showing statistically superior rates of cytogenetic
(determined by percentage of Philadelphia chromosome—positive cells in meta-
phase in bone marrow) and hematological response with imatinib over stan-
dard therapy in patients with chronic-phase disease, as well as prolonging time
to progression of accelerated-phase or blast-crisis disease (Kantarjian et al.,
2002; O’Brien et al., 2003; Sawyers et al., 2002).

In the initial trials of imatinib, dose selection was guided by the rational
selection of an appropriate PD endpoint: this involved assessment of BCR-
ABL tyrosine kinase inhibition in circulating peripheral blood leukemic cells
(Druker, 2002; Druker et al., 2001). Previous studies had demonstrated that
in BCR-ABL expressing cells, the SH2, SH3 domain adaptor protein CRKL
is the major tyrosine phosphorylated protein (Oda et al., 1994). The form of
CRKL that is phosphorylated by BCR-ABL migrates more slowly on gel
electrophoresis than the unphosphorylated form, allowing for the develop-
ment of an assay that examined the relative proportion of phosphorylated
CRKL before and during treatment (Senechal et al., 1998). Immunoblot
assays demonstrating the degree of phosphorylation of CRKL showed that
there is a plateau in inhibition of BCR-ABL above 250 mg. Together
with the PK data, a dose of at least 400 mg was therefore recommended
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(Druker et al., 2001). An MTD was not achieved with the agent, which has
a high therapeutic index. In a subsequent phase III trial, quantitative real-
time RT-PCR was used to measure levels of BCR-ABL transcripts in pa-
tients achieving complete cytogenetic response (Hughes ez al., 2003). Risk
of disease progression was found to inversely correlate with reduction of
BCR-ABL mRNA compared with pretherapeutic levels. The proportion
of patients with CML who had a reduction in BCR-ABL transcript levels
of at least 3 log by 12 months of therapy had a negligible risk of disease
progression during the subsequent 12 months (Deininger et al., 2005;
Hughes et al., 2003). Use of RT-PCR has since been increasingly accepted
for monitoring and assessment of response to imatinib, and the use of this
molecular endpoint as a basis for clinical decision making has proved to be
feasible and safe both in multicenter clinical trials (Hess et al., 2005;
Martinelli et al., 2006).

Despite the stunning trial results for imatinib, which led to it being the
first kinase inhibitor approved by the US FDA, the emergence of resistance
to imatinib has shown that the new post-genomic designer drugs will not
escape this age-old problem of cancer therapy (Workman, 2005¢c; Workman
and Kaye, 2002). Resistance was first identified in patients who relapsed
while receiving imatinib and was associated with point mutations that
rendered the ABL-kinase resistant to the drug, or to a lesser extent with
BCR-ABL gene amplification (Gorre et al., 2001; Krause and Van Etten,
20035). Crystallographic studies have revealed that imatinib binds to the
ATP site of ABL only when the activation loop of the kinase is closed and
thus stabilizes the protein in this inactive confirmation (Schindler ez al.,
2000). Mutations at 17 different amino acid positions within the BCR-ABL
kinase domain have so far been identified (Branford et al., 2003; Shah et al.,
2002). The majority of amino acid substitutions prevent BCR-ABL from
achieving the inactive conformational state required for imatinib binding
(Shah et al., 2002). Many of the mutations found in experimental systems
were also found in treated patients. This has led to the development of
several second-generation ABL kinase inhibitors with increased potency and
activity against most imatinib-resistant mutants. Foremost among these is
dasatinib (BMS-354825, Sprycel), a dual ABL/SRC kinase inhibitor (Shah
et al., 2004) which has recently been approved by the FDA. This drug binds
to ABL but in an open, active conformation, and has demonstrated clinical
activity in patients with a wide range of imatinib-resistant BCR-ABL kinase
domain mutations (Shah et al., 2004; Talpaz et al., 2006).

The ability of imatinib to inhibit the mutated ¢-KIT tyrosine kinase,
which is associated with the rare malignancy GIST, has resulted in further
success for imatinib. GISTs are highly refractory to standard chemotherapies,
but response rates close to 60% in clinical trials were achieved with imatinib,
transforming the management of this disease (Demetri et al., 2002;
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van Qosterom et al., 2001). The highest activity appears to correlate with
activating mutations at exon 11 of the KIT gene, with less activity in GISTs
expressing exon 9 mutations or wild-type KIT (Heinrich et al., 2003a).
Interestingly, 35% of GISTs with wild-type KIT have constitutively active
PDGFRa, which is also inhibited by imatinib, most likely explaining the
excellent clinical responses to the drug in this cohort (Arteaga and Baselga,
2004; Heinrich et al., 2003b). Tumor genotype is also of major prognostic
significance for progression-free survival and overall survival in patients
treated with imatinib for advanced GISTs. The presence of exon 9-activating
mutations are the strongest adverse prognostic factor for response to ima-
tinib, increasing the relative risk of death by 190% (P < 0.0001) when
compared with KIT exon 11 mutants. Patients with exon 9 mutations hence
benefit the most from the higher (800 mg daily) dose of the drug (Debiec-
Rychter et al., 2006).

Confirmation of imatinib’s activity in GISTs has been possible through the
use of FDG-PET. Initial studies showed high FDG uptake in untreated
patients on PET imaging (Antoch et al., 2004; van Oosterom et al., 2001).
PET was shown to be superior to CT in detection of the earliest functional
parameters indicative of tumor response induced by imatinib therapy
(Stroobants et al., 2003; van Oosterom et al., 2001). Overall GIST disease
status as evaluated by changes in size, density, and number of tumor nodules
and vessels within the lesion correlated best with the reduction of maximum
standardized uptake values (SUV) on FDG-PET (Choi et al., 2004). For
responding patients, FDG uptake in the tumor decreases markedly from base
line as early as 24 h after a single dose of imatinib (Demetri et al., 2002). Other
¢-KIT and PDGFR tyrosine kinase inhibitors are currently in clinical trials,
and have shown activity in imatinib-refractory GIST, with FDG-PET used
to confirm tumor response (Sarker et al., 20035, see Fig. 4).

B. EGFR Inhibitors

The family of ERBB family of membrane tyrosine kinase receptors com-
prises four members: EGFR/ERBB1, ERBB2, ERBB3, and ERBB4. EGFR and
ERBB2 are involved in the development of numerous types of human cancer
and have been pursued as novel anticancer agents (Hynes and Lane, 2005). In
preclinical models, treatment of tumor cells with ERBBB inhibitors leads to
down-regulation of AKT, ERK 1/2, SRC and STAT signaling, and inhibits cell
proliferation. Small molecule inhibitors or antibodies have shown definite
evidence of clinical activity, but their development has also been marked by
some high-profile failures. In this section, we review the use of these inhibitors
with regard to their clinical use and development of PD endpoints.

EGFR overexpression occurs in a number of malignancies, including non-
small cell lung cancer (NSCLC), glioma, prostate, pancreatic, colorectal,
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Fig. 4 PET-CT of a patient with gastrointestinal stromal (GIST) tumor patient showing
a response to a novel ¢-KIT inhibitor CHIR258. This patient with imatinib-refractory GIST
was treated on a phase I trial of a multitargeted tyrosinse kinase inhibitor, with activity against
both ¢-KIT and PDGFR (Sarker et al., 2005). The drug was given on a 7 days on, 7 days off
schedule, and PET-CT showed significant decrease in uptake in her liver metastases during
treatment compared to 7 days off treatment. The patient experienced prolonged stable disease
for 9 months on the drug. Figure courtesy of Dr. Gary Cook, Nuclear Medicine Department,
Royal Marsden Hospital, Sutton, UK and Chiron Corporation, Emeryville, CA.

and head and neck tumors (Hynes and Lane, 2005). Indeed, EGFR was
the first tyrosine kinase receptor to be linked to human cancer, and linkage
of EGFR expression to outcome in NSCLC other tumor types led to the
subsequent development of drugs against this target (Gschwind et al.,
2004). Among the most prominent have been the small molecule inhibitors,
gefitinib (Iressa) and erlotinib (Tarceva), and the monoclonal antibody
cetuximab (Erbitux). The development of gefitinib and erlotinib will be
discussed here.

Gefitinib and erlotinib are small molecule anilinoquinazolines that are
selective, competitive inhibitors of ATP binding by EGFR; both drugs have
been approved for use in advanced NSCLC. Gefitinib monotherapy showed
partial response rates of 9-19% in phase II trials of patients with refractory
advanced NSCLC (Kris et al., 2003). Erlotinib also improved disease-
related symptoms, and disease-free and overall survival compared with
placebo (Shepherd et al., 2005). However, the addition of either gefitinib
or erlotinib to chemotherapy in the initial treatment of NSCLC showed no
evidence of survival benefit (Giaccone et al., 2004; Herbst et al., 2004).

It was apparent from the very first studies that a subgroup of NSCLC
patients with adenocarcinomas, and specifically those that were Asian,
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female, and never smoked, often had dramatic, durable responses to gefiti-
nib. Subsequent sequencing of the EGFR gene in tumor tissues from these
patients showed heterozygous somatic mutations within the tyrosine kinase
domains of EGFR; these enhanced the responsiveness of the receptor to EGF
ligand and increased its sensitivity to gefitinib and erlotinib, as well as
preferentially activating the antiapoptotic AKT and STAT signaling path-
ways (Lynch et al., 2004; Pao et al., 2004; Sordella et al., 2004). However, in
the National Cancer Institute of Canada (NCIC) randomized trial of erloti-
nib in NSCLC, the accompanying molecular correlates study showed that
expression of EGFR and amplification of the EGFR gene were significantly
associated with response to erlotinib, but not increased survival; this suggests
that erlotinib may depend for its activity on other signaling pathways
that were not assessed in this study, such as AKT phosphorylation or ERBB3
status (Doroshow, 2005; Engelman et al., 2005; Tsao et al., 2005). The
NCIC study contrasts with studies from Asia where EGFR mutant tumors
are more common, and are associated with both significantly increased
response rate and overall survival (Han et al., 2005; Mitsudomi et al.,
2005). These studies exemplify the need for more attention to be placed on
the appropriate selection of patients for molecular cancer therapeutics.

A series of highly elegant PD studies were performed in the original phase
I trials of gefitinib. In these, skin was proposed as a surrogate tissue because
of ease of access and high EGFR expression. In these studies by Baselga,
Albanell, and colleagues, paired skin biopsies were taken pretherapy and
on-therapy (day 28); immunohistochemical analysis of EGFR status, EGFR
phosphorylation, ERK 1/2 phosphorylation, proliferation marker Ki67,
p27%P1 " keratin 1, and phospho-STAT3 expression were performed in
paraffin-embedded sections (Albanell et al., 2002; Baselga et al., 2002).
Statistically significant inhibition of EGFR activation in the basal layer of
interfollicular epidermis and in hair follicle keratinocytes was achieved in all
paired skin samples during gefitinib treatment. ERK 1/2 phosphorylation
was assayed as a downstream marker of EGFR signaling and showed a
significant reduction in expression at day 28, providing proof of concept for
target inhibition. In addition, cell proliferation index (using Ki67) was
reduced, and there was increased expression of the CDK2 inhibitor
p27""1 reflecting induction of G1 cell-cycle arrest, as previously demon-
strated in preclinical models (Busse et al., 2000). Hematoxylin and eosin
staining of skin during therapy showed that the stratum corneum of the
epidermis was thinner and contained an increased number of apoptotic
cells. All of these effects on the target and EGFR-dependent molecular
endpoints were observed at every dose level, indicating a lack of dose—
response effect. It is therefore likely that potentially biologically active
concentrations were achieved at all dose levels (see Fig. 5).
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Fig. 5 Immunohistochemical demonstration of pharmacodynamic changes in tumor and skin
in response to treatment with EGFR inhibitors. Immunohistochemical sections of skin and
tumor biopsies pretherapy versus on-therapy for (A) a patient with breast carcinoma treated
with gefitinib and (B) a patient with NSCLC treated with erlotinib. The upper panels show
sections of skin and the lower panels show sections of tumor. In each case the pretreatment
samples are shown above the posttreatment samples. Both patients show inhibition of the
phosphorylation of EGFR and MAPK (ERK 1/2) both in tumor and skin. In addition, a clear
decrease of proliferation, as measured by the Ki67 marker, is observed. Figure courtesy of
Dr. Federico Rojo and Dr. Jose Baselga, Val d’Hebron University Hospital, Barcelona, Spain.

Further studies are required with respect to the ongoing or completed
phase II/III trials in an attempt to correlate the above biomarkers with
response, survival, and EGFR mutational status. A number of limitations
are apparent. There has been a lack of PD data from tumor tissue. PD effects
measured in well-vascularized surrogate tissues such as skin may not predict
for similar effects in poorly vascularized tumors. In addition, the activation
of various signal transduction pathways in tumors might lead to different
PD responses compared to healthy cells. Higher doses might be needed to
inhibit EGFR activation in tumors than would be predicted by the effects
measured in skin samples (Dancey and Freidlin, 2003).

In a recent phase II study of gefitinib at a dose of 500 mg/day in patients
with advanced breast cancer, paired skin and tumor biopsies were obtained
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pretherapy and after 28 days of treatment, and PD assays performed as in
the original phase I studies (Baselga et al., 2005). Gefitinib caused complete
inhibition of EGFR phosphorylation in both skin and tumor (see Fig. 5).
However, downstream consequences of receptor blockade were distinct in
skin and tumor: ERK 1/2 phosphorylation was inhibited in both tissues,
while gefitinib caused induction of p27*""! and a decrease in Ki67 in skin
only. In addition, gefitinib did not result in a decrease in phosphorylated AKT
in tumors (not done on skin). No complete or partial responses were observed
in this study, indicating that in this setting inhibition of EGFR phosphoryla-
tion may be an indicator of target inhibition, but not of sensitivity to anti-
EGFR agents. While inhibition of target may be required for antitumor
effect, sensitivity to EGFR inhibitors is likely to be related to level of receptor
dependence or “oncogene addiction” in the individual tumor.

A great deal has been learned from the assessment of biomarkers in the
development of gefitinib. Unfortunately much of this was learned too late.
The development of EGFR inhibitors illustrates the need for greater efforts
to develop standardized assay procedures for assessing and predicting the
effects of novel molecularly targeted agents, to standardize methods for the
prospective collection of tumor samples, and to incorporate these assays
into phase II/III clinical trials to maximize the likelihood of definitive
clinical results (Doroshow, 2005).

C. Inhibitors of the HSP90 Molecular Chaperone

HSP90 is a member of the family of heat shock proteins that acts as an
ATPase-driven molecular chaperone. HSP90 is required for the stability,
conformation, function, and regulation of a number of key oncogenic “client
proteins,” including C-RAF, CDK4, ERBB2, and AK, as well as several trans-
cription factors, notably steroid receptors, and retinoid receptors, and also
mutant and chimeric proteins such as mutated p53 or BCR-ABL (Maloney
and Workman, 2002; Whitesell and Lindquist, 2005). HSP90 inhibition
leads to the simultaneous combinatorial degradation of the various oncogen-
ic client proteins by the ubiquitin-proteasome pathway. Thus HSP90 inhibi-
tors have the potential to block the essential hallmark traits of cancer and
provide a one-step combinatorial therapy against a range of malignancies
(Workman, 2003b, 2004a).

The first-in-class HSP90 inhibitor 17-AAG caused cell-cycle arrest and
apoptosis in human cancer cells and cytostatic growth arrest in human
tumor xenograft models (Hostein ez al., 2001; Kelland ez al., 1999). Phase
I trials have now been completed at our institution and other centers in
the USA (Banerji et al., 2005a; Goetz et al., 2005; Grem et al., 2005). These
studies provided proof of concept for HSP90 inhibition, as measured by
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the well-defined molecular signature of the mechanism-based depletion in
client protein and induction of heat shock protein expression in tumor tissue
of treated patients, in addition to similar effects on PBMCs. The molecular
biomarkers that we selected and validated for use in our own trial were based
on both our cDNA microarray gene expression and proteomic profiling
studies (Clarke et al., 2000; Panaretou et al., 2002), and PK-PD relationships
were obtained in a human tumor xenograft model (Banerji et al., 2005b). In
the trial of once-weekly 17-AAG performed at our institution, after the
demonstration of plasma concentrations above those required for activity
in human tumor xenograft models and PD changes in PBMCs, pre- and 24 h
posttreatment, tumor biopsies were performed and Western blotting used
to demonstrate depletion of C-RAF in four of six patients, CDK4 depletion in
eight of nine patients, and HSP70 induction in eight of nine patients at the
dose levels 320 and 450 mg/m?. In addition, IHC was used to demonstrate
that the increased expression of HSP70 was present in viable tumor cells
within melanoma biopsies. It was not possible to reproducibly demonstrate
PD biomarker changes in biopsies taken 5 days after treatment, and it is likely
that target inhibition lasted for only 2-3 days on a weekly schedule. Thus the
drug would ideally be given on a twice-weekly schedule, but this was not
possible because of the cumbersome formulation. In association with our
demonstration of the molecular signature of HSP90 in melanoma biopsies,
we observed prolonged stable disease in two patients with advanced melanoma
(Banerji et al., 2005a). This may relate to the importance of the RAS-RAF-
MEK-ERK 1/2 signaling pathway in melanoma and which is inhibited by
17-AAG. Figure 6 illustrates the elements of the pharmacological audit trail
that could be measured for 17-AAG in our trial.

It is useful to consider the gene expression profiling studies in a little more
detail. cDNA gene expression profiling of human colon cancer cell lines
following exposure to 17-AAG showed induction of the HSP90 drug target
in cell lines that had reduced sensitivity to 17-AAG, contrasting with low
HSP90 expression in cell lines particularly sensitive to 17-AAG (Clarke
et al., 2000). Other changes included induction of HSP70 expression in all
cell lines and differential effects on the expression of cytoskeletal and
signaling genes. The induction of HSP70 family genes was confirmed at
the protein level and was also observed in human PBMCs treated with
17-AAG ex vivo (Clarke et al., 2000). Thus using a combination of micro-
array and Western blotting analysis, a molecular signature of HSP90
inhibition, consisting of HSP70 induction and client protein depletion,
was then explored further in the clinical studies.

A further detailed study of changes in expression profile in response to
17-AAG was carried out in A2780 human ovarian cancer cells (Maloney
et al., 2003). We used both cDNA microarrays and proteomic analysis, and
a key observation was the identification of AHA1 as a stress-regulated
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Fig. 6 PK-PD clinical relationship for 17-AAG in a malignant melanoma patient with
prolonged stable disease. This figure demonstrates the PK-PD clinical relationships in this
patient. Pharmacokinetics: The presence of active concentrations of 17-AAG, with peak plasma
concentrations of >10 umol/liter and concentrations of approximately 100 nmol/liter achieved
at 24 h. Pharmacodynamics: Demonstration of the pharmacodynamic signature of HSP90
inhibition at 24-h postdose in tumor tissue with up-regulation of HSP70, down-regulation of
the client protein CDK4 (this patient did not express C-RAF). Clinical: prolonged stable disease
as shown in the CT images of the patient’s left submandibular lymphadenopathy. This patient
experienced stable disease with 17-AAG for 3 years. Modified from Banerji et al., J. Clin.
Oncol. 2005.

cochaperone that activates the essential ATPase of HSP90 (Panaretou et al.,
2002). We showed that AHA1 expression was up-regulated at both the
mRNA and protein level by 17-AAG in human cancer cells, potentially
affecting sensitivity in patients.

Recently, two novel potential biomarkers of HSP90 inhibition have been
identified: insulin-like growth factor binding protein-2 (IGFBP2) and
ERBB2 extracellular domain (Zhang et al., 2006). Both are secreted
proteins and are derived from or regulated by HSP90 client proteins.
In studies with HSP90 inhibitors in sera from BT474 tumor-bearing mice,
both IGFBP2 and ERBB2 extracellular domain were down-regulated in a
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time- and dose-dependent manner. Both IGFBP2 and ERBB2 extracellular
domain can be detected in patient sera by ELISA, raising the possibility
that they might be sensitive serum markers of HSP90 inhibitor activity.
We are also investigating the possibility of measuring circulating HSP70.

As part of a broad cross-platform search for biomarkers of HSP90 inhibi-
tion, we have also explored approaches based on MRS and PET. In colla-
boration with our MRS and MRI colleagues, we identiied MRS PD
biomarkers, comprising an unusual combination of increases in phospho-
choline and phosphomonoester levels after treatment with 17-AAG in
human colon cancer xenograft models (see Fig. 3) (Chung et al., 2003).
In collaboration with our PET collaborators, we have identified radiolabeled
choline as a potential marker for HSP90 inhibition potentially alongside
FLT as a marker of cytostasis and radiolabeled annexin V to image apoptosis
(Collingridge et al., 2003; Liu et al., 2002). Such assays could be used to image
PD effects of HSP90 inhibitors in animal models and patients alongside
molecular assays for client protein degradation (Smith-Jones et al., 2004).

Unfortunately 17-AAG has a number of limitations, particularly its
low aqueous solubility, necessitating the use of less than ideal formulations.
This has led to the search for more soluble analogues of 17-AAG, such as
17-DMAG which is now in phase I clinical trials. In addition, we have
developed a novel series of small molecule HSP90 inhibitors using high-
throughput screening and structure-based design (McDonald et al., 2006).
The use of the PK-PD relationships described above continues to play an
important role in the development of new HSP90 inhibitors.

Although good progress has been made on the development of PD end-
points, assays that may be predictive of response to treatment will need to be
developed. Since ERBB2 is a very sensitive client protein, it is possible that
tumors with high levels of ERBB2 may be particularly sensitive to HSP90
inhibitors and activity has been reported in trastuzumab-resistant disease.

D. Inhibitors of the PI3K-AKT-mTOR Pathway

This pathway is one of the most intensively studied as a potential source
of molecular therapeutics for clinical development.

1. PI3K INHIBITORS

The PI3K pathway is frequently deregulated by various means in a wide
range of malignancies, and is a key effector of several important cellu-
lar processes such as proliferation, growth, apoptosis, and cytoskeletal
rearrangement (Bader et al., 2005; Vivanco and Sawyers, 2002). PI3K
catalyzes the conversion of phosphatidylinositol 4,5-biphosphate (PIP,) to
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phosphatidylinositol 3,4,5-triphosphate (PIP3). PIK3CA, which encodes the
p110« catalytic subunit of PI3K, has recently been found to exhibit hot spot
mutations in a number of malignancies, including colorectal, breast, gastric,
and brain tumors (Broderick et al., 2004; Campbell et al., 2004; Samuels ez al.,
2004). These mutations result in gain of enzymatic function, and activation of
AKT signaling, as well as induction of oncogenic transformation (Kang et al.,
2005). In addition to mutations, PIK3CA is amplified in some ovarian and
cervical cancers (Shayesteh ef al., 1999). Activation in the PI3K signaling
pathway can also occur from loss of the PI3K negative regulator PTEN
(Cantley and Neel, 1999). PTEN is a phosphatase which dephosphorylates
PIP; to PIP,, and hence loss of PTEN increases PIP; levels, thereby activating
the pathway. PTEN is the second most commonly mutated tumor-suppressor
gene and has been particularly implicated in glioma, endometrial, and prostate
cancers (Cully et al., 2006; Vivanco and Sawyers, 2002). This cumulative
evidence suggests PI3K is an attractive target for the development of molecular
therapeutics (Hennessy et al., 2005; Workman, 2004b).

To date, relatively few PI3K inhibitors have been identified, and these
possess considerable limitations, such as lack of selectivity for PI3K
isoforms, limited stability, and poor PK and metabolic/stability properties
(Hennessy et al., 2005; Workman, 2004b, 2005b). In a collaborative proj-
ect, we have identified potent and selective inhibitors of class 1A PI3K
(Workman, 2005b; Workman et al., 2004). These inhibitors, including the
prototype compound PI103 (a representative of the pyridofuropyrimidine
series) cause a rapid and concentration-dependent inhibition phosphoryla-
tion of the substrate AKT (Fan et al., 2006; Workman, 2005a,b; Workman
et al., 2004, 2006b). In addition, decreased phosphorylation of proteins
that lie downstream in the PI3K pathway is seen, and down-regulation of
cyclin D1 and an increase in p21 expression are observed. A dual strategy
of candidate proteins and gene expression profiling has been used for
biomarker discovery. Gene expression profiling of PI103 shows relatively
few changes; an increase in the expression of integrin 54 by PI103 has been
demonstrated, and could possibly be used as a PD marker of PI3K inhibi-
tion, as well as indicating effects on cell adhesion. Induction of forkhead
(FOXO1) translocation may also provide a readout of PI3K inhibition.

PX-866 is a wortmannin derivative which inhibits PI3K and has shown
efficacy in a range of human tumor xenografts. Human hair and skin have
been studied as potential surrogate tissues for PI3K inhibition with PX-866
(Williams et al., 2006). Using direct IHC staining of plucked human hair,
phosphorylation of AKT was shown to be inhibited by PX-866 in culture.
Inhibition of phospho-AKT by PX-866 in mouse hair keratinocytes was
greater than inhibition of phospho-AKT in HT29 and A549 xenografts in
the same mice. These results suggest that human hair could be a sensitive
surrogate tissue for measuring the effect of PI3K inhibition.
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Given the importance of the target it seems likely that a range of PI3K
inhibitors will enter the clinic. It will be very important to develop markers
that will identify potentially sensitive patients (obvious candidates may
include PIK3CA mutational status, phospho-AKT levels, and PTEN status),
as well as PD markers for proof of concept.

2. mTOR INHIBITORS

mTOR is a serine/threonine kinase that lies downstream of PI3K and
AKT. mTOR is involved in the regulation of a range of cellular functions,
including transcription, translation initiation, membrane trafficking protein
degradation, and reorganization of the actin cytoskeleton (Adjei and
Hidalgo, 2005; Schmelzle and Hall, 2000). mTOR controls cap-dependent
translation initiation through phosphorylating and inactivating eukaryotic
initiation factor 4E-binding proteins (4E-BPs) (Bjornsti and Houghton,
2004). In addition, mTOR functions as a sensor of mitogen, energy and
nutrient levels, acting as a gatekeeper for cell-cycle progression from G1 to S
phase. Rapamycin, a naturally occurring inhibitor of mTOR is an immuno-
suppressive agent that has significant antiproliferative action against a range
of malignancies in preclinical models. A number of rapamycin derivatives
have been developed as anticancer agents. In preclinical models they exert
tumor growth inhibition, induce apoptosis in certain models, and inhibit
angiogenesis (Huang et al., 2003). Preferential activity is generally seen
in tumor cells that are addicted to the PI3K-AKT-mTOR pathway, for
example by loss of PTEN.

Temsirolimus (CCI-779), an ester of rapamycin, was the first mTOR
inhibitor used in oncology, and its development highlights some of the
recent problems associated with the development of PD biomarkers in the
last few years. The development of temsirolimus started in the late 1990s;
phase I and II clinical trials have been completed in a range of tumor types,
including glioma, breast, and renal cancers, with promising enough results
to warrant randomized phase III trials which are underway (Atkins et al.,
2004; Chan et al., 2005; Faivre et al., 2006; Galanis et al., 2005). Prelimi-
nary results from a phase III trial in patients with advanced renal cancer,
who have poor prognostic features, demonstrated significant improvement
in overall survival compared to interferon-« (or the combination) with
temsirolimus (Hudes et al., 2006).

The phase I trials of temsirolimus were not targeted to particular patients
in which mTOR inhibitors might be expected to have activity. Rather these
were empirical studies designed to define MTD and to define toxicities and
PK properties. Results showed that it was generally well tolerated with the
main toxicities comprising stomatitis, rash, thrombocytopenia, and fatigue,
and that it displayed nonlinear kinetics and demonstrated some antitumor
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effect (Adjei and Hidalgo, 2005; Raymond ef al., 2004). However, in the
two phase I studies using intravenous administration, the MTD was not
determined due to a non-dose-related toxicity of the drug (asthenia, stoma-
titis, and manic-depressive syndrome) (Hidalgo, 2004; Raymond et al.,
2004). Based on responses in breast and renal cancer, randomized phase II
studies using multiple doses were carried out in these tumor types to further
clarify optimal dose, as well as to gain standard response data (Atkins et al.,
2004; Chan et al., 2005). Modest responses were demonstrated, but the
optimal dose remained to be defined. Of note here is the lack of PD studies
in these trials to help define dose and schedule (Hidalgo, 2004; Sawyers,
2003b). Only by the time the drug was in phase II studies did preclinical PD
studies of temosirolimus appear (Dudkin et al., 2001; Peralba ef al., 2003).
Exposure of Raji lymphoblastoid cells to increasing concentrations of rapa-
mycin resulted in a linear concentration-dependent inhibition of ribosomal
p70S6 kinase activity (hereafter referred to as S6K1). This was performed
using a quantitative assay for S6K1. Subsequent studies in breast xenograft
models using this same assay showed temsirolimus resulted in a > 80%
inhibition of S6K1 activity in PBMCs 72 h after treatment, and importantly,
the degree of S6K1 inhibition was identical in PBMCs and simultaneously
collected tumor tissue. This suggested that the PBMCs are an adequate
surrogate tissue for S6K1 activity in vivo.

These PD assays have been now incorporated into clinical studies using
a different rapamycin ester analogue, RADOO1. Results in preclinical
models demonstrated significant inactivation of S6K1 in tumor biopsies,
skin biopsies, and PBMCs, providing a validated PD marker for clinical
study (Boulay et al., 2004). Pancreatic tumor xengrafts were used to profile
mTOR signaling in tumors, skin, and PBMCs after a single dose of RAD001.
RADOO1 treatment blocked phosphorylation of the downstream transla-
tional repressor eukaryotic initiation factor 4E-BP1, as measured by immu-
noblotting (Boulay et al., 2004). S6K1 protein and activity levels were also
analyzed; while total S6K1 protein levels were unaffected by RAD00O1
treatment, an iz vitro kinase assay using 40S ribosomal subunits as a
substrate revealed a statistically significant reduction in S6K1 activity in
all extracts (tumor, skin, and PBMCs). This reduction in S6K1 activity
was associated with the dramatic dephosphorylation of its physiological
substrate, 40S ribosomal protein S6, in tumor extracts. A similar reduction
could not be observed in skin and PBMC extracts because these tissues
exhibited no detectable S6 phosphorylation in control animals. There was
a correlation between the antitumor efficacy of intermittent RADO0O1
treatment schedules and prolonged S6K1 inactivation in PBMC, suggesting
that long-term monitoring of PBMC-derived S6K1 activity levels could be
used for assessing RADO0O1 treatment schedules in cancer patients.
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A phase I dose-escalation study of RAD001 administered once-weekly
was performed at our institution to determine the optimum biologically
effective dose based on toxicity, PK, and target inhibition as measured by
using the biomarker S6K1 in PBMCs (O’Donnell et al., 2003). The drug was
well tolerated with mild-moderate toxicities comprising fatigue, anorexia,
rash, and mucositis. S6K1 activity in PBMCs was inhibited for 3-5 days at
5- and 10-mg dose levels; at doses >20 mg, 7/8 patients exhibited inhibition
for at least 7 days. For the 20-mg dose level, these results, together with
plasma concentrations, were equivalent to PK levels and PD changes corre-
lating with antitumor effects in rodents.

A follow-up phase I study with evaluation of PD changes by THC in serial
skin and tumor biopsies at differing doses and schedules was subsequently
undertaken. This study investigated weekly cohorts of 20, 50, or 70 mg, or
daily dosing of 5 or 10 mg (Tabernero et al., 2005). The drug was well
tolerated, with signs of antitumor activity, and showed dose- and schedule-
dependent inhibition of phosphorylated S6 and 4E-BP1, with similar effects
seen in tumor and skin. This was associated with concomittant decreases in
proliferative index as measured by Ki67. However, an initially paradoxical
activation of phospho-AKT was shown in tumor at 10 mg daily and >50 mg
weekly. The recommended dose of 10 mg daily was based on both toxicity
and PD assessment. Use of these PD markers was therefore a useful tool in
addressing the downstream effects of RADOO1, in the preliminary valida-
tion of the mechanism of action in these compartments, and in optimal dose
determination.

The unexpected finding of activation of AKT in these tumor biopsies
can be explained by reversal of the feedback loop which occurs in tumor
cells with constitutive mTOR activation, leading to down-regulation of
receptor tyrosine kinase signaling. Reversal of this feedback loop by
mTOR inhibitors may attenuate its therapeutic effects by undesirable
activation of PI3K-AKT (O’Reilly et al., 2006). Interestingly, this leads to
the hypothesis that combination therapy that ablates mTOR function
and prevents AKT activation may have improved antitumor activity.
The PI3K inhibitor PI103, mentioned above, has recently been reported to
be a dual inhibitor of p110a and mTOR, and demonstrates significant
antitumor activity in human glioma xenografts (Fan et al., 2006; Knight
et al., 2006; Workman, 2005a; Workman et al., 2006b). Thus, this two-hit
inhibition of the pathway can abrogate the feedback inhibition of the PI3K
pathway and leads to antitumor activity in pathway-addicted cancers
(Workman et al., 2006b).

A further PD assay of mTOR inhibition that is being explored is the use of
FDG-PET. This is based on the rationale that signaling through the insulin
receptor activates PI3K and AKT (Thompson and Thompson, 2004).
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This stimulates glucose uptake and glycolysis through activation of mTOR
and HIF-1a. These same glycolytic enzymes regulated by PI3K-AKT-
mTOR-HIF-1« signaling are responsible for uptake and retention of the
PET tracer FDG, hence providing the possibility of a noninvasive readout of
PI3K pathway inhibition (Mellinghoff and Sawyers, 2004).

IX. COMBINING CHEMOTHERAPY WITH
MOLECULARLY TARGETED AGENTS

Cytotoxic chemotherapy is likely to remain a key component of the
oncologist’s arsenal for some time. Nevertheless, the future of the medical
treatment for cancer is likely to lie with the continued introduction of
targeted molecular therapeutics that acts on the genetic and molecular
abnormalities that drive the malignant phenotype. In the immediate future,
treatment is likely to involve the combination of the new molecular
therapeutics with conventional agents. There are considerable challenges
with such combinations, particularly with respect to the predictive value of
preclinical models and the appropriate design of clinical trials for combina-
tions with cytotoxic agents (Jackman et al., 2004). To date, the clinical
trial experience has been sobering, with several high-profile combination
failures. Probably foremost among these were the negative IMPACT 1
and 2 trials of gefitinib added to chemotherapy in NSCLC and two similar
studies of erlotinib with chemotherapy (Giaccone et al., 2004; Herbst et al.,
2004, 2005). A number of hypotheses have been proposed to explain these
failures, but two are particularly relevant (Gandara and Gumerlock, 2005).
Firstly, lack of patient selection due to lack of suitable biomarker, meaning
that trials were not “enriched” with the appropriate population. Secondly,
the lack of appropriate preclinical models to determine accurately the effects
of scheduling and dose, so that the concurrent administration of EGFR
inhibitor and chemotherapy may be antagonistic. For example, EGFR inhi-
bition may induce a G1 arrest that could reduce cell-cycle phase-dependent
activity of chemotherapy.

Since the finding of activating mutations of EGFR predicting response to
gefitinib and erlotinib, a retrospective subset analysis from one of the
erlotinib plus chemotherapy trials has been performed, showing that
patients with EGFR mutant tumors have a higher response rate to the
combination than those with wild-type tumors (Eberhard ez al., 2005).

This is likely to be followed soon by prospective studies using erlotinib
with chemotherapy in NSCLC populations enriched for the likelihood
of EGFR mutations (never-smokers, adenocarcinomas, Asian ancestry).
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In addition, studies are ongoing to investigate intermittent EGFR inhibition
with chemotherapy scheduling to achieve PD separation.

Despite the problems described above with EGFR inhibitors and chemo-
therapy, other molecular therapeutic agents have been more successful in
combination. For example, the recombinant monoclonal VEGF-A antibody
bevacizumab (Avastin), when combined with irinotecan/5FU chemotherapy
as first-line treatment of advanced colorectal cancer, resulted in improved
overall survival when compared with chemotherapy alone (Hurwitz et al.,
2004). However, it could be argued that even this study, with its traditional
empirical design, was somewhat fortuitous in its success, rather than being
based on a sound preclinical model with appropriately designed PD
biomarkers.

For an excellent example of how chemotherapy should logically be used
with targeted agents, preclinical studies combining trastuzumab with
a range of chemotherapy agents are an ideal model (Pegram et al.,
2004a,b; Sledge, 2004). In vitro studies of multiple cell lines with the
relevant biology were used, and the agents examined were relevant to the
disease state (in this case, metastatic breast cancer). The drug concentra-
tions for the agents examined were clinically relevant, and the in vitro data
followed up with validated in vivo preclinical animal models. Observed
phenomena (in this case, the synergistic activity of platinating agents
when combined with trastuzumab) were pursued with mechanistic studies
(i.e., DNA repair studies).

The clinical trials developed from such in vitro and in vivo preclinical
research should then build on prior trial data, involving the prospective
collection of tissues for subsequent biological analysis, and should be
sufficiently well powered to provide meaningful results.

The optimal combination of chemotherapy with molecularly targeted
agents presents a very significant challenge, but is best approached by a
logical combination of molecular characterization of tumors, suitable
preclinical models, and PD markers to maximize the likelihood of success.

X. CONCLUSIONS AND FUTURE PERSPECTIVE

PD studies have the potential to have a dramatic impact on the drug
development process. When used in conjunction with biomarkers for
patient selection and with the concept of the pharmacological audit trail, these
provide an intellectual and practical framework for the design of clinical
studies and interpretation of data, as well as for critical decision making.

To date, the uptake and use of PD biomarkers in early clinical trials
has been disappointing, and their overall impact has been fairly minimal.
To fulfill their promise they must be developed early in the drug development
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process and be appropriately validated. Clinical trials should be designed
with PD assays in mind to provide proof of concept for the molecular mode
of action of new agents. The range of scientifically novel and powerful PD
tools available is ever increasing and it is appropriate that the technical
methodology is pushed as hard as possible. Even quite technologically
challenging methods can be made much more user friendly and relevant
within a very short space of time. At this stage, it is unclear whether
complex and data-intensive methodologies like high-throughput gene
sequencing and gene expression profiling will become routine in clinical
management and, if so, when (Workman and Johnston, 2005). A balance
needs to be struck between the value of the detailed information gained and
the practical feasibility. For clinical trials where the methods will be used for
decision making, compliance with regulatory requirements is important.
Although invasive molecular assays are valuable, particular focus should
be placed on the use and development of noninvasive techniques, which
overcome the logistical and ethical problems associated with obtaining
tumor tissue.

Success in advancing the use of biomarkers for rational cancer drug
development can only be achieved through collaborative efforts involving
funding authorities, academia, regulatory bodies, patient advocacy groups,
and the pharmaceutical and biotechnology industry. Collaborations need to
address key issues such as facilitating information and technology flow,
providing consensus statements for standards, processes, and validation,
and the development and validation of suitably robust and informative
assays for clinical trials. Improvements in the design and conduct of clinical
trials based on the use of biomarkers will benefit all stakeholders. Academic
researchers will benefit because the development and use of drugs will
become more scientifically based. Pharmaceutical companies will benefit
because the decision-making tools should save time and money and reduce
attrition in the clinic. Patients will benefit from the rapid development and
approval of innovative drugs.

Biomarkers are very high on the agenda of all researchers involved in drug
discovery and development. In addition to biomarkers that provide infor-
mation on the molecular and therapeutic effects of new drugs, there is also
considerable interest now in identifying biomarkers that will provide infor-
mation on potential toxicity. Pharmacogenomic stratification of patients for
both efficacy and toxicity is a long-term goal of this approach.

The use of molecular signatures of drug action and drug sensitivity has the
potential to transform the development of molecularly targeted agents for
cancer treatment. The next few years will be increasingly exciting as the
goal of providing rational individualized therapeutics for cancer draws
closer.
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Many candidate biomarkers emerging from genomics and proteomics research have
the potential to serve as predictive indexes for guiding the development of safer and more
efficacious drugs. Research and development of biomarker discovery, selection, and
clinical qualification, however, is still a relatively new field for the pharmaceutical indus-
try. Advances in technology provide a plethora of analytical tools to discover and analyze
mechanism-and-disease-specific biomarkers for drug development. In the discovery
phase, differential proteomic analysis using mass spectrometry enables the identification
of candidate biomarkers that are associated with a specific mechanism relevant to disease
progression and affected by drug treatment. Reliable bioanalytical methods are then
developed and implemented to select promising biomarkers for further studies in animals
and humans. Quantitative analytical methods capable of generating reliable data consti-
tute a solid basis for statistical assessment of the predictive utility of biomarkers.
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Biomarker method validation is diverse and for purposes that are very different from
those of drug bioanalysis or diagnostic use. Besides being flexible, it should sufficiently
demonstrate the method’s ability to meet the study intent and the attendant regulatory
requirements. Several papers have been published outlining specific requirements for
successful biomarker method development and validation using a “Fit-for-Purpose”
approach. Many of the challenges faced during biomarker discovery as well as during
technology and process translation are discussed in this chapter, including preanalytical
planning, assay development, and preclinical and clinical validation. Specific references to
protein biomarkers for cancer drug development are also discussed. © 2007 Elsevier Inc.

I. INTRODUCTION

In the post-genomics era, multiple disciplines are contributing to the
success of rational drug development strategies including proteomics, meta-
bolomics, bioinformatics, i silico simulation, and computational chemistry
of both small and macromolecules. Innovative tools enable researchers
toward the ultimate goal of personalized medicine. Over the last decade,
the number of new drug targets has grown significantly without a
corresponding increase in the number of new drug approvals (DiMasi
et al., 2003; Reichert, 2003). In the United States for example, there are
only about 90 oncology drugs currently in the market (Booth et al., 2003).
Although more than 500 anticancer drugs are in development, only a few will
ultimately achieve regulatory approval. The primary reason for this is
because late-phase clinical trials often reveal unexpected toxicities or side
effects. Notable examples include the anticancer drugs Gefitinib (Iressa;
AstraZeneca) and Cetuximab (Erbitux; Imclone). Even more problematic
are the recent cases of approved cyclooxygenase-2 (COX-2) inhibitor drugs
that have been taken off the market or required additional risk warning
labels. To address these critical issues, the US Food and Drug Administration
(FDA) has proposed several new toolkits in a Critical Path of Innovation
document (FDA Document, 2004; www.fda.gov/opacom/hpview.html).
The use of biomarkers is among these to aid in drug candidate selection,
attrition, optimization, and mechanism confirmation.

According to the Biomarkers Definitions Working Group (2001), a bio-
marker is defined as a characteristic that is objectively measured and eval-
uated as an indicator of a biological response to a therapeutic intervention.
Biomarkers often fit into the cascade of pathological events that underlie a
disease and as a result may serve as a surrogate endpoint' during clinical
trials. Biomarkers may be categorized into four groups: those of unknown or
uncharacterized mechanism; with a demonstrated mechanism but lacking a

Y A clinical endpoint quantifies a characteristic of a patient’s condition (i.e., how they feel or
function, or the survival rate of a population) and is used to determine the outcome of a clinical
trial. A surrogate endpoint predicts the safety and efficacy of a drug based on subjective and
quantitative data and can be used as a substitute for the clinical endpoint.
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dose-response relationship; with a well-characterized dose-response rela-
tionship; and those with a proven mechanism, which may serve as a surro-
gate endpoint (Bjornsson, 2005). Many biomarkers emerging from
genomics and proteomics research have been closely linked to specific
signaling pathways within cancer cells and may serve as drug target and/
or predictive indexes to guide successful drug development. However, the
analysis of novel biomarkers often requires sophisticated technologies that
are not yet widely available (Lee et al., 2005). Reliable methods are instru-
mental to generate quantitative data, and to statistically establish the
predictive utility of a novel biomarker as a surrogate endpoint or “valid
marker” through clinical qualification. During the course of a drug devel-
opment program, both well-established and emerging novel biomarkers are
used for Proof of Biology (PoB), correlation of dose-response relationship,
and other purposes from discovery to the post-approval phase (shown by
the horizontal progression in Fig. 1). The development process of a novel
biomarker (depicted in the vertical progression) is intertwined with the drug
development processes. Biomarker development may happen concurrently

| Drug development |

Drugs of unconfirmed mechanism

Discove>> Preclinical >Phases I and> Phase HI>’ap[;)(;§)t\-lal
~

>

— Ny Efficacy and safety “valid” and putative markers
g [( ~ (Candidate attrition and refinement
%‘ BMK selection & PoB, protocol design
° Demonstration 4 pyvk method s ~ o Dose selection, PK/PD modeling
3 development and validalion[s'\Patient stratification
i
Q > 17911 1 1caty
R Characterl BMK assay applicatior ~ S Other indications
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Fig. 1 The intertwined processes of drug development and biomarker development. The
horizontal blocks depict the progression of drug development of a new chemical or biological
entity with unconfirmed mechanism of action. The drug development uses multiple biomarkers
in various purposes from efficacy/safety assessment, down to market differentiation. The
vertical blocks depict the developmental processes of moving a novel biomarker of unconfirmed
mechanism to proof of biology, and to surrogacy. The processes include biomarker (BMK)
selection of on- and off-target markers, method development, validation, and application. The
intertwined processes lead to ultimate application of biomarkers in “theragnostics” (diagonal
dashed arrow).
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with the development of a single or multiple drug candidates, a refined new
chemical or biological entity, or for extended indications and/or additional
mechanisms.

Biomarkers are becoming essential to the drug development process from
preclinical, to clinical, and for post-approval therapeutics monitoring (such
as conditional approval with additional efficacy-safety data) and diagnostic/
treatment decisions. In cancer drug development, biomarkers are used to
help monitor drug effects and their data for early decision on candidate
selection. The level of confidence in the biomarker data, and thus its role in
making the right decision, is dependent on the amount and quality of
information available about the biomarker. While some of the technologies
in the field of biomarker discovery might be suitable for diagnostic purpose,
they may not be suitable for preclinical and clinical application that often
requires reliable quantitative data. Unfortunately, there is significant confu-
sion surrounding selection of technology and the validation of method for
biomarker discovery, and the translation of methods from discovery
through the subsequent phases of drug development. The intent of this
chapter is to help clarify the technical process of cancer biomarker discovery
and assay translation.

II. BIOMARKERS AND CANCER DRUG DEVELOPMENT

Data of gene mutation and aberrant control of gene expression, together
with differential proteomics have the potential to provide a better under-
standing of the mechanisms of tumor initiation, progression, the effects of
therapeutic intervention, and drug resistance in nonresponders or relapse.
Genomic and protein biomarkers are being introduced in the new drug
development process such as for candidate attrition and refinement, PoB,
confirmation of efficacy/safety, dose selection from drug exposure-response
relationship, and patient selection (Fig. 1). The on-target effect of a new
drug can be measured through novel biomarkers associated with the
target (proximal biomarkers). However, since cancer is a complex disease
with multiple contributors to the disease progression, off-target effects
of connected pathways should also be monitored with other sets of bio-
markers (distal biomarkers) to track the biological effects leading to disease
intervention (efficacy, benefits) and/or adverse reactions (safety, risks).

Biomarker investigations can serve as early filters of go/no-go decisions
for drug candidates and are important for lead optimization. Pharmaco-
dynamic (PD) biomarkers provide mechanistic and efficacy information
about an investigative compound. Proximal biomarkers are a subset of PD
biomarkers that reflect drug action on the specific target, while distal
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biomarkers reflect downstream actions that lead to disease progression
(Wagner, 2002). Data from both proximal and distal PD biomarkers enable
tracking of the in vivo sequence of events with respect to drug treatment.
The relationship between the pharmacokinetic (PK) data of drug dose
exposure and the PD biomarker concentration (the PK/PD relationship)
can be used to provide an initial assessment of drug absorption, distribu-
tion, metabolism and elimination, efficacy, and toxicity. For example, time
course analysis of proximal biomarkers tends to closely follow the drug
concentrations in plasma. Therefore, this data may be used to establish
effective dose ranges and allow for patient—dose titrations. This represents
an important step toward the goal of personalized medicine, where optimal
treatment is selected for patients that ensures maximum therapeutic
response with minimal side effects. Biomarkers that can predict the clinical
outcome (a surrogate endpoint or “valid biomarker”) would provide better
assessment and improved treatment plan with benefits that far outweigh
risks. This is especially important for most cancer patients since early
diagnosis and correct treatment is key to survival.

The establishment of a biomarker as a surrogate endpoint involves iterative
processes and multiple test systems to study the cause-and-effect relationship
in in vitro cell lines, animal models, and patient clinical trials (Fig. 2). Cancer
cell lines with genetic aberrances enable the discovery of protein biomarkers
that are up- or down-regulated with respect to disease progression. Often,
these cell lines are used for high-throughput screening of drug candidates
and hundreds of gene and protein profiles are simultaneously evaluated
(Weinstein, 2004). Unlike the three-dimensional (3D) scaffold structures
that are present in tissue, iz vitro test systems often consist of homogeneous
cell populations that are spread out in layers. Therefore, signaling pathways
and cell-to-cell communication may differ significantly compared to what
normally occurs in animal models and in humans. As well, in vitro test
systems cannot provide information on the effects of a drug in the microen-
vironment of an organ or other organs that affect paracrine pathways,
vascular escape, inflammation, invasion, and metastasis. Animal models of
xenografts, transgenic, and knockouts are therefore used to provide the
transition from in vitro to in vivo testing of candidate biomarkers. Preclinical
studies with animal models are also used to evaluate if candidate biomarkers
should be selected for further clinical investigation.

Evidence for the role of potential biomarkers in cancer progression,
relapse, and the linkage of biological pathways leading to regression or side
effects is gathered in the in vivo system. The usefulness of the biomarkers
is then evaluated with respect to drug treatment in early phase II clinical
trials with a small human population. Only a subset of the putative bio-
markers (usually less than 10) with promising results and biologically
relevant mechanisms are then selected for late-phase clinical trials. Large
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Fig. 2 Development of novel biomarker. Discovery, demonstration, characterization, and
qualification may take place in one of the test systems of in vitro cell lines, animal models,
and patient clinical trials. The test processes are to measure the biomarker perturbations,
identify the causal mechanism of perturbation, and to correlate the data with biological and
clinical endpoints to find statistical and clinical meaning biomarkers for predictive use.

datasets from phase Il and post-approval clinical trials are subsequently used
to build a statistical correlation to the clinical outcome and to determine the
predictive utility of the biomarkers (clinical qualification). Finally, the same
subset of biomarkers may be further evaluated with respect to other drug
treatments of the same or similar mechanism. Investigations may also be
extended to other diseases that overlap or share similar characteristics.

The utility of a potential biomarker must be demonstrated by statistical
correlation to the disease clinical endpoint. It is important to note that
clinical and biological endpoints differ at each of the systems depicted in
Fig. 2; they may also vary with the target mechanism in question. For
example, the biological endpoint of a tyrosine kinase inhibitor may simply
be cell death, while the relevant biomarker signal readout could be the
phosphorylation activity of the tyrosine kinase. However, the clinical end-
point of an animal model is more complex than that of a cell line because
other factors such as metabolic rate and tumor size would be evaluated. For
human studies, survival is the ultimate clinical endpoint for a disease such as
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cancer, which requires a considerable amount of time for data collection.
Therefore, earlier clinical endpoints, such as time to tumor progression
and metastasis (or disease stabilization), may be used and additional data
related to survival and quality of life would be collected during the post-
approval phase. In addition, retroactive samples from patients with survival
data could be used to add to the statistical correlation of the novel biomarker
to early and morbid clinical endpoints.

Biological variability is an important factor to consider when a statistical
correlation to a clinical endpoint is determined for a candidate biomarker.
This is because the overall noise of sample is the sum of both analytical and
biological variability. Analytical variability can often be measured and
controlled, while the biological variability is a lot more difficult to assess
and control. For example, a proteomic or bioanalytical analysis can be
broken down into several steps where tests can be designed to measure the
noise from each of the steps. Controls can then be put in place to monitor
variation and minimize noise by a normalization process. These controls
also provide information on experimental variations, which are necessary
when deciding to include different datasets in the overall analysis. Without
the establishment of appropriate controls, the rejection of a particular
dataset becomes arbitrary. Once a well-characterized analytical process
has been put in place, standard statistical tools can be used to evaluate the
quality of the different datasets.

The progress of a potential biomarker does not always coincide with or
parallel to that of a new drug development, which begins in the discovery
phase. Therefore, a 2D development matrix (Fig. 1) should be considered,
one for biomarker development and the other for drug candidate develop-
ment. To avoid confusion, a detailed work plan should be prepared that
includes study objectives for each potential biomarker. Innovative compa-
nies often organize biomarker work groups to facilitate timely input and
communication among therapeutic areas and supporting teams. The time
required for biomarker assay development and method validation, the
operational and logistical issues including preanalytical factors, and the
limitations in data interpretation are key elements for careful planning
and executions to support biomarker development and their applications.

III. BIOMARKER RESEARCH CHALLENGES:
TECHNOLOGY TRANSLATION

The selection and implementation of technologies throughout the differ-
ent stages of biomarker research (Fig. 3) must be carefully planned. Several
factors should be considered including sample requirements, sensitivity and
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Fig. 3 Technology consideration, translation, and implementation at different stages of
biomarker research. Three major considerations are depicted in the three dimensions of sample
volume, cost, and time of method development and assay. The technologies suitable for each
stage are shown in the color blocks. The connecting down arrows represents the translational
processes from one phase into the next.

assay range, analysis time, and cost. Challenges in technology translation
and methodology limitation may be encountered during each stage of
biomarker research, particularly during the discovery phase. For example,
if a putative phosphorylated biomarker is identified and a phospho-specific
antibody is not available or cannot be produced, development of a mass
spectrometry (MS)-based approach capable of detecting its phosphorylation
state may be required for further studies.

The use of genomic and proteomic technologies for biomarker discovery
has attracted considerable interest over the past few years. Although gene
expression analysis is currently less expensive and more rapid, the type of
biological samples that can be used often limits its applicability. In contrast,
proteomics enables screening for biomarkers in readily available biological
fluids such as serum and plasma. A variety of proteomic platforms are
available for biomarker discovery, such as 1D or 2D gel electrophoresis
combined with mass spectrometry (Lambert et al., 2005), gel-free liquid
chromatography coupled to mass spectrometry (LCMS) (Lambert et al.,
2005), and gel-free multidimensional liquid chromatography coupled to
mass spectrometry (MudPIT) (Washburn et al., 2001). Differential pro-
teomic analysis using isotope-coded affinity tags (i.e., ICAT or iTRAC
reagents) and/or specialized software applications are available options.
More recently, matrix assist laser desorption ionization (MALDI)-based
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imaging of tissue has been introduced as an approach for the discovery of
potential biomarkers associated with drug treatment in breast cancer
(Reyzer et al., 2004). MALDI imaging is a promising new approach to
study tissue slides and analyze small molecules, their metabolites, as well
as changes in protein expressions. It is still limited in terms of spatial
resolution and the number of protein identified. However, it is becoming
an area of intense technological research, which will lead to improved
techniques.

The selection and implementation of the appropriate technologies for
biomarker discovery generates experimental data to be translated into
useful information to guide subsequent studies. When evidence for a candi-
date biomarker is only provided by a single type of technology in the
discovery phase, this may seriously limit the use of secondary technologies
down the road. For example, a peak generated during a surface-enhanced
laser desorption ionization (SELDI)-MS experiment is often considered as
sufficient evidence for the identification of a candidate biomarker. However,
this information cannot be utilized for subsequent experimentation with an
antibody-based technology, such as enzyme-linked immunosorbent assay
(ELISA), and will likely require the use of SELDI-MS throughout the
remaining stages of biomarker research. Recent work has demonstrated
that a peak detected by SELDI-MS can potentially be identified by affi-
nity purification coupled with gel electrophoresis and mass spectrometry
(Paradis et al., 2005). However, so far the identification of SELDI-MS peak
as proteins has been more the exception than the rule.

A. Considerations Prior to Translation

The list of potential biomarkers derived from high-throughput discovery
technologies, such as proteomics, can be extensive. It would not be practical
to move all the candidate biomarkers into the demonstration phase or
possible to develop assays for all of them. Therefore, it is important to
define parameters for the rational, statistical, and evidence-based selection
and rejection of candidate biomarkers (Hunt et al., 2005; Listgarten and
Emili, 2005). Many parameters will be question specific and will have to be
defined by the results of individual experiments. A minimum list of para-
meters, such as the following, is vital to avoid haphazard evaluation of
moving the candidate biomarkers forward into preclinical and clinical trials.

1. Statistical figure of merit: Most proteomic approaches provide a dif-
ferential value, that is, protein x has a ratio of y between two samples
(experimental and control). The following questions regarding the statisti-
cal robustness of the result must be answered as a minimal requirement:
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Is the ratio statistically different than 1:1? Was the measurement repeated
on multiple biological samples? What are the standard deviations on the
ratio measured from the same sample and measured from samples to
samples? Is the study design sound (e.g., were there appropriate controls
to filter out noises)?

2. The absolute or normalized level of the candidate biomarker: Most
proteomic approaches provide a differential measurement and not an abso-
lute measurement. In some instances, the candidate biomarker might be a
protein that is already present in normal biological fluids. In these cases, it is
important to know the protein concentration and its fluctuations between
different biological fluids in the normal population. For a novel biomarker,
an absolute measurement would not be possible. Normalization against a
known control (e.g., a consistent protein as an internal standard or an
added protein as an external standard) could be used to provide reference
points for comparisons from experiment to experiment. The candidate
biomarker might be rejected due to wide biological variability or time
fluctuation that is difficult to control in the clinical phase.

3. The biological annotation surrounding the candidate biomarkers:
Can the biomarker be mechanistically associated to the study (i.e., disease,
drug treatment)? If the answer is yes, then this reinforces the position of the
candidate biomarker.

4. The tissue distribution of the biomarker: Is there information available
on the expression of the candidate biomarker in different tissues, diseases,
or treatment? This information can be used to reject candidate biomarkers
due to their widespread expression or due to their lack of specificity as
indicated by their differential expression.

5. The translation of technologies: Is the candidate biomarker indepen-
dent of a technology? If not, is the technology amenable technically and
statistically for high-throughput studies? (See the following paragraph.)

6. Are reagents available for method development and validation for this
biomarker?

The candidate biomarkers that satisfy these parameters as well as experi-
mentally specific parameters can then be moved forward to the demonstra-
tion stage. The design of the demonstration stage depends on the availability
of biological materials and the intended application of the biomarker.
Biomarkers for clinical application require broader validations (tissue spec-
ificity, disease specificity, and so on) than a biomarker intended only for
cell culture. However, basic technologies focused on protein measurement
can be used during the demonstration stage of novel protein biomarkers
(Fig. 3). These technologies can be used individually, or in combination to
qualify and to eliminate candidate biomarkers. The degree of validation will
depend on the ultimate application for the biomarker.



Biomarkers and Drug Development 279

B. Technology Translation

The translation of technologies from discovery research to preclinical/clini-
cal laboratories is a serious undertaking. Many parameters that are often
overlooked in discovery research should be considered before approaching
the transfer of technology to preclinical/clinical laboratories. The following
are some of the important points that need to be considered:

1. Robustness of the technology: Often technologies used in research
phase are not robust enough to sustain the demand of high-throughput
preclinical/clinical laboratory setting. Lack of acceptance criteria, high varia-
bility, and high failure rate may exist in a research environment. However,
these would not be acceptable in a high-throughput production environment;
there is a required shift in culture and the technology (Section IV).

2. Is the procedure simple or can it be easily simplified? Some proteomics
discovery approach can be very complex with multiple steps. The complex
multistep approaches often have poor reproducibility in a high-throughput
production environment.

3. Is the procedure under a standard operating procedure (SOP)? The
standardization of the operating procedure is a requirement for preclinical/
clinical laboratory setting. Once the method is validated, an SOP should be
written and the assays carried out according to the SOP with detailed
documentation. This is a marked difference from the research environment.

4. Are the different contributions to noise identified and characterized at
the different steps in the procedure?

5. Are controls in place to assess the performance of the overall assay and
different steps in the procedure?

6. Is the cost per analysis reasonable? This is a very important factor in
application of the technology in a preclinical/clinical bioanalytical labora-
tory. Most proteomic approaches used in discovery phase are way too
expensive per analysis to be used in bioanalytical laboratories.

C. Methods of Choice

Discovery of candidate biomarkers by proteomic approaches usually
deliver a list of proteins that had statistically significant changes in expres-
sion across different cellular states, time, and drug responses. However, the
“quantitation” is typically of a relative trend (A versus B or A versus B, C,
D ...), which is insufficient for preclinical/clinical application to study dose—
response relationship. Furthermore, in some instances such as proteomic
measurement that are focused on changes in the level of posttranslational
modification often do not quantify changes in protein expression, which
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could have a significant impact on the relative level of posttranslational
modification observed. Quantification of protein expression is important
when considering the translation of candidate protein biomarkers. There-
fore, when changes in posttranslational modification are considered as a
potential biomarker, it would be preferable to be able to quantify levels of
both protein expression and posttranslational modification.

Established technologies such as ELISA, enzymatic assays, LCMS in
multiple reaction mode (MRM-LCMS), protein assay, and real-time poly-
merase chain reaction (RT-PCR) genomics are commonly used for biomarker
analysis. ELISA can be performed in high throughput at a relatively low cost
per samples. For example, the average price per biomarker analysis in
preclinical/clinical samples is usually less than US$50 per analyte for an
ELISA method. However, it requires the availability of antibodies against
the candidate biomarker. For novel biomarkers at the preclinical phase,
purified reference standard of the biomarker and antibodies are usually
not available. Typically, the purification of the biomarker protein and the
generation of antibodies is time consuming and expensive. Moreover, usu-
ally it takes at least 3 months to develop an ELISA per analyte. Most ELISA
methods are developed for one analyte at a time. Technology for multi-
plexing immunoaffinity methods exists, such as Luminex LabMAP, which
uses unique fluorescent labels on each analyte and flow cytometry for
simultaneous detection of multiple analytes. However, quantitative method
development and sample analysis are complicated due to the disproportion-
ately variable biological ranges of the analytes and nonlinearity of the
assays (Ray et al., 2005). Thus, immunoassays may not be a desirable
option at the exploratory preclinical stage because enormous resources
would be required for assay development of the large number of emerging
biomarkers from genomics and proteomics. The other options are to either
perform MRM-LCMS protein assay or gene expression analysis.

MRM-LCMS protein assays measures the specific peptides that have been
previously identified for the candidate protein biomarkers. Although the
response curve (signal versus concentration) of the mass spectrometer is
specific for individual peptides, absolute quantitation is possible by utilizing
a synthetic isotopically labeled version of the peptides. The heavy isotope-
labeled peptide can be used as a calibrator or as an internal standard to
obtain quantitative measurements of the protein concentration. Typically,
the protein sample of interest is digested with trypsin, and the isotope-
labeled control peptides added to the mixture. The digest is then separated
online by HPLC-ESI-MS/MS. About 100 MRM measurements can be per-
formed per analysis considering the elution time and masses of the different
peptides of interest. This is readily feasible for candidate biomarkers that
were derived from a similar discovery proteomic technology. In the instance
of genomic candidate biomarkers, software can be used to predict the
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elution times of the tryptic digest peptides that will be selected for the
specific MRM-LCMS analysis. For preclinical studies involving disease
models of several animal species, the homologue sequences in a different
species can also be synthesized and tested. Overall, the MRM-LCMS
approach can be generalized for multiple species and multianalyte assays.
The time saving and relative cost of the MRM-LCMS approach are well
suited for preclinical studies. After the candidate biomarkers have been chosen
to enter clinical trials, resources can then be focused on the fewer chosen
biomarkers for protein purification, antibodies production, and ELISA
methods development for late-phase clinical application.

IV. BIOMARKER RESEARCH CHALLENGES:
CULTURAL AND PROCESS TRANSLATION

The lack of stringent controls and understanding of statistical require-
ments for quantitative methods are often the pitfalls in many biomarker
applications at the preclinical and clinical phases. The development of novel
approaches such as proteomics and its associated technologies has spurred a
push for the discovery of protein/peptide biomarkers in biological fluids.
Unfortunately, the technology being used and the associated discoveries are
often performed with little regard to the subsequent steps of biomarker
discovery, that is, its translation to a preclinical/clinical environment. There-
fore, bridging the gap in translation from the discovery phase in a research
environment to the production environment of preclinical/clinical labora-
tories would remove a roadblock to bring success to the later phases. Such
translation often involves changes of: (1) personnel from a creative flexible
mode to that of production and control and (2) processes from meeting
study objectives of differentiating marked effects to quantifying graded drug
dose effects. Table I compares the different objectives and environments
between the discovery and post-discovery phases in biomarker research.
The demand for more rigorous and robust method validation increases as
the biomarker progresses from demonstration, characterization, and quali-
fication (vertical processes in Fig. 1). Often the transition involves different
teams (such as discovery, preclinical and clinical bioanalytical), and
thus communications throughout these teams are vital to the success of
technological translation.

A. Diversity of Biomarker Methods and Data Types

Lee et al. (2003) discussed the complex processes in method validation and
validation for biomarkers due to the inherent diversity of assays. Unlike drug
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Table I Different Objectives and Environments of Biomarker Research During the
Discovery and Post-Discovery Phases

Discovery Preclinical/clinical
Objectives Differentiating marked effects Graded drug dose effects
Analytical controls Usually less defined or lacking,  Use internal or external standards
that is, normalized against a to minimize variance. QC
constant component. Usually samples to monitor assay
no QCs performance in every analytical
batch
Biological controls Cell homogeneity, inactivated Diseased versus healthy (control)
state as control states, pre- (control) and

postdrug treatments, drug
versus placebo

Method validation Minimal Increase rigor and robustness
requirements with program
Processes of operation  Usually no SOP, minimal SOPs and documentation for
documentation traceable sample custody and
data generation
Personnel orientation ~ Creative mode Production and control mode

assays, where samples are quantified against calibrators prepared from a
highly purified and well-defined reference standard, biomarker assays differ
considerably depending on the type of analytical measurement, the type of
analytical data that arises from the assay, and the intended use of the data
(Table II). In general, the intended application dictates the rigor of method
validation required. For example, numerous candidate biomarkers can be
obtained during discovery phases. For internal use, the extent of analytical
validation can be limited to a few basic components to expedite the process
of initial exploratory demonstration (Lee et al., 2006). However, their use
for characterization and qualification studies would require more extensive
method validation and documentation. In addition, specific biomarker as-
say validation will generate different data type that may require special
considerations and cautions during method validation. The diversity of
method categories and the types of data generated in biomarker research
are depicted in Fig. 4 and discussed in the following paragraphs.

A definitive quantitative assay uses a well-characterized reference stan-
dard that is fully representative of the endogenous biomarker. Absolute
quantitative values for unknown samples are calculated from a regression
function. Such assays are common for drug analysis for PK studies but only
applicable to a small fraction of biomarkers such as small molecule bioa-
nalytes (e.g., steroids). Instead, most biomarker assays are relative quanti-
tative assays where the reference standard is not well characterized, not



Table Il Application of Biomarkers from Drug Pharmacokinetic (PK) Analysis and Clinical Diagnosis

Pharmacokinetic study

Biomarker for drug
development study

Biomarker for diagnosis

Intended application
Method types

Reference standard

Analytes
Method and reagent
source

Calibrator matrix

Validation sample
and QC prepara-
tion

Accuracy

Assay acceptance
criteria

PK parameters of BA
and BE

Mostly definitive
quantitation

Well characterized and
pure

Exogenous, well defined
Developed in-house

Analyte-free biological
matrix

Spiked ref standard into
bio matrix. Prepared
in-house

Absolute accuracy

4-6-X? rule for each run

PD—safety and efficacy

All four types, relative quantitation
predominant

Many are not well characterized or
pure. Research-grade standards
often vary within and between
vendors

Endogenous, less well defined

Developed in-house. Some sources
from diagnostic research grade
kits

Substituted matrix (buffer or depleted
biological matrix)

Spiked ref standard and intended
population samples. Often pre-
pared in-house

Mostly relative accuracy

Confidence Interval or a variant of
4-6-X? rule for each run

Distinguish diseased from healthy
All four types

Vendor consistent and well
established

Well established, from vendor

From vendor, may not use the exact
biological matrix, common pool
among labs

QC assessment not performed in
every run for acceptance

Westgard rule, CAP test for lab
accreditation

2Qut of six QCs, at least four must be within X% of the nominal or target value for the analytical run to be acceptable. The six QCs consist of two each at low, mid, and
high concentration and at least one should be acceptable. If the batch is large, the number of QCs will be increased.
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Biomarkers Technology Method/data type
Genotyping . K
ﬂ Genomics, microscopy, PCR | Descriptive, qualitative |

: uantitative-PCR, flow o . .
Q Qualitative to quasi-quantitative

ﬂ cytometry
Proteins Macromolecule MS, E . o
(proteomics) ligand binding assays, | Quasi- to definitive quantitative |
flow cytometry,
ﬂ cell based assays

Biometabolites -
(metabolomics) Small molecule LCMS, ligand | Quasi- to definitive quantitative |
ﬂ binding assays

Clinical markers and endpoints Physiological measurements, Descriptive, quantitative, and
(physiomics) imaging qualitative

Fig. 4 Technology and method, data type of various biomarkers. The left column shows the
diversity of biomarkers from gene expression to various clinical markers. The middle column
shows the corresponding technologies commonly used for their measurements. The right
column depict the method category and data type associated with these markers.

available in a purified form, or not fully representative of the endogenous
form (e.g., cytokine immunoassays). Results from these assays are expressed
in continuous numeric units of the relative reference standard. When no
reference standard is available as calibrators, a quasi-quantitative assay is
possible if the analytical response is continuous (numeric), with the analyti-
cal results expressed in terms of a characteristic of the test sample. Examples
are antidrug antibody assays (where the readout is a titer or percentage
bound), enzymatic assays (where activity might be expressed per unit vol-
ume), and flow cytometric assays (Mire-Sluis et al., 2004).

In contrast to the “quantitative” categories, qualitative assays of biomar-
kers generate discrete (discontinuous) data, which are reported in either
ordinal (low, medium, and high, scores 1-5) or nominal (yes/no, positive/
negative) formats. In general, qualitative methods are suitable for differen-
tiating marked effects such as all or none effect of gene expression, activa-
tion or inhibition in relatively homogenous cell populations in discrete
scoring scales (1-5; —, +, +-++, and so on) such as immunohistochemical
assays.

Protein biomarkers are often heterogeneous, existing in multiple forms.
The concentration of each component and its biological activities iz vivo are
unknown and may vary within individual (health status), time (diurnal,
seasonal), and between individuals (gender, age, polymorphism). Longitudinal
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study design may benefit from well-defined target and control populations,
which would require fewer subjects than that of a random population
design. Instead of absolute quantification against a well-defined reference
standard, greater emphasis would be placed on dose-exposure effect and
temporal changes in biomarker concentrations of samples before and after
drug treatment of various doses. Additional experimental controls (such as
normal versus disease, placebo versus dosed) in the study design are useful
to provide the appropriate comparison in a study using relative quantitative
assays.

Usually, the emerging biomarkers evolved from discovery have not been
purified or characterized and thus are not available as a reference standard
for definitive or relative quantitative assay; the data type would be either
quasi-quantitative or qualitative. These types of assay are suitable to differ-
entiate marked effects. As the candidate biomarker proceeds to clinical
phases the study objectives would shift to obtain quantitative data to chara-
cterize the drug exposure-response relationship. This often involve the
correlation of the biomarkers with disease progression or treatment effect
by PK/PD modeling, the choices of biomarker assays should be those
most amenable to quantitative analysis. The translation from discovery to
subsequent development would require method modification from a quali-
tative or quasi-quantitative to a relative quantitative assay and with the
understanding of the possible limitations impacting the confidence in the
bioanalytical measurements. Biomarkers are used to support decisions that
impact the fate of a drug development program. Therefore, it is essential
that the assay be based on reliable, quantitative, and objective data.

In addition, clinical physiological markers are often used in trials and are
usually based on subjective, qualitative measurements (such as pain scores).
However, attempts have been made to obtain quantitative measurements that
will improve the confidence of statistical analyses with reasonable sampling
size. For example, electrocardiogram (EKG) patterns, tissue immunostaining,
and imaging have been digitalized to enable quantitative measurements (Leong
and Leong, 2004). Furthermore, imaging such as magnetic resonance imaging
(MRI) and positron emission tomography (PET) have provided useful data
for clinical physiological markers (Dubey et al., 2003).

B. Translation from Research to Bioanalytical
Environment: Preanalytical Considerations

1. RESEARCH WORK PLAN

The development of a biomarker research work plan is an important
element in a biomarker study. The plan should include clear definition of
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the control and experimental sample sets, the population in which the
marker will be measured, the rigor of method validation, and an initial
tolerance limit for method variability (acceptance criteria) required to meet
study objectives. For example, the plan could include the expected clinical
differentiation of patients versus the control set as well as the drug effect.
It is important to consider that longitudinal analysis of the biomarker in the
targeted patient population may be needed to differentiate the effects of the
drug from other complex effectors.

There are three major factors that help define and set limits on assay
tolerance of imprecision: (1) the intended use of the data during various
stages of drug development, (2) the nature of the assay methodology and the
different types of data that they provide, and (3) the biological variability of
the biomarker that exists within and between populations. The first factor
helps shape the assay tolerance or acceptance criteria for biomarkers.
Contrary to the general perception held by the analytical laboratories, the
required assay acceptance criteria do not necessarily depend on the method
deliverable, but rather on the intended application. Once the study purpose
is identified, the method requirements become the basis of method develop-
ment choices and validation rigor to arrive at a suitable method to meet the
study objectives.

2. METHODS SELECTION AND FEASIBILITY TEST

The ultimate goal of a biomarker assay is to evaluate the impact of a drug
on the activity of biomarkers in vivo. Therefore, a method that measures the
intended biological activity should be most desirable. However, activity
assays using cell-based and enzyme activity methods do not generally have
adequate sensitivity and precision. Moreover, they are usually laborious,
low throughput, and often lack definitive reference standards. In contrast,
physicochemical (such as chromatographic methods) or biochemical (such
as immunoassays) methods provide higher sensitivity and more precise
quantitative data to enable drug exposure-response statistical correlation.
Thus, these methods are often chosen for biomarker analysis over activity
measurements. The data user should be aware that the application rests on
the assumption that these measurements are reflective of the biological
activities. This tacit assumption might not always hold true. Therefore,
complementary activity assays using higher concentrations, and/or on smal-
ler sets of samples are sometimes used to correlate and confirm that
the physicochemical or biochemical characteristics of the biomarker are
reflective of biological activities.

As discussed in the previous section, the method used in discovery can be
translated into a bioanalytical environment. Feasibility tests and explorato-
ry validation are carried out to assess if the method is adequate in assay
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performance with respect to accuracy, precision, selectivity, dynamic range,
sample integrity in biological matrix, and dilutional linearity.

3. SAMPLE INTEGRITY

Results from biomarker assays are only valid if sample integrity has been
maintained. Sample integrity includes stability of the analyte in the bio-
logical matrix throughout variable environments spanning from sample
collection, storage, shipping, and further storage up to the last sample anal-
ysis. Sample integrity can be compromised by many factors such as inappro-
priate sample collection and storage, lack of controls, as well as insufficient
training of the clinical staff. The impact of sample collection and storage on
individual technique can be investigated as part of the experimental plan.
In some instance, genomic and proteomic functional markers can be used for
the assessment of sample integrity. It may be prudent to perform extensive
sample integrity investigation for a definitive study to cover unduly stressful
environment. The study protocol should include procedures for sample
collection, shipping and analysis, as well as sample storage and disposal.
If the procedures involve complex processing, on-site training of the clinical
staff may be warranted. Control and standardization of sample collection is
necessary to minimize variability from multiple clinical sites. Documenta-
tion on the sample chain of custody should be similar to that of a clinical
study for PK purpose. In late phase drug development with multiple
clinical sites, central sample repository provides a uniformed collection,
storage, and shipping process.

Serum is a cleaner matrix and more preferable than plasma and pose less
problem on lab automation. However, labile biomarkers may not tolerate
the coagulation process. Biomarkers involved in the coagulation pathway or
in platelet activation can only be quantified accurately in plasma. Sample
collection and handling present microenvironmental changes on dynamic
cell systems such as whole blood and tissue samples. The possible effect on
the subsequent biomarker assay must be considered to minimize artifacts.
For example, for flow cytometric assays, inappropriate handling of the
blood could activate certain cells, thus complicating the quantification of
cells, cell surface markers, or the expression of blood cell products. The
collection and processing of human tissue biopsies has historically focused
on obtaining clinical data (e.g., cancer diagnosis and staging). Until recently,
little emphasis has been put on the development of appropriate sampling
handling techniques (e.g., cryopreservation), which are essential for tissue-
based biomarker analyses. For tumor marker analysis, it is necessary to
freeze tissue specimens on dry ice in the pathology suite within 20-30 min of
collection or immediately immersed in ice and rapidly transported to a site
for cryopreservation and storage at —80°C. Minimizing heterogeneity
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during sampling is also important. Technologies such as flow cytometry and
laser capture microdissection can differentiate and separately collect cancer-
ous and noncancerous cells, where the latter can be used as controls.

Normalization can improve the consistency of a tissue biomarker.
An appropriate normalization factor (e.g., weight, protein content, precur-
sor protein, cell counts of the target cell type) should be in place. For
example, the total kinase content can be used to normalize phosphorylated
kinases. The sample integrity of the biomarker and the normalization factor
should both be maintained.

C. Method Validation: A Continual Process of Assay
Refinement for the Intended Application

1. REFERENCE STANDARD AND CALIBRATORS

A common problem of novel biomarker assays is the lack of well-
characterized and standardized reference materials. Initially, an emerging
novel biomarker prohibits the development of an “official” standard. Eventu-
ally, when the novel biomarker becomes well established in the research
community, reagent standardization can be addressed more effectively (Sec-
tion V.B on commercialization). Most biomarkers are endogenous compounds
with measurable levels in the biological matrix of interest. To prepare
calibrators in an analyte-free biological matrix, an altered substitute matrix
is often used. The substitute may be a stripped matrix with the analyte
depleted by charcoal or an affinity solid phase, other species matrix, a buffer
solution, or a matrix treated to degrade the analyte of interest. The basic
principle of the quantitation relies on the similarity of the response of the
analyte in the substituted matrix and in the biological matrix. The search for
a suitable substituted matrix is often a challenge for the development of
analytical methods for biomarker.

2. ASSAY DYNAMIC RANGE

The levels of the biomarker in the targeted and normal populations
should be used to plan the assay dynamic range, from lower to upper limits
of quantification (LLOQ to ULOQ) with expansion to accommodate high
concentration samples. Ideally, the assay range of the method should com-
mensurate with the biological range. However, this is not often the case. For
example, the biological range of a proinflammatory cytokine can be in the
low pg/ml in sera from asthmatic and rheumatoid arthritic patients, increas-
ing for certain patients with cancer and cardiovascular diseases, and to very
high concentrations in ng/ml range in the case of acute infection. In addi-
tion, sample concentrations are matrix dependent. In general, biological
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fluids in the circulation have lower concentrations than that of the target organ
and peripheral tissues. Usually, the calibrator range of an ELISA method would
not cover the entire biological spectrum. Consequently, high concentration
samples are diluted to extend the assay range. However, low concentra-
tion clinical samples may fall beyond the LLOQ of the method, that is, the
method lacks the required sensitivity. In such case, the project team needs to
understand the sensitivity limitation and decide on the appropriate action.
For example, the investigator may use values below the LLOQ but above
the limit of detection (LOD) to evaluate the changes, taking the risk of the
higher variability in that region.

If diurnal variability is expected, it is prudent to pool samples over 24 h or
to always collect samples at the same time of the day. The initial survey of
analyte range in the intended study population should also provide informa-
tion on assay variability versus biological (within and between individual)
variability, which help to design appropriate clinical and assay controls to
produce unbiased clinical answers. For cancer studies, there may not be
placebo or baseline samples available to differentiate the true drug effect
from the nonspecific variability of the biomarker expression or measurement
variability. In such case, the dose-response relationship data of the biomarker
and the correlation to clinical markers will be critical to demonstrate the
selective drug effect on the biomarker and its biological significance.

3. PARALLELISM AND DILUTION LINEARITY TO EVALUATE
MATRIX EFFECT

The calibrator preparation in an analyte-free substituted matrix instead of
the intended sample matrix is one major difference of biomarker assays
from that of drug compounds. It is crucial to demonstrate that the
concentration—-responses relationship in the sample matrix is similar to that
of the substituted matrix. Spike recovery experiments of the reference stan-
dard may be inadequate to evaluate the matrix effect, as the reference
standard may not fully represent the endogenous analyte. Instead, parallel-
ism experiments should be performed through serial dilution of a high
concentration sample with the calibrator matrix. Multiple individual matrix
lots should be tested to compare lot-to-lot consistency. In the instance that
limited amounts of sample are available, a pooled matrix strategy can be
used with caution as discussed by Lee et al. (2006).

When parallelism cannot be performed due to unavailability of samples
with sufficiently high analyte concentrations of analyte, method selectivity
may be assessed using spiked recovery and dilution linearity of spiked
samples. If there is an interference or matrix effect, the sample could be
diluted to reduce the background. The minimal required dilution should
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be determined and the same dilution applied to all samples to remove the
matrix effect (DeSilva et al., 2003).

4. VALIDATION SAMPLES AND QUALITY CONTROLS

Validation samples are used in prestudy validation to define intra- and
inter-run accuracy/precision and stability, providing data to demonstrate
the assay’s ability to meet study requirement for its intended application.
On the other hand, quality control (QC) samples play a role for determining
run-acceptance during specimen analysis. The validation samples can be
employed as QCs after prestudy validation. Validation samples and QC
should be as closely related to the study samples as possible. They can be
prepared from a pool of low-level samples after the initial screen of multiple
matrix lots. If a reference standard is available, known amounts of the
standard should be added to the low-level pool to prepare higher levels of
QC. Alternatively, lots with higher level could be pooled to prepare the high
concentration QCs for quasi-quantitative assays, and in some cases, also for
relative quantitative assays. The importance is to determine the values of the
validation samples and QC levels during prestudy validation, and then use
the determined values as targets for in-study assay performance assessment
for relative accuracy, precision, and stability. Preparation of validation
samples and QC in the substitute matrix, such as a protein-buffer, is not
recommended (Lee et al., 2006). In the case of rare matrix without sufficient
volume to prepare multiple levels, attempts should be made to prepare at
least one level of QC in that matrix.

The intended purposes and the expected method performance require-
ments should be predefined in a biomarker work plan. Many biomarker
assays are used for quantitative comparisons of dosing (or regiment treat-
ment) effects. The precision evaluation of a biomarker assay lends support to
the statistical significance of the results. Similar to drug/metabolite bioana-
lysis, precision is normally evaluated as inter- and intra-assay variations with
validation samples during method validation and QCs during clinical study
sample analysis. Recommendations for method development, validation
and sample analysis of biomarkers has been presented by Lee et al. (2006).

5. REGULATORY ISSUES

Biomarker development during discovery is not subjected to regulatory
control by government agencies or by the company’s internal Quality
Assurance (QA) units. In general, the objective is to detect dramatic effects.
During preclinical and clinical phases, the objectives shift to differentiate
graded trends and quantifiable changes to provide dose—exposure and res-
ponse calculations. In general, data in exploratory and/or early phase would
not be used for submission to government agencies to support safety and
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efficacy. If the data are used for important business decision-making, they
could be reviewed by the internal QA to assure that the data are reliable for
the important decision-making. On the other hand, biomarkers to support
drug safety should be performed under good laboratory practice (GLP).

There is a general lack of regulatory guidance on what needs to be done to
validate a biomarker assay. Routine and novel biomarkers are often per-
formed in both bioanalytical and clinical laboratories. Bioanalytical meth-
ods for PK studies follow the FDA guidance published in May 2001, which
is often referred to as “GLP-compliant” for convenience (FDA, 2001).
Although biomarker laboratory analyses have many similarities to those
used in toxicology and PK studies, the variety of novel biomarkers and the
nature of their applications often preclude the use of previously established
bioanalytical validation guidelines. Assays for diagnostic and/or treatment
decisions follow the standards, guidelines, and best practices required in the
Clinical Laboratory Improvement Amendments of 1988 (CLIA), developed
and published by Clinical and Laboratory Standards Institute [CLSI, for-
merly the National Committee for Clinical Laboratory Standards (NCCLS)]
(FDA 2001; National Committee for Clinical Laboratory Standards, 1999).
The CLSI/CLIA acceptance criteria are defined by the proven performance
of the method and adjusting them over time using a confidence limit-based
approach (Westgard and Klee, 1996).

For novel biomarker assays in early clinical phase development where
attrition of the clinical candidate and associated biomarker assays is high,
the assay may only be used for a short period of time to preclude the
establishment of appropriate confidence limits. In addition, the intended
applications of novel biomarkers differ in a pilot PoB study from that of a
confirmatory purpose. The rigor of the method validation usually increases
from the exploratory phase to the definitive studies. Therefore, current
regulatory guidelines are not suitable. Biomarker method development
and validation should be “Fit-for-Purpose” so that assays could be success-
fully applied to meet the intended purpose of the study, instead of following
a one-size-fit all guideline as discussed in the conference report of the AAPS
and Clinical Ligand Assay Society (CLAS) Biomarker Method Validation
Workshop in 2003 (Lee et al., 2005).

V. CLINICAL QUALIFICATION

A. Clinical Trials

Clinical qualification of a biomarker’s predictive use in drug development
is a graded evidentiary process of linking a biomarker with biological
processes, events, and clinical endpoints. Each study in a particular phase
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has special objectives that should be defined in a research plan. During the
clinical qualification, it is important to establish if the sensitivity and speci-
ficity of the biomarker to detect and assess the drug effect on the disease
can also be demonstrated in human. The ultimate goal is to determine if
the novel biomarker or a panel of biomarkers can substitute for a clinical
endpoint (surrogacy) base on evidences from comprehensive datasets. The
designation of surrogate endpoint or “valid biomarkers” would require
agreement with regulatory authorities.

The research plan for the clinical qualification of a novel biomarker is
often linked to more than one drug development programs of a similar
mechanism of action. Both novel and routine biomarkers are included in a
research plan of a target disease. Exploratory and confirmatory data of the
novel biomarker on the target hit will be accumulated and correlated (or
compared) to the established routine biomarkers, as well as the clinical
endpoints. Overall, the research plan should have sufficient details in the
design, execution, and data interpretation as well as the technical perfor-
mance for the candidate biomarker. The plan should include a section on
regulatory-related objectives such as confirmatory evidence, support of a
claim, replacement of the routine conventional measures, or voluntary data
submission. The development plan should specify the sampling size required
and criteria in statistical methods (e.g., receiver operation curve, principal
component analysis, Bayesian and artificial neural network, and so on) to
establish correlation, predictive utilities, and ultimately surrogacy (Antal
et al., 2004; Crawford, 2003; Liggett et al., 2004).

Survival is the standard clinical endpoint used in cancer drug approval.
However, it represents a pretty high bar for patients with refractory and
progressive tumors. The utilization of other clinical endpoints has not been
consistent. For example, time to progression and/or relapse, disease stabili-
zation, tumor size reduction, or other imaging clinical markers have been
considered as clinical endpoints. It is prudent to discuss with the regulatory
agency during preparation of the clinical trials on the selection of the
intended clinical markers and other clinical endpoints. Considerations
should be given to phase II trial designs that are more predictive of phase
III success. In addition, the clinical protocol design should allow evaluation
of biological heterogeneity for multicomponent statistical analysis.

Traditional measurements to assess clinical endpoints are often qualitative
(e.g., pain, quality of life, or tumor size in nominal scores; pathological staining
in ordinal scores). For effective statistical correlations of biochemical mark-
ers and clinical markers, it would be ideal if both sets of data were quantita-
tive. Technological advances offer unprecedented possibilities of quantitative
physiological measurements. For example, imaging is a relatively non-
invasive clinical marker that can now be used in a quantitative manner.
Clearly, there is an increasing need for cheaper and quantitative imaging
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(Leong and Leong, 2004). Imaging can become a clinical or surrogate
endpoint that provides earlier correlation than morbidity and mortality.
Digital imaging has become common practice in anatomical pathology to
replace photographic prints for reporting. More advanced computerized
imaging systems provide greater versatility, speed of turnaround, as well as
lowering the cost for incorporating macroscopic and microscopic pictures
into pathology reports. It allows the transmission to remote sites via the
Internet for consultation, quality assurance, and educational purposes,
and can be stored on and disseminated by CD-ROM. In addition, 3D
images of gross specimens can be assembled with the use of positron-emitting
radionuclides ("'C, *N, 0O, and '®F) or fluorescent molecular probes
of the drug, tumor-specific ligand or metabolite. Their applications in
research allow more objective and automated quantitation of a variety of
morphological and immunohistological parameters.

B. Biomarker Assay Commercialization

The translation of a novel biomarker methodology to an approved clinical
diagnostic test can help in post-approval surveillance of drug safety/efficacy
using the dataset from large patient populations. Therefore, the commer-
cialization of novel biomarkers becomes a necessity. Initially, diagnostic kits
and components are often “borrowed” for biomarker application during
drug development. These include FDA-approved products, kits for “re-
search only” (or in-house developed assays) and other commercial reagents.
Because the intended use for drug development is different from the diag-
nostic purposes, the laboratory must define the intended application and
carry out the appropriate validation. The shifted application of an assay
system from drug development to post-approval patient monitoring would
require 510(K) clearance from Office of In Vitro Diagnostics Device Evalu-
ation and Safety of the FDA for clinical use. Several aspects should be
considered for commercialization:

1. Standardization of reference material: Most protein biomarkers are
heterogeneous in nature; the endogenous form or forms may change depen-
dent on the health status. There is a general lack of standard reference
material in most kits for research use. For example, the commercial supplier
may assign a numerical value to the reference standard according to activity
results from its bioassays. As a result, it is not uncommon that the standard
material values may differ substantially between manufacturers or even
between lots from one manufacturer (Sweep et al., 2003). It is difficult to
define which form or combination of forms of the biomarker should be used
as the standard reference material. There have been continuing efforts to
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establish “gold” standards for tumor markers that have been deemed as
predictive to provide diagnostic and prognostic assessment for patients
(Barker, 2003; Basuyau et al., 2003; Hammond et al., 2003; Rafferty
et al., 2000). For novel biomarkers, similar collaborative efforts from the
diagnostic and pharmaceutical industries would be needed to render gold
standards as reference materials.

2. Standardization of QCs: For biomarker characterization and evalua-
tion the bioanalytical laboratories often use QCs prepared in house to assess
the assay performance (Table I). However, if the assay is going to be used in
a diagnostic laboratory, standardized QCs with the defined target values
must be available from a repository or commercial sources for clinical
laboratory certification and tracking as well as providing the ability to pool
the statistics within and among laboratories (Westgard and Klee, 1996;
Westgard et al., 1981).

3. Information sharing: The following information should be available
to facilitate commercialization: the expected biomarker ranges in normal
individuals and targeted populations, stability information of the analyte in
biological matrices, and the conditions for sample collection and storage to
preserve analyte integrity.

4. Codevelopment of FDA approved commercial test by diagnostic and
pharmaceutical companies: For example, HercepTest® was codeveloped
with Herceptin for patient entry criteria (DAKO HercepTest). In addition,
an immunoassay kit for the extracellular domain (p97-115 KD) of the
HER-2/neu receptor in human serum was developed for clinical patient
monitoring (Carney et al., 2003).

VI. CONCLUSIONS AND PERSPECTIVES

Genomic alteration at significant frequencies occurred in major can-
cer types, which provides a starting point of investigative experiments on
gene expressions in mRNA and protein alteration to identify drug targets
(Futreal et al., 2004). Modulation of transcription at the protein level by the
use of perturbing molecules that mediate between activation domains can
be studied in vitro, and further extend into the human system. There are a
lot more to learn about the genetics—chemistry—biology interplay for cancer
progression and intervention in the biomarkers’ translational processes
from in vitro and animal models to clinical application. More than ever,
collaborative efforts to pool, organize, and disseminate data on biomarkers
into useful knowledge must happen. One example is the volunteer pharma-
cogenomics data submission encouraged by the FDA (FDA, 2005; Lesko
and Woodcock, 2004). Pharmacogenomics data play an important role in
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cancer drug development and personalized treatment. The issues and com-
plexity of biomarker data are reflected in the challenges of pharmacoge-
nomics data generation and application. This includes assay validation and
standardization; uniform terminology of analytes (genes and gene pro-
ducts); interpretation of the biology and linkage to clinical significance
within the right context and with proper controls; and the standards for
transmission, processing, and storage of multidimensional data. At the same
time, important issues and concerns within the scientific and medical com-
munities, such as patient privacy, intellectual property, data, and process
control, will have to be addressed.

The importance of biomarker data to help moving the right drug can-
didates forward from discovery to preclinical and clinical and for post-
approval surveillance is increasing. This is in part due to the increased costs
and productivity pressure on pharmaceutical companies and the intensified
concern of drug safety during post-approval applications. Therefore, there
is a race for the discovery of novel biomarkers as well as novel analytical
methodologies for biomarker measurements. Genomic, proteomic, and me-
tabolomic research discover many individual or groups of putative biomar-
kers. These emerging biomarkers lengthen the list of biomarkers already
implicated by other approaches (e.g., epidemiology). Hundreds of candidate
biomarkers are being identified in their causal relationship to disease pro-
gression and drug intervening mechanism. Both on- and off-target biomar-
kers are studied to investigate the drug effect and the data used for drug
candidate selections. Bioinformatic tools with sound statistical treatments
are crucial for choosing the panels of biomarkers to be studies as well as
making the right decision to choose the right drug candidate to move
forward in drug development.

Successful identification and characterization of novel biomarkers will
improve the effectiveness of drug development. Technological translation
from frontier technologies used in discovery to preclinical and clinical
environment should be vigorously pursued to increase method throughput
and robustness for the application. Process and technological translation of
the candidate biomarkers from discovery into preclinical and clinical phases
demand careful planning and execution. The complexity and level of uncer-
tainty increase from the cell systems in discovery to preclinical animal
models and to human. In general, variability from the methodology is less
than that from the biological sources. Therefore, statistical tools must be
used to assess the variability from the different components for appropriate
data treatment and correlations. Judicious controls in clinical studies and
technological steps are necessary to tease out the true effects of the drug
treatment. A well-defined research plans in novel biomarker development
which are carried out with properly controlled experiments in clinical trials
will lead to successful biomarkers selection and application.
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Technological advances that provide improved sensitivity and selectivity
are fundamental for the success of biomarker discovery. In particular, tech-
nology integration of laser-microdissected cryostat sectioning, ProteinChip,
gene microarray, immunohistochemistry, multiplex binding assays, and
hyphenated MS methods (e.g., FACS-MS, MALDI-MS, and affinity-MS) will
likely brighten the future of biomarker discovery and translation through the
processes. Because these technologies evolved in a research environment,
translation for the application of preclinical and clinical samples requires
the cooperation of the scientists from discovery and clinical realms. A con-
sortium of biomarker has been proposed and finally formed in October 2006
by NIH, the FDA, and Pharmaceutical Research and Manufacturers of
America (PhRMa) to deposit information, share knowledge and resources,
and build consensus (MacGregor, 2004; Srivastava and Gopal-Srivastava,
2002). Standardization of methods, reagents, and QCs could also be included
in the organization goals. It takes concerted efforts and commitment to
materialize the potential of biomarkers to efficiently develop safer and more
efficacious pharmaceutical products, and provide clinical practitioners with
sensitive and specific biomarkers for cancer screening, patient monitoring,
and choice of therapy.
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Recent progress in discerning the molecular events that accompany carcinogenesis
has led to development of new cancer therapies directly targeted against the molecular
changes of neoplasia. Molecular-targeted therapeutics have shown significant improve-
ments in response rates and decreased toxicity as compared to conventional cytotoxic
therapies which lack specificity for tumor cells. In order to fully explore the potential of
molecular-targeted therapy, a new set of tools is required to dynamically and quantita-
tively image and monitor the heterogeneous molecular profiles of tumors in vivo.
Currently, molecular markers can only be visualized in vitro using complex immuno-
histochemical staining protocols. In this chapter, we discuss emerging optical tools to
image in vivo a molecular profile of risk-based hallmarks of cancer for selecting and
monitoring therapy. We present the combination of optically active, targeted nanopar-
ticles for molecular imaging with advances in minimally invasive optical imaging
systems, which can be used to dynamically image both a molecular and phenotypic
profile of risk and to monitor changes in this profile during therapy. © 2007 Elsevier Inc.

I. INTRODUCTION

Cancer is a major public health problem. Worldwide, more than 6 million
people die from cancer each year and more than 10 million new cases are
detected. In the last decade, the enormous progress made in discerning the
molecular events that accompany carcinogenesis has led to development of
new cancer therapies directly targeted against the molecular changes of
neoplasia. In preclinical and early clinical trials, molecular-targeted thera-
peutics (alone and in combination) have shown impressive response rates
and less toxicity than conventional cytotoxic therapies, which lack specific-
ity for tumor cells. For example, drugs such as Erlotinib and Erbitux have
increased responsiveness to chemotherapy and have shown responses in
patients who progress on conventional therapy. However, in order to
achieve the promise of molecular-targeted cancer therapeutics, a new set
of tools is required to dynamically and quantitatively image and monitor the
heterogeneous molecular profiles of tumors in vivo. This new set of tools
can: (1) enable rational selection of a regimen of targeted therapies, given a
quantitative image of the molecular profile of a patient’s tumor; (2) provide
a much more sensitive and rapid way to monitor the efficacy of targeted
therapeutics across an entire tumor, enabling changes to be made quickly
before a tumor has advanced to a clinically significant degree; (3) allow
design of more appropriate clinical trials of new molecular agents based on
alteration in molecular profiles of risk rather than maximal tolerated dose;
and (4) provide a dynamic approach to guide conventional tumor ablation,
based on a molecular profile of risk.

The traditional classification of cancer and its precursors is based on a
phenotypic profile of risk, including macroscopic parameters such as tumor
size, extent of invasion, and presence of metastases and microscopic para-
meters such as nuclear to cytoplasmic (N/C) ratio, differentiation, and
depth of epithelial involvement. Increasingly, molecular parameters of risk,
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such as the status of the epidermal growth factor receptor (EGFR), estrogen/
progesterone receptor, Her-2/neu, and c-kit, are being incorporated into
clinical therapeutic paradigms. Currently, molecular markers can only be
visualized in vitro using complex immunohistochemical staining protocols.
In this chapter, we will discuss emerging tools to image in vivo a molecular
profile of risk-based hallmarks of cancer, for selecting and monitoring
therapy. Imaging the molecular features of cancer requires molecular-
specific contrast agents which can safely be used in vivo as well as cost-
effective imaging systems to rapidly and noninvasively image the uptake,
distribution, and binding of these agents (Fig. 1). Here, we present the
combination of optically active, targeted nanoparticles for molecular imag-
ing with advances in minimally invasive optical imaging systems, which
provide tools to dynamically image both a molecular and a phenotypic
profile of risk and to monitor changes in this profile during therapy. Images
obtained in real time through low-magnification optical microscopes can
rapidly characterize tumor size and distribution, margin location, and mo-
lecular heterogeneity across a large field of view, based on a molecular
profile of risk. Then fiber optic endoscopes can be used to quantitatively
image areas of potential risk in 3D with subcellular resolution, in real time.
The combination of 2D surface imaging and 3D high-resolution imaging
affords the ability to profile a tumor and provide precise molecular infor-
mation with histologic quality spatial resolution. Further, optical imaging
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Fig. 1 Development of molecular-specific contrast agents for in vivo optical imaging of
carcinogenesis.
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systems are inexpensive, robust, and portable because of advances in com-
puting, fiber optics, and semiconductor technology. Thus, optical imaging
systems are ideally suited for minimally invasive, real-time selection, and
assessment of response to targeted therapeutics.

II. ROLE OF MOLECULAR-SPECIFIC OPTICAL
IMAGING OF CARCINOGENESIS

Rapid and noninvasive imaging of molecular features of cancer can provide
unprecedented ability to study the molecular processes associated with
carcinogenesis i vivo in humans. In particular, they can enable direct imaging
of the biology of invasion and monitoring of host response serially over time.
In this section, we give examples of the impact that molecular optical imaging
can play in advancing molecular therapeutics into future clinical practice.

A. Monitoring Effectiveness of Therapy

When choosing therapy, it is important to quickly determine whether the
patient is responding, to avoid progression of a nonresponsive tumor. There
is no reliable method to quickly determine the response of an individual’s
tumor to nonsurgical therapy. Determination of tumor response is routinely
assessed 8 weeks (chemotherapy) or 12 weeks (radiation) after initiation of
therapy by physical examination and radiographic scans. These methods are
grossly inadequate, relying predominately on lesion size. Even positron
emission tomography (PET) scans have limited applicability in this situation.
While an invasive biopsy can be performed during treatment, it only removes
a small portion (millimeters) of the area of interest and may not accurately
reflect overall treatment effectiveness. Furthermore, biopsy can be very pain-
ful due to mucositis and inflammation associated with therapy, and may lead
to problems with wound healing. It is even more difficult to assess response of
tumors to new, molecularly targeted therapy. For example, with antiangio-
genesis therapy, there is typically no major change in the gross size of tumors,
despite effective blockage of tumor vascular neoangiogenesis.

Thus, advancements that improve the ability to quickly and noninvasively
assess the response of a tumor to therapy have important benefits. Optical
molecular imaging can provide an important new tool to accurately assess
therapeutic response, bridging the gap between clinical exam and histologic
indicators of response. Because optical molecular imaging can assess cell
morphology, tissue architecture, and cancer-related biomarkers noninva-
sively, it provides a tool to assess response to therapy across an entire tumor.
Thus, it could enable clinicians to avoid unnecessary delay in identifying
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most effective therapy before a cancer has progressed to a stage where it is
difficult or impossible to treat successfully.

B. Rational Selection of Targeted Therapeutics

The development of cancer is a multistep process of genetic, epigenetic,
and metabolic changes resulting from exposure to carcinogens. For exam-
ple, in the progression of oral carcinogenesis, an accumulating series
of molecular alterations leads to EGFR activation, telomerase activation,
up-regulation of cyclooxygenase-2 (COX-2), and overexpression of cyclin D1
(Ang et al., 2002; Califano et al., 1996; Hanahan and Weinberg, 2000).
Elucidation of signaling pathways involved in initiation and progression of
malignancy has facilitated development of novel, targeted approaches to
cancer treatment. Signaling pathways targeted by these agents include
EGFR, vascular endothelial growth factor (VEGF), Ras, COX-2, and p53
(Lippman et al., 2005; Rhee et al., 2004). Understanding this progression
has provided a wealth of targeted therapeutics, including COX-2 inhibitors
(e.g., celecoxib, sulindac), tyrosine kinase inhibitors (e.g., Iressa), and vec-
tors that cause lysis of cells with deficient p53 activity (e.g., Ad-p53). These
agents represent a fundamental new approach to cancer therapy. Current
cancer therapeutics rely on cytotoxic drugs that lack specificity for tumor
cells; targeted therapeutics may provide greater efficacy with reduced side
effects (Holsinger et al., 2003). The success of targeted therapeutics for
chronic myeloid leukemia (CML) and gastrointestinal (GI) stromal tumors
illustrates the unique potential of these approaches. More recent work has
shown that combination therapies combining targeted agents can have
substantially greater response (Torrance et al., 2000). Many clinical trials
are currently underway with agents targeting EGFR and other tyrosine
kinases (ZD1839-Iressa, C225-Cetuximab), Ras signaling via inhibition of
farnesyltransferase (SCH6636), p53 gene pathways via gene transduction
with RPR/INGN 201, and COX-2 signaling with celecoxib. However, little
is known about how to rationally select the combination of agents for a
patient and how to rationally design dosing schedules and monitoring
strategies for future clinical trials.

Technological advancements in optical molecular imaging can provide the
ability to dynamically and quantitatively image the molecular profile of a
tumor. This can open the possibility for rational selection of a regimen of
targeted therapeutics, based on a molecular profile of risk and can provide a
tool to monitor whether the targeted therapy is having the desired effect,
enabling clinicians to avoid unnecessary delay in identifying the most effec-
tive therapy before a cancer has progressed to a stage where it is difficult or
impossible to successfully treat.
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III. CANCER BIOMARKERS AND
THERAPEUTIC TARGETS

Cancer results from accumulation of a series of key mutations in expand-
ing clones of cells. It has been shown that these molecular events play
a major role in cancer progression and can be valuable biomarkers for
cancer diagnosis, grading, and prognosis (Ang et al., 2002; van de Vijver
et al., 2002). It has been suggested that there are six acquired capabilities
shared by most human cancers which collectively dictate malignant growth
(Hanahan and Weinberg, 2000) (Fig. 2). In this chapter, we consider bio-
markers associated with four of these: (1) self-sufficiency in growth signals
(EGFR), (2) evasion of programmed cell death (anionic phospholipids),
(3) tissue invasion and metastasis: matrix metalloproteinases (MMPs), and
(4) sustained angiogenesis: VEGF and its receptors (Fig. 2).

Self-sufficiency in
growth signals

Evading
apoptosis

VEGF:R, R2
Anionic PL,
VEGF

Sustained Tissue invasion
angiogenesis and metastasis

Fig. 2 Strategy to develop contrast agents to monitor hallmarks of cancer (Califano et al.,
1996). Targets for contrast agents are shown in boxes outlined with dark black lines. Reprinted
from Cell, 100, Hanahan, D., Weinberg, R. A., The Hallmarks of Cancer, p. 57-70, 2000, with
permission from Elsevier.
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A. Epidermal Growth Factor Receptor

EGFR overexpression occurs in 80-100% of precancerous and cancerous
lesions of the oral cavity (Lippman and Hong, 2001). EGFR is also fre-
quently overexpressed in non-small cell lung cancer (NSCLC) (Hirsch
et al., 2003) and is a target of novel therapeutics. There are seven
known EGFR ligands, including EGF and transforming growth factor-a.
Ligand binding leads to receptor dimerization and autophosphorylation of
the receptor, which in turn activates signal transduction pathways leading to
increased cell proliferation and survival.

B. VEGF and Its Receptors

VEGEF is a key angiogenic factor that stimulates blood vessel growth in
normal and neoplastic tissues (Zhang et al., 2002). VEGF is expressed at
high levels in malignant tissues in many organ sites. There are two high-
affinity receptors for VEGF—R1 and R2. VEGFR2 is thought to be the
major initiator of angiogenesis in tumors. VEGFR1 and VEGFR2 are both
overexpressed in tumor cells and tumor endothelium, due to both increases
in ligand concentration and hypoxia (Brekken and Thorpe, 2001).

C. Matrix Metalloproteinases

At late stages of tumor progression, tumor cells invade adjacent tissue and
travel to distant sites to form metastases. Metastases cause 90% of human
cancer death (Sporn, 1996). MMPs enable invasion and metastasis and are
implicated in other activities important for tumor growth, such as angio-
genesis and growth signaling (Hanahan and Weinburg, 2000). For example,
it has been demonstrated in many studies that MMPs (MMP-1, -2, -3, -9,
-10, -11, -13, MT1-MMP) are all expressed in oral cancer and have roles in
tumor progression (Thomas et al., 1999 and references therein). MMP-2
and -9 are specific for collagen IV—these are the enzymes that allow for
invasion through the basement membrane into blood vessels/lymphatics.
MMP staining has been shown to progressively increase as the grade of the
lesion or stage of the tumor increased. Sienel et al. showed that homoge-
neous expression of MMP-9 and -2 can serve as significant indicators of
poor patient survival in lung carcinomas, as well (Passlick ez al., 2000;
Sienel et al., 2003). MMP-9 was overexpressed by a factor of 2, while
MMP-2 activity was increased by a factor of 17 in 36 lung cancer patients
(Hrabec et al., 2002).
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IV. OPTICAL TECHNOLOGIES

Molecular imaging requires two components: a molecular-specific source of
signal (typically provided through a contrast agent) and an imaging system to
detect this signal. In recent years, high-resolution micro-PET, MRI, and ultra-
sound have shown promise for molecular imaging in animal studies (Pomper,
2001). However, these systems are expensive and do not provide sufficient
resolution to image subcellular detail in real time. An alternative is optical
imaging. Optical imaging can be carried out noninvasively in real time, yielding
unprecedented spatial resolution (less than 1 um lateral resolution). Optical
imaging systems are inexpensive, robust, and portable. Confocal microendo-
scopes which image near-infrared (NIR) reflected light have been used to image
subcellular features in epithelial tissue at video rate to depths exceeding 400 pm
(Collier et al., 1998, 2000, 2002; Gonzalez et al., 1999a—e; Huzaira et al.,
2001; Langley et al., 2001; Rajadhyaksha, 2001; Rajadhyaksha et al., 1995,
1999a,b, 2001; Selkin et al., 2001; White et al., 1999). Optical coherence
tomography (OCT) has been used to profile NIR reflectance, assessing tissue
architecture to a depth of 2 mm, yielding information about the transition from
in situ carcinoma to microinvasive carcinoma (Bouma et al., 2000; Das et al.,
2001; Jesser et al., 1999; Li et al., 2000 Pitris, 1998; Pitris et al., 1999). Optical
imaging systems that detect tissue autofluorescence can give important molec-
ular information, mapping the intracellular concentrations of NADH and
FAD, for example (Richards-Kortum and Sevick-Muraca, 1996). We devel-
oped two types of optical systems to image tissue noninvasively: (1) widefield
microscopy, to image large fields of view with limited spatial resolution and
(2) confocal microscopy, to image tissue noninvasively with subcellular spatial
resolution. Over the last 15 years, we have intensively tested these systems to
aid in the early detection of cervical and oral neoplasia. Later in this chapter,
we demonstrate the integration of optical imaging devices with molecular-
specific contrast agents for monitoring of carcinogenesis. Here, we describe in
detail real-time optical imaging technologies that allow imaging of morpho-
logic and molecular features of neoplasia at two length scales. In the first, low-
resolution, widefield microscopes, capable of imaging areas with a large field
of view (5-15 cm), are used to identify areas suspicious for neoplasia.
In the second approach, high-resolution microscopes, operating near the dif-
fraction resolution limit, are used to image the morphologic and molecular
characteristics of neoplastic lesions.

A. Widefield Microscopy

In widefield microscopy, the tissue surface is illuminated with light; light
remitted from the surface is collected through an objective lens and directed
to a detector to form a 2D widefield image (Fig. 3). We developed simple,
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Fig. 3 In vivo widefield microscopy.

inexpensive systems to image tissue at video rate in vivo, providing infor-
mation to guide placement of higher resolution imaging systems. In one
approach, a simple colposcope (a low-power microscope used to view the
cervix) was modified to enable collection of quantitative images of tissue
autofluorescence—the resulting device is a multispectral digital colposcope
(MDC). In constructing the MDC, we used an inexpensive (<US$500),
commercially available, video-rate, color CCD camera to capture autofluor-
escence images at video rate in vivo (Benavides et al., 2003; Park et al.,
2005). Figure 4 illustrates typical results to image autofluorescence and
reflectance of the cervix. In colposcopy, a health care provider visually
examines pattern of white light reflected from the cervix before and after
application of acetic acid. We extended the ability of the colposcope to
measure tissue autofluorescence, which has the potential to increase both
specificity and sensitivity of the procedure and to guide where higher
resolution images should be obtained (Park et al., 2005; Svistun et al.,
2004). We explored the use of nonspecific contrast agents such as acetic
acid with the MDC to indicate regions of tissue to be probed in greater
detail.

We also applied widefield microscopy to demonstrate the feasibility of
detecting tumor margins in real time in the oral cavity. To evaluate the
concept of multispectral imaging of oral tissue, we investigated the auto-
fluorescence of ex vivo oral cancer lesions at several wavelength combina-
tions. Fluorescence of oral tissue specimens was observed through a widefield
multispectral imaging system. Figure 5 shows typical results. The system
consisted of a xenon light source and a CCD camera. The tissue was excited
at 340, 380, 400, and 440 nm, and tissue autofluorescence was collected at
510 and 530 nm. The specimen photographs were handed to an experienced
head and neck surgeon, blinded to the histopathological diagnosis of the
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Fig. 4 Multispectral digital microscope (top) and iz vivo images of cervical tissue obtained
with white light (middle) and 340 nm excitation (bottom). Published with permission from
Optical systems for in vivo molecular imaging of cancer, Technology in Cancer Research and
Treatment, 2, 491-504, 2003, TCRT. http://www.tcrt.org.

biopsies. Suspected neoplastic areas were encircled on photos, and
compared to histologic results. Best results were achieved at 400 nm excita-
tion and 510 nm detection (Svistun et al., 2004) and indicated that oral
cavity autofluorescence can easily enhance a clinician’s visual assessment of
normal and neoplastic mucosa in the oral cavity.

These systems can be also used to image fluorescence in intact small
animal models of neoplasia. Figure 6 shows white light and fluorescence
images of subcutaneous tumors from MDA-MB-435 human breast cancer
cells in a nude mouse model. Tumors formed with red fluorescence protein
(RFP) expressing cells show easily detectable autofluorescence as early as
2 weeks following injection of the cancer cells, while RFP negative control
tumors do not show detectable fluorescence. Micrometastases in the excised
lung (Fig. 7) can easily be detected via the RFP fluorescence.
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Fig. 5 Images of resected oral cancer obtained with white light illumination (top) and 440 nm
excitation, 530 nm emission (bottom). Yellow lines represent surgeon’s assessment of the margins
of abnormal tissue. Circles are biopsy sites: red = cancer, white = dysplasia, blue = normal.
Published with permission from Vision enhancement system for detection of oral cavity neoplasia
based on autofluorescence, Head & Neck, 26, 205-215, 2004, Wiley.

B. High-Resolution Microscopy

In order to image the morphologic and molecular changes of neoplasia with
cellular and subcellular detail, higher resolution microscopes are required.
Invivo confocal microscopes can provide detailed images of tissue architecture
and cellular morphology in living tissue in near real time. In epithelial tissue,
1 um resolution has been achieved with a 200-400 pum field of view and
penetration depth up to 500 um (Collier et al., 2002; Delaney and Harris,
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Fig. 6 Multispectral images of nude mice with subcutaneous tumors (MDA-MB-435 cells).
The top row shows white light and fluorescent images of tumors formed with the parental cell
line, 2 weeks following injection. The middle row shows white light and fluorescent images of
tumors formed with RFP-expressing cells 2 weeks after injection, while the bottom row shows
images 2 months after injection.

Fig. 7 Micrometastases in the excised lung. Left image (white light) and right image (red
fluorescence).

1995; Drezek et al., 2000; Rajadhyaksha, 2001; Rajadhyaksha, ez al., 1995,
1999a,b, 2001; Selkin et al., 2001; White et al., 1999). A nonfiber optic
version of a real-time reflectance-based confocal microscope showed promise
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to detect changes associated with cervical precancer (Collier et al., 2002;
Smithpeter et al., 1998). Figure 8 shows image pairs of normal (left) and
abnormal (right) biopsies from several patients and the corresponding his-
tology. In each pair, the difference in nuclear density and area is evident
between the normal and abnormal biopsy. Architectural similarities are also
evident between confocal and histologic images. The N/C ratio extracted
from confocal images gave best discrimination between high-grade lesions
and non-high-grade lesions.

C. Fiber Optic Microscopes

Fiber optic confocal microscopes are needed to obtain images clinically
(Minsky, 1955). These instruments are designed to be inserted through a
speculum, catheter, large-bore needle, or biopsy channel of an endoscope.
An example of a fiber optic reflectance confocal microscope with a minia-
ture, plastic injection-molded objective lens is shown in Fig. 9 (Liang et al.,
2002; Sung et al., 2002a,b). This system has a lateral resolution of ~2 pm,
an axial resolution of ~5 pm, and can obtain images throughout the entire
epithelial thickness in cervical tissue.

Later in this chapter, we discuss the combination of these optical imaging
technologies with optical contrast agents specific for cancer biomarkers.

V. OPTICALLY ACTIVE CONTRAST AGENTS

Luminescent organic dyes and fluorescent proteins have been traditional
optical contrast agents and their applications in biology and medicine are
described in a number of excellent reviews and books (Achilefu, 2004;
Geddes, 2004; Hassan and Klaunberg, 2004; Shah and Weissleder, 2005;
Tsien, 2005). Recently, a new paradigm has emerged in development of
optically active compounds which is based on nanoparticles with unique
size-dependent optical properties (Alivisatos, 2004; Chan and Nie, 1998;
Michalet et al., 2005; Santra et al., 2004). The nanoparticle platform offers
a number of advantages over the traditional fluorescent dyes including
greatly improved photostability, bright signal, and simple tunability of
optical properties (Alivisatos, 2004). Nanoparticles also provide high sur-
face area which can be easily modified using a variety of delivery, targeting,
and therapeutic moieties that enable the use of nanoparticles as a common
platform for multiple applications (Michalet et al., 2005).
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Fig. 8 Reflectance confocal images from the normal (left two columns) and abnormal (right two columns) biopsy pairs. Increased nuclear density can
be seen in the confocal images of the abnormal samples (C, G, and K). The confocal images were taken 50 um below the surface. The histologic images
were classified as normal (B, E and J), CIN I/IIl (D and H) and cancer (L). Scale bars in the confocal images are 50 um and 100 pm in the histology

images. Reprinted from Academic Radiology, Vol. 9, Collier, ez al., Near real time confocal microscopy of amelanotic tissue: detection of dysplasia in
ex vivo cervical tissue.
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Fig. 9 Miniature injection-molded 3.3X/1.0 NA microscope objective for reflectance confo-
cal microscopy. Published with permission from I vivo fiber optic confocal reflectance micro-
scope with an injection-molded plastic miniature objective lens, Applied Optics, 44, 1792-97,
200S.

In this chapter, we outline research activities in development of two
emerging types of optically active contrast agents: those based on metal
nanoparticles, which give a strong source of reflected light, and those based
on quantum dots, which are a strong source of luminescence. We also
discuss how the unique nanoscale sensitivity of quantum dots and gold
nanoparticles can be used to design smart contrast agents, which are dark
in the absence of a target ligand but become brightly luminescent on
exposure to the ligand to select and monitor targeted therapies. These smart
contrast agents rely on the strong ability of gold to quench the luminescence
of quantum dots when in close proximity.

Our strategies in the development of the optically active contrast agents
are outlined in Fig. 10. The agents consist of three parts: (1) a probe
molecule which provides molecular-specific recognition of cancer biomar-
kers conjugated to (2) a nanoscale optically interrogatable label in (3) a
permeation-enhancing delivery formulation. We use three types of molecu-
lar probes: monoclonal antibodies against cancer-specific biomarkers, pep-
tides selectively cleaved by cancer-related enzymes, and aptamers which
undergo conformational change on selective binding to cancer-related
growth factors. Together, this cocktail of contrast agents can constitute a
powerful approach to image the hallmarks of cancer at the molecular level
and to monitor the effects of targeted therapies on multiple crucial signaling
pathways, alone and in combination.
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Fig. 10 Contrast agent strategy. Published with permission from Optical Systems for in vivo
molecular imaging of cancer, Technology in Cancer Research and Treatment, 2, 491-504,
2003, TCRT. http://www.tcrt.org.

A. Metal Nanoparticles

1. OPTICAL PROPERTIES

Gold nanoparticles have been extensively used as stains in electron
microscopy of Horisberger (1981) and Geoghegan and Ackerman (1977).
As a result, the fundamental principle of interactions between gold particles
and biomolecules, especially proteins, have been thoroughly studied. How-
ever, colloidal gold nanoparticles exhibit beautiful and intense colors in the
visible and NIR spectral regions. These colors are the result of excitation of
surface plasmon resonances and are extremely sensitive to the sizes, shapes,
and aggregation state of the particles, to the dielectric properties of the
surrounding medium, and to adsorption of ions on the particle surface
(Mulvaney, 1996).
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The tremendous potential of using metal nanoparticles as optically in-
terrogatable biological labels has recently been recognized, leading to
development of a variety of novel applications in bioanalytical chemistry
with unprecedented sensitivity (Elghanian et al., 1997; Kneipp et al., 2002;
Nabiev et al., 1991; Nie and Emory, 1997; Schultz et al., 2000; Yasuda
et al., 2001; Yguerbide, 2001). The ability to resonantly scatter light at
frequencies coinciding with the particles’ surface plasmon resonances is still
to be explored for in vivo biological applications. Recently, it has been
demonstrated that this property can be used in the development of contrast
agents for in vivo reflectance (Sokolov et al., 2003a,b). The scattering cross
section of gold nanoparticles is extremely high compared to polymeric
spheres of the same size (Fig. 11), especially in the red. This property is
crucial for development of contrast agents for optical imaging in living
organisms because light penetration depth in tissue dramatically increases
toward the red and NIR optical region. Another interesting optical property
of metal nanoparticles is the increase in scattering cross section per particle
when the particles aggregate (Fig. 11, right). These changes produce a large
optical contrast, in both the scattering cross section and the wavelength
dependence of the scattering, between isolated gold particles and assemblies
of gold particles. This increase in contrast improves the ability to image

Agglutinated

71 nm gold

Reflectance (a.u.)

E 79 nm polystyrene
0

0
400 450 500 550 600 650 400 450 500 550 600 650
Wavelength (nm)

Fig. 11 Light scattering by suspensions of polystyrene spheres and gold nanoparticles with
the same concentration (left). Comparison of scattering of isolated and agglutinated conjugates
of 12 nm gold particles with EGFR antibodies (right). Published with permission from Real-
Time Vital Optical Imaging of Precancer Using Anti-Epidermal Growth Factor Receptor Anti-
bodies Conjugated to Gold Nanoparticles, Sokolov, K., Follen, M., Aaron, J., Pavlova, 1.,
Malpica, A., Lotan, R., and Richards-Kortum, R., Cancer Research, 63:1999-2004, May 1,
2003.
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markers which are not uniquely expressed in diseased tissue, but are ex-
pressed at higher levels relative to normal tissue, and to develop sensitive
labeling procedures which do not require washing steps to remove single
unbound particles.

2. SYNTHESIS

We explore vital reflectance imaging using both gold and silver nanopar-
ticles. The major focus is on development of agents based on gold because it
is widely recognized that gold is biocompatible and can be used directly for
in vivo applications. However, silver particles exhibit higher extinction
coefficients and provide higher enhancement of the local electromagnetic
field and of other effects associated with optical excitation of surface
plasmon resonances (Zeman and Schatz, 1987). Silver particles are not as
stable or biocompatible as gold nanoparticles. This issue can be addressed
by encapsulating silver particles inside an inert material such as silica
coating (Sokolov et al., 1998). This coating stabilizes particles and provides
a well-characterized surface for chemical immobilization of biomolecules.

Gold and silver colloids can be prepared from chloroauric acid (HAuCly)
and silver nitrate (AgNOj3), respectively, by using a variety of reducing
agents (Cotton, 1988; Frens, 1973; Hildebrandt and Stockburger, 1984;
Lee and Meisel, 1982; Schneider, 1988; Wilenzick et al., 1967). Preparation
of highly uniform gold colloids with particle sizes ranging from about
10 nm to ca. 100 nm was demonstrated using sodium citrate reduction of
chloroauric acid (Frens, 1973). This colloid exhibits a single extinction peak
ranging from 500 nm to about 540 nm depending on particle size. Sodium
citrate reduction of silver nitrate results in a colloidal solution with about
35-nm-diameter silver particles and a single peak at 410 nm (Hildebrandt
and Stockburger, 1984; Lee and Meisel, 1982). The distribution of silver
particles is significantly broader; however, the procedure is highly reproduc-
ible. Silver particles with narrower distributions and different diameters can
be prepared using a starter hydrosol (Schneider, 1988).

Scattering properties of metal nanoparticles strongly depend on their size
and shape. By changing sizes, metal nanoparticles that exhibit different
colors in reflected light can be produced (Fig. 12). The strength and wave-
length dependence of this scattering can be predicted using Mie theory.
Additionally, the position of the surface plasmon resonances of gold and
silver can be significantly altered by using nanocomposite materials de-
scribed by Sershen et al. (2000) and Averitt ez al. (1999). These materials
consist of a dielectric optically inert core particle and an optically active
gold shell and can be prepared in a variety of sizes. Another approach to
tune optical properties of metal nanoparticles is based on template syn-
thesis (Haes and Van Duyne, 2002). In one method, metal nanoparticles of
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Fig. 12 Scattering of silver nanoparticles with different sizes. Similar tuning of optical
properties can be achieved with gold.

pyramidal shape with different sizes can be synthesized inside cavities
formed by a dense monolayer of polystyrene beads on a flat substrate. After
synthesis, the nanoparticles can be removed from the surface by a simple
one-step procedure. The available variety of the synthetic methods
allow optimization of scattering properties of contrast agents to take
advantage of optical regions where tissue is most transparent depending
on the degree of tissue penetration required. Another important venue is to
use particles of different sizes conjugated to different probe molecules to
achieve multicolor labeling.

3. CONJUGATION

There are a variety of possible strategies for preparation of conjugates of
gold particles with cancer-specific probe molecules. Well-characterized con-
jugation protocols have been developed to prepare gold immunostains for
electron microscopy (Geoghegan and Ackerman, 1977; Horisberger, 1981).
Briefly, the procedure is based on noncovalent binding of proteins at their
isoelectric point (point of zero net charge) to gold particles. The complex
formation is irreversible and very stable. In fact, the shelf life of the con-
jugates is so long that the most commonly used gold immunostains can be
routinely purchased from major biochemical companies. Moreover, a varie-
ty of thiol-terminated heterogeneous cross-linkers can be also used to cova-
lently attach monoclonal antibodies to a gold surface. This approach is
preferable for in vivo applications because it allows coadsorption of other
thiol-terminated molecules, such as polyethylene glycol (PEG), which is
important to increase circulation of the contrast agents in the body after
systemic delivery. For vital imaging with contrast agents based on metal
nanoparticles, it is imperative to develop bioconjugates that have very low
nonspecific binding and are not accumulated by the reticuloendothelial
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system. This issue is usually addressed by coadsorbing PEG and probe
molecules on the surface on nanoparticles. This strategy has been recently
demonstrated in experiments on iz vivo molecular-specific imaging of em-
bryogenesis using quantum dots (Dubertret et al., 2002) and in colloidal
gold drug delivery system in live mice (Paciotti et al., 2001).

B. Quantum Dots

1. OPTICAL PROPERTIES

Semiconductor nanocrystals with diameters smaller than the Bohr exciton
diameter—on the order of 1-10 nm—exhibit size-dependent optical proper-
ties due to quantum confinement of electrons and holes and are often
referred to as “quantum dots.” Fluorescence emission from the quantum
dots can be tuned by size and composition to range from 400 nm to 2 um
with very narrow emission bandwidths of approximately 20-30 nm (Banin
et al., 1998; Murray et al., 1993). Quantum dots of different size that emit
fluorescence at different wavelength can be excited at a single wavelength
greater than their respective absorption edges. This provides a unique opp-
ortunity to do multicolor imaging experiments with a single excitation
wavelength (Lacoste et al., 2000). Despite the obvious advantages of quan-
tum dots as compared to conventionally used fluorescence labels, their
biological applications have been hampered by the low solubility of semi-
conductor materials which comprise the dots. Recently, new chemical stra-
tegies were proposed to make water-soluble quantum dots that immediately
resulted in exciting applications of quantum dots for biological imaging
(Akerman et al., 2002; Bruchez et al., 1998; Chan and Nie, 1998; Chan
et al., 2002; Dubertret et al., 2002; Parak et al., 2002). Comparison of
quantum dots to one of the brightest fluorescent molecules—Rhodamine 6G
(R6G)—showed that the quantum dots are 20 times as bright, 100 times as
stable against photobleaching, and one-third as wide in spectral linewidth
(Chan and Nie, 1998).

A variety of different types of quantum dots have been used for biological
labeling: CdS for UV-blue, CdSe for the bulk of the visible spectrum, and
CdTe for the far red and NIR. Although the semiconductor dictates the
spectral region where the emission occurs, the size of the particle can shift
the wavelength—the absorption onset and emission shift to larger energy
with decreasing size (Bruchez et al., 1998). Our research has recently
focused on CdTe quantum dots because the emission wavelengths fall
within 600-1300 nm, the spectral region which has been demonstrated as
best suited for biological imaging due to an increase in the penetration depth
of light in tissue (Peng and Peng, 2001).
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2. SYNTHESIS AND CONJUGATION STRATEGIES

A variety of semiconductor nanocrystals, or quantum dots, with relatively
high-quality optical properties can be produced using solution-phase meth-
ods (Holmes et al., 2001; Korgel and Fitzmaurice, 1999; Murray et al.,
1993). The nanocrystal preparations must yield nanocrystals with a tight
size distribution (to eliminate inhomogeneous broadening of optical proper-
ties), crystalline cores with few compositional and structural defects, and
well-passivated surfaces. The most successful route to synthesizing semi-
conductor nanocrystals has been through arrested precipitation with
subsequent size-selective precipitation (Korgel and Fitzmaurice, 1999;
Murray et al., 1993). Arrested preparation methods rely on binding bulky
“inert” ligands to the particle surfaces during growth. Thiols have been used
as capping ligands in a relatively general way since they adsorb to a wide
variety of semiconductor materials. Other capping ligands include phos-
phines, amines, and carboxyl groups, depending on the chemistry of the
inorganic material. The ligand extending away from the particle surface
determines the particle solubility. Particles can be functionalized with either
hydrophobic (i.e., alkanes) or hydrophilic (e.g., carboxyl or amine groups)
moieties. The nanocrystals are sufficiently stable that chemistry can be done
to their surfaces.

CdTe quantum dots are synthesized using a modification of the organo-
metallic method developed by Peng and Peng (2001). Briefly, cadmium
oxide (CdO) and n-tectradecylphosphonic acid (TDPA) are loaded with
trioctylphosphine oxide (TOPO) into a reaction flask. The mixture is heated
to 340°C under nitrogen to form a Cd-TDPA complex. As the mixture
cools, a tellurium-trioctylphosphine (TOP) complex is injected. Spherical
nanocrystals form quickly, resulting in monodisperse (Fig. 13), highly lumi-
nescent CdTe nanocrystals. The mixture is cooled and chloroform is
injected to quench the reaction. Nanoparticles are isolated and cleaned by
precipitation with ethanol. We showed that the size of the resulting nano-
crystals is dependent on the temperature at which the TOP/tellurium is
injected into the cadmium/hexylphosphonic acid (HDPA)/trioctylphosphine
oxide (TOPO); as temperature of injection increases, the size of the nano-
crystal increases but with a loss of quantum yield. The TOPO/TOP capping
renders the quantum dots soluble in organic solvents, but not in aqueous
environment. A post-synthesis ligand exchange is performed with mercap-
topropionic acid (MPA) to render the quantum dots water soluble, and
the carboxyl group extends into the solvent for use in subsequent linking
to a targeting biomolecule using cross-linking agents similar to procedure
described by Chan and Nie (1998). In another approach, we carried out
a partial ligand exchange with biotinylated PEG thiol; the avidin-biotin
reaction can be used to add biotinylated targeting moieties (Fig. 14).
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Fig. 13 PL emission spectra of CdTe nanocrystals of increasing diameter (from ~2 to 6 nm)
left to right. The excitation wavelength was 540 nm for all of the nanocrystals. (Right) TEM
image of a CdTe nanocrystals showing its internal crystallinity and spherical shape (Shieh,
Saunders, and Korgel, unpublished data).

Alternatively, quantum dots can be encapsulated by silica and, then, a
variety of silanization reagents can be used to introduce functional groups
to silica surfaces for subsequent protein immobilization (Bhatia, 1989).

C. Smart Contrast Agents

A number of enzyme-activatable fluorescent probes have been developed
and tested for use in optical molecular imaging of cancer. In particular,
a number of protease-specific imaging probes have been developed to image
cathepsin-B (Bogdanov et al., 2002; Bremer et al., 2002, 2005), MMP-2
(Bremer et al., 2001; Funovics et al., 2003), and caspase-3 (Chiang and
Truong, 2005). In this approach, multiple residues of an NIR fluorophore,
typically Cy5.35, are coupled via a long circulating graft copolymer contain-
ing a cleavable peptide spacer that serves as cleavage sites for recognizing
proteases. When the fluorophores are in close proximity, mutual energy
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transfer results in strong quenching of fluorescence. However, following
enzymatic cleavage of the backbone, the fluorophores are released, resulting
in strong detectable fluorescence. These enzyme-sensing molecular beacons
were used to image the presence of cathepsin-B in dysplastic adenomatous
polyps in a mouse model (Marten et al., 2002) and MMP-2 via a synthetic
MMP-2 substrate peptide spacer (Gly-Pro-Leu-Gly-Val-Arg-Gly-Lys) (Bremer
et al., 2001). In vitro cleavage of the peptide spacer by MMP-2 releases
dye molecules; fluorescence intensity increases by 850% due to dequenching
(Bremer et al., 2001). Activation could be blocked by MMP-2 inhibitors.
Activated probe could be detected in MMP-2 positive tumors implanted in
nude mice 1 h following i.v. injection with a twofold increase in fluorescence
compared to MMP-2 negative tumors.

Molecular beacons have been used to probe mRNA expression in living
cells (Tsourkas et al., 2002). This approach uses a single beacon consisting
of an oligonucleotide probe capable of forming a stem-loop hairpin struc-
ture with a reporter fluorescent dye at one end and a quencher at the other
end. In the absence of the target, the beacon is dark. When target RNA is
present, the beacon opens and hybridizes; the quencher moves sufficiently
far from the fluorophore resulting in bright emission (Tsourkas et al., 2002).
While this approach provides a tool to probe gene expression in living cells,
background fluorescence due to incomplete quenching limits sensitivity.
A more sensitive approach uses a pair of molecular beacons, one with
a donor and the other with an acceptor fluorophore, that hybridize to
adjacent regions on a single mRNA target (Santangelo et al., 2004).
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Thus, incomplete quenching limits the sensitivity of current molecular
beacons for molecular imaging. Recent studies show that gold metal effi-
ciently quenches the fluorescence of many fluorophores (Dulkeith et al.,
2002), and this approach has been used to provide efficient quenching in
molecular beacons recently (Dubertret et al., 2001). Gold nanoparticles
quench the fluorescence of cationic polyfluorene with Stern—Volmer con-
stants near 10" M™!, which is 9-10 orders of magnitude larger than
small molecule dye-quench pairs. In addition, gold is immune to photo-
bleaching problems associated with dye-based systems (Dulkeith et al.,
2002). Dulkeith et al. (2002) examined these effects for quenching lissamine
fluorescence via colloidal gold as a function of particle diameter ranging
from 2 to 60 nm. Multiple lissamine molecules were covalently attached to
the gold via a 1 nm thioester spacer. Quenching of greater than 99% of
fluorescence was observed with 30-nm diameter gold particles.

VI. DELIVERY OF CONTRAST AGENTS IN VIVO

Different delivery formulations may be required for different clinical
applications, and optimizing these formulations is an important part of
the design of a successful imaging strategy. To select therapy, to guide
resection, and to monitor response to targeted therapies in epithelial malig-
nancies, topical application may be the route of choice, since the contrast
agent can be applied directly to the tumor, the margin, and the tumor bed.
To monitor molecular therapeutics of deep tumors and metastases, greater
penetration may be required and thus systemic injection may be the optimal
approach.

A. Topical Delivery

Systemic delivery of imaging nanoparticles such as quantum dots have
been recently described in a number of reports (Akerman et al., 2002; Kim
et al., 2004; Larson et al., 2003). However, less data are available on topi-
cal delivery of contrast agents (Sokolov et al., 2003b). Here, we describe
topical delivery formulations which combine mucoadhesive polymers and
penetration enhancers. The goal is to (1) increase mucoadhesion of the
nanoparticles, (2) increase penetration into the epithelial layer, and (3) to
preserve the specificity of the contrast agents for cancer biomarkers. Below,
we give three examples of polymer formulations that appear promising for
topical delivery of contrast agents.
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Polycarbophil-PVP: It is based on a combination of mucoadhesive poly-
carbophil (1-3% w/v, B. E Goodrich) and 1-3% polyvinylpyrrolidone (PVP
K-90, BASEF). Polycarbophil is a water insoluble (but swellable) polymer
that is highly mucoadhesive and has been used in vaginal and topical drug
delivery (Bernkop-Schnurch et al., 2000; Chang et al., 2002a,b; Eouani
et al., 2001; Kerec et al., 2002; Lehr et al., 1992, 1994; Luessen et al.,
1995), specifically for the delivery of progesterone (e.g., Replens, Columbia
Laboratories Inc.). PVP is a widely used excipient in topical formulations
(e.g., Povidone) and could enhance the permeability of the mucosal surface.

Carbopol-PVP: Carbopol (Noveon Inc., or Polymer Sciences, NJ), a
water-soluble polymer, along with PVP as a permeation enhancer. Carbopol
(polyacrylic acid) is a highly bioadhesive polymer that has been shown
to adhere strongly with different mucosal surfaces (Chun ef al., 2002; Lee
and Chien, 1996; Oechsner and Keipert, 1999; Park and Robinson, 1987;
Rossi et al., 1999; Ugwoke et al., 2000; Warren and Kellaway, 1998). Low
concentration should be used to ensure that the formulation can be washed
away before imaging and to ensure adequate diffusion of particles out of the
formulation and into the mucosa.

Chitosan—Carboxymethylcellulose: Chitosan is a biocompatible polymer
that has been widely used in drug delivery and topical wound-healing
applications. Chitosan, a highly mucoadhesive polymer (Bernkop-Schnurch,
20005 Ferrari et al., 1997; Filipovic-Greic et al., 2001; Singla and Chawla,
2001), increases paracellular permeation of drugs, peptides, and proteins
across the mucosal epithelium (Dodane et al., 1999; Kotze et al., 1997,
1999; Senel and Hincal, 2001; Thanou et al., 2000, 2001a,b) and is widely
used in nasal and oral delivery as well as in some studies for vaginal delivery
(Genta et al., 1999; Kast et al., 2002). A 0.1-0.5% solution of chitosan (MW
~290,000) containing 5% carboxymethyl cellulose (a viscosity enhancer)
would provide an appropriate solution for the topical application of contrast
agents.

Both carbopol and polycarbophil are widely used in mucosal formations;
however, neither has been previously used for nanoparticle delivery. The
third approach differs from the first two because of the permeation-
enhancing properties of chitosan. These delivery formulations have to be
still thoroughly tested in tissue cultures and animal experiments before
transition to clinical testing.

B. Systemic Delivery
One of the promising approaches to formulating nanoparticles for sys-

temic delivery is the use of PEG-functionalized nanoparticles where the
distal end of the PEG is conjugated to the targeting ligand. This design
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ensures appropriate targeting of the nanoparticles without steric hindrance
while at the same time providing “stealth” properties to the particles for
prolonged systemic bioavailability. This can be achieved using a heterobi-
functional PEG carrying a thiol group at one end and an N-hydroxysucci-
nimide (NHS) ester at the other end (SH-PEG-NHS, Nektar Therapeutics,
MW 3400). First, the SH-PEG-NHS is reacted with the targeting antibody
or aptamer (carrying a primary amine end group) under reducing condition
(i.e., presence of 0.1 mM dithiotrietol, pH 8.5, phosphate buffer) to gener-
ate SH-PEG-ligand.This ensures that the SH groups do not form disulfide
bonds during the reaction. Then, SH-PEG-ligand is conjugated directly to
the gold nanoparticles or is attached to the surface of quantum dots using a
ligand exchange reaction. Another approach has been reported by Nie (Gao
et al., 2004) where amphiphilic triblock copolymers (polybutacrylate—
polyethacrylate—polymethacrylic acid) are used as a micellar coating on
quantum dots for i vivo delivery.

VII. MOLECULAR-SPECIFIC OPTICAL IMAGING

A. Metal Nanoparticles

First applications of silver and gold nanoparticles as scattering contrast
agents for in vitro biological assays were reported by Schultz et al. (2000)
and Yguerabide et al. (2001). It was demonstrated that scattering signal from
the single nanoparticles can be millions of times brighter than signal
from individual fluorescent molecules that can enable development of ultra-
sensitive immuno and DNA probe assays. Our group has been working on
development of contrast agents based on gold nanoparticles for detection of
cancer biomarkers in living cells (Sokolov et al., 2003a,b). In this section,
we demonstrate molecular-specific imaging of EGFR using gold bioconju-
gates with anti-EGFR monoclonal antibodies. In these studies, gold nano-
particles with ca. 12 nm in diameter were used. Our data show that gold
conjugates are stable in biological samples and do not exhibit nonspecific
aggregation.

1. METAL NANOPARTICLES AND EGFR

Figure 15 shows confocal reflectance and combined transmittance/reflec-
tance images of SiHa (human cervical cancer cell line) cells labeled with
anti-EGFR/gold conjugates. Labeling predominately occurs on the surface
of the cytoplasmic membrane, specifying the transmembrane localization of
EGFR. The intensity of light scattering from the labeled cells is ca. 50 times
higher than from unlabeled cells. Therefore, unlabeled cells cannot be
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Fig. 15 Confocal reflectance (A) and combined reflectance/transmittance (B) images of
labeled SiHa cells. Scattering from gold conjugates is false-colored red (scale bar: ca. 20 pm).
Published with permission from Real-Time Vital Optical Imaging of Precancer Using Anti-
Epidermal Growth Factor Receptor Antibodies Conjugated to Gold Nanoparticles, Sokolov,
K., Fallen, M., Aaron, J., Pavlova, I., Malpica, A., Lotan, R., and Richards-Kortum, R., Cancer
Research, 63: 1999-2004, May 1, 2003.

resolved on the dark background. In fact, light scattering from the labeled
cells is so strong that it can be easily observed using low-magnification
optics and an inexpensive light source such as a laser pointer (Sokolov
et al., 2003b). No labeling was observed with nonspecific monoclonal
antibodies. We observed heterogeneous labeling of SiHa cells in suspension.
Heterogeneity of protein expression in cell lines is not uncommon and has
been described before in the case of EGFR (Monaghan et al., 1990).
We determined that ca. 5 x 10* gold conjugates are bound per cell. This
number correlates very well with our measurements of the amount of EGFR
per SiHa cell using flow cytometry that yielded 5 x 10* receptors per cell.

We extended our work using anti-EGFR gold conjugates to label organ
cultures of normal and neoplastic cervical tissue. Cultures were incubated in
a solution containing contrast agent, then the excess of the contrast agents
was removed and the specimens were imaged with reflectance-based confo-
cal microscopy. The bright “honeycomb” like structure of labeled cellular
cytoplasmic membranes of closely spaced cells can be easily seen in a section
of an abnormal biopsy (Fig. 16, top A). No labeling of the normal biopsy
can be seen when the sample is imaged under the same acquisition condi-
tions (Fig. 16, top B). Anti-EGFR/gold conjugates did not bind to the
stromal layer of cervical biopsies.

2. COMPARISON OF GOLD AND FLUORESCENT LABELING

We conducted studies of EGFR labeling in cervical biopsies using gold
anti-EGFR conjugates (Sokolov et al., 2003b) and in oral cavity biopsies
using fluorescent dyes (Hsu et al., 2004). The cervix and oral cavity are both
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Fig. 16 Squamous cervical epithelium labeled with anti-EGFR antibodies/gold nanoparticles
conjugates: (A) abnormal and (B) normal epithelium obtained under the same acquisition condi-
tions. Published with permission from Real-Time Vital Optical Imaging of Precancer Using Anti-
Epidermal Growth Factor Receptor Antibodies Conjugated to Gold Nanoparticles, Sokolov, K.,
Follen, M., Aaron, J., Pavlova, L., Malpica, A., Lotan, R., and Richards-Kortum R., Cancer
Research, 63:1999-2004, May 1, 2003. Squamous oral epithelium labeled with anti-EGFR bio-
tinylated antibodies and Alexa Fluor 660 fluorescent dye/streptavidin complex: (C) clinically
abnormal (moderate dysplasia), (D) clinically normal.

covered by a squamous epithelium which undergoes very similar progres-
sions from normal to malignant stages. The level of EGFR expression of
cancerous cells is very similar in both epithelia (Carpenter, 1987; King and
Sartorelli, 1989). Therefore, the labeling results obtained in these two
studies can be compared. Figure 16 shows images of abnormal (moderate
dysplasia)/normal pairs of human squamous epithelium labeled using anti-
EGFR monoclonal antibodies conjugated with 12 nm gold nanoparticles
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(Fig. 16, top) and anti-EGFR monoclonal antibodies complexes with Alexa
Fluor 660 streptavidin (Fig. 16, bottom). The ratio of signal intensity bet-
ween the normal and the abnormal biopsies is ca. 15 and ca. 3 in the case of
gold nanoparticles and the fluorescent dye, respectively. It is important to
note that two washing steps in 1 x phosphate buffered saline (PBS) had been
carried out before the fluorescent images were obtained. No washing steps
were required for the reflectance imaging with gold nanoparticles.

High-contrast imaging with gold nanoparticles without intermediate
washing steps is possible because nanoparticles undergo significant changes
in optical properties when they form closely spaced assemblies on the
surface of malignant cells. In assemblies, the total scattering cross-section
scales with N?, where N is the number of nanoparticles in the assembly.
In addition, electrodynamic coupling between the scattered fields of adja-
cent nanoparticles results in a simultaneous red shift of the resonance
scattering spectra (Sokolov et al., 2003b; Fig. 11, right). This shift can be
used to tune the excitation wavelength for detection of labeled cells in the
presence of single unbound gold bioconjugates.

3. SIGNAL INTENSITY: GOLD NANOPARTICLES VERSUS
FLUORESCENT DYES

The signal intensity of the abnormal biopsy labeled using gold bioconju-
gates (Fig. 16, top A) is ca. 80 times higher than the signal collected from the
fluorescently labeled specimen (Fig. 16, bottom). It has been reported that
the cross section of scattering from a 50 nm gold particle is approximately a
millionfold larger than the absorption or emission cross sections of the
brightest known organic molecules or even quantum dots (Alivisatos,
2004). The scattering signal can be dramatically increased because the
scattering cross section of gold nanoparticles increases as the sixth power
of their radius. This enables a very simple way of changing signal strength
which is not that simple in the case of fluorescent dyes or quantum dots.
Gold nanoparticles are also immune to photobleaching and do not undergo
any photochemical reactions which can be potentially toxic.

4. IMAGING OF METAL NANOPARTICLES

Imaging of cancer cells labeled with gold nanoparticles can be performed
using microscopic detection with widefield illumination (not shown) or
with scanning confocal microscope (Figs. 15 and 16). The detection can
be also carried out using macroscopic widefield of view CCD cameras with
a broad band white light source. The macroscopic detection can be opti-
mized using illumination through band-pass filters in red optical region
where the labeled cells have increased scattering.
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5. SAFETY OF METAL NANOPARTICLES FOR IN VIVO USE

Contrast agents based on gold nanoparticle antibody conjugates have the
potential for in vivo use, with topical or systemic delivery. The inherent
biocompatibility of gold implies that they can be used directly in vivo
without the need for protective layer growth. In fact, long-term treatment
of rheumatoid arthritis utilizes gold (Abrams and Murrer, 1993) (up to a
cumulative dose of 1.2-1.8 g/year for up to 10 years). It has been shown
that prolonged treatment with gold salts leads to formation of gold crystals
and their deposition in lysosomes of macrophages (Beckett et al., 1982;
Smith et al., 1995; Yun Patricia et al., 2002). This condition is called
chrysiasis and it was first described in 1928. Chrysiasis is the development
of a blue—gray pigmentation in skin. The effects of this condition have no
serious pathological significance and are considered to be purely cosmetic.
Chrysiasis can develop only after a threshold, equivalent to 20 mg/kg gold
content or after few grams of gold are administered through i.v. or other
type of treatment (Smith ez al., 1995). We anticipate that between a few
hundred micrograms to a few milligrams of gold would be required for a
diagnostic procedure. This is thousands times less than the threshold for any
types of side effects detected in clinical practice. Humanized antibodies,
where a mouse antibody-binding site is transferred to a human antibody
gene, are much less immunogenic in humans (Holliger and Bohlen, 1999),
and many humanized antibodies are currently in clinical trials. Since 1997,
the Food and Drug Administration (FDA) has approved more than 10
monoclonal antibody-based drugs, including Herceptin for metastatic
breast cancer therapy (Holliger and Bohlen, 1999; Weiner, 1999). Gold
nanoshells are also a focus of a new minimally invasive thermal treatment
of cancer (Hirsch et al., 2003). Preclinical studies of the technology in
animals have shown promising therapeutic effect as well as biocompatibility
and lack of any cytotoxicity associated with the particles.

In summary, metal nanoparticles are a new class of very bright contrast
agents which exhibit a number of unique optical properties including dra-
matic nonlinear increase in scattering cross section per particle and red shift
in plasmon resonance frequency (color change) when the particles form
closely spaced assemblies. These properties account for the higher contrast
observed in the imaging of normal/abnormal human tissue using gold
bioconjugates as compared to fluorescent labeling (Fig. 16).

B. Quantum Dots

Recently, the first in vivo applications of quantum dots were demonstra-
ted (Akerman et al., 2002; Dubertret et al., 2002; Michalet et al., 2005).
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In a study by Akerman et al. (2002), quantum dots conjugated with peptides
specific for normal lung or tumor blood vessels, or for tumor lymphatic
vessels were i.v. injected into tumor-bearing mice. Specific targeting of lung
or tumor vasculature using peptide-coated quantum dots was demonstrated
in this study. No acute toxicity associated with i.v. administration of the
quantum dots was observed even after 24 h of circulation. In another
study, quantum dots were solubilized for biological in vivo imaging by
encapsulation inside phospholipid block-copolymer micelles (Dubertret
et al., 2002). The encapsulated dots were microinjected into individual cells
at early stage Xenopus embryos. The authors followed development of the
labeled cells because the dots were confined to progeny of the injected cells.
The encapsulated quantum dots do not exhibit any biological activity and
are nontoxic for embryos at the levels of ca. 2 x 10” dots per cell. These
studies suggest that the encapsulated nanoparticles are stable in vivo.

1. APTAMER-TARGETED QUANTUM DOTS

Recently, specific labeling of prostate cancer cells using aptamer target-
ing of CdTe quantum dots was demonstrated (Shieh et al., 2005). CdTe
3-nm-diameter nanocrystals were synthesized, then rendered water soluble
and biocompatible by ligand exchange, first with MPA and then partial
ligand exchange with thiolated and biotinylated PEG. The biotinylated
PEG-quantum dot complex was then incubated with avidin. An anti-
prostate-specific membrane antigen (PSMA) aptamer was biotinylated and
affixed to the avidin-coated quantum dots. The aptamer-quantum dot con-
jugates were then used to label either LNCaP cells, a prostate tumor line
that overexpresses PSMA on its surface, or PC3 cells, a line that has little
PSMA on its surface. As can be seen in Fig. 17, the quantum dot conjugates
specifically light up the LNCaP cells. No emission was seen in PC3 cells.

2. BIOCOMPATIBILITY AND CYTOTOXICITY OF
QUANTUM DOTS

There is significant concern and uncertainty about the biocompatibi-
lity and cytotoxicity of semiconductor nanocrystals. In bulk form, the Cd-
based Groups II-VI semiconductors, CdE (where E is S, Se, and Te) and
the Groups III-V semiconductors (such as InAs and InP) are well known to
be acutely toxic and carcinogenic (Gottschling et al., 2001; Morgan et al.,
1997; Tanaka, 2004). However, nanocrystals of these materials are coated
with organic ligands and often with inorganic shell materials like silica.
Some researchers have not observed any indications of toxicity in live cell-
imaging studies and have suggested that semiconductor nanocrystals will
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Fig. 17 Quantum dot conjugates targeted against PSMA (A) and untargeted (B).

not be toxic (Akerman et al., 2002; Michalet et al., 2005; Voura et al., 2004).
Recent studies, however, showed that the nanocrystals can indeed be acutely
toxic under certain situations, primarily as a result of heavy metal (i.e., Cd*")
leaching from the nanocrystal core (Derfus et al., 2004a; Kirchner et al.,
2005). In long-term in vivo applications, the toxicity limits become more
important and more rigorous as exposure times are extended. The inherent
toxicity is still somewhat of an open question, as both Derfus et al. (2004b)
and more recently Kirchner ef al. (2005) have shown that under certain
circumstances, effective passivation of the nanocrystals can indeed render
semiconductor nanocrystals nontoxic. The situation is somewhat complicat-
ed, however, as Kirchner et al.’s (2005) recent study proved that the capping
ligand chemistry and cell-binding efficiency can be equally as important as
the inorganic core chemistry in terms of cytotoxicity or biocompatibility.
These results are consistent with those of Dubertret et al. (2002), who
observed robust biocompatibility with ZnS-overcoated CdSe nanocrystals
encapsulated in phospholipids micelles when injected into Xenopus embryos
for lineage-tracking experiments in embryogenesis.

The general guidelines for reduced cytotoxicity that have emerged from
recent studies are: (1) inorganic shells like silica or ZnS can greatly reduce
cytotoxicity, (2) PEGylation can greatly reduce cytotoxicity by inhibiting
intracellular nonspecific uptake, and (3) particle aggregation on the cell
surface leads to rapid cell poisoning (Kirchner et al., 2005). These consid-
erations must be taken into account in the design of quantum dots for
in vivo molecular imaging.
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VIII. FUTURE DIRECTIONS: “SMART”
CONTRAST AGENTS

The contrast agents that we described above rely on the optical signature
of metal nanoparticles and quantum dots to provide strong sources of
optical signal for molecular detection. However, the unique nanoscale sen-
sitivity of quantum dots and gold nanoparticles can be exploited to design
smart contrast agents, which are dark in the absence of a target ligand but
become brightly luminescent on exposure to the ligand. These smart con-
trast agents rely on the strong ability of gold to quench the luminescence of
quantum dots when in close proximity. Here, we discuss two approaches to
the development of these promising “smart” contrast agents.

Protease-sensitive nanoparticle contrast agents: We propose design of a
combination contrast agent in which a quantum dot is closely linked to a
gold nanoparticle using a peptide spacer which is specifically cleaved by
tumor-specific proteases. In the absence of protease, the gold will quench
the quantum dot luminescence; however, in the presence of protease, cleav-
age of the peptide will result in release of quantum dots and a bright
luminescent signal. Such agents can be used to report on the activity of
MMPs, for example, MMP-2.

The proposed design couples the advantages of quantum dots (strong
fluorescence, immunity to photobleaching) with those of colloidal gold
(strong quenching, immunity to photobleaching) to develop sensitive,
photostable molecular beacons sensitive to the presence of MMPs. One
possible implementation of this design is illustrated in Fig. 18. Multiple
PEGylated CdTe quantum dots are attached to a 30-nm-diameter gold
particle via an MMP-2 substrate (Gly-Pro-Leu-Gly-Val-Arg-Gly-Lys) with
an appropriate spacer. A number of exploratory studies need to be carried
out in order to develop these contrast agents. It is essential to explore the
relative fluorescence intensity of the beacon in the presence and absence of
physiologically relevant concentrations of MMP-2. Also the ratio of signal
in the “on” and “off” conformations should be optimized as the size of the
gold nanoparticles and the separation distance between the gold and the
quantum dot are varied.

Reporters of the molecular hallmarks of self-sufficiency in growth signals:
In this design, quantum dots and gold nanoparticles can be linked using
nucleic acid aptamers which undergo conformational change on binding
their target ligand. The aptamer is selected so that the target-dependent
modulation of the aptamer conformation leads to dequenching, resulting
in “aptamer beacons” that can directly signal the presence of cognate
ligands in solution, without the need for immobilization, washing, or other
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peptide
CdTe

Fig. 18 Schematic of a smart contrast agent.

processing steps. We are pursuing aptamers which undergo conformational
change on exposure to soluble growth factors, including VEGF and EGE.

The use of affinity reagents, such as aptamers and antibodies, for targeting
nanoparticle-based contrast agents is described in Section VII of this chap-
ter. However, beyond merely acting as targeting agents aptamers can partic-
ipate directly in the function of contrast agents. The fact that aptamers can
undergo ligand-dependent conformational changes can be used to develop
unique imaging technologies. In particular, aptamers were previously
adapted to function as conformation-switching beacons. In general, the
native secondary structure of an aptamer can be perturbed by the addition
of oligonucleotide sequences in trans or in cis (shown in Fig. 19); in the
absence of ligand, this is the “off” conformation, just as with a sequence-
sensing molecular beacon. However, in presence of cognate ligand, the native
structure is stabilized, and it assumes the “on” conformation, allowing
signaling.

Aptamer beacon technology can be adapted to both organic fluorophores
and more complex signaling reagents, such as quantum dots. In the example
shown (Fig. 20), multiple aptamers (ca. 40) were mounted on the surface
of a quantum dot; the aptamers served as platforms for hybridization
of multiple quenchers to the dot. In the presence of either an antisense
sequence or cognate protein (thrombin) the quencher was displaced, result-
ing in dequenching. A noncognate, quite basic protein (lysozyme) did not
bind to the beacon in a way as to lead to dequenching.
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Fig. 20 Emission from aptamer-based smart contrast agent. As thrombin is added, the
aptamer undergoes a conformational change, displacing the quencher.

One interesting direction that we are pursuing is development of “one-
piece” beacons in which the aptamer is covalently attached to both the
quantum dot and the quencher as opposed to the “two-piece” quantum
dot beacons described above. For this purpose, well-known RNA and
modified RNA aptamers against the cytokines EGF and VEGF can be used
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Fig. 21 VEGF-sensitive smart contrast agent. Right: beacon in the “off” configuration. Aptamer hybridizes so that qdot (F) and quencher are close to
one another. Left: beacon binds VEGF (V). Aptamer hybridization changes so that qdot and quencher (Q) move apart to allow dequenching. Graph
shows time dependence of fluorescence signal at different concentrations of VEGE.
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to generate new quantum dot beacons. An example of a one-piece beacon to
detect nanomolar VEGF is shown in Fig. 21. One-piece beacons are prefer-
able to two-piece beacons because they reversibly signal the presence of a
cognate ligand, and because their performance will not degrade on dilution
in the bloodstream (a two-piece beacon will slowly lose its quencher on
dilution). In addition, because synthesis of RNA and modified RNA mole-
cules is both relatively inefficient and expensive, it is also important to focus
on selection of new DNA aptamers that can bind to VEGF and EGFE
Aptamer configurations which give optimal ratio of “on” to “off” signal
should be explored as the length of the distal sequence adjacent to the
quencher is varied.

The use of aptamer beacons in dynamic contrast agents should be gener-
alizable to other nanoparticles, as well. As an initial step, the sensitivity of
quantum dot beacons can be increased by using a more efficient quencher, a
gold nanoparticle, rather than an organic dye. Aptamer beacons could be
simultaneously conjugated to the surface of the quantum dot (at their 5’
ends) and to the surface of the gold nanoparticle (at their 3’ ends). Binding
of the cognate ligand (VEGF or EGF) to the aptamer would stabilize the
binding conformation and change the apposition of the quantum dot and
gold nanoparticles relative to one another. By engineering the sequence and
secondary structure of the aptamer beacon, it should be possible to modu-
late the separation of the quantum dot and gold nanoparticle, both in
the quenched and unquenched states, and thus to modulate the signal:
background ratio that is exhibited by the dynamic contrast reagents.

IX. CONCLUSIONS

Development of optical molecular imaging approaches for in vivo
monitoring of therapeutic target of cancer is a multidisciplinary problem
that requires the combination of expertise in the fields of biomedical optics,
nanotechnology, molecular-specific targeting, in vivo delivery, and can-
cer molecular biology. In this chapter, we presented the synergy of these
diverse scientific areas in development of molecular-specific imaging
which is based on two emerging types of optically active contrast agents—
metal nanoparticles and quantum dots. The cocktail of presented contrast
agents can provide the ability to monitor major hallmarks of cancer in-
cluding: (1) self-sufficiency in growth signals (EGFR and EGF), (2) evasion
of programmed cell death (anionic phospholipids), (3) tissue invasion
and metastasis (MMPs), and (4) sustained angiogenesis (VEGF and its
receptors).
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