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CHAPTER ONE

Giant Vesicles: A Biomimetic Tool
for Membrane Characterization
Rumiana Dimova1
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Abstract

Giant unilamellar vesicles (GUVs) have sizes in the range of 10–100 mm, which defines
their unique property: they are visible under a light microscope. GUVs provide a handy
biomimetic tool for displaying directly the response of the membrane on the cell-size
scale. They represent model biomembrane systems for systematic measurements
of mechanical and rheological properties of lipid bilayers as a function of membrane
composition and phase state, surrounding media, and temperature. Here, we will give
examples on how different embedded or anchored molecules can influence the bilayer
characteristics. Membrane responses to external factors (e.g., ions, molecules, hydrody-
namic flows, or electromagnetic fields) can be directly visualized under the microscope.
We will give an extensive overview on the membrane response to electric fields. The
vesicle behavior in these observations can be interpreted and understood considering
the basic mechanical and dielectric properties of the membrane.

Advances in Planar Lipid Bilayers and Liposomes, Volume 16 # 2012 Elsevier Inc.
ISSN 1554-4516 All rights reserved.
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1. INTRODUCTION

The autonomy of the cell, the basic building unit of most living

creatures, is ensured by a bounding membrane. The scaffold of this mem-

brane is made of a double lipid layer, which is basically impermeable to

all substances in the cellular environment except for water. The bilayer me-

chanical, dielectric, and rheological properties define the response of the

membrane to external perturbations.

Studying the major properties of the plasma membrane and other

intracellular membranes is the foundation of modern cellular biology. How-

ever, the field of membrane structure and characterization is attracting the

attention of a growing number of scientists from various other disciplines

such as biochemistry, soft matter, physics, colloid chemistry, bioengineer-

ing, etc. The basic research in this area builds upon studies performed on

the simplest and minimal system mimicking cell membranes, namely model

membranes. Examples of such model membranes are lipid monolayers at the

air–water interface, solid-supported bilayers, black lipid membranes, vesi-

cles, and bilayer stacks. Among them, vesicles or liposomes are membrane

“bubbles” formed by bending and closing of a lipid bilayer. They are the

most natural system because, shape- and structure-wise, they are closest

to membranes of cells and cell organelles. Contrary to other model mem-

brane systems, such as supported lipid bilayers or black lipid membranes, ves-

icles allow for control over the membrane tension (for vesicles with sizes in

the micrometer range, this control can be directly exercised by micropipette

aspiration, but osmotic inflation or deflation can also be used even though

with lesser precision). In supported bilayers and black lipid membranes,

important parameters such as the bending rigidity and the spontaneous

curvature, as well as electroporation thresholds, may not be measured on

tension-free membranes. Indeed, these systems have further disadvantages.

Black lipid membranes usually retain some of the organic solvent used for

their formation and are, thus, thicker. The use of supported bilayers as model

membranes typically raises concerns about steric hindrance or effects arising

from the support. None of these disadvantages applies to vesicles.

Vesicles are typically classified according to multilamellarity, that is,

unilamellar and multilamellar, as well as according to size. Small unilamellar

vesicles or SUVs are a few tens of nanometers in size, and large unilamellar

vesicles or LUVs are in the 100-nm range [1]. The largest ones are called

giant unilamellar vesicles or GUVs [2] and are an extraordinarily convenient
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system for studying the membrane behavior [3,4]. Their diameter can vary

in the range from 10 to 200 mm and therein lies their most unique property:

they are visible under a light microscope. Compared to conventional vesicles

with sizes in the range of 100 nm, these giants are a convenient tool for the

observation of phenomena occurring at the cell-size scales. They are well

visible under an optical microscope using various enhancing techniques

like phase contrast, differential interference contrast, or confocal and

standard fluorescence microscopy, the latter two being particularly useful

in distinguishing domains on membranes (see Fig. 1.1). Thus, giant

vesicles allow for direct manipulation and observation of membrane

interactions and responses to external perturbations.

In this chapter, we give some examples about membrane-related pro-

cesses and effects, the unraveling of which can be achieved via experiments

on giant vesicles. Themain topics to be covered here build upon our knowl-

edge about the mechanical, dielectric, and rheological properties of mem-

branes and their response to perturbations. In Section 2, some of the

properties of pure lipid bilayers will be briefly described to set the grounds

for interpretation of membrane interactions and the bilayer response to ex-

ternal perturbations. In Section 3, we will give some examples how some of

these properties are altered by the presence of different species in the mem-

brane, such as cholesterol, anchored macromolecules, and peptides. Detailed

understanding of the response of membranes to electric fields is crucial for

developing novel technologies for drug and gene delivery as well as

electroporation-based protocols for cancer treatment. In Section 4, we will

consider in details the morphological changes, membrane poration, and fu-

sion that electric fields can induce on vesicles. This chapter concludes with a

summary of the reviewed results and an outlook.

2. MEMBRANE MATERIAL PROPERTIES

The physical properties of the lipid bilayer are those that define its

response to external perturbations. Knowing the mechanical, dielectric,

and rheological characteristics of lipid membranes will prepare us to tackle

problems related to stress induced in the bilayer by electric fields and the

phenomena which it triggers, for example, dynamics of vesicle and cell

deformation, bilayer instability and electroporation, and electrofusion.

The bilayer tension, bending rigidity, and spontaneous curvature are those

that govern the response of biomembranes and themorphological transitions

they can undergo.

3Giant Vesicles
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Figure 1.1 Snapshots of giant vesicles observed under different microscopy modes: (A)
phase contrast; (B) differential interference contrast; (C, D) confocal microscopy where
(C) is a projection averaged image and (D) is an equatorial section image. (A–D) Snap-
shots of the same vesicle. (E) Confocal 3D projection image of vesicles with immiscible
fluid domains visualized with fluorescent dyes, which preferentially partition in one
of the lipid phases. (F) Phase contracts side-view image of a vesicle sitting on a glass
substrate (the mirror image of the vesicle reflected from the glass is also visible). The
vesicle is deformed because of the density difference of the enclosed sucrose and ex-
ternal glucose solutions with osmolarity 200 mOsm/g. (A–D, F) Reproduced from Ref. [3]
(http://dx.doi.org/10.1088/0953-8984/18/28/S04) by permission of IOP Publishing Ltd.
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As a simple depiction of the lipid bilayer, one can consider it as a film or a

slab, which may be bent, compressed or dilated, and sheared. At physiolog-

ical temperatures, most natural lipid membranes are fluid. Thus, within this

slab, the lipid molecules are free to move. Below the lipid phase transition

temperature, single-component membranes crystallize. In this so-called gel

phase, the relative motion of lipids and membrane inclusions is hindered.

The fluidity of the membrane and the resistance to shear in the plane of

the film is characterized by the shear surface viscosity, �S (or by the diffusion
coefficient of the lipids). For fluid membranes, typical values of �S lie in

the range (1–5)�10�9 N s/m [5,6], but for gel-phase membranes,

divergence is observed [6]. Polymer membranes are also highly viscous

[7]. One may equivalently define a viscosity �D related to the dilation

and compression of the membrane. The value of �D is on the order of

3.5�10�7 N s/m [8].

Phospholipid membranes in the fluid phase are very flexible: the energy

required for their bending is comparable to the thermal energy. The bilayer

bending rigidity, k, which characterizes how easy it is to curve the lipid

bilayer, is typically on the order of 0.9�10�19 J, which is equivalent to

20 kBT [9–11], where kB is the Boltzmann constant and T is the absolute

temperature. Because fluid membranes are so flexible, they fluctuate due

to thermal noise. These fluctuations can be directly observed on

tensionless giant vesicles under the microscope, which is the basis of the

so-called fluctuation spectroscopy method used to measure the membrane

bending rigidity [12–19]. When brought to the gel phase, the membrane

bending rigidity increases significantly, the fluctuations get arrested, and

at a few degrees below the main phase transition temperature, k may

attain values on the order of 15–20�10�19 J (�350 kBT) [6,20,21]. The

bending rigidity of fluid membranes is extremely sensitive to the presence

of membrane inclusions. In addition, depending on the type of the main

lipid component building the bilayer, the effect of inclusions such as

cholesterol may influence the bending rigidity in both directions, increase

it or decrease it [19].

Measuring the bending rigidity k for membranes in the fluid phase is al-

ready a handled task, and several different techniques have been developed

for this purpose. One of them is based on measuring the projected area of

a giant vesicle aspirated in a capillary (micropipette) as a function of the

membrane tension [22]. The aspiration pressure defines the tension s
applied to the membrane. Measuring the relative area change in the regime
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of low tension, also known as “entropic” tension [23,24], allows for

extracting the value of k:

A�A0

A0

� kBT

8pk
lns=sin ð1:1Þ

Here A is the vesicle area at tension s, and A0 is the initial area for which

s¼sin. In this limit, the aspiration pressure is very weak, and the membrane

is practically not dilated but only its undulations are flattened out.

While weak tensions applied to a fluid membrane smooth out the bilayer

undulations, high tensions can stretch the membrane leading to a change in

the area per lipid molecule. The relative area change increases linearly with

the membrane tension:

A�A0

A0

� s
Ka

ð1:2Þ

In this regime, measuring the relative area change as a function of the

membrane tension provides the stretching elasticity constant Ka. Thus,

from one measurement of the relative area expansion at various tensions,

one can extract both the bending rigidity and the stretching elasticity con-

stants. The value of Ka is on the order of that characterizing the elasticity

modulus of a rubber sheet with the same thickness (�4 nm). Typical

values of Ka for fluid membranes lie in the range 200–300 mN/m

[11] and for gel-phase membranes can reach higher values such as

850 mN/m [25].

Because membranes can be considered as being made of two parallel

elastic sheets, the stretching elasticity modulus, Ka, can be approximately

estimated using the following expression (see, e.g., Ref. [26]):

Ka ¼ ak
h2

ð1:3Þ

where h is the membrane thickness, and a is a numerical constant character-

izing the coupling between the membrane leaflets. A polymer brush model

supported by experimental measurements yields a¼24 [11], but note that

h in this model is not exactly the membrane thickness as defined here.

In contrast, molecular dynamics simulations lead to affi48, in agreement

with a simple model based on the classical elasticity theory [27]. The cou-

pling between the two elasticity moduli k and Ka has been experimentally

explored for pure lipid bilayers in Ref. [11].

Besides micropipette aspiration, another approach for measuring k for

lipidmembranes consists of observing the shape fluctuations of a flaccid vesicle

6 Rumiana Dimova



under the action of thermal agitation only [13–19]. The analysis of the

fluctuation modes allows estimating not only the bending rigidity but also

the membrane spontaneous curvature [28,29]. The experimental approach

consists of acquiring a time sequence of contours of a fluctuating vesicle.

The contour is then presented in polar coordinates (R, ’) and expanded in

Fourier series around the equivalent sphere radius, R0, of the vesicle:

R ’ð Þ¼R0 1þ
X
n

an cos n’ð Þþ
X
n

bn sin n’ð Þ
" #

ð1:4Þ

where an and bn are the amplitudes of mode n. The membrane spontaneous

curvature,m, is proportional to the ratio of the mean square average values of

the second and the third modes of the fluctuation spectra [28]:

m/ a23
� �
a22h i � �m ð1:5Þ

The dimensionless curvature ratio, �m, can be determined directly from

the statistics in the time sequence of the fluctuation modes.

Upon stretching, the lipid bilayer can sustain tensions up to about several

milliNewtons per meter. At certain critical tension also known as the lysis

tension, slys, the membrane ruptures. For fluid membranes, slys is on the

order of 5–10 mN/m [30,31]. Note that the membrane tensile strength

depends on the tension loading rate [32]. Membranes in the gel phase can

sustain higher tensions and rupture at higher values of slys [33]. Various
types of membrane components (such as cholesterol or different lipids)

can also influence the lysis tension [34].

After rupture or poration, the rearrangement of the lipids to close the

bilayer sheet is energetically favorable because in this way the hydrophobic

tails of the lipid molecules are shielded from exposure to water. The energy

penalty of closing a hole in the membrane is described by the edge tension, g,
which is on the order of several picoNewtons [26]. The edge tension plays a

strong role in processes depending on pore stability and resealing such as in

electroporation, and electro-mediated gene and drug delivery.

In Table 1.1, we give some typical values of the constants discussed above

for pure lipid membranes both in the fluid phase and in the gel phase.

Above, we mainly discussed the mechanical and rheological properties

of membranes. However, electric properties of biomembranes play also

a pivotal role in cellular functions. The membrane electric properties as

well as membrane charging and polarization times are introduced in

Section 4.1.1.

7Giant Vesicles



3. EFFECTS OF EMBEDDED AND ANCHORED
MOLECULES

In the previous section, we gave some typical values for the mechan-

ical and rheological characteristics of pure phosphatidylcholine (or pho-

sphocholine) membranes. However, the bilayer properties are influenced

by compositional variation of the membrane as we will demonstrate in this

section.

3.1. Cholesterol
It is a popular perception that cholesterol is unhealthy. However, it is a

vital component of mammalian cell membranes. It constitutes up to about

50 mol% (or 30% of the mass) of the total lipid in the animal cell plasma

membrane [35], which makes one wonder why the cell needs so much of

it. Indeed, cholesterol is a key player in stabilizing membrane domains or

rafts which are believed to be responsible for the correct functioning of

membrane proteins [36]. It is also well known to modulate the physical

properties of membranes.

A widely accepted view for decades has been that cholesterol increases the

membrane bending rigidity in general. However, recently, it has become clear

that its effect is not universal but rather depends on the specific architecture of

Table 1.1 Typical values for the characteristic properties of lipid membranes in fluid
and gel phase
Membrane material
property Fluid-phase lipid membranes

Gel-phase lipid
membranes

Bending rigidity, k 0.9�10�19 J (�20 kBT) (for data

for various lipid bilayers, see Refs.

[10,11,19])

14�10�19 J

(�350 kBT)
a [6,20]

Stretching elasticity, Ka 240 mN/m (see, e.g., Ref. [11]) �850 mN/m [25]

Shear surface viscosity,

�S

�5�10�9 N s/m [5,6] Diverges [6]

Dilational surface

viscosity, �D

3.5�10�7 N s/m [8] –

Lysis tension, slys 3–10 mN/m [30,31,34] �15 mN/m [33]

aThis value corresponds to the bending rigidity of membranes at temperatures about 5 	C below the main
phase transition temperature of the lipid.

8 Rumiana Dimova



the lipid building the membrane. The conventional belief was that above the

lipid phase transition temperature, cholesterol orders the acyl chains, inher-

ently leading to an increase in the bending rigidity. This concept was

supported by observations on lipids such as stearoyloleoylphosphatidylcholine

(SOPC) [24,37], dimyristoylphosphatidylcholine (DMPC) [17,38], and

palmitoyloleoylphosphatidylcholine (POPC) (not only in mixtures with

cholesterol but with other sterols as well) [39]. However, as demonstrated

in the last couple of years [19,40,41], the bending rigidity of membranes

made of dioleoyphosphatidylcholine (DOPC) and cholesterol does not

show any significant correlation with the cholesterol content.

This observation was first reported by the group of Nagle [42,43] based

on measurements of the diffuse X-ray scattering from DOPC–cholesterol

bilayer stacks. The properties of bilayer stacks, in general, differ from

those of freely suspended single bilayers because in the stack; the

membrane may not be fully hydrated; and its fluctuations are constrained

by neighboring bilayers. Thus, the question arises whether single

membranes, which are closer to cellular membranes, would behave in a

similar manner. Recent measurements from our lab on single bilayers as

in GUVs [19] provided the answer to this question. The tendency that

cholesterol does not alter the bending rigidity of DOPC membranes was

confirmed. Furthermore, cholesterol mixtures with other lipids, such as

sphingomyelin (SM), for which data were not available, were also

explored. The results demonstrated that increasing the amount of

cholesterol in SM membranes leads to reduction in the bending rigidity.

The results were obtained using two different experimental methods—

fluctuation analysis and electrodeformation of vesicles [44,45], which

were further developed to minimize the experimental effort [19]. Some

data are given in Fig. 1.2. Comparison with available data in the

literature is provided in Table 1.2.

A major difference between DOPC and the lipids on which earlier stud-

ies were performed (SOPC, POPC, DMPC) is that each of the acyl chains of

DOPC contains a double bond. The affinity of cholesterol (Chol) to pho-

sphocholine membranes was found to decrease markedly with the increase

in the degree of unsaturation of the lipid chains [48]. SM is almost fully sat-

urated. It has only one double bond in one of the acyl chains, which is lo-

cated close to the headgroup region. The trend in the bending stiffness

exhibited by SM:Chol mixtures follows neither the behavior of lipids with

one mono-unsaturated chain such as SOPC, which are characterized by a

bending rigidity that gradually increases with cholesterol content, nor the

9Giant Vesicles
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Figure 1.2 Bending rigidity of membranes made of different lipids as measured (i) by
the electrodeformation method, indicated in the legend as ED (solid bars), and (ii) by
fluctuation spectroscopy, indicated as FL (hatched bars). The error bars show the stan-
dard error from the mean value of a population of vesicles. The absence of an error bar
indicates a single measurement. All measurements were performed at 23 	C.
Reproduced from Ref. [19] (http://dx.doi.org/10.1039/B920629A) by permission of The
Royal Society of Chemistry.

Table 1.2 Bending rigidity, k, of membranes with various compositions (molar ratios) as
obtained in Ref. [19] and reported in the literature

Membrane
composition

Values from Ref. [19] for
the bending rigidity k
(10�20 J)

Other literature values for
k (10�20 J)

DOPC

10.8
1.0 8.5
1 at 18 	C [11]; 7.6
0.5 at

30 	C [42]; 8.5
0.1 at 15 	C [42];

1.6–1.7
0.5a at 21 	C and

2.4–6.1
1.2a at 23 	C [45]

DOPC:Chol

90:10 11.6
1.3 8.0
0.8 at 30 	C [40]; 6.9 at 30 	C
[43]

80:20 11.3
1.2 7.3
0.8 at 30 	C [40]; 7.2 at 30 	C
[43]

70:30 9.2
1.3 7.4
0.8 at 30 	C [40]

10 Rumiana Dimova
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one of lipids with two mono-unsaturated chains such as DOPC, which ex-

hibit bending rigidities that are hardly affected by the cholesterol content.

Instead, the addition of cholesterol from 20% to 50% to SM membranes

leads to a gradual decrease in the membrane bending stiffness by about

30% (see Fig. 1.2).

Table 1.2 Bending rigidity, k, of membranes with various compositions (molar ratios)
as obtained in Ref. [19] and reported in the literature—cont'd

Membrane
composition

Values from Ref. [19] for
the bending rigidity k
(10�20 J)

Other literature values for
k (10�20 J)

56:44 9.4
0.7

50:50 10.8
0.8 12
1.2 at 22 	C [46]

SM:Chol

80:20 68.2
4.2

70:30 55.8
4.9

60:40 55.9
3.3

50:50 46.7
2.8 31
2b at 22 	C [46]

DOPC:SM:Chol

70:10:20 9.7
0.5

30:50:20 19
5b,c; 80
10b,d at 20 	C [47]

Red blood cell membranes

LE (�50% Chol) 22.5
0.8 26.8–47e at 25 	C [38]

LE with

transmembrane

peptides (�40%

Chol)

22.5
1.3

Sterol-free LE 10
1.5e at 25 	C [38]

aThe values for k reported in this reference were found to depend on the presence of silicone grease in the
working chamber and on the applied method.
bThe reported value for k is for brain SM.
cThe reported value is for the liquid-disordered phase.
dThe reported value is for the liquid-ordered phase.
eThe lipids in these measurements were from whole-cell extracts and not from plasma membranes
extracts as used in Ref. [19]. The cholesterol content in these membranes was 40 mol%.
Themeasurements inRef. [19]were performed at 23 	C.The error ink represents the standard error from
the mean value for a population of vesicles. Reproduced from Ref. [19] (http://dx.doi.org/10.1039/
B920629A) by permission of The Royal Society of Chemistry.
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To summarize, our data suggest that the effect of cholesterol is not uni-

versal, but rather specific to the type of lipid. The bending rigidity of satu-

rated or mono-unsaturated lipids such as DMPC, SOPC, or POPC increases

with cholesterol content, while that of double-unsaturated lipids such as

DOPC is independent of the cholesterol fraction. In SM membranes, the

bending rigidity is found to decrease with increasing cholesterol content.

We cannot argue that these trends in the behavior of the different membrane

types are universal for the specific degree of unsaturation. A more plausible

view would be that the effect of cholesterol depends on the individual mo-

lecular architecture of the lipid combining the effect of unsaturation and acyl

chain length, and probably the lipid interfacial region. Our results confirm

not only that the widely accepted view about the rigidifying and stabilizing

effect of cholesterol on membranes is ungrounded, but also that, as a rule,

generalization about the effect of cholesterol on the material properties of

membranes is not realistic.

3.2. Anchored molecules
The plasma membrane of living cells possesses a large number of asymmet-

rically distributed or anchored biomacromolecules. The intracellular leaflet

of the membrane is connected to the polymer network of the cytoskeleton,

which determines the membrane shape. The extracellular side is covered

with anchored receptors and polysaccharides, which form the so-called

glycocalix. In addition to their various biological functions, all anchored

polymers tend to curve the membrane and, thus, to induce a spontaneous

membrane curvature.

In general, the spontaneous curvature of pure lipid GUVs is close to zero

because on a micron-size scale, the bilayer is symmetrical. However, in the

presence of molecules which adsorb or incorporate in the external leaflet of

the bilayer, the spontaneous curvature can change drastically when the

membrane accommodates the foreign molecules. In order to illustrate the

change in the spontaneous curvature of a vesicle, here we will discuss one

example related to polymer anchoring in the bilayer.

Presumably, the simplest example of a polymer/membrane architecture

consists of flexible polymers for which one end provides the membrane an-

chor, whereas all other polymer segments experience effectively repulsive in-

teractions with the membrane. To realize such a system, we used vesicles

containing biotinylated lipids. The vesicles were formed in the presence of

the protein avidin. Because avidin has four sites for binding biotin groups,

the produced vesicles were covered with “avidin anchor sites” which are able
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to trap biotinylatedmolecules from the solution.We used l-phageDNAwith

one biotinylated end (see Fig. 1.3A) as long polymers to study the curvature

change induced by anchoring of the molecules to the membrane [49]. Cur-

vature effects due to polymer grafting were theoretically addressed in previous

studies [50–52]. One example of the effect of anchoring the DNA molecules

onto the membrane is given in Fig. 1.3. The probability distributions of the
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Figure 1.3 Effect of asymmetrically anchored DNA on the membrane spontaneous cur-
vature. (A) Sketch of a DNA anchored to a bilayer via a biotin–avidin link. The size of the
macromolecule and the bilayer thickness are not in scale. (B, C) Normalized histograms
for themodeamplitudesa2 (B) anda3 (C) for aprolate vesicle in theabsenceandpresence
of biotinylated DNA in the vesicle exterior. The DNA in the solution anchors to themem-
brane leading to a change in the membrane fluctuation spectrum as illustrated by the
changes in the mode distributions. The histogram statistics is done over about 7000
data points. The solid lines are Gaussian fits to the data. (B, C) Reproduced from Ref.
[49] (http://dx.doi.org/10.1529/biophysj.106.100032) with permission from Elsevier.
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second and third modes of the fluctuation spectra are given for a vesicle before

and after exposing it to the DNA solution. The vesicle is initially a prolate

whose ellipticity is characterized by the mean value of the mode a2 (i.e.,

the position of the maximum in the histogram of a2 in Fig. 1.3B). After

introducing the DNA solution, the histograms for the different shape

modes change as the DNA molecules are anchored to the membrane. The

widths of the two distributions which correspond to the mean square

average values ha22i and ha32i decrease, with a significantly more

pronounced effect on ha22i. This implies that the curvature ratio �m, see
Eq. (1.5), and thus the membrane spontaneous curvature increase. As a

consequence of such behavior, the vesicle may exhibit budding, whereby a

smaller satellite vesicle is expelled from the body of the mother vesicle but

remains connected to it via a narrow membrane tube.

By varying the amount of biotinylated lipids in the membrane, we could

control the surface concentration of anchors. At low anchor concentrations,

the spontaneous curvature of the membrane was found to increase linearly

with the DNA concentration. The linear increase is consistent with theoret-

ical predictions for polymer surface concentrations in the mushroom regime

[50–52]. At higher anchor concentrations, which still belong to the

mushroom regime, vesicle budding is observed.

3.3. Transmembrane peptides
More than half of all proteins within the cell interact with the membranes.

Membrane proteins can be integral, that is, penetrating the lipid bilayer,

peripheral, that is, external but bound with noncovalent bonds, and lipid-

anchored, that is, external but bound with covalent bonds. In the previous

section, we discussed the behavior of a system with an anchored bio-

macromolecule, mimicking to a certain extent the latter class of membrane

proteins. We found out that an anchored molecule can dramatically change

the membrane spontaneous curvature. Here, we will give one example on

the effect of membrane inclusions, which typically represent parts of integral

membrane proteins, namely transmembrane peptides.

The peptide we will consider is part of the fusion peptide (FP) of the hu-

man immunodeficiency virus (HIV). This peptide is part of the N-terminus

of the viral envelope glycoprotein gp41 and is believed to play an important

role in the viral entry process. During its life cycle, the HIV docks to the

membrane of a target cell, inducing pore formation. The HIV FP FP23 is

known to be responsible for secure anchoring in the target cell membrane.
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To understand the immediate effect of this peptide on the cell membrane, we

studied the influence of FP23 on the mechanical properties of model lipid

bilayers [53]. For this purpose, GUVs were prepared from DOPC mixed

with FP23 in various molar ratios. The bending stiffness of the vesicles

was measured with fluctuation analysis and aspiration with micropipettes.

The data obtained from both of these approaches show that the bending stiff-

ness of the membrane decreases gradually with increasing concentration of

FP23 in the bilayer. In Fig. 1.4A, we have plotted the value of the measured

bending rigidities rescaled by the bending rigidity of the pure DOPC mem-

brane. Low concentrations of only a few mol% FP23 are sufficient to de-

crease the bending stiffness of the lipid bilayer by about a factor of 2.

These observations are consistent with measurements performed on bilayer

stacks [54]. The decrease in the bending rigidity induced by the presence of

the peptide is similar to that observed with cosurfactants [55] and theoreti-

cally expected for transmembrane inclusions (see, e.g., Ref. [56–58]).

Apart from measuring the changes in the bending rigidity, we also ex-

amined the effect of FP23 on the stretching elasticity modulus of the mem-

brane, which was found to remain constant, Ka�124 mN/m with standard

error 
18 mN/m, for different concentrations of FP23.

From the measured values of the bending rigidity and the stretching elas-

ticity, we attempted to evaluate the coupling between the two membrane

leaflets in the presence of the peptide. This coupling is characterized by

the constant a introduced in Eq. (1.3). For completely bound leaflets,

a¼12 [59], whereas for freely sliding monolayers, a¼48 [27]. A polymer

brush model for the bilayer predicts the intermediate value a¼24 [11].

Using our results for the elasticity constants k and Ka (see Fig. 1.4B), we

can estimate the value of the coupling constant a, provided that data for the
membrane thickness h are available. For pure DOPC bilayers, h¼2.7 nm

[60]. Thus, we obtain a�18, which is between values for the polymer brush

model and for completely bound monolayers. Experiments based on X-ray

scattering show only a slight thinning of DOPC bilayers containing FP23.

For a peptide molar fraction of 6%, the bilayer thinning was estimated to be

about 0.4 nm [61]. Thus, for the highest FP23 fraction measured here, the

membrane thickness is minimum d¼2.3 nm. Taking this estimate, we ob-

tain the monolayer coupling constant a�38. This finding suggests that the

peptide significantly reduces the coupling between the two leaflets of the

bilayer. The interleaflet interaction parameter a shifts toward values charac-
teristic for freely sliding monolayers. On the molecular level, this result

could be understood if one considers the peptide as an obstacle (or a
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molecular spring) in the hydrophobic core of the bilayer, which effectively

pushes the two monolayers apart (see cartoon inset in Fig. 1.4B). This novel

result about the decreased interleaflet coupling and the exhibited strong re-

duction of the membrane bending rigidity may be important factors, defin-

ing the exact mechanism of action of the HIV FP upon viral fusion with the

target membrane. The fusion of lipid bilayers involves intermediate states

with high membrane curvature. The FP promotes such curved states, thus

lowering the energy barrier for fusion.

4. VESICLES IN EXTERNAL ELECTRIC FIELDS

The exposure of biological membranes to electric fields can lead to a

variety of responses. The interest toward understanding these responses is

motivated by both applications and mechanistic aspects. External electric

fields, whether weak alternating (AC) fields or strong direct current (DC)

pulses, have emerged as a powerful method for cell manipulation in biomed-

ical and biotechnological applications. For example, electric fields are

employed in novel in vivo and in situ applications for tissue ablation, wound

healing, and cancer treatment [62–67]. Strong electric fields can cause a

significant increase in the electric conductivity and permeability of the cell

plasma membrane. This phenomenon, also referred to as electroporation

or electropermeabilization, is used for introducing various molecules in the

cell, to which the membrane is otherwise impermeable [68,69]. In this

section,we are going todiscuss the effect of electric fields on lipidmembranes.

4.1. Some basic relations about membranes in electric fields
4.1.1 Characteristic times in vesicle response
The response of membranes to electric fields involves dynamic physical

processes occurring at different timescales. Free charges accumulate on

boundaries separating media with different electric properties. A spherical

vesicle polarizes on the Maxwell–Wagner timescale [70]:

tMW¼ einþ eex
linþ2lex

ð1:6Þ

where ein and eex are the dielectric constants, and lin and lex are the con-
ductivities of the solutions inside and outside the vesicle, respectively.

The lipid bilayer is impermeable to ions, and free charges accumulate at

the surfaces on both sides of the membrane. Hence, the vesicle membrane

acts as a capacitor, which charges on a timescale [71,72]:
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tc¼RCm

1

lin
þ 1

2lex

� �
ð1:7Þ

where R is the vesicle radius and Cm is the membrane capacitance.

The capacitor charging time tc is typically much longer than the

Maxwell–Wagner time tMW. For example, we can estimate tc�10 ms and
tMW�0.01 ms for conditions corresponding to experiments on vesicles in

1 mM NaCl, namely ein� eex¼80e0, where e0 is the vacuum permittivity,

lin�lex�10 mS/m, Cm�0.01 F/m2, and R�10 mm.

These timescales are a key to understanding the dynamic response of

vesicles subjected to short electric pulses, as well as frequency dependence

of vesicle deformation. Note that characteristic angular frequencies are de-

fined as the inverse of the timescales in Eqs. (1.6) and (1.7), for example,

oMW¼1/tMW. The experimental frequency, n, is related to the angular

one via n¼o/2p.

4.1.2 Transmembrane potential and conditions for vesicle
electroporation

As already mentioned, lipid membranes are essentially impermeable to ions.

Thus, in the presence of an electric field, charges accumulate on both sides of

the bilayer and give rise to a transmembrane potential [73]:

Cm tð Þ¼ 1:5RjcosyjE 1� exp �t=tcð Þ½ � ð1:8Þ
Here R is the radius of a spherical vesicle as above, y is the tilt angle be-

tween the electric field and the surface normal, t is time, and tc is the charging

time as defined in Eq. (1.7). Equations (1.7) and (1.8) are valid only for a

nonconductive membrane. Above some electroporation threshold, the

transmembrane potential Cm cannot be further increased and can even

decrease due to transport of ions across the membrane [73,74].

The electroporation phenomenon can also be understood in terms of a

critical stress in the bilayer created by the electric field. The transmembrane

potential, Cm, induces an effective electrical tension sel, as defined by the

Maxwell stress tensor [30,75,76]. This tension is given by

sel ¼ em
h

h2e
C2

m ð1:9Þ

where h is the total bilayer thickness, h�4 nm, he is the dielectric thickness,

he�2.8 nm for lecithin bilayers [77,78], and em is the membrane

permittivity, em�2e0. For vesicles with some initial tension s0, the total

tension reached during the pulse is
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s¼ s0þsel ð1:10Þ
If the total membrane tension exceeds the lysis tension slys, the vesicle

ruptures. This corresponds to building up a certain critical transmembrane

potential, Cm¼Cc. According to Eqs. (1.9) and (1.10), this poration

potential Cc depends on the initial membrane tension s0 as previously

reported [30,76,79]. The critical transmembrane potential for cell

membranes is Cc�1 V (see, e.g., Refs. [80,81]). Similarly, for tension-free

vesicles, the critical potential was measured to be similar [30]. Its value

decreases when the initial membrane tension increases. In agreement with

this expectation, nonfluctuating vesicles that exhibit an appreciable tension

readily porate at Cc<1 V [82,83], that is, they porate at fields weaker than

those needed to porate deflated vesicles with visibly undulating membranes.

4.2. Vesicles in AC fields
Thequestion “howcells respond toACfields?” has beenaddressed in anumber

of studies. In some of them, cells have been found to orient parallel or perpen-

dicular to the field direction [84,85], and others report that cells deform in

electric fields [85–87]. This difference is probably due to the membrane

elasticity and coupling to the cytoskeleton as well as to the cell volume-to-

area ratio. The orientation of the cells in the field was found to depend on

the solution conductivity [84,85]. Similarly, the direction of cell elongation

is influenced by the external conductivity [86,88]. In this section, we aim at

drawing an overall picture of the spectrum of responses of model membranes

to alternating electric fields at various field frequency and conductivity

conditions. Vesicle deformations have been treated both experimentally and

theoretically in the last couple of decades, but a comprehensive description

reconciling observations and calculations has emerged only recently.

4.2.1 Vesicle deformation in AC fields
In AC fields, spherical giant vesicles adopt ellipsoidal shapes. Initiated by the

seminal work of Winterhalter and Helfrich [89], this effect has been consid-

ered theoretically by several groups [90–93]. Experimental studies have

shown that in AC fields of intermediate frequencies (�2 kHz), vesicles in

pure water adopt prolate deformation with the longer axis oriented along

the field direction [45]. At higher frequencies, a prolate-to-oblate

transition was reported [91,94].

Thus, analogous to cells, the deformation of vesicles subjected to AC fields

depends on the field frequency n (or the angular frequency o) and the
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conductivity conditions. The latter can be described by the ratio between the

internal and the external conductivities: x¼lin/lex. By systematically varying

the field frequency and solution conductivities, we could construct a morpho-

logical diagramof the shape transitions observed inneutral phosphatidylcholine

vesicles [95,96] (see Fig. 1.5A). At high frequencies, the vesicles are spherical

independently of the conductivity ratio x. As the frequency decreases,

vesicles with x>1, that is, with the internal conductivity higher than the

external one, become prolate ellipsoids corresponding to transition 1 in

Fig. 1.5A, while vesicles with x<1 adopt oblate shapes after undergoing

transition 2. A further decrease in the frequency changes the vesicle shape at

transition 4 from oblate to prolate for x<1. For intermediate frequencies, an

oblate vesicle can become prolate at transition 3 if the conductivity ratio is

changed to x>1. At the border conductivity range, xffi1, coexistence of

the two shapes, prolate or oblate, can be observed [97].

The physical mechanism responsible for the vesicle electrodeformation

is the interplay between the electric field partitioning in normal and tan-

gential components, and the charging of the membrane interfaces. The

lipid bilayer is an insulator and acts as a capacitor. At low frequencies,

o�1/tc, see Eq. (1.7) for the definition of tc, the large membrane imped-

ance blocks current from flowing into the vesicle interior and the electric

field lines are tangent to the membrane. The vesicle is squeezed at the

equator and pulled at the poles by the radial Maxwell stress or pressure

arising from the tangential electric field. As a result, the vesicle adopts a

prolate shape.

At intermediate frequencies, 1/tc<o<1/tMW (see Eq. 1.6 for definition

of tMW), the membrane is capacitively short circuited and displacement cur-

rents flow through it. The electric field lines penetrate the vesicle interior,

and the electric field acquires a component normal to the membrane. When

x 6¼1, that is, when there is an asymmetry between the internal and the ex-

ternal conductivities, the charge densities on the inner and outer membrane

interfaces become imbalanced. These charges arise from the discontinuity of

the permittivities across the interfaces and represent local accumulation of

cations and anions at these interfaces. The sign of the net free charge density

at the membrane is determined mainly by the conductivity ratio: schematic

snapshots for x>1 and x<1 are sketched in panels (B) and (C) of Fig. 1.5.

The interaction of the tangential and normal electric fields with the free

charges produces lateral and normal forces, ft and fn, respectively. Depending

on the polarity of the net free charge, ft is directed toward either the poles or

the equator, and fn is directed inward or outward [98], leading to prolate or
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oblate vesicle shapes as indicated by transition 3 in Fig. 1.5A and sketched in

Fig. 1.5B and C.

In the high-frequency regime, o>1/tMW, the electric charges cannot

follow the oscillations of the electric fields. As a result, the net charge density

decreases with the field frequency. This relaxes the shape of the vesicle from

prolate (x>1) or oblate (x<1) to spherical (transitions 1 and 2 in Fig. 1.5A).

Earlier theoretical studies of vesicle deformation in AC fields have been

limited to rather simple systems. For example, these studies omitted the

asymmetry in the media conductivities [89,91,93], and their theoretical

predictions are at odds with experiment (see, e.g., the supplementary

material of Ref. [95]). Vesicle shapes in AC fields can be investigated

within the framework of the energy minimization approach introduced

by Winterhalter and Helfrich [89]. A recent detailed theoretical study

accounting for the conductivity asymmetry across the membrane was able

to correctly predict the morphological diagram shown in Fig. 1.5A [99].

Quantitatively, the theory provided reasonable values of the relative

vesicle deformation for small vesicles with size of the order of 1 mm, but

for giant vesicles with diameters in the range of 10–100 mm, the theory

gives unreasonably large values. Another approach based on the balance

of all forces exerted on the membrane was also reported [98]. This

model, accounting for variable membrane tension and hydrodynamic

forces, correctly described the vesicle deformation in AC fields.

4.2.2 Lipid flows triggered by inhomogeneous AC fields
As discussed in the previous section, electric fields induce forces at the vesicle

interface. At intermediate frequencies, 1/tc<o<1/tMW, the lateral force ft
is involved in the vesicle deformation as shown in Fig. 1.5B and C. In ad-

dition, this force may also lead to fluid flows, analogous to flows induced in

liquid droplets. However, there is a fundamental difference between drop-

lets and vesicles, which arises from the properties of the lipid bilayer [100].

The membrane behaves as a two-dimensional nearly incompressible fluid.

Under stress, it develops tension to keep its surface area constant. In uniform

AC fields, membrane flow in the vesicle is not expected because the lateral

electric stress is counterbalanced by the resulting axially symmetric mem-

brane tension. In inhomogeneous fields however, this force balance is bro-

ken and a flow of lipids set off in order to restore it.

To visualize such flows along themembrane, one can employ giant vesicles

with fluorescent domains asmarkers for themovement of themembrane [101].

Such fluid domains can be obtained if the membranes are made of a lipid
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mixture, which, at room temperature, phase separates in two fluid phases (see,

e.g., Refs. [102–104]). The two phases show as domains on the vesicles if

a fluorescent dye is employed, which preferentially partitions in one of

the phases. The membrane flow pattern can be resolved by following the

motion of the domains with confocal microscopy [101]. To generate the

inhomogeneous AC field, the vesicles can be prepared to be heavy, for

example, by loading them with sucrose solution and placing them in glucose

media. Due to the density difference of the two solutions, the vesicles

sediment at the bottom of the observation chamber. The proximity of the

bottom glass to the vesicle, as shown in Fig. 1.6A, leads to an asymmetric
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Figure 1.6 Membrane flow triggered on a giant vesicle exposed to an inhomogeneous
AC field. The vesicle is located close to the bottom of the observation chamber as illus-
trated in (A), where the vesicle top and bottom parts, the poles and the field direction
are indicated. The side and the bottom views of the flow lines on the vesicle surface are
sketched in (A) and (B), respectively. The length of the arrows in (A) roughly corresponds
to the amplitude of the flow velocity. The lipid flow induced by an AC field (36 kV/m,
80 kHz) on a giant vesicle with a diameter of about 150 mm, at external and internal
conductivities of 25 mS/m and 0.3 mS/m, respectively, is shown in micrographs
(C–E). The time between the consecutive snapshots is approximately 1.3 s. The dashed
arrows indicate the trajectories of selected domains in the consecutive snapshots.
Reproduced from Ref. [101] (http://dx.doi.org/10.1039/B811876K) by permission of
The Royal Society of Chemistry.
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field distribution at themembrane surface. The field strength is much higher at

the lower vesicle part, facing the glass, than at the top part [101].

Such asymmetric field distribution leads to special membrane flow pat-

terns, consisting of concentric closed trajectories organized in four symmet-

ric quadrants, each extending from the bottom to the top of the vesicle (see

Fig. 1.6). The flow is fastest at the periphery of the quadrant and at the bot-

tom of the vesicle. The top and the bottom of the vesicle are stagnation

points. The velocity of the domains (on the order of mm/s) can be altered

by the field strength and frequency and by the conductivity of the external

solution. Calculations of the lateral electric stress or surface force density on

the membrane suggest that the vesicle experiences significant shear stress in

the vicinity of the solid substrate [101]. As a result, a nonuniform and non-

symmetric membrane tension builds up. It triggers lipid flow toward the re-

gions of highest tension, in analogy to Marangoni flows in monolayers

[105–107].

These AC field-induced flows in giant vesicles have possible applications

in microfluidic technologies. Giant vesicles in inhomogeneous AC fields or

in hydrodynamic flows mimicking, for example, the situation of red blood

cells in capillaries may be used as nanoreactors for fluid manipulation, that is,

displacing, mixing, trapping, etc. Lipid mixing was already demonstrated in

Ref. [101], while mixing of the solution encapsulated inside vesicles was

shown in Ref. [96].

4.3. Vesicle response to DC pulses
The membrane “intolerance” toward letting solute molecules to easily cross

it creates the main obstacle in biomedical applications where drugs or genes

have to be introduced into the cell. One approach, which finds a broad use

nowadays in overcoming the barrier functions of the membrane, relies on

the temporary bilayer perforation when exposed to strong electric fields.

This phenomenon, called electroporation, will be the main focus of this

section.

4.3.1 Electrodeformation and electroporation of membranes in the
fluid phase

In salt-free solutions, spherical vesicles subjected to electric pulses adopt el-

lipsoidal shapes, which relax back to the initial vesicle shapes after the end of

the pulse. The degree of deformation of an ellipsoidal vesicle can be char-

acterized by the aspect ratio of the two principal radii, a and b (see sketch in

Fig. 1.7A). For a/b¼1, the vesicle is a sphere. The relaxation dynamics of
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Figure 1.7 Deformation of vesicles exposed to square-wave DC pulses. (A) Response of
a vesicle subjected to a pulse below the poration threshold: field strength E¼100 kV/m,
pulse duration tp¼250 ms; Cm(t¼ tp)<Cc. The solid curve is an exponential fit with
a decay time t1 as given in the figure. (B) Data from the response and relaxation of a
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the end of the pulse. Reproduced from Ref. [97] (http://dx.doi.org/10.1039/B703580B) by
permission of The Royal Society of Chemistry.
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this aspect ratio depends on whether the vesicle has been porated or not. In

the absence of poration, the relaxation can be described by a single exponen-

tial with a characteristic decay time, t1. Figure 1.7A gives one example of the

response of a giant vesicle, which is initially spherical. The pulse conditions

in this case build up a transmembrane potential Cm (see Eq. 1.8), which is

below the poration limit characterized by the critical poration potentialCc.

The maximum deformation of this vesicle corresponds to about 10% change

in the vesicle aspect ratio. The degree of vesicle deformation depends on the

initial tension of the vesicle as well as on the excess area. The latter is defined

as an excess compared to the area of a spherical vesicle of the same volume.

The typical decay time for the relaxation of nonporated vesicles, t1, is on
the order of 100 ms. It is defined by the relaxation of the total membrane

tension attained at the end of the pulse, which is the sum of the

electrotension sel and the initial tension s0 (see Eq. 1.10). Thus, t1 relates
mainly to the relaxation of membrane stretching: t1��D/s, where �D is the

surface dilatational viscosity of the membrane (see Section 2). For membrane

tensions of the order of 5 mN/m (which should be around the maximum

tension before the membrane ruptures, sffislys) and for typical value of

�D (see Table 1.1), one obtains t1�100 ms, which corresponds to the value

experimentally measured (see Fig. 1.7A).

Porated vesicles exhibit more complex dynamics. The pores can reach

various sizes depending on their location at the vesicle or cell surface (see,

e.g., Refs. [81,108] and work cited therein). For the case of plane parallel

electrodes, the poration occurs predominantly in the area at the poles of

the vesicle facing the electrodes. This is because the transmembrane

potential attains its maximal value at the two poles as expressed by the

angular dependence in Eq. (1.8). With optical microscopy, only pores

that are of diameter larger than about half a micron can be resolved. We

refer to them as macropores since they are much larger than the average

ones. The lifetime of macropores, tpore, observed in vesicles in the fluid

state, varies with pore radius, rpore, [109] and depends on the membrane

edge tension, g, and the membrane dilatational viscosity: tpore�2rpore�D/g.
For phosphatidylcholine vesicles with low tension, the lifetime tpore is

typically shorter than 30 ms [76]. In Section 4.3.5, we will discuss the

effect of membrane edge tension on pore resealing in detail.

Figure 1.7B shows the time dependence of the deformation of a vesicle

in which macropores were observed. The maximum deformation is much

higher than the one observed for nonporated vesicles (compare with the

maximum aspect ratio a/b in Fig. 1.7A). The typical relaxation time
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measured on different vesicles is t2ffi7
3 ms. The relaxation process asso-

ciated with t2 takes place during the time interval when pores are present

(see shaded region and inset in Fig. 1.7B). Thus, t2 is determined by the clos-

ing of the pores: t2��Drpore/(2g). The edge tension g is on the order of

10�11 N [34,110]. For a typical pore radius of 1 mm, one obtains

t2�10 ms. When the vesicles have some excess area, the relaxation

proceeds in two steps, fast relaxation characterized by t2 and a second,

longer, relaxation with decay time t3: 0.5 s<t3<3 s [76]. This latter

relaxation time is related to the presence of some excess area available for

shape changes and fluid displacement driven by the bent membrane.

4.3.2 Response of gel-phase membranes
As discussed in Section 2, the mechanical and rheological properties of

membranes in the gel phase differ significantly from those of fluid mem-

branes. These differences introduce new features in the response of gel-

phase membranes to electric fields. We compared the response to DC pulses

of a vesicle in the fluid phase, with that of a vesicle in the gel phase. The

applied DC pulses were weak enough not to induce the formation of

macropores in the membranes. Figure 1.8A shows the deformation of the

two vesicle types in response to DC pulses with the duration of 300 ms.
To achieve similar maximal degree of deformation in vesicles with compa-

rable radii, stronger pulses had to be applied to the gel-phase vesicle as com-

pared to the fluid one. Pulses with field strength of about 100 kV/m do not

produce optically detectable deformations in gel-phase vesicles, while strong

pulses of about 500 kV/m applied to the fluid-phase vesicles cause poration.

The fluid vesicle gradually deforms and reaches maximal deformation (max-

imal aspect ratio a/b) at the end of the pulse as in Fig. 1.7A. The gel-phase

vesicle responds significantly faster and exhibits a relaxation with a decay

time of about 50 ms already during the pulse. This unusual intrapulse relax-
ation was found to be due to wrinkling of the membrane [111] as shown

with the inset in Fig. 1.8A. Typical wavelengths of the wrinkles, L, lie in
the range of 5–8 mm and were found to obey laws for wrinkling of elastic

sheets [112–114]: L¼2(p2l2k/s)1/4, where l is the characteristic length of

the system, which in our case is the vesicle size, lffi2R. The bending

stiffness, k, of membranes in the gel phase is orders of magnitude higher

than that of fluid membranes, see Table 1.1, which is one of the reasons

why wrinkling on fluid vesicles is not observed. Furthermore, fluid

membranes have zero shear modulus and deform smoothly rather than

exhibiting wrinkles.
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Figure 1.8 Deformation and poration of gel-phase vesicles. (A) Deformation response
of a gel-phase vesicle with a radius of 22 mm, and a fluid-phase vesicle with a radius of
20 mm. The applied rectangular DC pulses were with duration of 300 ms as indicated in
the graph. The field strength of the pulses was 500 and 80 kV/m for the gel and the fluid
vesicle, respectively, which is below the corresponding poration thresholds for the two
types of membranes. The gel-phase vesicle exhibits an intrapulse relaxation arising from
wrinkling of the membrane. The vesicle wrinkling is visible in the inset snapshot
recorded at time t¼200 ms. A magnified and enhanced section of the image indicated
with a dashed rectangle is given to the right of the image, showing the membrane wrin-
kling parallel to the electric field direction. The gray value intensity from such a section is
plotted and fitted with a sinusoidal function. The corresponding wavelength of the
wrinkles is about 6.6 mm as indicated on the plot. (B) Electroporated gel-phase vesicle
with radius 25 mmobserved with confocal microscopy. Before the pulse, the vesicle was
spherical. After applying a pulse with field strength of 600 kV/m and duration of 300 ms,
the vesicle cracks open and folds as indicated by the arrows. The field direction is indi-
cated with an arrow. The image was recorded a few seconds after the end of the pulse. A
relatively big crack is visible in the vesicle as shown in the 3D projection of the vesicle
top part. The scale bar represents 20 mm. Reproduced from Ref. [111] (http://dx.doi.org/
10.1039/B925929E) by permission of The Royal Society of Chemistry.
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The behavior of gel-phase vesicles exposed to stronger pulses above

the poration threshold is also significantly different from that of porated

fluid membranes. While pores in GUVs made of lipids in the fluid phase

reseal within few tens of milliseconds, gel-phase giant vesicles exhibit

long-living pores [96,111]. The pores may resemble cracks on solid

shells, see Fig. 1.8B, which remain open for minutes. Similar arrest was

reported for mechanically induced pores in membranes below the main

phase transition temperature [25]. Having in mind that the pore lifetime

is defined by the membrane viscosity (tpore�2rpore�D/g, see the previous

section), it is easy to understand the long lifetime of pores in gel-phase

membranes. The membrane viscosity diverges when the membrane

crosses the main phase transition [6]. Thus, the resealing process is

strongly suppressed. The irregular shape of the pores in gel-phase vesicles

may be further indicative of a relatively low edge tensions in such

membranes.

One additional feature that differentiates the response of gel- from fluid-

phase membranes is the critical poration threshold. As demonstrated in

Fig. 1.8A, pulses that porate fluid vesicles lead only to deformation of

gel-phase GUVs. The critical transmembrane potential for the latter was

found to be in the range of 8–10 V [111]. This value is significantly higher

than the critical potential of 1 V reported for fluid membranes [30,80,81].

Thus, membranes in the gel phase can stand higher tensile stresses (see

Eq. 1.9). This is also confirmed by micropipette aspiration experiments,

showing that fluid-phase dimyristoylphosphatidylcholine membranes

undergo lysis at tensions around 2–3 mN/m, but when in the gel phase,

the membranes rupture at tensions above 15 mN/m [33]. It is important to

note that the rupture process depends on the loading rate [32,115,116].

At high loading rates, the membrane can sustain much higher tensions

before it ruptures. Similar behavior was demonstrated by simulation

studies, where fluid DPPC bilayers were shown to spontaneously rupture

at tensions exceeding 90 mN/m [117].

4.3.3 Unusual behavior of charged membranes exposed to DC pulses
In the previous two sections, we discussed the electro-deformation and elec-

troporation of vesicles made of single-component membranes in water.

When negatively charged lipids, such as phosphatidylglycerol (PG) or phos-

phatidylserine, are present in the membrane, a very different response of

the vesicles in the fluid phase can be observed, partially influenced by the

medium conditions [118].
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In buffered solutions containing EDTA, PC:PG vesicles with molar ra-

tios 9:1, 4:1, and 1:1 behave in the same way as pure PC vesicles, that is, the

pulses induce opening of macropores with a diameter up to about 10 mm,

which reseal within tens of milliseconds. In nonbuffered solution, the mem-

branes with low fractions of charged lipids (9:1 and 4:1) retain this behavior,

but for membrane composition of 1:1 PC:PG, the vesicles collapse and dis-

integrate after electroporation [118] (see Fig. 1.9). Typically, one macropore

forms and expands in the first 50–100 ms at a very high speed of approxi-

mately 1 mm/s. The entire vesicle content is released seen as darker fluid

in Fig. 1.9A. The bursting is followed by restructuring of the membrane into

what seem to be interconnected bilayer fragments in the first seconds and a

tether-like structure in the first minute. Then the membrane stabilizes into

interconnected micron-sized tubules and small vesicles (see Fig. 1.9B). Sim-

ilar behavior is observed on vesicles prepared from lipid extracts from the

plasma membrane of the red blood cells which also contain a fraction of

A
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B
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20mm 2.3 min 11 min

30 ms 120 ms 200 ms

Figure 1.9 Bursting of charged (PC:PG 1:1) vesicles subjected to electric pulses. The
time after the beginning of the pulse is marked on each image. The first four images
are phase contrast microscopy snapshots from fast camera observation of a vesicle
in salt solution subjected to a pulse with field strength 120 kV/m and duration
200 ms. The field direction is indicated in the first snapshot with an arrow. The vesicle
bursts and disintegrates. The last two images show confocal cross-sections of a vesicle,
which has been subjected to an electric pulse and has burst and rearranged into a net-
work of tubes and smaller vesicles. Reproduced from Ref. [96] (http://dx.doi.org/10.1039/
B901963D) by permission of The Royal Society of Chemistry.
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charged lipids [118]. These observations suggest that the vesicle bursting and

membrane instability are related to the amount of the charged lipid in the

bilayer as theoretically predicted in earlier studies [119–121].

The amount of charged lipid in the bilayer is not the only factor trigger-

ing bursting of the synthetic membranes. In particular, as mentioned above,

vesicles with high content of PG (50 mol%) do not burst in solutions con-

taining EDTA. The latter molecule is a chelating agent generally added in

solutions to bind multivalent ions possibly present as impurities in the solu-

tion, such as calcium [122]. The observation that EDTA suppresses bursting

suggests that divalent ions present as impurities can act as a destabilizing agent

in the process of vesicle bursting.

Plasmamembranes should exhibit analogous bursting instability as that of

the vesicles made of lipid extracts because their lipid composition is similar.

However, cell membranes are subjected to internal mechanical constraints

imposed by the cytoskeleton, which prevents their disintegration even if

their membranes are prone to disruption when subjected to pulses. Instead,

the pores in the cell membrane are stable for a long time [123] and can either

lead to cell death by lysis or reseal depending on the media [69,124]. The

latter is the key to efficient electroporation-based protocols for drug or

gene transfer in cells. The results discussed in this section suggest that

membrane charge as well as minute amounts of molecules such as EDTA

might be important but not yet well understood regulating agents in

these protocols.

4.3.4 Deformation dynamics of vesicles in salt solutions
In the previous three sections, we discussed the effect of the membrane com-

position and phase state on the response of vesicles to DC pulses. In this sec-

tion, we consider the effect of presence of salt in the media. In the presence

of salt in the vesicle exterior (e.g., NaCl solution with concentration above

0.1 mM), unusual shape changes are observed [125]. The vesicles adopt

spherocylindrical shapes during the pulse. These deformations are short lived

(their lifetime is about 1 ms) and occur only in the presence of salt outside

the vesicles, irrespective of their inner content. When the solution conduc-

tivities inside and outside are the same, lin�lex (x�1), vesicles with square-

like cross-section are observed. For the case lin<lex (x<1), the vesicles

adopt disc-like shapes, while in the opposite case, lin>lex (x>1), they de-

form into long cylinders with rounded caps; see Fig. 1.10C–E. The transi-

tion from tubes to discs is analogous to transition 3 (from prolates to oblates)

in Fig. 1.5A observed in AC fields.
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The detected spherocylindrical deformations are nonequilibrium shapes

and have a very short lifetime, which is why they have not been observed at

standard video acquisition speed. The flattening of the vesicle walls starts

during the applied pulse and is observed throughout a period of about

1 ms. The formation of these shapes is not well understood. They are

observed also in the presence of small negatively charged nanoparticles in

the vesicle exterior [96]. As discussed in Ref. [125], one possible explanation

for the vesicle spherocylindrical deformation could be that ions or particles

flatten the equatorial zone of the deformed vesicle. During the pulse, there is

an inhomogeneity in the membrane tension due to the fact that the electric

field is the strongest at the poles of the vesicle and almost zero close to the

equator. The kinetic energy of the accelerated ions or particles hitting the

equatorial (tensionless) region of the vesicle is higher than the energy needed

to bend the membrane, thus leading to the observed deformation. In addi-

tion, particle-driven flows may be inducing membrane instability giving rise

to higher order modes of the vesicle shape [126]. Yet another possible

explanation may be related to a change in the spontaneous curvature of

the bilayer due to particle or ion asymmetry across the membrane [127].

During the pulse, local and transient accumulation of particles or ions in

the membrane vicinity can occur. The mechanism driving the cylindrical

deformations might be a combination of nanoparticle electrophoresis and

changes in the membrane spontaneous curvature. Furthermore, another

influencing factor might be an electrohydrodynamic instability caused by

electric fields interacting with flat membranes, which was predicted to

Absence of  salt

A B C D E

l in > lex l in < lex l in ~ lex l in > lex

Salt present in the vesicle exterior

a
b

E
l in
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Figure 1.10 Deformation of vesicles in the absence and presence of salt at different
conductivity conditions and subjected to DC pulses (200 kV/m, 200 ms). (A) In the ab-
sence of salt in the external solution, prolate deformation is observed. (B) Schematic
illustration of a cross-section of a vesicle, which has adopted spherocylindrical deforma-
tion (a cylinder with spherical caps) when salt is present in the vesicle exterior as in
(C)–(E). The field direction is indicated with an arrow. The presence of salt flattens
the vesicle walls into disk-like (C), “square”-like (D), and tube-like (E) shapes. The scale
bars correspond to 15 mm. Reproduced from Ref. [125] (http://dx.doi.org/10.1529/
biophysj.106.081620) with permission from Elsevier.
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increase the membrane roughness [128]. Finally, the flexoelectric properties

of the lipid membrane, first postulated by Petrov [129–131], might also be

involved as recently proposed [132,133]. The interplay between interface

ion concentration gradients combined with the overall ionic strength and

the bilayer material properties and tension could be expected to produce

the spherocylindrical deformation we observe. The mechanism behind

the formation of these shapes remains poorly understood and requires

further studies.

4.3.5 Electroporation as amethod tomeasuremembrane edge tensions
The edge tension drives the closing of pores in membranes. It plays a crucial

role in membrane resealing mechanisms taking place after physical protocols

for drug delivery, such as sonoporation [134] or electroporation [135]. Being

able to experimentally measure the edge tension is thus of significant interest

for understanding various biological events and physicochemical processes

in membranes. However, only a few experimental methods have been

developed to directly assess this physical quantity. Observations on open

cylindrical giant vesicles exposed to AC fields [110] provided an estimate

for the edge tension, but this technique did not allow for good control over

the system. In another work, the vesicles were porated with an electric pulse,

and the pores were kept open by externally adjusting the membrane tension

with a micropipette [136]. Even though solid, this approach requires the use

of sophisticated equipment such as a setup for vesiclemicropipette aspiration.

In Refs. [137,138], the pore closure dynamics in GUVs was visualized by

means of using viscous glycerol solutions and fluorescent dyes in the

membrane, both of which potentially influence the edge tension.

Amuch simpler approach is based on the electroporation of giant vesicles

and observation of the pore closure dynamics with a fast digital imaging as

reported in Ref. [34]. The analysis of the pore dynamics was based on the

theoretical work of Brochard-Wyart et al. [8]. The process of pore closure

was observed under phase contrast microscopy with a high-speed digital

camera with acquisition speed above 1000 frames per second. In this way,

the need of using viscous solutions to slow down the system dynamics

was avoided, and the application of fluorescent dyes to visualize the vesicles

as in Refs. [109,137,138] was not necessary. Vesicle electroporation in Ref.

[34] was induced by applying electric pulses of 5-ms duration and field

strength in the range of 20–80 kV/m. The pore dynamics typically

consisted of four stages: growing, stabilization at some maximal pore

radius, slow decrease in pore size, and fast closure (see, e.g., data in
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Fig. 1.11). The third stage of slow pore closure is the one, which can be used

to determine the membrane edge tension applying the dependence derived

in Ref. [8]:

R2 ln rð Þ¼� 2g
3p�

tþC ð1:11Þ

where R and r are the vesicle and pore radii, respectively; g denotes the edge
tension; � is the viscosity of the aqueous medium; t is time; and C is a con-

stant depending on the maximal pore radius reached. Then, one only has to

consider the linear part of R2ln(r) as a function of time corresponding to the

slow closure stage. The slope of this dependence yields the value of the edge

tension g following Eq. (1.11). Figure 1.11 illustrates the analysis performed

on one egg PC vesicle. Measurements on many vesicles yield for the average

value of the edge tension of such membranes g¼14.3 pN.

Using this approach, one can measure the edge tension in membranes of

various compositions, thus characterizing the stability of pores in these

membranes, and evaluate the effect of various inclusions. For example,
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Figure 1.11 Evolution of the porated region in an egg PC vesicle as characterized by
R2ln(r/l) as a function of time t, Eq. (1.11) (note that to avoid plotting a dimensional value
in the logarithmic term, we have introduced l¼1 mm). The open circles are experimental
data, and the solid line is a linear fit, whose slope yields the edge tension g. The inset
shows a raw image (left) of a porated vesicle with a radius of 17 mm 100 ms after being
exposed to an electric pulse with duration of 5 ms and amplitude of 50 kV/m. The field
direction is indicated with an arrow. To the right is an enhanced and processed image of
the vesicle half facing the cathode. The inner white contour corresponds to the location
of the membrane. The pore radius is schematically indicated. Reproduced from Ref. [34]
(http://dx.doi.org/10.1016/j.bpj.2010.09.032) with permission from Elsevier.
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we found that the addition of cholesterol to DOPCmembranes increases the

edge tension confirming previously reported results [137]. The inverted-

cone shape of cholesterol prevents it from locating at the rim of the pore.

Thus, the presence of cholesterol requires more energy to rearrange the

lipids along the pore walls increasing the edge tension. Surprisingly, doping

DOPC membranes with another cone-shaped type of lipid such as

dioleoylphosphatidyl-ethanolamine (DOPE)was found to decrease the edge

tension, that is, DOPE is pore stabilizing [34]. Presumably, the molecular

architecture of PE lipids leading to their tendency to form an inverted hex-

agonal phase, which facilitates fusion and vesicle leakage, see, for example,

Ref. [139], is also responsible for stabilizing pores. A plausible explanation

for this behavior is also provided by the propensity of PE to form interlipid

hydrogen bonds [140,141]. Presumably, inter-PE hydrogen bonding in the

pore region can effectively stabilize pores.

As demonstrated above, the edge tension is a sensitive parameter, which

effectively characterizes the stability of pores in membranes. Collecting a da-

tabase for the effect of various types of membrane inclusions will be useful for

understanding the lifetime of pores in membranes with more complex com-

positions, which is important for achieving control over medical applications

for drug and gene delivery in cells.

4.3.6 Vesicle electrofusion
Membrane electrofusion is vastly used in cell biology and biotechnology (see,

e.g.,Refs. [63,64,142] and the studies cited therein).One application aspect is

based on the electrofusion of cells yielding multinucleated viable cells with

new properties (this phenomenon is also known as hybridization; see, e.g.,

Ref. [64]). Other applications of electroporation and electrofusion are

related to introducing molecules such as proteins, foreign genes (plasmids),

antibodies, and drugs into cells.

When a DC pulse is applied to a couple of fluid-phase vesicles, which

are in contact and oriented in the direction of the field, electrofusion can

be observed. The necessary condition is that membrane poration is induced

in the contact area between the two vesicles. The possible electrofusion steps

are schematically illustrated in Fig. 1.12A.

4.3.6.1 Fusion dynamics
Membrane fusion is fast. The time needed for the formation of a fusion neck

can be rather short as demonstrated by electrophysiological methods applied

to the fusion of small vesicles with cell membranes [143–146]. The time
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Figure 1.12 Vesicle electrofusion. (A) Schematic illustration of the possible steps of the
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formation of a fusion neck of diameter L. The pore sizes in the second cartoon
are not in scale but almost an order of magnitude larger than the bilayer thickness.
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evolution of the observed membrane capacitance indicates that the

formation of the fusion neck is presumably faster than 100 ms. Direct

observation of the fusion of giant vesicles confirms this finding,

suggesting that this time is even shorter [147,148]. An example of a few

snapshots taken from the electrofusion of two GUVs with identical

membrane composition and in the presence of salt is given in Fig. 1.12B.

The overall deformation of each vesicle as seen in the second snapshot

corresponds to the spherocylindrical shapes as observed with individual

vesicles in the presence of salt. From such micrographs, one can measure

the fusion neck diameter, denoted by L in Fig. 1.12A and B, and follow

the dynamics of its expansion as shown in Fig. 1.12C.

From the data, two stages of the fusion process can be distinguished (note

that the data are displayed in a semilogarithmic plot): an early one, which is

very fast and with average expansion velocity of about 2�104 mm/s,

followed by a later slower one with an expansion rate, which is orders of

magnitude smaller (�2 mm/s). The early stage is governed by fast relaxation

of the membrane tension built during the pulse, whereby the dissipation oc-

curs in the bilayer. Essentially, the driving forces here are the same as those

responsible for the relaxation dynamics of nonporated vesicles (as character-

ized by t1 in Section 4.3.2). In the later stage of fusion, the dynamics is

mainly governed by the displacement of the volume of fluid around the fu-

sion neck between the fused vesicles. The restoring force is related to the

bending elasticity of the lipid bilayer [147,148].

The characteristic dynamics of the expansion of the fusion neck in elec-

trofusing vesicles is similar to that observed with vesicles where the fusion is

triggered in a different way, namely by using fusogenic molecules incorpo-

rated in the membrane (see Fig. 1.13). Giant vesicles functionalized with

such molecules were brought in contact by means of micropipettes and ob-

served to fuse after local injection of lanthanide ions, which complex the

fusogenic molecules from the opposing bilayers [147]. Because the fusion

of larger vesicles would lead to the expansion of the fusion neck to larger

diameters, in Fig. 1.13, the neck diameter L is rescaled by (R1þR2), where

R1 and R2 are the radii of the two vesicles before they were brought into

contact. Inspection of Fig. 1.13 shows that the data from the two fusion pro-

tocols collapse between 50 ms and approximately 3 ms, that is, during the

early stage of the fusion neck opening.

Amore detailed comparison of the data reveals that the electrofusion data

involve six orders of magnitude in time, whereas the ligand-mediated fusion

data cover only three orders of magnitude in time. The different behavior of
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the fusion neck diameter at later times is a result of the different tensions that

the membranes experience during the later stage of the opening of the fusion

neck. For ligand-mediated fusion, each of the two vesicles is aspirated by a

micropipette, and the pressure is kept constant during the whole process,

which implies that themembranes experience a large and essentially constant

tension of the order of 5 mN/m. After the fusion neck has been formed, it

opens rapidly because the rim of the neck is pulled by the large membrane

tension. On the other hand, after electrofusion, the tensionwithin the mem-

branes relaxes as the rim of the neck opens up and is of the order of

0.05 mN/m.

It is instructive to use dimensional analysis to find an appropriate time-

scale, t, for the later stage of the expansion of the fusion neck, that is, after a

few milliseconds. The driving force for this expansion is provided by the

membrane tension, s, whereas the hydrodynamic or Stokes friction is

governed by the viscosity, �, of the aqueous solution to be displaced.

Our system is characterized by two well-separated length scales, the
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semilogarithmically for ligand-mediated fusion and electrofusion. The data sets collapse
onto a single curve between 50 ms and 3 ms. The inset shows the rescaled fusion neck
diameter as a function of the rescaled time t/t (see text for definition of t). The normal-
ized data collapse onto a single curve for the later stages of the expansion of the fusion
neck corresponding to t/t>103. Reproduced from Ref. [147] (http://dx.doi.org/10.1073/
pnas.0602766103), copyright 2006 National Academy of Sciences, USA.
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membrane thickness, h, and a typical vesicle size, R. We choose R¼
(R1þR2)/2. The only timescale, which one can obtain from a combination

of the four variables s, �, h, and R, is given by t¼ (�R/s)f(h/R) with the

dimensionless function f(h/R). Because h�R, we can replace f(h/R) by f

(0) and, thus, ignore corrections of order (h/R). Then, for a typical effective

vesicle size R¼20 mm, we obtain the timescales t¼4.4 ms for the aspirated
vesicles and t¼0.44 ms for the electrofused vesicles.

One can calculate the corresponding value of t for each vesicle couple

and tension conditions. The parameter t defines the rescaled time t/t, see
inset in Fig. 1.13 where we plot the rescaled fusion neck diameter,

L/(R1þR2), as a function of t/t. This rescaling leads to a collapse of data

sets obtained from ligand-mediated fusion and electrofusion for the later

stage of the expansion of the fusion neck with t/t>103. Thus, we conclude

that both fusion protocols lead to essentially the same dynamics.

4.3.6.2 Some applications of giant vesicle fusion
Having discussed the fusion dynamics of giant vesicles, we will now address

two possible applications of this process based on the fusion of vesicles with

different membrane compositions or different compositions of the enclosed

solutions. First, we will illustrate the use of GUV electrofusion for creating

composite membranes. Then, we will demonstrate how GUVs can be

employed as microreactors suitable for the synthesis of nanoparticles.

Fusing two vesicles with different compositions of their membranes

provides a promising tool for studying raft-like domains in membranes

[103,104,149–152]. In particular, vesicle electrofusion is a very attractive

experimental approach for producing multicomponent vesicles of well-

defined composition [148]. One example for the fusion of two vesicles

with different membrane composition is given in Fig. 1.14. To distinguish

the vesicles according to their composition, two fluorescent markers have

been used. In this particular example, one of the vesicles (vesicle 1) is

composed of SM and cholesterol in 7:3 molar ratio and labeled in green.

The other vesicle (vesicle 2) is composed of DOPC and cholesterol in 8:2

molar ratio and labeled in red (with fluorescence microscopy, the two

vesicles can be distinguished by their color). Thus, the membrane of the

fused vesicle is a three-component one. At room temperature, this lipid

mixture separates into two phases, liquid ordered (rich in SM and

cholesterol) and liquid disordered (rich in DOPC), which is why the final

vesicle exhibits immiscible fluid domains. Then, starting with two (or

more) domains produced by successive fusion, one can address the
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question about the stability of such systems with respect to domain number

and configuration.

Fusing two GUVs in order to initiate content-mixing reactions has been

employed previously [153,154], but only recently, we have demonstrated

that it can be applied for the synthesis of quantum-dot-like CdS

nanoparticles in closed compartments [155,156]. The protocol consists of

mixing two vesicle populations, one loaded with Na2S and labeled with

one fluorescent dye (red), the other loaded with CdCl2 and labeled

differently (green). The vesicle external media is Na2S or CdCl2 free. AC

field is applied to align the vesicles in the direction of the field due to

dielectric screening. In order to monitor the nanoparticle formation

process, we locate a red-and-green vesicle couple and apply a DC pulse

strong and long enough to porate each of the vesicles (typically, pulses of

50–200 kV/m field strength and 150–300 ms duration are sufficient). The

steps of this protocol are schematically illustrated in Fig. 1.15A.

The product, in this case, quantum-dot-like CdS nanoparticles (with sizes

between 4 and 8 nm as determined from transmission electron microscopy

[155,156]), is visualized under laser excitation as a fluorescent bright spot in

the fusion zone. Obviously, this protocol provides us with a visualizing

A B

3

1

2

C
15mm

Figure 1.14 Creating a multidomain vesicle by electrofusion of two vesicles with differ-
ent membrane compositions as observed with fluorescence microscopy. The images (A,
B) are acquired with a confocal microscopy scans nearly at the equatorial plane of the
fusing vesicles. (A) Vesicle 1 is made of SM and cholesterol (7:3) and labeled with one
fluorescent dye (green). Vesicle 2 is composed of DOPC and cholesterol (8:2) and labeled
with another fluorescent dye (red). (B) The two vesicles were subjected to an electric
pulse (220 kV/m, duration 300 ms) and fused to form vesicle 3. Because the lipids with
this final membrane composition form immiscible fluid phases, the resulting vesicle has
two domains. (C) A three-dimensional image projection of vesicle 3 with the two do-
mains formed from vesicles 1 and 2. Reproduced from Ref. [97] (http://dx.doi.org/
10.1039/B703580B) by permission of The Royal Society of Chemistry.
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analytical tool to follow the reaction kinetics with high temporal sensitivity.

This novel and facile method is especially suitable for the online monitoring

of ultrafast physicochemical processes such as photosynthesis, enzyme

catalysis, and photopolymerization, which usually require complex and

abstracted spectroscopy technique at present. Another advantage of our

approach for nanoparticle synthesis is that the process of particle nucleation

and growth can be initiated at a chosen moment and location, and the

formation process can be monitored directly. Furthermore, this system has

the potential of implementing different manipulation tools (electric fields,

micropipettes, optical tweezers, microfluidic devices, and microinjection

systems) to influence the course of the synthesis.

The success of our new protocol has some implications for our current

understanding of cell-based synthesis. The latter are believed to be

A

vesicle
alignment

vesicle
fusion

AB nanoparticles

AC field

20mmE0 15.7 s

DC pulse

t = 0 t = 10 s

E

B

AA

BB

Figure 1.15 Electrofusion of giant vesicles as a method for nanoparticle synthesis. (A)
Schematic illustration of the electrofusion protocol: Two populations of vesicles con-
taining reactant A or B are mixed (in A- and B-free environment). The vesicles are sub-
jected to an AC field to align them in the direction of the field and bring them close
together. A DC pulse initiates the electrofusion of the two vesicles, and the reaction be-
tween A and B proceeds to the formation of nanoparticles encapsulated in the fused
vesicle. (B) Confocal scans of vesicles loaded with 0.3 mM Na2S (red) and 0.3 mM CdCl2
(green) undergoing fusion. The direction of the field is indicated in the first snapshot.
After fusion (second snapshot), fluorescence from the product is detected in the interior
of the fused vesicle. The time after applying the pulse is indicated on the micrographs.
Reproduced from Ref. [155] (http://dx.doi.org/10.1002/smll.200900560) with permission
from John Wiley and Sons.
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controlled by peptides or enzymes [157,158]. However, our results suggest

that particle synthesis in cell-mimicking environment does not really require

the presence of such biomolecules. Indeed, changes in the structure and

topology of the membrane compartments are sufficient for cell-based

nanoparticle synthesis. This outcome provides a new insight in the

developing research on biomineralization mechanisms.

5. CONCLUDING REMARKS

While the top-down approach of cell biologists involves dealing with

complex systems composed of an overwhelming number of molecular spe-

cies whose role is not precisely and unequivocally defined, the approach of

biophysicists is typically bottom-up. Applying basic physical principles to in-

terpret the behavior of model systems made of just few components is the

key giving us predictive power and understanding in tackling with more

complex phenomena. Membrane biophysics builds upon studies performed

predominantly on model membranes, including lipid monolayers at the

air–water interface, solid-supported bilayers, black lipid membranes, vesi-

cles, and bilayer stacks. Giant vesicles prove to be a particularly useful bio-

mimetic tool displaying the response of the membrane directly under the

microscope. While in the late 1970s till early 1990s the emphasis was given

on characterizing basic mechanical and rheological properties of single- or

two-component membranes as well as intermembrane interactions modu-

lated by salts and polymers, the late 1990s and the beginning of this millen-

nium mark the initiation of a trend in bringing gradual sophistication to the

studied systems. This is helped by the progress, on the one hand, in the

development and implementation of new experimental procedures and

techniques breaking resolution limits [159]: fluorescence correlation spec-

troscopy, two-photon microscopy, optical trapping and single-molecule

techniques, stimulated emission depletion microscopy, fluorescence lifetime

imagemicroscopy, ultrafast video imaging, some of which have been already

applied to studies on GUVs (see, e.g., Refs. [5,147,160–163]). On the other

hand, the advancement of computational power for computer simulations

also sheds light on processes occurring on the atomic level. One of the

pursued goals in the bottom-up approach is to progressively increase the

complexity of model membrane systems and bring them closer to

biological membranes so that cell membrane processes are more precisely

reproduced and understood in detail. This requires increasing the

complexity not only in terms of lipid composition but also in terms of
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proteins and glycocalyx components. A helpful step in this direction is the

reported recent progress in reconstitution of transmembrane proteins.

The issues addressed in this chapter demonstrate that cell-sized giant ves-

icles provide a very useful model for resolving various effects of inclusions,

solutes, and external fields on lipid membranes because vesicle dynamics can

be directly observed with optical microscopy. We have shown that the ves-

icle response to a palette of factors and conditions can be interpreted and

understood considering the basic mechanical properties of the membrane.

The reported observations demonstrate that giant vesicles as biomimetic

membrane compartments can be of significant help to advance fundamental

knowledge about the complex behavior of cells and membranes and can in-

spire novel practical applications.
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Abstract

In the recent years, we have shown that cylindrical biological membranes such as nerve
axons under physiological conditions are able to support stable electromechanical pulses
called solitons. These pulses sharemany similarities with the nervous impulse, for example,
thepropagationvelocityaswell as themeasured reversibleheatproductionandchanges in
thickness and length that cannot be explained with traditional nerve models. A necessary
condition for solitary pulse propagation is the simultaneous existence of nonlinearity and
dispersion, that is, the dependence of the speed of sound on density and frequency. A pre-
requisite for the nonlinearity is the presence of a chain-melting transition close to physio-
logical temperatures. The transition causes a density dependence of the elastic constants
which can easily be determined by an experiment. The frequency dependence is more
difficult to determine. The typical timescale of a nerve pulse is 1 ms, corresponding to a
characteristic frequency in the range up to 1 kHz. Dispersion in the sub-kilohertz regime
is difficult to measure due to the very long wave lengths involved. In this contribution,
weaddress theoretically thedispersionof thespeedof sound in lipidmembranesand relate
it to experimentally accessible relaxation times by using linear response theory. This
ultimately leads to an extension of the differential equation for soliton propagation.
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ABBREVIATIONS
DPPC dipalmitoyl phosphatidylcholine

DSC differential scanning calorimetry

1. INTRODUCTION

Biological membranes are ubiquitous in the living world. Despite

their diversity in composition, membranes of different cells or organelles

are remarkably similar in structure and exhibit similar thermodynamic

properties. They exist as thin, almost two-dimensional lipid bilayers whose

primary function is to separate the interior of cells and organelles (subcellular

compartment) from their external environments. This separation leads in

turn to the creation of chemical and biological gradients which play a pivotal

role in many cellular and subcellular processes, for example, adenosine

triphosphate production. A particularly important feature of biomembranes

is the propagation of voltage signals in the axons of neurons, which allows

cells to communicate quickly over long distances, an ability that is vital for

higher lifeforms such as animals [1,2].

Biological membranes exhibit a phase transition between an ordered and

a disordered lipid phase near physiological conditions [3]. It has been shown

that organisms alter their detailed lipid composition in order to maintain the

temperature of this phase transition despite different growth conditions [4–6].

The biological implications of membrane phase transitions continue to be an

area of active research. Near a phase transition, the behavior of the

membrane changes quite drastically: The thermodynamic susceptibilities,

such as heat capacity and compressibility, display a maximum, and the

characteristic relaxation times of the membrane show a drastic slowing

down [7–11].

The melting transition in lipid membrane is accompanied by a significant

change of the lateral density by about �20%. Thus, the elastic constants are

not only temperature dependent, but they are also sensitive functions of

density. Together with the observed frequency dependence of the elastic

constants (dispersion), this leads to the possibility of localized solitary pulse

(or soliton) propagation in biomembrane cylinders such as nerve axons.

With the emergence of the soliton theory for nerve pulse propagation,

the investigation of sound propagation in lipid membranes close to the lipid

melting transition has become an important issue [2]. The soliton model
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describes nerve signals as the propagation of adiabatic localized density pulses

in the nerve axon membrane. This view is based on macroscopic thermo-

dynamics arguments in contrast to the well-knownHodgkin–Huxleymodel

for the action potential that is based on the nonadiabatic electrical properties

of single protein molecules (ion channels).1 Using this alternative model, we

have been able to make correct predictions regarding the propagation veloc-

ity of the nerve signal in myelinated nerves, along with a number of new

predictions regarding the excitation of nerves and the role of general anes-

thetics [12]. In addition, the solitonmodel explains a number of observations

about nerve signal propagation, which are not included in the Hodgkin and

Huxley model, such as changes in the thickness of the membrane, changes in

the length of the nerve, and the existence of phase-transition phenomena

[13]. The solitary wave is a sound phenomenon which can take place in me-

dia displaying dispersion and nonlinearity in the density. Both of these

criteria are met close to the main lipid transition. However, the magnitude

of dispersion in the frequency regime of interest for nerve pulses (up to

1 kHz) is unknown [2]. Exploring sound propagation in lipid membranes

is thus an important task for improving our understanding of mechanical

pulse propagation in nerves. All previous attempts to explore sound prop-

agation in lipid membranes have focused on the ultrasonic regime

[9,14–16], and it has clearly been demonstrated that dispersion exists in

this frequency regime. Furthermore, the low-frequency limit of the

adiabatic compressibility of membranes (which determines the sound

velocity) is equal to the isothermal compressibility, which is significantly

larger than the compressibility in the megahertz regime. With the

additional knowledge that relaxation times in biomembranes are of the

order of milliseconds to seconds, it is quite plausible to expect significant

dispersion effects in the frequent regime up to 1 kHz.

Theoretical efforts to describe sound propagation in lipid membranes

near the lipid melting transition in the ultrasonic regime have been based on

scaling theory, which assumes critical relaxation behavior during the transition

[16,17]. However, a number low-frequency experiments, pressure jump

experiments [10,18], and stationary perturbation techniques [11,19] all show

noncritical relaxation dynamics. These findings have led us to propose a

noncritical thermodynamical description of sound propagation in lipid

membranes near the lipid melting transition for low frequencies based on

linear response theory.

1 For a comparison of the Hodgkin–Huxley model and the soliton theory, see Chapter 9.
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In this chapter, we present a theoretical derivation of the magnitude of

dispersion for membranes close to lipid melting transitions. The goal is to

modify the wave equation for solitons in biomembranes. This will ultimately

lead to a natural timescale for the pulse length, which we will explore in

future work.

2. THE PROPAGATING SOLITON IN NERVE MEMBRANES

In the following, we present the hydrodynamic equations that govern

the propagation of density waves in cylindrical membranes, in general, and

in nerve membranes close to the chain-melting transition, in particular.

In it simplest formulation, the wave equation for compressible fluids

assumes the form2:

@2r
@t2

¼rðc2rrÞ; ð2:1Þ

where

c¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
@p

@r

� �s
S,0

¼ 1ffiffiffiffiffiffiffiffi
kSr

p ð2:2Þ

is the speed of sound for low-amplitude waves (Dr�r0), kS is the adiabatic
compressibility, and r(x, t) is the density. If the speed of sound is roughly

independent of density, this equation simplifies to

@2r
@t2

¼ c2r2r: ð2:3Þ

The wave equation in one dimension is then given by

@2r
@t2

¼ @

@x
c2

@

@x
r

� �
: ð2:4Þ

For low-amplitude sound, we further assume that there is dispersion of

the form

c2¼ c20 þh0o2þ�� �; ð2:5Þ

2 A derivation of the equation of sound, based on fluid dynamics, can be found in Ref. [20]. There are

two basic assumptions in the derivation of the equation of sound: Perturbations are small, and sound

propagation is an adiabatic process.
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which corresponds to a Taylor expansion of the sound velocity with respect

to frequency. The parameter h0 indicates the magnitude of the dispersion.

Due to symmetry arguments, only even power terms appear in this expan-

sion. One way to generate this frequency dependence is to add a dispersion

term to the wave equation

@2r
@t2

¼ @

@x
c2

@

@x
r

� �
�h

@4

@x4
r: ð2:6Þ

The density of a small amplitude plane wave can be written as

rðx, tÞ¼ r0þDr with Dr¼A sinðkx�otÞ
�A sinðkðx� ctÞÞ: ð2:7Þ

The amplitude of this plane wave is A, and its velocity is c¼o/k.
Inserting this into Eq. (2.4) yields the dispersion relation in Eq. (2.5) with

h0¼h/c20. We have shown experimentally that the sound velocity close to

melting transitions in lipid membranes is a sensitive nonlinear function of

density. Thus, we expand

c2¼ c20 þpDrþ qðDrÞ2þ���: ð2:8Þ
The parameters p and q describe the nonlinear elastic properties of mem-

branes. At temperatures slightly above the melting transition, lipid mem-

branes have negative values for the parameter p and positive values for

the parameter q. The final wave equation is given by

@2r
@t2

¼ @

@x
ðc20 þpDrþ qðDrÞ2Þ @

@x
r

� �
�h

@4

@x4
r: ð2:9Þ

We have shown that this equation possesses analytical solitary solutions

that in many aspects resemble the nerve pulse (see Fig. 2.1).

While the above equation makes use of the fact that the speed of sound is

a known function of density, the dispersion constant hmust be regarded as an

adjustable parameter due to the absence of quantitative empirical data

regarding dispersion in the low-frequency regime. The magnitude of h sets

the width and the timescale of the mechanical pulse. In previous publica-

tions, it was adjusted to h¼2m4/s2 in order to match the observed width

of the nerve pulse, which is about 10 cm. However, we will argue below

that h is expected to be density dependent and that its functional form

can be approximated using experimental knowledge about relaxation time-

scales and elastic constants. This will ultimately lead to a wave equation for
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the mechanical pulse in nerve axons that is free of adjustable parameters and

has a timescale that is fixed by the thermodynamics of the system.

3. BRIEF OVERVIEW OF SOUND

Sound is a propagating low-amplitude density wave in compressible

mediumwhich,due to its adiabaticnature, is accompaniedbyacorresponding

temperature wave. The equation governing sound propagation is universal.

This generality implies that sound propagation is determined solely by the

macroscopic thermodynamical properties of the system.

As mentioned above, the equation of sound for low-amplitude waves has

the following form:

@2p

@t2
¼ c2r2r:

The general solution has the following form:

r¼Aexpðioðt�x=ĉÞÞ; ð2:10Þ

Time (ms)
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Figure 2.1 The propagating soliton using parameters appropriate for unilamellar DPPC
vesicles and a dispersion constant h¼2m4/s2 (from Ref. [21]). The soliton has a width of
about 10 cm and a duration of about 1 ms, which is very similar to action potentials in
myelinated nerves.
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which is merely Eq. (2.7) in complex notation. Due to dispersion and the

absorption of sound in a real medium, the effective speed of sound, ĉ, is a

complex quantity. The real part of the speed of sound will cause a phase shift

(as a result of dispersion), and the imaginary part will lead to a decrease in the

amplitude or intensity of the sound as it propagates (attenuation). This can be

seen by inserting the complex speed of sound into Eq. (2.10).

r¼Aexpðioðt�xReðĉÞ=ĵcj2ÞÞexpð�xoImð̂cÞ=ĵcj2Þ; ð2:11Þ
where

u¼ Reð̂cÞ
ĵcj2

 !�1

ð2:12Þ

is the effective speed of sound which would be measured in an experiment.

In 1928, Herzfeld andRice extended the theory of sound by arguing that

internal vibrational modes of polyatomic molecules require time to ap-

proach thermal equilibrium with translational degrees of freedom [22]. If

the timescale of the density (or pressure) perturbation is similar to or less than

the timescale of these internal relaxation times, the temperature response of

the system will lag behind that of the perturbation. This will prevent the in-

ternal degrees of freedom from taking up all the heat and will result in a de-

crease in the effective heat capacity.3 This decrease in the effective heat

capacity results in hysteresis and in dissipation of heat.

In 1962, Fixman applied the basic ideas of Herzfeld and Rice to describe

the viscosity of critical mixtures [23]. He was motivated by the intimate

relation between viscosity and attenuation. Critical mixtures of fluids display

a second-order transition which is indicated by a critical slowdown of the

relaxation rates of the order parameters. In contrast to Herzfeld and Rice,

Fixman did not limit his attention to the rates of translational and internal

degrees of freedom but rather considered a continuum of long-wavelength

fluctuations in the order parameter. With this change of perspective, he

made the connection between the transfer rates and relaxation rates of order

parameters in viscous systems. The slowdown during a transition means

large changes in the dynamic heat capacity of the system and thereby in

the speed of sound.

Following the argument of Fixman, the slowing down of the character-

istic relaxation rate during the lipid melting transition will cause hysteresis

3 Note that the effective heat capacity will be referred to as the dynamic heat capacity.
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and dissipation of heat. Even in the absence of critical phenomena, internal

friction and heat conduction as introduced by Stokes [24] and Kirchhoff

[25], respectively, can cause hysteresis and dissipation. However, within

cooperative transitions, these are secondary effects and we will disregard

them for low frequencies.

4. SYSTEM RESPONSE TO ADIABATIC PRESSURE
PERTURBATIONS

Sound is the propagation of a pressure wave that is followed by a

temperature wave as a consequence of its adiabatic nature. Thermodynam-

ically, changes in pressure (dP) and temperature (dT) couple to a change in

the entropy (dS) of the system:

dS¼ @S

@T

� �
p

dT þ @S

@p

� �
T

dp; ð2:13Þ

where cp¼T(@S/@T)p is the heat capacity at constant pressure. Using

a well-known Maxwell relation, (@S/@p)T can be rewritten as (@S/
@p)T¼� (@V/@T)p,

@S

@p

 !
T

¼� @V

@T

 !
p

¼� @S

@T

 !
p

@V

@S

 !
p

¼� cp

T

@V

@S

 !
p

:

ð2:14Þ

Another Maxwell relation, (@V/@S)p¼ (@T/@p)S, allows us to write

Eq. (2.14) as

@S

@p

� �
T

¼� cp

T

@T

@p

� �
S

: ð2:15Þ

Constant entropy implies that no heat is dissipated into the environment

but only moved between different degrees of freedom within a closed

system. At transitions, the Clausius–Clapeyron relation4 can be used:

4 The use of the Clausius–Clapeyron relation can be justified by the weak first-order nature of the lipid

melting transition [26].
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@p

@T

� �
S

¼ DH
TDV

; ð2:16Þ

where DH and DV are the enthalpy (or excess heat) and volume changes

(excess volume) associated with the transition [11]. Note that these are con-

stant system properties for a given transition that can be determined

experimentally.

The change in entropy (Eq. 2.13) can now be written as

dS¼ cpðT ,pÞ dT

T
� DV

DH

� �
dp

� �
: ð2:17Þ

It is clear from Eq. (2.17) that the heat capacity acts as a transfer function

that couples adiabatic changes in pressure to changes in entropy.

Equation (2.17) governs the equilibrium properties of the thermodynam-

ical system. However, here we consider the propagation of sound, which is a

nonequilibrium process. The theory of sound considers the limit of small

changes in pressure and temperature for which close-to-equilibrium dynamics

can be assumed. This implies linear relations between perturbations and sys-

tem responses. For this reason, it is also called linear response theory.

In any real system, transfer rates are finite and changes happen in finite

time. Thus, the changes in pressure and temperature can be represented as

rates, and Eq. (2.17) can be rewritten as

DS¼
ð
dS¼

ð
cpðtÞ

_TðtÞ
T0

� DV
DH

� �
_pðtÞ

" #
dt; ð2:18Þ

where _T ¼ @T=@t and _p¼ @p=@t are rates. Note that T0¼Tequilibrium,

which holds if absolute changes in temperature upon pressure changes are

very small.

If changes in pressure or temperature happen faster than the transfer rate

(or relaxation rate), the energy transferred during this change will be only a

part of the amount otherwise transferred. Considering Eq. (2.17), the finite

transfer rate will lower the effective transfer function, in this case the heat

capacity. This means that also the heat capacity must contain a relaxation

term, (1�Ccp
), with 0�Ccp

�1. This function describes the equilibration

of the system. As the system approaches equilibrium, (1�Ccp
) approaches

unity. Below, we will assume that the function Ccp
is an exponentially

decaying function of time. Equation (2.18) must then be written as a

convolution:
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DSðtÞ¼
ðt
�1

cpð1ÞþDcpð1�Ccpðt� t0ÞÞ� � _Tðt0Þ
T0

�DV
DH

_pðt0Þ
 !

dt0;

ð2:19Þ
whereDS(t) is the time-dependent change in entropy, cp(1) is the part of the

heat capacity that relaxes more rapidly than the changes in the pressure and

temperature considered. In the lipid bilayer system, cp(1) is the heat capacity

contribution from lipid chains, which we consider as a background contri-

bution. Dcp is the part of the heat capacity which relaxes on timescales of a

similar order or longer than the perturbation timescale. In the lipid mem-

brane system this is the excess heat capacity. In Eq. (2.19), it has been

assumed that the mechanisms of relaxation are the same for pressure

and temperature. This assumption has been justified experimentally and

numerically in the literature [10,14,27,28].

After partial integration of Eq. (2.19), subsequent Fourier transformation

and the use of the convolution theorem, Eq. (2.19) can be transformed into

(see Appendix)

DSðoÞ¼ cpðoÞ TðoÞ
T0

�DV
DH

pðoÞ
� �

: ð2:20Þ

T(o) and p(o) can be regarded as periodic variations of temperature and

pressure, respectively. We have also now introduced the frequency-

dependent heat capacity,

cpðoÞ¼ cpð1Þ�Dcp

ð1
0

e�iotC_ cpðtÞdt: ð2:21Þ

From Eq. (2.21), the frequency-dependent transfer function (dynamic

heat capacity)5 can be found, giving a full description of how a lipid bilayer

responds to adiabatic pressure perturbations. Both cp(1) and Dcp are exper-
imentally available using differential scanning calorimetry (DSC). The only

unknown is the relaxation function, Ccp
.

5 It is important note to the difference between the dynamic heat capacity (frequency dependent) and the

normally known equilibrium heat capacity. The equilibrium heat capacity is a constant system prop-

erty, whereas the dynamic heat capacity is an effective heat capacity that can be less than or equal to the

equilibrium heat capacity as a consequence of the finite transfer rates in real systems.
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4.1. Relaxation function
The relaxation function of the heat capacity is related to the rate of energy

transfer from the membrane to the environment. The fluctuation–dissipation

theorem ensures that the rate of energy transfer is equivalent to the relaxation

behavior of energy fluctuations. Since the heat capacity is a measure of en-

thalpy fluctuations, the relaxation function of the heat capacity must be the

relaxation function of the enthalpy fluctuations [11].

The relaxation behavior of the fluctuations of enthalpy in pure lipid

vesicles has been considered theoretically, numerically, and experimentally,

showing that the relaxation of enthalpy is well described by a single expo-

nential function [10,18]:

ðH� Hh iÞðtÞ¼ ðH� Hh iÞð0Þexp � t

t

� �
; ð2:22Þ

where (H�hH i)(0) serves only as a proportionality constant and t is the

relaxation time. For various pure lipid membranes close to melting transi-

tions, it was further found that relaxation times are proportional to the excess

heat capacity,

t¼T2

L
Dcp; ð2:23Þ

whereL is aphenomenologicalcoefficient.For largeunilamellarvesicles (LUV)

of dipalmitoyl phosphatidylcholine (DPPC), L¼13.9�108 JK/(s mol) [10].

4.2. Response function
Using the relaxation function of the enthalpy fluctuation as the relaxation

function of the dynamic heat capacity,

Ccp ¼ exp � t

t

� �
: ð2:24Þ

Equation (2.21) can be solved and the dynamic heat capacity can be

determined as

cpðoÞ¼ cpð1Þ�Dcp
Ð1
0
e�iot �1

t

 !
e�t=tdt

¼ cpð1ÞþDcp
1� iot

1þðotÞ2

0
@

1
A:

ð2:25Þ
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Note that the above derivations can be carried out with lateral pressure

instead of pressure; the choice of using pressure is entirely for notational

convenience.

5. ADIABATIC COMPRESSIBILITY

In estimating the speed of sound in the plane of a lipid membrane

during the melting transition, the response of the membrane to sound (the

dynamic heat capacity)must be related to the lateral adiabatic compressibility.

The adiabatic lateral compressibility is defined as

kAS ¼� 1

A

@A

@P

� �
S

; ð2:26Þ

where P is the lateral pressure. The adiabatic lateral compressibility can be

rewritten in the following form [29]:

kAS ¼ kAT �
T

Ac
system
p

@A

@T

� �2

P
; ð2:27Þ

where

kAT ¼� 1

A

@A

@P

� �
T

¼ kATð1Þþg2AT
A

Dcp ð2:28Þ

is the isothermal lateral compressibility, kT
A(1) is the part of the isothermal

lateral compressibility that relaxes faster than changes in the pressure and

temperature considered, and cp
system is the heat capacity of the total thermo-

dynamical system, that is, the lipid membrane plus the accessible surround-

ing aqueous medium that serves as a buffer for heat transfer. In the last

equality, the empirical proportionality DA¼gADH has been used [2,27],

with gA¼0.893m2/J for a lipid bilayer of DPPC.

In the literature on attenuation and dissipation of sound in critical media,

a different form of Eq. (2.27) is often used to relate the dynamic heat capacity

and the adiabatic compressibility, using the dynamic heat capacity as the heat

capacity of the total system [17,30]. This can be done in a straight forward

manner by employing the Pippard–Buckingham–Fairbank relations [31,32].

The main difference between this approach and the one adopted here is that

their compressible medium is three dimensional, and the system heat

capacity is that of this medium. In contrast, the lipid membrane system is
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a pseudo-two dimensional (the bilayer) embedded in a three-dimensional

aqueous medium that serves as a heat reservoir (see Fig. 2.2). Therefore,

the aqueous medium contributes significantly to the features of the

membrane in a frequency-dependent manner.

Imagine a standing temperature wave in the bilayer. The transfer of

heat from the wave to the surrounding water will be time dependent,

see Fig. 2.2 for visualization. In the limit of o!0, the amount of water

(heat reservoir) participating will effectively go to infinity. In the other

extreme, (o!1), no heat will be transferred to the surrounding heat

reservoir. Evidently, the heat capacity of the total system is frequency

dependent:

csystemp ðoÞ¼ clipidp þ creservoirp ðoÞ ð2:29Þ
where cp

lipid¼Dcpþ cp(1) is the complete heat capacity (in equilibrium) of

the lipid membrane and cp
reservoir(o) is the heat capacity of the participating

heat reservoir. In this approach, it is the size of the contributing heat reservoir

that is frequency dependent.

Using the proportionality relation DA¼gADH in Eq. (2.27) and assum-

ing that (@A/@T)P in the chain-melting transition region is completely

dominated by the transition-associated change in area, the following

approximation can be made [14]:

Figure 2.2 Visualization of temperature wave in the plane of a lipid bilayer. The coloring
indicates heat penetrating into the surrounding water.
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kAS � kATð1Þþg2AT
A

Dcp� g2AT
A

ðDcpÞ2
c
system
p

¼ kATð1Þþg2AT
A

Dcp�ðDcpÞ2
c
system
p

 !
:

ð2:30Þ

The parenthesis has the units of a heat capacity and is frequency depen-

dent through the frequency dependence of the size of the associated heat

reservoir. We pose as an ansatz here that this parenthesis is the effective heat

capacity of the lipid membrane in a finite adiabatically isolated heat reservoir,

which is equivalent to the dynamic heat capacity of the lipid membrane

following the above argument:

DcpðoÞ¼Dcp�ðDcpÞ2
c
system
p

: ð2:31Þ

Numerical justification of this ansatz will be published at a later point.

Using this ansatz, the dynamic heat capacity can be related directly to the

adiabatic lateral compressibility through Eq. (2.30):

kAS ¼ kATð1Þþg2AT
A

DcpðoÞ; ð2:32Þ

where the Dcp(o) is the dynamic heat capacity without background. In this

equation, we use the area of the lipid bilayer.

6. RESULTS—THE SPEED OF SOUND

The goal is to estimate the speed of sound and its frequency depen-

dence in the plane of a lipid membrane. From the estimated dynamic heat

capacity equation (2.25), the adiabatic lateral compressibility can found using

the proposed relation (Eq. 2.32). The lateral speed of sound can then be

estimated using Eq. (2.2) as

cA¼ 1ffiffiffiffiffiffiffiffiffiffiffi
kASrA

p ;

where kS
A is a function of the frequency, o. The effective speed of sound is

given by Eq. (2.12)
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u¼ ReðcAÞ
jcAj2

 !�1

:

Using the previous two equations, one can show that

u2ðoÞ¼ ðrAÞ�1 2

ReðkAS Þþ jkAS j
: ð2:33Þ

Inserting the estimated adiabatic lateral compressibility from Eqs. (2.32)

and (2.25) into Eq. (2.33), the effective speed of sound squared takes the

analytic form:

u2ðoÞ¼ 2

1
c2
1

þ 1
c2
2

1

ð1þðotÞ2Þþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
c2
1

þ 1
c2
2

1

ð1þðotÞ2Þ

� �2
þ 1

c2
2

ot
ð1þðotÞ2Þ

� �2r ; ð2:34Þ

with the notation

c21 � rAkAT ð1Þ	 
�1 ð2:35Þ
and

c22ðoÞ� rA
g2AT
A

DcpðoÞ
� ��1

: ð2:36Þ

Here, c1 is the lateral speed of sound of the membrane outside the tran-

sition, and c2 is the component of the lateral speed of sound related to the

lipid melting transition.

All variables in Eq. (2.34) can be found from the excess heat capacity of

the lipid melting transition and the fluid fraction,6 which can be obtained

using DSC. The area, the lateral density, and the background isothermal

compressibility are all directly related to the fluid fraction [28]. The relax-

ation time can be estimated from its phenomenological proportionality

relation to the excess heat capacity, Eq. (2.23). The proposed analytic ex-

pression for the effective speed of sound (Eq. 2.34) is shown in Fig. 2.3,

where the excess heat capacity and the fluid fraction are taken from Monte

Carlo simulations of the lipid melting transition in LUV of DPPC. The

simulation has been carried out in a manner similar to that described in

Ref. [33].

6 The fluid fraction is the fraction of a considered lipid system that is in the fluid phase.
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The frequency dependence of the speed of sound is described by the

function, f(ot) with 0� f(ot)�1, defined by

u2ðotÞ¼ u20þðu21�u20Þf ðotÞ ð2:37Þ
where u0�u(ot!0) and u1�u(ot!1). From Eq. (2.34) we see that

u20¼
1

c21
þ 1

c22

 !�1

u21¼ c21 :

ð2:38Þ

See Fig. 2.3 (right). The generic function fwas chosen to be a function of

the dimensionless quantity ot rather than o in order to render it indepen-

dent of the lateral density.

6.1. Dispersion relation
In the soliton model described by Eq. (2.4), dispersion was assumed to be

small and independent of the lateral density due to the lack of detailed in-

formation of the frequency dependence of the speed of sound as a function

4
0 0

0 5 10 15
wt

w = 0.1 rad/s
w = 0.5 rad/s
w = 1.0 rad/s
w = 2.0 rad/s
w = 3.0 rad/s
w = 5.0 rad/s
w = 10.0 rad/s
w = 30.0 rad/s

rA (g/m2)

f(
w

t)
20 25

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

5

10

15

4.2 4.4 4.6 4.8

Lower limit
Higher limit

u
2  

(m
2 /

s2 )

5 5.2

� 10-3

� 104

Figure 2.3 Left: The effective lateral speed of sound squared as a function of density at
different angular frequencies alongwith the limiting cases:o!0 ando!1. Right: The
generic function, f(ot), that takes the effective lateral speed of sound squared, at a given
lateral density, from the low-frequency limit (f(ot!0)¼0) to the high-frequency limit
(f(ot!1)¼1).
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of density. Using the considerations of the previous sections, we can now

estimate the dispersion in lipid membranes. In the soliton model, the extent

of dispersion is described by the parameter, h. Assuming that dispersion is

small, h can be related to the lateral speed of sound as

u2� u20þ
ho2

u20
þ�� �: ð2:39Þ

Equation (2.39) corresponds to a Taylor expansion of the lateral speed of

sound squared to second order.7 Expanding Eq. (2.34) to second order,

u2� u20þu40
3c21 þ4c22
4c22ðc21 þ c22Þ

o2t2; ð2:40Þ

we see that the dispersion parameter has the following form:

h¼ u60
3c21 þ4c22
4c22ðc21 þ c22Þ

t2: ð2:41Þ

Using the excess heat capacity and the fluid fraction for large unilamellar

vesicles of DPPC as used in Fig. 2.3, we can estimate the density dependence

of the dispersion parameter h(rA) as shown in Fig. 2.4.

Here, the density of the fluid phase is approximately 4�10�3 g/m2, the

maximum of the dispersion parameter corresponds to the chain-melting

rA (g/m2) � 10-3

� 107
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Figure 2.4 The dispersion parameter, h, as a function of lateral density for LUV of DPPC,
based on the proposed expression for the lateral speed of sound.

7 The first-order term is zero since the speed of sound squared is symmetric around o¼0.
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transition maximum, and the density of the gel phase is 5�10�3 g/m2. It is

clear that the dispersion parameter is strongly dependent on the lateral den-

sity of the membrane.

The density-dependent dispersion parameter, h(rA), will finally enter the
differential equation (Eq. 2.4) for the propagating nerve pulse. In the original

treatment, hwas considered an adjustable constant that determined the time-

scale of a solitary pulse in nerve axons. In the present extension, h(rA) is fully
determined by the cooperative nature of the membrane system and does not

contain adjustable parameters. Preliminary calculations indicate that this dis-

persion parameter will yield a natural timescale for the propagating soliton in

nerve axons.

7. DISCUSSION

The response of lipid membranes to adiabatic periodic pressure pertur-

bations (sound) is closely related to the relaxation behavior of the system

[22,23]. Using thermodynamics and linear response theory, we have

described the response of the lipid membrane to a perturbation with the

assumption that the relaxation function has a simple exponential dependence

on time. We obtain a form for the dynamic heat capacity which can be

understood as the effective heat capacity when the lipid membrane is subject

to periodic adiabatic pressure perturbations. The dynamic heat capacity was

then related to the adiabatic lateral compressibility using the idea that

the size of the associated water reservoir is frequency dependent [14]. The

adiabatic lateral compressibility was then used to obtain an expression for

the effective speed of sound as a function of frequency.

The major assumption in our approach concerns the nature of the relax-

ation function. We have previously studied the relaxation behavior of the

lipid membrane in the vicinity of the melting transition at low frequencies.8

This means that the lipid melting transition is assumed to be noncritical. The

single exponential relaxation behavior should, however, only be considered

as a low-frequency approximation. In a number of ultrasonic experiments,

it has been shown that a single exponential is insufficient to describe the

dynamics of the cooperative processes involved in lipid melting in the

ultrasonic regime [9,14–16]. In these ultrasonic experiments, some phase-

transition phenomena are even apparent in the megahertz regime. Single

8 The time resolution of experiments from our group is 0.3 s corresponding to 3.3 Hz. Relaxation

profiles on longer time scales are well approximated by a single exponential decay [10,18].
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exponential relaxation behavior, and thereby the validity of the estimated

speed of sound, is thus limited to frequencies comparable to the

relaxation rate or lower.

van Osdol et al. [19] have made adiabatic pressure perturbation experi-

ments on unilaminar and multilaminar vesicles of DPPC. They studied re-

laxation behavior of the lipid membrane by measuring the frequency

dependence of the effective heat capacity and the compressibility as a func-

tion of frequency. Although the data available for unilamellar vesicles are

very limited and have large errors, it can still serve to illustrate qualitative

tendencies of the effective heat capacity, see Fig. 2.5, that are similar to

the theoretical results reported here. The effective frequency dependence

of the speed of sound shown in Fig. 2.3 is dominated by the cooperative

properties of the lipid melting transition of DPPC. In this model system,

the relaxation time during the transition is as slow as seconds. In biological

membranes such as membranes of nerves, realistic characteristic relaxation

times can be assumed to be of the order of 1–100 ms. This change in
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Figure 2.5 Left: The calculated dynamic heat capacity for LUV of DPPC at different
frequencies. Right: The effective heat capacity profiles for LUV of DPPC at different fre-
quencies, measured by van Osdol et al. [19]. The measured effective heat capacities
have not been corrected for contributions from the experimental setup, and a direct
comparison is therefore not possible. The theoretical dynamic heat capacity shows
the same qualitative features as the measurements—a dramatic decrease in the height
of the excess heat capacity with increasing frequency and a relatively constant width.
The difference in frequency scales seen in the two panels is due to an estimated differ-
ence of more than a factor of 10 in the characteristic relaxation time. Frequencies are
given in units of Hz¼ (1/2p) rad/s.
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relaxation times between the model system and biological membrane ex-

pands the upper limit of the frequency range for which our approach is

likely to be valid from the hertz to kilohertz regime, assuming that the gen-

eral behavior of pure lipid and biological membranes is otherwise similar.

Since the duration of a nerve pulse is roughly 1 ms, the relevant frequency

components contained in a nerve pulse can be estimated to be 1 kHz or less.

The relevant frequency range for nerve pulses is thus covered by our

proposed expression for the effective speed of sound. The present results

may thus provide useful insights regarding sound propagation in an other-

wise inaccessible regime and can extend our understanding of the nature of

nerve signals.

In future studies, the linear response theory described in this chapter

will help to define an intrinsic length scale of the electromechanical soliton

proposed by us as an alternative description for the nervous impulse.

APPENDIX A. DERIVATION OF THE DYNAMIC HEAT
CAPACITY USING THE CONVOLUTION
THEOREM

The purpose of this appendix is to provide additional details in the der-

ivation of the frequency-dependent heat capacity given in Eq. (2.25) starting

from Eq. (2.19). The change in entropy is a convolution of the applied

perturbation and the relaxation of the transfer function—the effective heat

capacity. The perturbation is well defined at all times and can safely be as-

sumed to be zero for t!�1. The relaxation function is only defined from

[0,1], where t¼0 is the time at which the system starts to equilibrate. The

relaxation function, C, is chosen such that C(t!0)¼1 and C(t!1)¼0.

To accommodate the chosen form of the relaxation function, the convolu-

tion can be written as follows:

DSðtÞ¼
ðt
�1

ðcpð1ÞþDcpð1�Cðt� t0ÞÞÞ
_Tðt0Þ
T0

�DV
DH

_pðt0Þ
 !

dt0; ðA:1Þ

DSðtÞ¼
ðt
�1

gðt� t0Þ_f ðt0Þdt0; ðA:2Þ

where g(t� t0) is the transfer function and _f ðt0Þ is the perturbation. Note that
_f ðtÞ¼ df ðtÞ=dt, cp(1) is the component of the heat capacity not associated

with the melting transition, and T0 is the equilibrium temperature.
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Integration by parts allows us to rewrite Eq. (A.2) to the following form:

DSðtÞ¼ gðt0Þ
ð
_f ðt0Þdt0

� �t
�1

�
ðt
�1

ð
_f ðt00Þdt00

� �
_gðt� t0Þdt0: ðA:3Þ

The first term in Eq. (A.3) takes the form:

gðt0ÞÐ _f ðt0Þdt0h it
�1

¼ gðt0Þf ðt0Þ½ 	t�1
¼ gðtÞf ðtÞ� gð�1Þf ð�1Þ;

ðA:4Þ

where

f ðt0Þ ¼ ðTðt0Þ�T0Þ
T0

�DV
DH

ðpðt0Þ�p0Þ:

Assuming that the system is in equilibriumas t0!�1 and f(t0!�1)¼0,

simplifies Eq. (A.4):

gðtÞ f ðtÞ� gð�1Þ f ð�1Þ¼ cpð1Þ f ðtÞ: ðA:5Þ
The second term in Eq. (A.3) can be rewritten by changing the variable

to t00 ¼ t� t0ðt
�1

ð
_f ðt0Þdt0

� �
_gðt� t0Þdt0 ¼�

ð1
0

f ðt� t00Þ _gðt00Þdt00; ðA:6Þ

where the integration limits have been changed accordingly.

Since we are interested in sinusoidal perturbations, we consider the Fou-

rier transform of Eq. (A.1) and find:

DŜðoÞ¼
ð1
�1

DSðtÞe�iotdt; ðA:7Þ

DŜðoÞ¼
ð1
�1

cpð1Þf ðtÞþ
ð1
0

f ðt� t00Þ _gðt00Þdt00
� �

e�iotdt: ðA:8Þ

The Fourier transform of the first term in Eq. (A.8) can be carried out

without complications:

cpð1Þ
ð1
�1

f ðtÞe�iotdt¼ cpð1Þf̂ ðoÞ: ðA:9Þ

The second term of Eq. (A.8) can be rewritten as follows:ð1
�1

ð1
0

f ðt� t00Þ _gðt00Þe�iotdt00dt¼
ð1
0

_gðt00Þ
ð1
�1

f ðt� t00Þe�iotdtdt00:

ðA:10Þ
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Changing variables again, t0 ¼ t� t00, the Fourier transform of the second

term in Eq. (A.8) can be split into two terms:Ð1
0

_gðt00ÞÐ1�1 f ðt� t00Þe�iotdt00dt¼ Ð1
0

_gðt00ÞÐ1�1 f ðt0Þe�ioðt0þt00Þdt0dt00

¼ Ð1
0

_gðt00Þe�iot00dt00
Ð1
�1 f ðt0Þe�iot0dt0

¼ f̂ ðoÞÐ1
0
e�iot _gðtÞdt: ðA:11Þ

This is known as the convolution theorem. From Eqs. (A.11) and (A.9),

Eq. (A.7) can be written as

DŜðoÞ¼ cpð1Þþ
ð1
0

e�iot _gðtÞdt
� �

f̂ ðoÞ; ðA:12Þ

where

f̂ ðoÞ¼ T̂ðoÞ
T0

�DV
DH

p̂ðoÞ and _gðtÞ¼�Dcp _CðtÞ:

The Fourier transform of Eq. (A.2) takes the final form:

DŜðoÞ¼ cpð1Þ�Dcp

ð1
0

e�iot _CðtÞdt
� �

T̂ðoÞ
T0

�DV
DH

p̂ðoÞ
� �

ðA:13Þ

DŜðoÞ¼ cpðoÞ T̂ðoÞ
T0

�DV
DH

p̂ðoÞ
� �

: ðA:14Þ

UsingC(t)¼exp(� t/t), the dynamic heat capacity, cp(o), is found to be

cpðoÞ¼ cpð1ÞþDcp
t

ð1
0

e�iote�t=tdt ðA:15Þ

cpðoÞ¼ cpð1ÞþDcp
1� iot

1þðotÞ2
 !

; ðA:16Þ

which has the form of a Debye relaxation term.
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Abstract

Chitosan is a cationic polysaccharide mainly used as an absorption enhancer for various
pharmaceutics. The high density of positive charge on a chitosan molecule enables it to
attach to the plasma membrane of most epithelial cells. Intravesical application of
chitosan to urinary bladder recently revealed a destructive effect of this polysaccharide
on superficial terminally differentiated epithelial cells, possibly due to the very specific
structure of the apical membrane in these cells. This discovery broadens the application
of chitosan to studies of urinary bladder regeneration mechanisms and indicates new
possibilities for treating chronic bacterial cystitis and the removal of superficial urothelial
tumors. Due to the chemical similarity of chitosan to aminoglycan molecules of proteo-
glycans in extracellular matrix, this molecule is widely used as a scaffolding material in
tissue engineering for the needs of reconstructivemedicine. No toxic effects were found
after the application of chitosan in tissue engineering indicating for different effects on
cell membranes after apical and basolateral application. This chapter presents current
understanding of the effects of chitosan on plasma membrane in the most common
described applications of this biopolymer.
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ABBREVIATIONS
ATP adenosine-50-triphosphate
DAPI 40,6-diamidino-2-phenylindole

EDTA ethylenediaminetetraacetic acid

FITC fluorescein-isothiocyanate

LPS lipopolysaccharide

MOX moxifloxacin

1. INTRODUCTION

Chitosan is a cationic polysaccharide composed of glucosamine and

N-acetyl glucosamine. It is obtained by partial N-deacetylation of chitin,

one of the most abundant natural polysaccharides. In general, chitosan is

regarded as a biocompatible, biodegradable, and nontoxic polymer [1,2].

Chitosan has been widely used in cosmetics [1], biotechnology [3], and

reconstructive medicine. However, the mechanisms responsible for

chitosan activity, including interactions with membrane lipids, are not

known in detail, even though they are essential for understanding the

effects and proper use of this biopolymer. The interaction of chitosan with

cell membranes is by no means simple, since its positive charge causes

chitosan to interact strongly with negatively charged [4] and neutral [5–8]

phospholipids in membranes. A possible mechanism for the action of

chitosan is a combination of electrostatic and hydrophobic interactions

between chitosan and phospholipids [9]. When chitosan is able to penetrate

the lipid bilayer, the molecules can interact by hydrophobic interactions

with membrane lipid chains. In densely packed membrane lipids, the

binding is mainly due to electrostatic interactions between NH3
þ groups of

chitosan and negatively charged phosphoryl groups of phospholipids [10]. It

is interesting that binding and extraction of cholesterol have long been

proposed as a major mechanism of the action of chitosan, often offered as a

food additive to remove cholesterol from food and decrease lipoprotein

content in blood. However, studies of the interaction between chitosan and

membrane models proved that chitosan binds to cholesterol monolayers but

does not remove cholesterol from the monolayer [10].

Interactions between chitosan and membrane lipids were mainly studied

because of the discovery of a bactericidal activity of chitosan [7]. It has been

shown that chitosan increases the permeability of the inner and outer mem-

brane of Gram-negative bacteria Escherichia coli and Staphylococcus aureus.
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Additionally, this agent disrupts the bacterial cell membrane, with the release

of the cellular content. The damage to the bacterial membrane is caused by

an electrostatic interaction between positively charged amino groups

of chitosan and negatively charged phosphoryl groups of bacterial

phospholipids.

In spite of the cytotoxic effect of chitosan toward prokaryotic cells, this

biopolymer is regarded as nontoxic if used with eukaryotic cells. Multiple

studies have proven that the effect of chitosan on eukaryotic cells greatly

depends on the concentration, length of treatment, cell type, and application

protocol, always involving interactionwith the plasmamembrane. The focus

of this chapter is to present the effects of various applications of chitosan in

biomedicine (a) influencing tissue permeability as an absorption enhancer,

(b) for destruction of certain cell types, if applied from the apical side of cells,

and (c) as a promising natural scaffold material in tissue engineering for the

needs of regenerative medicine. The biomedical application of chitosan is

discussed in the light of the interactions of this biopolymer with plasma

membrane.

2. CHITOSAN AS AN ABSORPTION ENHANCER

Chitosan increases tissue permeability and is widely studied as an

absorption enhancer of various drugs. Many in vitro experiments, as well

as some in vivo studies, have shown that chitosan increases the transport

of substances across Caco-2 cells [11–15], as well as urinary bladder

[16,17], intestinal [18], ocular [19], nasal [20,21], buccal [22,23], and

vaginal [23] mucosae. Its influence on tissue permeability depends on the

molecular weight, degree of deacetylation, as well as the positive charge

of the polymer [2,24,25]. Its influence on tissue permeability and good

bioadhesive properties makes chitosan a promising polymer for use in

drug delivery systems.

2.1. Urinary bladder
It has been well documented recently that chitosan affects the permeability

of the urinary bladder wall [16,17,26]. Dispersion of this polysaccharide

influences the permeation of the model drug moxifloxacin into pig

urinary bladder wall, in a time- and concentration-dependent manner

(Fig. 3.1). After 1 h of application, even at a concentration of 0.0005%

(w/v), chitosan dispersion significantly enhances the permeability of the

urinary bladder wall for the model drug, and the maximum effect on

77Interactions of Biopolymer Chitosan with Plasma Membrane



tissue permeability is achieved at a 0.005% (w/v) concentration. Within

90 min, the effect of chitosan on the tissue amounts of the model drug

moxifloxacin gradually increases and approaches a plateau. At lower

concentrations of chitosan, a longer period of time is needed to approach

the maximum effect of chitosan on tissue permeability [17].

It was reported in our previous study [17] that increased permeability of

pig urinary bladder wall for the model drug moxifloxacin is accompanied by

morphological changes to the urothelium. After 15 min of exposure to

0.0005% (w/v) chitosan, the tight junctions between superficial cells be-

come partly opened, but no desquamation of the urothelium occurs and

the superficial cells do not show any signs of necrosis. However, incubation

of the tissue for 15 min in a 0.005% (w/v) dispersion of chitosan results in

necrosis of the cells, and the tight junctions between necrotic cells are mainly

destroyed.

The permeability barrier of the urothelium, which prevents the diffusion

of substances from urine into the bladder wall, is composed of tight junctions

between superficial cells, as well as membrane plaques and a layer of glycos-

aminoglycans on the apical surface of superficial cells [27–29]. At lower

concentrations and shorter exposure times, chitosan does not significantly

increase the permeation of the model drug moxifloxacin into pig urinary

bladder wall, although the structure of tight junctions is affected (Figs. 3.2

and 3.3). The remaining permeability barriers obviously still prevent
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Figure 3.1 Cumulative amounts of moxifloxacin (MOX) that permeated into urinary
bladder wall exposed to a solution of moxifloxacin or to 0.0005, 0.005, or 0.5% (w/v)
dispersion of chitosan with moxifloxacin (mean�SD, n¼6) for 15, 30, 60, and 90 min.
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increased diffusion of moxifloxacin into the bladder wall. The removal of

the superficial layer is thus crucial for significantly enhanced permeation

of substances into the bladder wall. The intermediate and basal cells do

not express tight junctions and obviously do not offer a significant

permeability barrier [17].

Calcium ions, when applied to the luminal surface of the urinary bladder

simultaneously with chitosan, decrease the effect of chitosan on urothelial

permeability in a concentration-dependent way. A 0.015-M concentration

AA BB

C D L
L

10 mm10 mm

0.5 mm0.5 mm

10 mm10 mm

Figure 3.2 Effect of chitosan on tight junctions between superficial urothelial cells.
Structurally and functionally normal tight junctions (arrowheads) between superficial
cells in normal urothelium of adult mice (control) observed with scanning electron
microscope (A) and with transmission electron microscope (C). Partially opened tight
junctions (arrowheads) after 15-min exposure to 0.0005% (w/v) chitosan observed with
scanning electron microscope (B) and morphologically changed tight junctions (arrow-
heads) after 15-min exposure to 0.0005% (w/v) chitosan observed with transmission
electron microscope (D). The enlarged intercellular space is marked with an asterisk.
L, lumen of the urinary bladder.
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of calcium does not significantly hinder the effect of 0.5% (w/v) chitosan on

the permeability of the urinary bladder wall. On the other hand, a 0.1-M

concentration of calcium completely negates the effect of 0.5% (w/v)

chitosan. The effect of calcium on permeation of the model drug is much

greater than would be expected from the morphological changes because

the addition of calcium only slightly reduced the desquamation of

urothelium caused by chitosan. Calciummay prevent chitosan from forming

stronger interactions with the negatively charged surface of the urothelium,

which is an important step in absorption enhancement [16]. Moreover,

calcium ions are essential for cells to maintain intercellular junctions that

can enhance the formation of the diffusion barrier [30].
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Figure 3.3 Terminally differentiated superficial cells marked by immunofluorescence
against differentiation marker cytokeratin 20 (red fluorescence) and tight junctions (ar-
rowheads pointing to yellow lines) marked by immunofluorescence against tight junc-
tion protein ZO-1 in normal urothelium of adult mice (control) (A) and disrupted tight
junctions between superficial cells after 15-min exposure to 0.005% (w/v) chitosan.
(B). Contracted superficial urothelial cells due to disconnected intercellular junctions.
Underlying intermediate cells are thus partially exposed to the luminal surface
(C). SC, superficial cells; IC, intermediate cells; BC, basal cells; L, lumen of the urinary blad-
der. In (A) and (B), nuclei are stained with DAPI (blue fluorescence). Panels (A) and (B)
were made with a fluorescent microscope, panel (C) with a scanning electron
microscope.
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A similar effect as with calcium can be observed after using chitosan

in combination with heparin. Heparin is a sulfated glycosaminoglycan

commonly used in the treatment of interstitial cystitis as a mucosal surface

protection [31,32]. It does not influence the permeability of the intact

urothelium. However, if it is applied to urothelium preliminarily treated

with 0.005% or 0.001% (w/v) chitosan, heparin significantly decreases the

permeability of the bladder wall. In the presence of heparin, the

permeation of the model drug pipemidic acid is not significantly different

than with intact tissue [33]. This is in accordance with the results of other

studies, in which heparin was reported to restore both the impermeability

and the antiadherence properties of urothelium preliminarily injured by an

acid, a detergent, or protamine sulfate [34,35]. Heparin is thought to form

a layer on the surface of the damaged urothelium, which compensates for

the urothelial permeability barriers that normally prevent the transport

of substances from urine into the bladder wall. The impermeability of

the urinary bladder wall is restored, but to a degree dependent on the

urothelial damage.

2.2. Caco-2 cells
The influence of chitosan on tissue permeability has been extensively studied

on Caco-2 cells, which serve as a model of intestinal epithelium

[13,15,36,37]. It has also been shown for Caco-2 cells that chitosan

increases the permeability of the cells in a dose- and time-dependent way

[13–15]. A proposed mechanism by which chitosan increases the

permeability of Caco-2 cells is a combination of mucoadhesion and the

effect of the polymer on the proteins of tight junctions (ZO-1, occludin,

claudin-4) and F-actin [12,13,15,38]. After 30 min of exposure of the

apical side of Caco-2 cells to 0.1% (w/v) chitosan, half of the cells

remained intact, while large intracellular vacuoles and swollen endoplasmic

reticulum cisternae appeared in the remaining cells. However, tight

junctions, organelles, and microvilli remained intact, as in the control cells

[13]. After 1 h of treatment of Caco-2 cells with 0.1% (w/v) chitosan,

redistribution of ZO-1 and occludin occurred [12–15]. Translocation of

ZO-1 and occludin from the membrane to cytoskeleton of Caco-2 cells

depends on the concentration of applied chitosan. Chitosan has been

proven not to cause any significant changes in adenosine-50-triphosphate
(ATP) levels of Caco-2 cells. Chitosan does not, therefore, affect the tight

junctions of Caco-2 cells via a depletion of intracellular ATP [15].
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2.3. Mechanism of permeability enhancement
Protonated amino groups of chitosan enable the polymer to interact with a

negatively charged epithelial surface or mucus via electrostatic interactions

[36]. A higher charge density is obtained at acidic pH values, since the pKa

value of the D-glucosamine residue of chitosan is about 6.2–7.0 [39].

Artursson et al. [36] proposed that chitosan, as a cationic macromolecule,

could displace cations from electronegative sites on plasma membrane,

which require cations for their dimensional stability. The charge density

of chitosan is therefore considered to be an important factor in the drug

absorption enhancement caused by this polymer. It can thus be concluded

that in both urothelium and Caco-2 cells, the opening of tight junctions is

dependent on the density of positive charge on the chitosan molecules.

However, in the urothelium, chitosan triggers another mechanism, involv-

ing cell destruction, which has a muchmore intensive effect on the increased

permeability of bladder tissue.

3. USE OF THE CYTOLYTIC EFFECT OF CHITOSAN

In spite of the generally accepted low toxicity of chitosan, a specific lytic

effect has been detected in urothelial cells after the use of higher concentra-

tions of chitosan. It appears that chitosan directly affects only terminally dif-

ferentiated urothelial cells that cover the surface of bladder urothelium. After

being in contact with these cells at appropriately high concentrations,

chitosan causes a disruption of the apical membrane, which results in necrosis

and desquamation of these cells [40] (Fig. 3.4).

A B

SC
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100mm10mm
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Figure 3.4 Chitosan layer (arrow) covering the luminal surface of the urothelium (A). (B)
Exposed layer of intermediate urothelial cells (IC) due to massive desquamation of ter-
minally differentiated superficial urothelial cells (SC) after 60-min exposure to 0.005%
(w/v) chitosan. Both figures were made with a scanning electron microscope.
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3.1. Lytic effect of chitosan on urinary bladder epithelial cells
The urothelium is a three-layered epithelium composed of highly differen-

tiated superficial cells, which line the lumen of the bladder, underlying inter-

mediate cells and basal cells at the basal lamina. Superficial cells, which are in

close contact with urine, form a blood–urine permeability barrier with well-

developed tight junctions, a specialized apical plasmamembrane and a layer of

glycosaminoglycans on the apical surface [27,29]. Despite its mechanical

stability, the urothelium quickly responds to various stress factors with

massive desquamation of urothelial cells. Urothelial desquamation can

be induced by a specific signal, to which urothelial cells respond by

interruption of cell–cell contacts, leading to detachment of viable cells.

This type of desquamation is found during normal postnatal remodeling of

urothelial tissue, after the treatment of experimental animals by stress

hormones and after the exposure of experimental animals to prolonged

illumination [41,42]. On the other hand, desquamation can also appear as a

consequence of the action of mechanical or chemical stress factors causing

severe damage, which results in cell detachment of mostly necrotic cells.

This type of desquamation was reported after intravesical instillation of

bacterial lipopolysaccharide (LPS) [43] and EDTA [44].

Subsequently, the results of ex vivo experiments showed that chitosan at a

0.5% (w/v) concentration enhances the permeability of isolated pig urinary

bladder wall by massive desquamation of urothelial cells [17]. This finding

was not in accordance with the results obtained with Caco-2 cells, in which

chitosan increased the permeability of the cellmonolayer byopening the tight

junctions between cells [13,15]. Experiments with chitosan were also

performed with live experimental animals and the results confirmed the

action of chitosan as an inducer of urothelial desquamation [40]. However,

the precise mechanism of induction of urothelial cell desquamation is still

poorly understood, and further investigations must therefore be performed

to illuminate the mode of action of chitosan on urothelial cells. It is

suspected that chitosan adheres to the apical membrane of superficial cells

and, at higher concentrations and longer exposure times, it causes necrosis

and subsequent desquamation of necrotic superficial cells (Fig. 3.5). Due to

membrane injuries of superficial cells, the release of their cellular content

and lysosomal enzymes triggers a chain reaction of cell death of

neighboring cells, causing a gradual progress of urothelial destruction into

deeper cell layers. These results are in accordance with the results of

permeability studies. Namely, it has already been reported that chitosan
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destroys the architecture of the urothelium and thus affects the permeability

barrier, depending on the exposure time and concentration of chitosan [17].

The apical plasma membrane of terminally differentiated superficial cells

is a specifically structured membrane, composed predominantly of rigid

“urothelial plaques” of thickened membrane, interspersed by normal mem-

brane areas called hinge regions [45,46]. The main constituents of urothelial

plaques are specific transmembrane proteins, uroplakins, which are highly

glycosylated proteins contributing to the urothelial glycocalyx [47]. Due

to the cationic nature of chitosan, this polymer can adhere to negatively

charged groups of glycosaminoglycans in plaque regions, as well as in

hinge regions of the apical membrane of superficial cells. It is therefore

possible that breaks in the apical membrane appear because of the discrete

domains in the apical membrane, with two different viscoelastic

properties, to which the rigid chitosan layer is attached. The breaks in the

membrane can appear through many interactions of the chitosan layer

with the apical membrane during repeated stretching and contraction of

the urothelium. Membrane breaks induce severe membrane injuries,

which are visible as holes in the apical plasma membrane (Fig. 3.5).

This speculation is confirmed by intravesical application of chitosan with

covalently attached fluorescein-isothiocyanate (FITC, a fluorescent dye).

After prolonged exposure, fluorescently labeled chitosan was found in the

A B
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Figure 3.5 Necrosis of superficial cells after 60-min exposure to 0.5% (w/v) chitosan.
Necrotic superficial urothelial cell with injuries to the apical plasma membrane seen
as holes (arrowheads) (A) and necrotic superficial cell with typical morphological fea-
tures of late necrosis, such as disrupted apical plasma membrane, disintegrated chro-
matin (N) and vacuolized cytoplasm (B). (A) Scanning electron microscope and (B)
transmission electron microscope. L, lumen of the urinary bladder.
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cytoplasm of terminally differentiated superficial cells, proving entry of

chitosan through the injured apical plasma membrane (Fig. 3.6).

3.2. Use of the lytic effects of chitosan in basic research
of the urothelium

It is worth mentioning that the aforementioned toxic effect of chitosan on

the urothelium could even be turned to advantage in biomedical research,

since removal of urothelial cells can be induced by chitosan in a way that is

highly controllable through the period of exposure and the concentration of

chitosan. The regeneration of urothelial tissue can thereafter be observed in

vivo. Intravesical instillation of chitosan at an appropriate concentration and

for a suitable time period could therefore be a very useful model for the ef-

ficient removal of urothelial cells, providing the possibility of studying

urothelial regeneration. It has already been reported that the application

of a 0.005% (w/v) dispersion of chitosan for 20 min resulted in the almost

complete removal of the superficial cell layer, which was followed by the

restoration of the differentiated superficial layer of cells within an hour [40].

It has also been found that an intravesical instillation of 0.5% (w/v) dis-

persion of chitosan for 1 h removes superficial and intermediate cells so that

only one urothelial cell layer remains. Longer periods of treatment (1.5–2 h)

with the same concentration of chitosan cause complete eradication of the

urothelium, down to the basal lamina (Fig. 3.7). Chitosan, therefore, is a

useful tool for fast and simple removal of urothelial cells, controlled by

A B

L

L

SC
IC BC

10mm10mm

Figure 3.6 Green fluorescence of 0.005% (w/v) chitosan with covalently attached fluo-
rescein-isothiocyanate (FITC) in the lumen of mouse urinary bladder after 5-min expo-
sure to chitosan (A). Green fluorescence of 0.005% (w/v) chitosan with FITC in the
cytoplasm of superficial urothelial cells after 20-min exposure to chitosan (B). Arrows
show the subapical network of cytokeratin 20 in superficial urothelial cells. Nuclei are
stained with DAPI (blue fluorescence). SC, superficial cells; IC, intermediate cells; BC,
basal cells; L, lumen of the urinary bladder.
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the concentration of chitosan and the time of its action. Intravesical appli-

cation of chitosan also has some other advantages in comparison to the use of

previously known inducers of urothelial cell desquamation. The first is

that complete regeneration after chitosan treatment is faster than after cell

removal induced by other agents, such as cyclophosphamide or protamine

sulfate. An additional advantage is that urothelial regeneration after chitosan

application approaches normal physiological regeneration more accurately

and with a minor inflammatory response in comparison to regeneration after

cyclophosphamide [48–50].

Removal of urothelial cells by chitosan treatment is therefore one of

many areas of broad chitosan application. Promising results of chitosan

use for basic investigations of urothelial tissue also give this polymer the

possibility of application in clinical practice, such as auxiliary intravesical

treatment of bacterial cystitis or superficial bladder cancer.

4. USE OF CHITOSAN IN TISSUE ENGINEERING

In tissue engineering, as a crucial technology used in regenerative

medicine, the damaged tissue of an organ is replaced with in vitro grown tis-

sue. Such pieces of tissue require a scaffold upon which cells can attach,

grow, and differentiate. It is also important that the scaffold material enables

diffusion of nutrients and growth factors during in vitro growth and after in-

tegration into organs. The scaffold also serves for handling during integration

of the newly designed tissue in the damaged organ. Various materials can be

A B
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Figure 3.7 Semithin sections of normal urothelium of adult mouse (A) and after
120-min exposure to 0.5% (w/v) chitosan (B). Regions of the urothelium in which the
basal lamina is exposed due to the complete removal of all three urothelial cell layers
are marked with arrows. The basal lamina is marked with a broken line. Epon semithin
sections are stained with Toluidine blue. SC, superficial cells; IC, intermediate cells; BC,
basal cells; L, lumen of the urinary bladder.
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used for scaffolding, both synthetic and naturally occurring [51]. Even

though synthetic materials have the advantage of being repeatedly produced

with a great precision, they usually elicit a chronic inflammatory response in

a host organ, which prevents normal regeneration of the tissue and limits its

functioning. The advantage of naturally occurring biomaterials is that they

normally appear in tissues and can be well integrated into the original extra-

cellular matrix of the neighboring tissue. The biomaterials most often used

for scaffolding are collagens, chitosan, and their combinations.

Chitosan, as a linear polysaccharide consisting of D-glucosamine residues,

shares similarities with naturally appearing glycosaminoglycans, which sup-

port the majority of tissues, especially connective tissues. Because of its phys-

ical and chemical properties, it is often used as a support material for the

growth of cells in vitro or even as a scaffold for inserting ex vivo grown tissue

into various organs, such as joints, bone, or skin.

A combination of chitosan and collagen has been proven to be evenmore

successful thanpure chitosan scaffolds [52].The connectionbetweenchitosan

and collagen enables stable scaffold architecture. Several molecules can be

applied tobind these two extracellularmatrix components.Themost success-

ful results have been obtained with glutaraldehyde and genipin. These bind-

ing agents enable, in addition to stable architecture of the scaffold, also partial

degradation and remodeling. The benefit of such a dynamic and biodegrad-

able scaffold is that it guarantees growth and proper adaptation after insertion

into the tissue of organisms. Such a scaffold provides support for developing

cells, which can proliferate and differentiate into normal tissue [53,54].

Glutaraldehyde has been used most frequently in the formation of extra-

cellular matrix through freezing and freeze drying. By this process, pores are

formed inside the scaffold that enable a better supply of growth factors and

food and diffusion of metabolites, all of which enhance cell growth and

development [55]. The disadvantage of glutaraldehyde is its considerable

cytotoxicity. New binding agents have therefore been employed, such

as genipin. Genipin is derived from the plant Gardennia jasminoides and is

a suitable nontoxic binding molecule for linking chitosan and collagen into

the designed extracellular matrix. A scaffold created by genipin also forms

pores, which favors tissue growth and differentiation [56,57].

It is interesting that chitosan, used as a scaffold material, has never been

reported to have a toxic effect on cells, in spite of long-term contact with

cells. No toxic effects have been observed, even if urothelial cells were

grown on a pure chitosan matrix [58]. A possible explanation for the differ-

ence in properties that chitosan expresses as a scaffold material in comparison
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to application from the apical side of epithelial cells might lie in the different

contacts that cells form with molecules on the apical side and basolateral side

of the cell. The contact with chitosan at the basolateral membrane is thought

to be by junctional proteins arranged into junctional complexes [59].

5. CONCLUSION

Chitosan has versatile application in biomedicine, due to the various

effects that this polysaccharide expresses on the plasma membrane of cells,

depending on the concentration, duration of treatment, and type of tissue

to which it is applied. In addition to use in basic research of urothelium,

chitosan could also have a great potential for clinical application as an

auxiliary antimicrobial drug in the treatment of uroinfections. Another

promising area of chitosan use is in the treatment of superficial bladder

tumors by the application of chitosan as a nanoparticulate carrier system

for cytostatic Mitomycin C, enabling a high concentration of the drug

attached close to the tumor, controlled release of the drug, and the preven-

tion of systemic side effects of the cytostatic [60]. The role of chitosan as a

scaffolding material in combination with collagen is also very promising,

simulating the natural environment for cell end tissue growth in tissue

culturing, serving for reconstructive medicine and in studies of epithelial mes-

enchymal interactions. Further investigations of the interaction of chitosan

with cell membranes should be encouraged, as a counterbalance to chemical

drugs and synthetic materials and their widespread use in the world.
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[43] P. Veranič, K. Jezernik, The response of junctional complexes to induced desquamation
in mouse urinary bladder epithelium, Biol. Cell 92 (2000) 105–113.

[44] O. Nativ, E. Dalal, G. Hidas, M. Aronson, EDTA-induced urothelial cell shedding for
the treatment of superficial bladder cancer in the mouse, Int. J. Urol. 13 (2006)
1344–1346.

[45] J.M. Caruthers, M.A. Bonnevile, The asymmetric unit membrane (AUM) structure in
the luminal plasma membrane of urothelium: the effect of trypsin on the integrity of the
plaques, J. Ultrastruct. Res. 71 (1980) 288–302.

[46] G. Min, H. Wang, T.T. Sun, X.P. Kong, Structural basis for tetraspanin functions as
revealed by the cyro-EM structure of uroplakin complexes at the 6-Å resolution, J. Cell
Biol. 173 (2006) 975–983.

[47] C.C. Hu, F.X. Liang, G. Zhou, L. Tu, C.H. Tang, J. Zhou, G. Kreibich, T.T. Sun,
Assembly of urothelial plaques: tetraspanin function in membrane protein trafficking,
Mol. Biol. Cell 16 (2005) 3937–3950.

90 Peter Veranič et al.



[48] J. Lavelle, S. Meyers, R. Ramage, D. Doty, S. Bastacky, G. Apodaca, M. Zeidel,
Protamine-sulphate-induced cystitis: a model of selective cytodestruction of the
urothelium, Urology 57 (2001) 113.

[49] G.W. Locher, E.H. Cooper, Repair of rat urinary bladder epithelium following injury
by cyclophosphamide, Invest. Urol. 8 (1970) 116–123.
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Abstract

Bipolar lipids (bolalipids) are composed of one or two long hydrophobic spacers and two
polar headgroups attached to their ends. In water, they form various types of aggregate
structures such as micelles, discs, fibers, tapes, tubes, or vesicles. The shape of the formed
aggregates strongly depends on the head-to-spacer diameter ratio of the bolalipid as well
as on electrostatic interactions and the possibility of forming hydrogen bonds between
neighboring headgroups. This review focuses on symmetrical single-chain bolalipids,
where two identical polar phosphocholine or phosphodimethylethanolamine head-
groups are connected by one long hydrophobic alkyl chain spacer. These bolalipids
proved to be capable of gellingwater very efficiently by forming a dense network of fibers.
The fibers exhibit a helical superstructure with hydrophobic pockets, where double-chain
phospholipids can easily be inserted. The temperature-dependent self-assembly of the
bolalipids in water and their mixing behavior with conventional phospholipids was
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investigated by differential scanning calorimetry, transmission electronmicroscopy, small-
angle neutron scattering, Fourier transform infrared spectroscopy, and rheological
measurements.

1. INTRODUCTION

Amphiphiles such as classical surfactants and phospholipids are com-

posed of an uncharged, zwitterionic, or charged hydrophilic headgroup

and one or two hydrophobic acyl chains. In water, they spontaneously form

aggregates above the critical micellar concentration due to the hydrophobic

effect. The shape of the formed aggregates (spherical, cylindrical and inverted

micelles, vesicles, and planar bilayers) strongly depends on geometrical pack-

ing factors as well as on the headgroup charge. Israelachvili [1] introduced

the critical packing parameter, the magnitude of which controls the preferred

aggregate shape.

In the past 30 years, a new class of amphiphilic molecules has been

attracting increasing attention. These are bipolar lipids (bolalipids) that are

composed of one or two long hydrophobic spacers and two polar headgroups

attached to their ends. Bolalipids are naturally occurring substances that are

found in membranes of archaebacteria. Archaeal liposomes (archaeosomes)

are made from natural bipolar tetraether lipids found in Archaea or from syn-

thetically derivated compounds. Their high degree of physical rigidity and

chemical stability favors an application as nonviral gene delivery system for

in vivo transfection [2–6]. Bipolar tetraether lipids are thought to span the

membrane when mixed with classical lipids, thus acting as rivets keeping

both membrane leaflets together and allowing the archaebacteria to

maintain membrane integrity [7–10]. These membrane-spanning properties

make bolalipids attractive candidates for drug delivery systems [11–16] or

supported membrane biosensor devices [17,18]. However, atomic force

microscopy investigations as well as predictions from mean field theory

indicate that in the case of an hydrophobic mismatch between the

monopolar lipid hydrocarbon chains and the membrane-spanning bolalipid

chains, the lipid mixture may phase separate [19,20].

Since bolalipids are difficult to isolate from natural membranes, consider-

able effort has been devoted to the synthesis of novel bolalipids featuring spe-

cific structural peculiarities of archaebacterial membrane lipids [21–25]. Some

of these synthetic bolalipids could be successfully applied for the reconstitution

of integral membrane proteins [26,27]. Several simplified model compounds,
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such as single-chain bipolar amphiphiles (bolaamphiphiles), have been

synthesized to understand the complex relationship between chain

composition, spacer properties, headgroup structure, and aggregate shape

[28–30]. Sugar, peptide, and nucleic acid moieties were applied as

hydrophilic headgroups that are well known to form diverse and multiple

hydrogen-bond networks [31–33].

A few years ago, unsymmetrical single-chain bolaamphiphiles with

headgroups of different sizes and chemical structures became the origin

for a new class of supramolecular structures, the self-assembled organic

nanotubes. They are expected to play a leading role in mesoscale host–guest

science since they intrinsically possess two open ends, flexibility of the mem-

brane wall, and tunable surface functionalities. Fluorescently labeling of

nanotube or guest protein allows to detect the encapsulation and release

phenomena of guest proteins [34–36]. Recently, functionalized organic

nanotubes were successfully applied as tubular nonviral gene transfer

vectors [37] that are coassembled of bipolar nucleic acid-, glycol-, and

PEG-lipids complexed with DNA (bolaplexes) [38].

Symmetrical single-chain bolalipids are especially interesting and challeng-

ing since they are known to form a large variety of aggregate structures such as

micelles, nanofibers, tubes, and vesicles. Bolalipids with headgroups containing

aspartic [39], ascorbic [40], orotic [41], or glutamic [42] acid; phenylalanine

[43,44]; urea [45]; or vernonia oil [46] were synthesized recently, and their

pH and temperature-dependent self-assembly was studied extensively. But

also synthetic modifications of the hydrophobic alkyl spacer region by

introducing bis(alkoxy)phenylene [47] and chromophores [48] were

described recently. L- or D-glutamic acid-based bolalipids were found to form

chiral helical nanotubes [49,50], and self-sorting based on chiral recognition

in a trans-1,2-bisureido cyclohexane moiety was demonstrated [51].

In thepast years, theuseof bolalipid/additivemixtures has become themost

promising approach to tunemorphologies. Since it is still not possible to predict

the aggregate shape for new, chemically modified single-chain bolalipids, it is

sometimes easier to fine-tune the self-assembly process by adding classical lipids

or surfactants to the bolalipid suspension [52–54]. By adjusting the content of

additive, various morphologies could be stabilized [55], and the insertion and

stabilizationof solubilized integralmembraneproteins [56], amyloidAb (1–42)
peptides [57], or hemoglobin [58] were realized.

We have been able to synthesize symmetrical single-chain bolalipids,

where two identical polar phosphocholine or phosphodimethylethanolamine

headgroups are connected by one long hydrophobic alkyl chain spacer. The
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temperature- and pH-dependent self-assembly of these bolalipids in water and

their mixing behavior with conventional phospholipids was investigated by

differential scanning calorimetry (DSC), transmission electron microscopy

(TEM), small-angle neutron scattering (SANS), Fourier transform infrared

(FT-IR) spectroscopy, and rheological measurements and will be discussed

in more detail in this chapter.

2. TEMPERATURE-DEPENDENT SELF-ASSEMBLY
OF SINGLE-CHAIN BOLALIPIDS

Recently, single-chain polymethylene-1,o-bis-phosphocholines
(PC-Cn-PC), -phosphodimethylethanolamines (Me2PE-Cn-Me2PE), and

-phosphomonomethylethanolamines (MePE-Cn-MePE) with even-

numbered chain lengths between 22 and 34 carbon atoms (Fig. 4.1) became

accessible by different synthetic strategies [59–62].
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Figure 4.1 Chemical structure of the symmetric single-chain bolalipids PC-Cn-PC,
Me2PE-Cn-Me2PE, and MePE-Cn-MePE consisting of an alkyl spacer of different
chain lengths and two phosphocholine, phosphodimethylethanolamine, or pho-
sphomonomethylethanolamine headgroups, respectively.
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Additional headgroup variations were performed by introducing hy-

droxyl, amino, sulfur, allyl, and propynyl containing groups as well as car-

boxylic acids, such as lipoic acid, sorbic acid, and lysine [63,64]. The

hydrophobic chain region was modified by the introduction of sulfur and

oxygen atoms or a diacetylene group in the middle of the alkyl chain [65].

The physicochemical characterization of this variety of bolalipids and its

self-assembled aggregates enabled us to get a better understanding of the

complex relationship between the bolalipid headgroup structure, chain

composition, and aggregate shape.

2.1. Formation of helical nanofibers and micellar aggregates
The self-assembly of PC-Cn-PC bolalipids in water is exclusively driven by

hydrophobic interactions of the long alkyl chains [59,66]. This leads to

the formation of a dense network of nanofibers that gels water very

efficiently (Fig. 4.2A inset). In the case of PC-C34-PC, the nanofibers have

a thickness of 5–7 nm as judged by cryo-TEM (Fig. 4.2A), corresponding

approximately to the molecular length of the bolalipid. AFM tapping-mode

investigations of PC-C34-PC elucidated a helical superstructure of the

A C

B D

H2O

200 nm

30 nm

Figure 4.2 Self-assembly of PC-Cn-PC. (A) Cryo-electron micrograph with hydrogel
(inset) and (B) AFM tapping-mode image of the fiber structure of PC-C34-PC. The solid
arrow indicates a right-handed and dotted arrow a left-handed helical fiber segment.
(C) Schematic view of self-assembled, single-chain bolalipids in water forming helical
fibers. (D) Helical fiber segment from Monte Carlo simulation. Reprinted with permission
from Ref. [67]. Copyright (2008) ACS.
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nanofibers with both chiral forms built up by achiral bolalipid molecules. The

arrows in Fig. 4.2B point to fiber segments with right- (solid arrow) and left-

handed (dotted arrow) helical structure within one fiber segment. The line

scan displays a helical pitch of 8 nm (not shown) [67].

Because of the larger space requirements of the bolalipid headgroups

compared to the small cross-sectional area of the alkyl chain, packing restric-

tions play an important role during the aggregation process. As a result, bi-

layer or monolayer membrane structures with parallel-oriented molecules

are not sufficiently stabilized by the hydrophobic effect because the chains

cannot get into close enough contact. Instead, the molecules are arranged

slightly twisted relative to each other so that the hydrophobic chains can

get in close enough contact. This twisted arrangement leads to a helical

cylindrical structure with a diameter that corresponds to the molecular

length (Fig. 4.2C). Our proposed model was confirmed by Monte Carlo

simulations of a coarse-grained model, where the alkyl chain is represented

by several small beads and the headgroup by one bead, which has a slightly

larger diameter [67,68].

The helical nanofibers have lengths of up to several micrometers as

evident from electron microscopic images. In the solution, they entangle

and form a network cross-linked by physical contacts between the fibers.

This cross-linking occurs because the surface of the fibers has grooves

where hydrophobic groups are exposed to water. A contact between dif-

ferent fibers is therefore advantageous and decreases the hydrophobic sur-

face area exposed to water. The cross-linking leads to the formation of a

hydrogel as mentioned above and shown in Fig. 4.2A [67]. This hydrogel

is almost clear and is stable even at concentrations of the bolalipid of only

0.3 mg/ml. Investigations of this hydrogel show that it has viscoelastic be-

havior previously not observed for other types of hydrogels. Below a strain

of ca. 40–50% viscoelastic behavior is observed, where the storage and loss

moduliG0 andG00, respectively, are almost constant and not dependent on

the deformation amplitude (Fig. 4.3). In this region, the storage modulus

G0 is always higher than the loss modulusG00. The increase inG0 andG00 in
the amplitude sweep experiment is due to strain stiffening at high ampli-

tudes before a crossover ofG0 andG00 is observed, indicating the loss of the
gel character.

When the hydrogel formed by the bolalipid is heated, a drastic change in

behavior is immediately obvious just by visual inspection. Above ca. 50 �C,
the hydrogel character disappears and a clear solution is obtained. Upon

cooling, a gradual reformation of the hydrogel is observed.When the sample
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is investigated by DSC, three endothermic peaks are seen where the lowest

temperature peak is very small followed by a larger peak at a temperature

where the hydrogel character is lost and an additional high-temperature peak

with larger width (Fig. 4.4A) [66]. The two lower temperature peaks seem

to show a dependence on equilibration time at low temperature. By FT-IR

spectroscopic investigations of the wave number of the symmetric CH2-

vibrational band as a function of temperature, it is possible to determine

the amount of gauche-conformers in a long alkyl chain. For an all-trans alkyl

chain, the wave number of this band is usually located below 2849 cm�1.

The frequency increases when gauche-conformers are formed due to an

increase in disorder. The analysis showed that the fluidity of the alkyl chains

indeed increases in a cooperative fashion at the temperature where the largest

transition peak is observed (Fig. 4.4B) [66]. At high temperature, a further

increase in fluidity is observed. Cooling the sample shows a hysteresis

phenomenon, that is, the reformation of the all-trans conformation of the

chains and the fiber aggregation takes time and is dependent on the concen-

tration. These observations could be supported by rheological measurements

as a function of temperature (not shown).

The loss of the hydrogel character is due to the formation of small micellar

aggregates above the main transition. This could be verified by dynamic light

scattering (DLS) experiments as well as by electron microscopy. Figure 4.5
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Figure 4.3 Rheological behavior of a PC-C32-PC (10 mM, ca. 0.8 wt.%) hydrogel in a
controlled strain experiment a yield strain of ca. 40–50% was determined.
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shows two cryo-TEM images of samples prepared at a temperature of 20 �C
where fibers are present (A) and at 60 �C, where the cryo-TEM image shows

only faint spherical particles (B).

In addition to DLS, we also characterized the samples by SANS at dif-

ferent temperatures. Figure 4.6 shows the scattering curves at 25 �C, where
the slope indicates the presence of long fibers of a diameter of ca. 5 nm, and
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Figure 4.4 (A) DSC curves of a sample of PC-C32-PC with different equilibration times at
low temperature. (B) Wave number of the symmetric CH2-stretching vibrational band
of PC-C32-PC as a function of temperature. Reprinted with permission from Ref. [66].
Copyright (2004) ACS.
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at 60 �C, where small micellar aggregates with a diameter of ca. 6–7 nm

seem to exist [69].

2.2. Chain length-dependent self-assembly
The thermotropic behavior and the rheological properties of the hydrogels

resulting from the formation of the nanofiber network can be tuned by

changing the length of the long alkyl chain. A priori one would expect a

reduced stability of the nanofibers with decreasing chain length. This is in-

deed observed as is shown in Fig. 4.7 for a series of PC-Cn-PC bolalipids

200 nm
200 nm

BA

Figure 4.5 Cryo-TEM images of a sample of PC-C32-PC in water at 20 �C (A) and 60 �C
(B) (A. Meister, A. Blume, unpublished results).
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Figure 4.6 Small angle neutron scattering data for a sample of 1 mg/ml PC-C32-PC
in D2O at temperature as indicated. Adapted with permission from Ref. [69]. Copyright
(2007) ACS.
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with chains varying from 22 to 32 carbon atoms [61]. Figure 4.7A shows the

DSC curves of the samples. Clearly, the main transition peak indicating the

breakup of the fibers into micellar aggregates is shifted to lower temperature

with decreasing chain length. Simultaneously, the width of the transition

increases, that is, the transition becomes less cooperative. Also, the broader

high-temperature peak characteristic for the transition between two differ-

ent types of micelles is shifted to lower temperature. Figure 4.7B shows the

frequency of the symmetric stretching vibration of the CH2 groups as a
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Figure 4.7 (A) DSC curves of PC-Cn-PCs with different chain lengths as indicated.
(B) Wave number of the symmetric CH2-vibrational band as a function of temperature for
PC-Cn-PCs with different chain lengths. Adapted by permission of John Wiley and Sons [61].
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function of temperature as determined from temperature-dependent FT-IR

experiments of aqueous samples. At low temperature, where exclusively fi-

bers are present, the wave number of the symmetric CH2-stretching band is

again below 2850 cm�1, a characteristic value for almost all-trans alkyl

chains. The increase in wave number is caused by an increase in disorder

of the chain, that is, the average number of gauche-conformers increases

abruptly at the first transition, where the fibers transform into micellar

aggregates. Also, the transition between the two types of micelles is

connected with a further increase in disorder of the chains.

A further observation is that the wave number at low temperature is

almost the same for all compounds, indicating that the chains are in an almost

all-trans conformation, regardless of the chain length. However, at high tem-

perature, the shorter analogues show higher wave numbers. This means that

the disorder in both types of micelles increases with decreasing chain length.

TEM and cryo-TEM images proved that the aggregation state remained

the same, only that the transitions between the different types of aggregates

were shifted to lower temperature with decreasing chain length [61].

When the transition temperatures between the different aggregate types

are plotted as a function of chain length, a continuous increase in the

transition temperatures is observed; only the difference in temperature

between the fiber–micelle and the micelle I–micelle II transition seems to in-

crease slightly (Fig. 4.8) [62]. At present, we have no information about the

22
0

10

20

30

40

50

60

70

80
Tm1 (n = even)

Micelles II

Micelles I

Fibers I

Tm2 (n = even)

Tm1 (n = odd)

Tm2 (n = odd)

24 26

Carbon chain length

28 30 32 34

T
ra

ns
iti

on
 te

m
pe

ra
tu

re
 (

�C
)

Figure 4.8 Transition temperatures of bolaphospholipids of the type PC-Cn-PC as a
function of chain length. No even–odd effect is observed as all temperature fall onto
a continuous curve. Adapted with permission from Ref. [62]. Copyright (2008) ACS.
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different types of micelles only that the high-temperature aggregate has more

disorder in the chains, as indicated by the FT-IR data already discussed.

2.3. Chain structure-dependent self-assembly
Another possibility to tune the aggregation behavior of long-chain bolalipids

is the introduction of heteroatoms and/or double or triple bonds into the

long alkyl chain. Figure 4.9 shows a C32 chain with two oxygen atoms

(middle) or two sulfur atoms (bottom) in the long chain. The deviation from

the straight all-trans conformation of the pure alkyl chain (top) is immedi-

ately evident. In addition, the chains becomemore polar by the introduction

of heteroatoms [64].

As expected, the packing of the molecules in the fibers is now perturbed

leading also to a decrease of the transition temperature from fibrous tomicellar

aggregates. Figure 4.10 shows the DSC curves of the three different bolalipids

with the normal alkyl chain, the chain with two oxygen atoms, and the

sulfur-substituted chain. The fiber–micelle transition for the analogues with

heteroatoms is shifted to lower temperature by ca. 40 K. Whereas the

sulfur-containing bolalipid still shows a pronounced cooperative transition,

the one for the oxygen-containing lipid is drastically decreased and broadened.

However, in both cases, fibers are still present below this transition as can be

seen in Fig. 4.11 for the sulfur-containing compound [64].

Another possibility to change the chemical structure of the chains is the

introduction of triple bonds, for instance. Figure 4.12 shows the drastic change

occurring in the C32 all-trans alkyl chain when two conjugated triple bonds

are introduced into the chain. A strong perturbation of the chain packing in

the nanofibers can be expected, which is indeed observed [70]. Due to the

Figure 4.9 CPK models of a C32 alkyl chain in all-trans conformation (top) the chain is
interrupted by two oxygen atoms (middle) or by two sulfur atoms (bottom) leading to
kinks in the chain. Adapted by permission of John Wiley and Sons [64].
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Figure 4.10 DSC curves of bolalipids with PC headgroups andmodified chains. Adapted
by permission of John Wiley and Sons [64].

Figure 4.11 Cryo-TEM image of a sample of PC-C32SS-PC in water prepared at 7 �C [70].
The bar corresponds to 100 nm.

Figure 4.12 CPK models of a C34 alkyl chain (bottom) and a C34 alkyl chain with two
conjugated triple bonds in the middle of the chain (top) [70].
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kink in the chain induced by the two triple bonds, the fibers are very unstable

and convert into micellar aggregates already at low temperature just above the

freezing point of water. However, when the chain length is increased and thus

the stretches with trans-conformational segments are getting longer, then the

stability of the fibers is again higher, and the fiber–micelle transition shifts to

ca. 18 �C as seen in the DSC curves shown in Fig. 4.13A.
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Figure 4.13 (A) DSC heating scans of suspensions of PC-C32diAc-PC (dotted curve,
c¼10 mg/ml), PC-C34diAc-PC (dashed curve, c¼1 mg/ml), and PC-C36diAc-PC (solid
curve, c¼1 mg/ml) in water. The heating rate was 20 K/h. (B) IR spectroscopic data
of an aqueous suspension of PC-C34diAc-PC (c¼50 mg/ml). Wave number of the sym-
metric methylene stretching vibration as a function of temperature. Heating, filled
squares; cooling, open squares [70].
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However, as the TEM image in Fig. 4.14 shows, the fibers are relatively

short, leading to a less pronounced gelation of the system [70].

Also, the self-assembly of the fibers after cooling from temperatures

above the fiber–micelle transition shows a strong hysteresis and is occurring

only slowly. This is particularly evident from the analysis of the frequency of

the CH2-vibrational bands determined upon heating and subsequent

cooling as shown in Fig. 4.13B. Upon cooling, the shift of the maximum

of the CH2 band occurs at much lower temperature, and the original value

is only restored after a considerable waiting period.

2.4. Headgroup structure-dependent self-assembly
The formation of nanofibers by these bolalipids is obviously caused by the

mismatch of the cross-sectional area of the single alkyl chain and the

headgroup. The question now arose how a variation in headgroup size,

charge, and chemical structure would change the aggregation behavior.

The first variation in headgroup structure was already described in the in-

troduction and shown in Fig. 4.1. The replacement of methyl groups by

H-atoms reduces the size of the headgroup. However, an additional effect

occurring due to this substitution is the possibility that now intermolecular

hydrogen bonds can be formed between the dimethyl ammonium group

and the neighboring phosphate group, where the proton acts as the donor

Figure 4.14 TEM image of a suspension of PC-C34diAc-PC at 5 �C. The sample was
stained with uranyl acetate [70]. The bar corresponds to 100 nm.
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and the oxygens of the phosphate are the acceptor atoms for the hydrogen

bonds. We first performed a systematic investigation of the compound

Me2PE-Cn-Me2PE with a C32 alkyl chain to compare the behavior of this

bolalipid to the PC-Cn-PC [60].

Me2PE-C32-Me2PE also forms a fiber network at room temperature

as was immediately evident from the formation of a hydrogel at room

temperature and at low concentration of the bolalipid. The hydrogel

had the same clear appearance as the one shown in Fig. 4.2 for the related

analogue PC-C32-PC. Rheological measurements at low temperature

showed, however, that this hydrogel is more stable and has stronger vis-

coelastic properties than hydrogels of PC-C32-PC. Figure 4.15 shows

amplitude and frequency sweep experiments performed with a hydrogel

at low temperature. The amplitude sweep shows that up to approximately

30% G0 and G00 are independent of the deformation (Fig. 4.15A). This is

the linear viscoelastic regime. The increase in G0 and G00 observed at

higher deformations before the crossover is due to strain stiffening.

The following decrease indicates the transition from gel to the sol state.

In the frequency sweep, G0 shows a plateau up to 10 rad/s (Fig. 4.15B),

and G00 increases with increasing angular frequency until a crossover at

20 rad/s occurs [72]. The behavior at high angular frequency is probably

due to wall slip at the interfaces between the cone and the plate, respec-

tively, with the sample. The data show that this hydrogel has a wide range

for linear viscoelastic behavior. When the sample concentration is in-

creased to 8 mg/ml, the values for G0 and G00 increase strongly, and

G0 is larger than G00 by a factor of more than 10. Frequency sweep ex-

periments show that no crossover is now observed up to frequencies of

200–300 rad/s. This behavior is quite remarkable as it shows the bolalipid

gels are different from gels of worm-like micelles, where the “fibers” are

very flexible and continuous breaking and reformation of the worm-like

micelles occur. Due to the high degree of order (all-trans alkyl chains)

inside the bolalipid fibers, the reactions leading to breaking and

reformation are much slower so that the gels show much stronger elastic

behavior than gels of worm-like micelles. The bolalipid gels are therefore

more similar to gels of biological materials, built up from collagen or actin

and fibrin fiber networks.

PC-C32-PC shows a strong temperature-dependent behavior of the

aggregation properties (see above). This can also be observed for the com-

pound Me2PE-C32-Me2PE. The DSC curves (Fig. 4.16) show an even

more complicated behavior [69]. For Me2PE-C32-Me2PE at pH 5, three

108 Annette Meister and Alfred Blume



thermotropic transitions are evident where the first two transition peaks are

of almost equal height and the high-temperature transition is much smaller.

The first transition is connected with an increase in gauche-conformers in the

chain, the fibers are still intact, and only their length is slightly decreased. At

the second transition, the fibers break apart into micellar aggregates
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Figure 4.15 (A) Amplitude sweep (with o¼1 rad/s) and (B) frequency sweep (with
g¼1%) of a suspension of Me2PE-C32-Me2PE (c¼1 mg/ml) in buffer at pH 5 at 2 �C.
G0, filled squares; G00, open circles. Reprinted with permission from Ref. [71]. Copyright
(2011) ACS.
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with increased chain fluidity. The third transition, finally, is again due to a

transition between two different types of micellar aggregates, as was also ob-

served for PC-C32-PC (see above). The fluidity of the chain increases fur-

ther as can be seen from FT-IR spectroscopic measurements. When the pH

of the sample is titrated to 12, the proton of the dimethyl ammonium

headgroup dissociates and the headgroup becomes negatively charged.

No hydrogen bonding is possible any more. The thermotropic behavior

changes completely, and only two transitions can be seen in the DSC curve.

TEM images of these samples show that only short fiber pieces are still pre-

sent, and the cross-linking of the fibers leading to gelation is no longer

possible [69,71].

Rheological measurements (Fig. 4.17) as a function of temperature

showed that the viscoelastic behavior is more or less lost at the first transition

due to a breakdown of the entanglement of the fibers and a slight reduction

in fiber length. At the second transition, the fibers completely break apart

into micellar-like aggregates, and the viscoelastic behavior is completely lost.

The viscosity is now very similar to that of pure water. The third transition

seen in the DSC scans is due to a transition between two different types of

micelles. This temperature region is not accessible in rheological experi-

ments due to loss of water by evaporation [71].
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Figure 4.16 DSC heating curves of aqueous suspensions (c¼1 mg/ml) of Me2PE-C32-
Me2PE in buffer at pH 5 and 12 (adjusted with NaOH solution). The heating rate was
20 K/h. The DSC curves are vertically shifted for clarity. Adapted with permission from
Ref. [71]. Copyright (2011) ACS.
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When the sample of Me2PE-C32-Me2PE is titrated to pH 12, only

two transitions are visible, and TEM images show that below the first

transition short fiber segments are present, whereas above this transition

elongated micellar-like aggregates can be seen [71]. As discussed above,

this change in behavior is due to the fact that the headgroup is now neg-

atively charged and that hydrogen bonding can no longer occur as the

proton has dissociated. Addition of salt to the sample can partially revert

the electrostatic effect as the negative charges at the surface of the fibers

can be shielded by counterion condensation. The DSC curves in

Fig. 4.18A show that addition of 250 mM NaCl leads to a thermotropic

behavior with three transitions which is almost identical to the one ob-

served for the sample at pH 5 without salt with the difference that the

upper two transitions occur at slightly lower temperature (Fig. 4.18B).

The rheological behavior of the sample, that is, the temperature de-

pendence of G0 and G00 shown in Fig. 4.18B, clearly indicates that

indeed, the formation of a hydrogel is induced by the addition of salt.

The viscoelastic behavior breaks down at the first transition where the
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Figure 4.17 DSC curves (solid line, heating; dashed line, cooling) and rheological data
(G0, filled and open squares; G00: filled and open circles) of an aqueous suspension of
Me2PE-C32-Me2PE in buffer at pH 5 (c¼1 mg/ml). Heating, filled symbols; cooling, open
symbols. The heating and cooling rate was 20 K/h. Deformation (g¼1%) and angular
frequency (o¼1 rad/s) were chosen inside the linear viscoelastic region. Adapted with
permission from Ref. [71]. Copyright (2011) ACS.
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entanglements of the fibers are lost. The difference between G0 and G00

stays almost constant over the whole temperature range below the tran-

sition. An increase in salt concentration to 1 M NaCl has no significant

further effect, indicating that the charges are already shielded at a concen-

tration of 100 mM NaCl.
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Figure 4.18 (A) DSC curves of Me2PE-C32-Me2PE at pH 11 with and without additional
salt. (B) Temperature dependence of the rheological parameters G0 and G00 for Me2PE-
C32-Me2PE at pH 11 with two different NaCl concentrations. Adapted with permission
from Ref. [71]. Copyright (2011) ACS.
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The bolalipids Me2PE-Cn-Me2PE show a similar chain length-

dependent behavior as the PC-Cn-PC analogues. With increasing chain

length, the transitions are shifted to higher temperature as expected. How-

ever, one significant difference exists in that Me2PE-Cn-Me2PE bolalipids

with shorter chains show only two transitions, namely the fiber I–micelle

I and the micelle I–micelle II transition. Figure 4.19 shows DSC scans of
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Figure 4.19 (A) DSC curves of aqueous samples of Me2PE-Cn-Me2PE bolalipids with
different alkyl chain lengths. (B) Transition temperatures as a function of chain length.
Adapted from Ref. [62].
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these compounds with different chain lengths (A) and the resulting “phase

diagram” (B) [62].

For the data of the samples shown in the figures above, the bolalipids had

a maximum chain length of 32 C-atoms. A change in aggregation behavior is

seen when the length of the alkyl chain is further increased. This can

be expected because the influence of the mismatch in steric requirements

decreases when the alkyl chain becomes very long. A prime example where

at room temperature still fibers are formed, but are metastable, is the

compound Me2PE-Cn-Me2PE with 34 or 36 C-atoms [72].

After the preparation of the samples and the formation of nanofibers

at room temperature, they transform into square lamellae upon standing

at room temperature. The square lamellae grow up to an edge length of

about 100 nm, and the original nanofibers are still linked to one corner

or to two always opposite corners of the squares. Figure 4.20 shows a

TEM image with negative staining (A) and a cryo-TEM image of the sample

(B). In the right image, the square lamellae can also be seen oriented edge-on

leading to higher contrast.

Upon further incubation at room temperature for a week or more, a gel

cake is formed and water is expelled when the gel cake becomes very

compact (Fig. 4.21) [72].

Apparently, the gel cake is composed of clusters of stacked lamellae.

Excess water between the clusters of lamellae is slowly released during syn-

eresis; however, the hydration of the headgroups remains unchanged, and

the amount of water trapped between adjacent single lamellae is only slightly

A

200 nm 200 nm

B

Figure 4.20 (A) TEM image with negative staining using uranyl acetate of Me2PE-C36-
Me2PE. (B) Cryo-TEM image of Me2PE-C34-Me2PE. Arrows point to squares viewed edge-
on [72]. Reproduced by permission of The Royal Society of Chemistry.
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reduced. This could be confirmed by X-ray diffraction experiments of the

wet gel cake after taking it out of the surrounding water. The gel cake was

placed on microscopic coverslip so that the X-ray beam could be oriented in

different directions with respect to the expected stacking direction of the

lamellae. The analysis of the 2D diffraction patterns leads to the conclusion

that the spacing between the partially oriented lamellae is 3.44–3.5 nm. As

the length of the bolalipid is ca. 6 nm, this spacing can only occur if the mol-

ecules are tilted with respect to the normal to the lamellar surface. The anal-

ysis of the wide angle reflections leads to the model shown in Fig. 4.22,

where the chains are tilted by 55� in a complicated crisscross fashion min-

imizing the mismatch between the space required by the headgroups and the

chains, respectively, and optimizing the van-der-Waals contacts.

When the headgroup size of the bolalipid is further reduced by replacing

the second methyl group with an H-atom (Fig. 4.1), the aggregation behav-

ior changes completely. The bolalipid MePE-C32-MePE does not form

fiber aggregates any more but lamellar sheets, as shown in the cryo-TEM

image in Fig. 4.23 [62]. The alkyl chains in these sheets are ordered so that

the lamellar sheets are very inflexible as seen in the electron micrograph.

When the temperature is increased, an order–disorder transition is seen

by DSC at a temperature of ca. 80 �C. Whether the lamellar arrangement

still persists above this temperature or whether micellar-like aggregates

are formed is still unclear because of experimental difficulties in obtaining

scattering data at this high temperature.

The chemical structure of the headgroup of the bolalipid can be varied in

many different ways. As long as the steric requirement of the headgroup is

Figure 4.21 Gel cake formation of Me2PE-C34-Me2PE (1 mg/ml) by syneresis after
3 days (left) and 1 week (right) [72]. Reproduced by permission of The Royal Society of
Chemistry.
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much higher than the cross-sectional area of the chain, normally fiber struc-

tures are formed. The fiber–micelle transition is, however, dependent on the

structure of the headgroup, whether it is zwitterionic, charged, and/or able

to form intermolecular hydrogen bonds. The physicochemical aggregation

behavior of these compounds has been intensively investigated [64].

2.5. Self-assembly of bolalipid mixtures
The mixing behavior of phospholipids in lamellar lyotropic phases has been

studied ingreat detail, and it hasbeen found that ideal or nonidealmixing is the

rule and that the tendency for immiscibility in lamellar phases is increased if

the difference between the acyl chain lengths becomes larger than four CH2

groups. The mixing behavior is modulated by differences in the headgroup

size. It was also found that immiscibility in the low-temperature-ordered

lamellar gel phases is more pronounced than that in the liquid-crystalline

lamellar phases [73]. The nanofibers formed by the bolalipids described here

B

C

Square lamella

A

Figure 4.22 Molecular arrangement of Me2PE-C34-Me2PE within the square lamellae,
seen from the top (A), the side (B), and the front (C). Headgroups of identical gray in-
dicate the same tilting direction of the bolalipids. In (A), 18 bolalipids with neighboring
headgroups are presented to show the densely packed headgroup arrangement [72].
Reproduced by permission of the Royal Society of Chemistry.
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show characteristic fiber–micelle transitions where the temperature of this

transition depends on the chain length of the bolalipid. The question arose

whether this transition can be tuned to a desired temperature by just mixing

two bolalipids of different chain lengths and/or headgroup structures. As the

bolalipidmolecules within the fibers are orderedwith an almost all-trans con-

formation of the chains, it seemed likely that themixing could be nonideal or

that even immiscibility could occur once the chain length difference became

too large.We therefore performedmixing experiments of bolalipids with the

sameheadgroup and different chain lengths aswell as experiments,where also

the headgroups had a different chemical structure [62].

Figure 4.24A shows DSC scans of an equimolar mixture of PC-Cn-PCs

with a chain length difference of four CH2 groups. The transition peaks for

the equimolar mixture is located at almost exactly the intermediate temper-

ature of the transitions of the pure compounds. This indicates that these two

bolalipids mix almost ideally in the fibers. Cryo-TEM images proved that

indeed, fibers are present at room temperature. The DSC scans in Fig. 4.24B

are from an equimolar mixture of Me2PE-C28/32-ME2PE. Again, the two

bolalipids differ in chain length by four CH2 groups. In this case, the equi-

molar mixture behaves as if the two compounds are not ideally miscible any

more. Particularly, the transition from fiber II to micelle I is shifted much

more to lower temperature than expected for ideal mixing. As the stability

of the fibers is also due to intermolecular interactions between the

Figure 4.23 Cryo-TEM image of an aqueous suspension of MePE-C32-MePE in buffer
solution at pH 5 quenched from 20 �C. Reprinted with permission from Ref. [62]. Copyright
(2008) ACS.

117Single-Chain Bolaphospholipids



headgroups by hydrogen bonding, the mismatch in molecular length appar-

ently prevents this additional stabilization to be very effective. Therefore,

the transition temperature for the fiber–micelle transition in the mixture

is located at more or less the same temperature as observed for the bolalipid

with the shorter chain.
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Figure 4.24 (A) DSC heating curves of an equimolar mixture (1 mg/ml) of PC-C28/32-
PC. Data for the pure bolalipids are presented for comparison. (B) DSC heating curves of
an equimolar mixture (1 mg/ml) of Me2PE-C28/32-ME2PE. Data for the pure bolalipids
are presented for comparison. Reprinted with permission from Ref. [62]. Copyright
(2008) ACS.
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In the systems described above, the bolalipids had different chain lengths,

but the same chemical structure of the headgroup. As the thermotropic

behavior is also dependent on the headgroup, we also studied mixtures

where the chain length of the two bolalipids was the same but had different

headgroups structures. Figure 4.25 shows a DSC curve for a 1:1 mixture of

PC-C32-PC/Me2PE-C32-Me2PE in comparison to the curves of the two

pure compounds. In the case of PC-C32-PC, two transitions are evident,

and for Me2PE-C32-Me2PE, the already more complicated behavior with

three transitions can be seen. In the 1:1 mixture, the DSC curve shows

also three transitions where the second transition connected with the

fiber–micelle transformation is located at a temperature in between the

transitions for the two pure compounds. It appears as if in the mixture,

the behavior is dominated by the bolalipid Me2PE-C32-Me2PE. The pres-

ence of fibers below and above the first transition was verified by cryo-TEM

and SANS measurements [62].

The results of the mixing experiments with bolalipids with different

chain lengths show that the possibility exists to tune the transition behavior

in the hydrogel-forming systems in any desired way. The lowest transition

temperature, where the cross-linking of the fibers is disrupted, can be

adjusted by mixing two different bolalipids of the type Me2PE-Cn-Me2PE.

Also, the temperature of the complete breakdown of the fibers into
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Figure 4.25 DSC heating curve of an equimolar mixture (1 mg/ml) of PC-C32-PC/
Me2PE-C32-Me2PE. Data for the pure bolalipids are presented for comparison. Reprinted
with permission from Ref. [62]. Copyright (2008) ACS.
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micellar-like aggregates can be adjusted by either mixing two bolalipids with

identical headgroups but different chain lengths, or mixing of bolalipids

with different headgroups and/or chain lengths, for instance, mixing

Me2PE-Cn-Me2PE bolalipids with PC-Cn-PC analogues [62].

3. MIXING BEHAVIOR OF SINGLE-CHAIN BOLALIPIDS
WITH PHOSPHOLIPIDS

As we alreadymentioned in Section 1, the addition of classical lipids or

surfactants is up to now the only way to stabilize vesicles that are built up by

symmetrical single-chain bolalipids. In general, it is not easy to decide,

whether the single-chain bolalipids adapt an U-shaped or a transmembrane

conformation within the vesicle bilayer [74,75].

We tested the ability of the long-chain bolalipid PC-C32-PC to insert into

phospholipid vesicles of DPPC, DMPC, and POPC [76]. From a point of

molecular length, PC-C32-PC should fit in its all-trans conformation into

the bilayers of these classical phospholipids (Fig. 4.26A–C).
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Figure 4.26 Chemical structure of PC-C32-PC (A). Comparison of the length of
PC-C32-PC with DPPC (B) and DMPC (C) in schematic bilayer orientation. Reproduced
by permission of The Royal Society of Chemistry [76].
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The phospholipid DPPC has a chain length of 16 carbon atoms rep-

resenting half the length of the bolalipid chain. Due to the missing glycerol

backbone in PC-C32-PC, the molecule seems to be slightly shorter than the

thickness of an ordered bilayer of DPPCwith perpendicular chains. In com-

parison with DMPC, the bolalipid seems to be slightly longer.

The thermotropic behavior of aqueous suspensions of PC-C32-PC/

DPPCmixtures at differentmolar ratioswas investigated byDSC (Fig. 4.27A).

The thermograms indicate, for all mixing ratios, a constant main transition

temperature at 41.7 �C, and with increasing amount of PC-C32-PC, an ad-

ditional shoulder appears at higher temperatures (�45 �C). However, the al-

most unalteredmain transition temperature of the DPPC clearly indicates that

PC-C32-PC can only be inserted into the DPPC vesicles to a minor extent.

Since DPPC forms faceted vesicles at room temperature, it is conceivable that

the bolalipid is incorporated into the vesicle at defects of the faceted bilayer

structure. Cryo-TEM proves the presence of faceted vesicles and fibers even

at a low molar ratio of 1:16 (Fig. 4.28A).
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Figure 4.27 DSC curves of aqueous suspensions of PC-C32-PC/DPPC (A) and PC-C32-
PC/DMPC (B) with different molar ratios. Reproduced by permission of The Royal Society
of Chemistry [76].
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The thermograms of the PC-C32-PC/DPPC mixtures with high

bolalipid content show a shift of the main transition for the fibers

(48.4 �C) by 6 K to higher temperature (Fig. 4.27A). This is caused by

the insertion of DPPC into the hydrophobic pockets of the PC-C32-PC

fibers that are still exposed to water. Obviously, this process stabilizes the

fiber structure.

The calorimetric measurements of PC-C32-PC/DMPCmixtures at dif-

ferent molar ratios show that the main transition temperature of the slightly

shorter DMPC at 24.2 �C is not affected by an increasing amount of the

bolalipid (Fig. 4.27B). From this, we conclude that DMPC vesicles are

A B

C

Figure 4.28 Cryo-TEM images of 3 mM aqueous suspensions of PC-C32-PC/DPPC mix-
ture with different molar ratios (A, B) and PC-C32-PC/POPC (C). The samples are
quenched from room temperature. The bar corresponds to 200 nm. (A) 1:16, (B) 4:1,
(C) 1:8. Reproduced by permission of The Royal Society of Chemistry [76].
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not able to incorporate PC-C32-PC at all. On the other hand, the transition

temperature for the main transition of PC-C32-PC is shifted to higher tem-

peratures by 3 K, which indicates a stabilizing effect of the inserted DMPC.

A similar stabilizing effect of the fiber structure was observed for a 1:1

PC-C32-PC/POPC mixture indicating a shift of the PC-C32-PC main

transition by 4 K (not shown). The cryo-TEM image in Fig. 4.28C shows

a dense network of fibers with some fibers being enclosed in large vesicular

structures since they follow the curvature of the bilayer [76].

Our results indicate that the single-chain bolalipid PC-C32-PC has no

tendency to be inserted into lipid bilayers of DPPC, DMPC, and POPC in a

membrane-spanning conformation. Instead, the lipid bilayer forming phos-

pholipids are incorporated into the hydrophobic pockets of the bolalipid

fiber structure to a measurable extent. This behavior can be explained by

packing problems, which are caused by a larger space requirement of the

PC headgroups of the bolalipid compared to the small cross-sectional area

of the alkyl chain. A transmembrane conformation would create a void vol-

ume within the membrane that could not be filled by chains of the bilayer

forming lipid. Instead, the fiber arrangement of the bolalipids seems to be a

state of lower energy, which is therefore preferred [76].

4. CONCLUSIONS

The results described in this review clearly show that the shape of

self-assembled bolalipid aggregates strongly depends on the head-to-spacer

diameter ratio of the bolalipid as well as on electrostatic interactions and the

possibility of forming hydrogen bonds between neighboring headgroups.

The results of the mixing experiments with bolalipids of different chain

lengths show that it is possible to tune the transition behavior in these

hydrogel-forming systems in any desired way. In addition, the temperature

of the complete breakdown of the fibers into micellar-like aggregates can

be adjusted by either mixing two bolalipids with identical headgroups but

different chain lengths or mixing of bolalipids with different headgroups

and/or chain lengths. Finally, our results indicate that the single-chain

bolalipid PC-C32-PC has no tendency to be inserted into lipid bilayers

of DPPC, DMPC, and POPC in a membrane-spanning conformation.

Instead, the lipid bilayer forming phospholipids are incorporated into the

hydrophobic pockets of the bolalipid fiber structure due to packing prob-

lems, which are caused by a larger space requirement of the PC headgroups

of the bolalipid compared to the small cross-sectional area of the alkyl chain.
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[4] C. Lainé, E. Mornet, L. Lemiègre, T. Montier, S. Cammas-Marion, C. Neveu,
N. Carmoy, P. Lehn, T. Benvegnu, Folate-equipped pegylated archaeal lipid deriva-
tives: synthesis and transfection properties, Chem. Eur. J. 14 (2008) 8330–8340.

[5] M. Brunelle, A. Polidori, S. Denoyelle, A.-S. Fabiano, P.Y. Vuillaume, S. Laurent-
Lewandowski, B. Pucci, A structure-activity investigation of hemifluorinated bifunc-
tional bolaamphiphiles designed for gene delivery, C. R. Chim. 12 (2009) 188–208.
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[14] T. Benvegnu, L. Lemiègre, S. Cammas-Marion, Archaeal lipids: innovative material for
biotechnological applications, Eur. J. Org. Chem. 2008 (2008) 4725–4744.

[15] P.L.G. Chong, Archaebacterial bipolar tetraether lipids: physico-chemical and mem-
brane properties, Chem. Phys. Lipids 163 (2010) 253–265.

[16] S. Grinberg, N. Kipnis, C. Linder, V. Kolot, E. Heldman, Asymmetric bolaamphiphiles
from vernonia oil designed for drug delivery, Eur. J. Lipid Sci. Technol. 112 (2010)
137–151.

[17] B.A. Cornell, V.L.B. Braach-Maksvytis, L.G. King, P.D.J. Osman, B. Raguse,
L. Wieczorek, et al., A biosensor that uses ion-channel switches, Nature 387 (1997)
580–583.

124 Annette Meister and Alfred Blume



[18] J.H. Furhop, T. Wang, Bolaamphiphiles, Chem. Rev. 104 (2004) 2901–2938.
[19] G.S. Longo, D.H. Thompson, I. Szleifer, Stability and phase separation in mixed

monopolar lipid/bolalipid layers, Biophys. J. 93 (2007) 2609–2621.
[20] K. Mulligan, D. Brownholland, A. Carnini, D.H. Thompson, L.J. Johnston, AFM in-

vestigations of phase separation in supported membranes of binary mixtures of POPC
and an eicosanyl-based bisphosphocholine bolalipid, Langmuir 26 (2010) 8525–8533.

[21] T. Markowski, S. Drescher, A. Meister, G. Hause, A. Blume, B. Dobner, Synthesis of
optically pure diglycerol tetraether model lipids with non-natural branching pattern,
Eur. J. Org. Chem. 2011 (2011) 5894–5904.

[22] T. Benvegnu, M. Brard, D. Plusquellec, Archaeabacteria bipolar lipid analogues:
structure, synthesis and lyotropic properties, Curr. Opin. Colloid Interf. Sci.
8 (2004) 469–479.

[23] M. Nakamura, R. Goto, T. Tadokoro, M. Shibakami, Construction of higher-ordered
monolayer membranes derived from archaeal membrane lipid-inspired cyclic lipids with
longer alkyl chains, J. Colloid Interface Sci. 310 (2007) 630–642.
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Abstract

In this chapter, we investigate the dynamics of heterogeneity observed in mul-
ticomponent fluid membranes, particularly focusing on hydrodynamic effects due to
the membrane and solvent. Two situations are discussed separately: above and below
themiscibility transition temperature. In the former case, we calculate the wave number
dependence of the effective diffusion coefficient by changing the temperature and/or
the thickness of the bulk fluid. We also obtain the effective diffusion coefficient when
multicomponent membranes are regarded as two-dimensional microemulsions. For
the case below the transition temperature, we study the domain growth exponent
in a binary membrane using a particle-based simulation method. With the addition
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of bulk solvent, a change in the growth exponent from two- to three-dimensional nature
is observed. Along with the measurement of correlated diffusion, we conclude that
the phase separation takes place through the Brownian coagulation process in our
simulation. We shall review some other works which are related to the present subject.

1. INTRODUCTION

Biological membranes typically contain various components such as

lipid mixtures, sterols, and proteins that are indispensable to cell functions

[1,2]. Rather than being uniformly distributed in the membrane, there is

growing evidence that some cellular components are incorporated in

domains arising from lateral lipid segregation in membranes. In 1997,

Simons and Ikonen proposed a hypothesis which suggested that some lipids

organize themselves into submicron-sized domains termed “lipid rafts” [3].

It was postulated that lipid rafts serve as platforms for proteins which

attribute certain functionality to each domain.

In 2006, the definition of lipid rafts was proposed as follows [4]: “Mem-

brane rafts are small (10–200 nm), heterogeneous, highly dynamic, sterol-

and sphingolipid-enriched domains that compartmentalize cellular processes.

Small rafts can sometimes be stabilized to form larger platforms through

protein-protein and protein-lipid interactions.” In spite of such a definition,

the existence of lipid rafts is still debatable [5]. This is because lipid rafts have

not yet been directly observed in vivo. One of the key issues that has been

repeatedly asked is concernedwith the lateral size and lifetime of lipid domains

or clusters. The reported value ranges from 20 to 200 nm for the size, and from

10�2 to103 s for the lifetime [6].Recently, a high-resolutionobservationof the

lipid dynamics in living cells is achieved using stimulated emission depletion

fluorescentmicroscopy [7].They reported that sphingomyelineandmembrane

proteins are transiently (10–20 ms) trapped in about 20 nm diameter areas.

Stimulated by the lipid raft hypothesis, studies on artificialmodelmembranes

have been developed intensively in the last decade. Especially, the phase behav-

ior of ternary giant vesicles composedof saturated lipidswith high chain-melting

temperature, unsaturated lipids with low chain-melting temperature, and cho-

lesterol has been investigated for various mixtures [8,9]. It is known that such a

ternarymembrane is homogeneouslymixed in the high-temperature region.By

decreasing the temperature, the membrane undergoes a phase separation

between the coexisting liquid-ordered (Lo) and liquid-disordered (Ld)

phases. As a typical example, we show in Fig. 5.1 the phase diagram of a

ternary vesicle consisting of DOPC (dioleoylphosphatidylcholine), PSM
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(N-palmitoyl-D-sphingomyelin) and cholesterol together with several

fluorescence micrographs [10]. In these pictures, dark liquid domains are

rich in PSM and cholesterol, while bright liquid ones are rich in DOPC.

The minority liquid phase forms circular domains which undergo lateral

Brownian motion on the vesicle. In order to determine the ternary phase

diagrams and to identify the domain morphologies, a large amount of

research has been conducted using various experimental techniques [11].

On the other hand, behaviors of multicomponent membranes above the

transition temperature have also gained much attention. Performing deute-

rium NMR experiments, Veatch et al. made a notable attempt to investigate

critical fluctuations in lipid mixtures consisting of DOPC, DPPC

(dipalmitoylphosphatidylcholine), and cholesterol [12]. A broadening of

NMRresonances in the vicinity of the critical pointwas attributed to the com-

positional fluctuations on the scale less than 50 nm in the membrane. A more

quantitative analysis of critical fluctuations using fluorescence microscopy was

addressed byHonerkamp-Smith et al. for ternarymixtures ofDPPC, diPhyPC

(diphytanoylphosphatidylcholine), and cholesterol [13]. Typical microscope

pictures of concentration fluctuations are shown in Fig. 5.2 for higher temper-

atures. From themeasurement of the critical exponents, the authors concluded

that the critical behavior in ternarymembranes belongs to the universality class

Cholesterol

DOPC PSM

One liquid

30/60//10 8/72/20

3/57/4047/23/30

A

C D

E F

B

68/22/10 27/53/20

Two liq
uids

solid and

liquid

Figure 5.1 Phases observed by fluorescence microscopy of giant unilamellar ves-
icles containing mixture of DOPC, PSM, and cholesterol at 298 K. The dark liquid
phase is rich in PSM and cholesterol, while the bright liquid phase is rich in DOPC.
Adapted from Ref. [10].
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of the two-dimensional (2D) Ising model [14]. Furthermore, by analyzing the

correlation length and the line tension, it was shown that giant plasma mem-

brane vesicles extracted from that of living rat basophil leukemia cells also ex-

hibit a critical behavior [15]. These results allow us to speculate that lateral

heterogeneity present in real cell membranes at physiological conditions could

correspond to critical fluctuations.

As mentioned in the first paragraph, it is important to note that lipid rafts

are highly dynamical objects. Being stimulated by various experiments, we

shall discuss in this chapter the dynamics of heterogeneity in mul-

ticomponent membranes. It will be stressed that the hydrodynamic interac-

tion mediated not only by the fluid membrane itself but also by the bulk

solvent plays an essential role in the dynamics of multicomponent mem-

branes at large scales. We discuss the cases of above and below the miscibility

transition temperature separately.

In Section 2, we first provide a general framework of the membrane hy-

drodynamics. In Section 3, we investigate the dynamics of critical concentra-

tion fluctuations above the transition temperature. Based on the

Ginzburg–Landau approach with full hydrodynamics, we calculate the wave

33.6 °C 32.8 °C

32.4 °C

31.75 °C 31.0 °C 28.0 °C

32.2 °C 32.0 °C

32.6 °C

Figure 5.2 Giant vesicle consisting of DPPC, diPhyPC, and cholesterol passing through a
critical temperature at Tc�32.5 �C. For temperatures above Tc, the vesicle exhibits con-
centration fluctuations. For temperatures below Tc, the vesicle undergoes a macro-
scopic phase separation. The scale bar corresponds to 20 mm. Adapted from Ref. [13].
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number dependence of the effective diffusion coefficient. We shall also con-

sider the situation when the multicomponent membranes form micro-

emulsions [16]. In Section 4, we study the domain growth dynamics below

the transition temperature using dissipative particle dynamics (DPD) simula-

tions. We show that the presence of a bulk fluid will alter the domain growth

exponent from that of 2D to 3D, indicating a significant role played by the

membrane–solvent coupling. In order to elucidate the underlying physical

mechanism of this effect, we look into the diffusion properties in the mem-

brane by measuring two-particle correlated diffusion. We show that quasi-

2D phase separation proceeds by the Brownian coagulation (BC) mechanism

which reflects the 3D nature of the bulk solvent. We will also compare our

results with the related works in the literatures.

2. MEMBRANE HYDRODYNAMICS

In this section, we first establish the governing equations for the fluid

membrane and its surrounding environment. Our aim is to derive the mem-

brane mobility tensors which will be used in the later sections. More details

of the calculation are given in Refs. [17,18].

As shown in Fig. 5.3, we assume that the membrane is an infinite planar

sheet of liquid, and its out-of-plane fluctuations are totally neglected, which

is justified for typical bending rigidities of bilayers. The liquid membrane is

embedded in a bulk fluid such as water or solvent that is bounded by hard

walls. Such a situation is worth considering because biological membranes

interact strongly with other cells, substrates, or even the underlying cyto-

skeleton which can affect the structural and transport properties of the

Wall

hs
+

hs
–

Wall

0

z

h+

–h–

h

Figure 5.3 Schematic picture showing a planar liquid membrane having 2D viscosity �
located at z¼0. It is sandwiched by a solvent of 3D viscosity �s

�. Two impenetrable walls
are located at z¼�h� bounding the solvent.
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membrane. Let v(r) be the 2D velocity of the membrane fluid and the 2D

vector r¼ (x,y) represents a point in the plane of the membrane. We first

assume the membrane to be incompressible

r�v¼ 0, ð5:1Þ
wherer is a 2D differential operator. We work in the low-Reynolds num-

ber regime of the membrane hydrodynamics so that the inertial effects can be

neglected. This allows us to use the 2D Stokes equation given by [19]

�r2v�rpþ f sþF¼ 0, ð5:2Þ
where � is the 2D membrane viscosity, p(r) the 2D in-plane pressure, fs(r)

the force exerted on the membrane by the surrounding fluid (“s” stands for

the solvent), and F(r) is any other force acting on the membrane which we

shall discuss in later sections.

As presented in Fig. 5.3, the membrane is fixed in the xy-plane at z¼0.

The upper (z>0) and the lower (z<0) fluid regions are denoted by “þ”

and “�,” respectively. The velocities and pressures in these regions are writ-

ten as v�(r,z) and p�(r,z), respectively. Since the 3D viscosity of the upper

and the lower solvent can be different, we denote them as �s
�, respectively.

Consider the situation in which impenetrable walls are located at z¼�h�,
where hþ and h� can be different in general. Similar to the liquid membrane,

the solvent in both regions are taken to be incompressible

~r�v� ¼ 0, ð5:3Þ
where ~r represents a 3D differential operator. We also neglect the solvent

inertia, and hence, it obeys the 3D Stokes equations

��s ~r2v�� ~rp� ¼ 0: ð5:4Þ
The presence of the surrounding solvent is important because it exerts force

on the fluid membrane. This force, indicated as fs in Eq. (5.2), is given by the

projection of sþ�s�ð Þz¼0�êz on the xy-plane. Here êz is the unit vector

along the z-axis, and s� are the stress tensors due to the solvent

s� ¼�p�Iþ��s ~rv�þ ~rv�
� �Th i

: ð5:5Þ

In the above, I is the identity tensor and the superscript “T” indicates the

transpose.

Using the stick boundary conditions at z¼0 and z¼�h�, we solve the
hydrodynamic equations (5.3) and (5.4) to obtain fs. Then we calculate the

membrane velocity from Eq. (5.2) as
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v k½ � ¼G k½ ��F k½ �, ð5:6Þ
where v[k] and others are the Fourier components defined such as by

v rð Þ¼
ð

dk

2pð Þ2v k½ �exp ik�rð Þ, ð5:7Þ

with k¼ kx,ky
� �

. After some calculations, one can show that the mobility

tensor G[k] in Fourier space is given by [17,18]

Gab k½ � ¼ 1

�k2þk �þs coth khþð Þþ��s coth kh�ð Þ� � dab�kakb

k2

� �
, ð5:8Þ

with a,b¼x,y and k¼ jkj. For simplicity, we consider the case when the

two walls are located at equal distances from the membrane, that is,

hþ¼h�¼h. Then the above mobility tensor becomes

Gab k½ � ¼ 1

� k2þ nkcoth khð Þ½ � dab�kakb

k2

� �
, ð5:9Þ

where n�1¼�/2�s with �s¼ (�s
þþ�s

�)/2. An almost equivalent expression

to Eq. (5.9) has been derived for Langmuir monolayers in which there is

only one wall or a substrate [20,21]. In the following, we will employ

Eq. (5.9) as the general membrane mobility tensor.

We now discuss the two limiting situations of Eq. (5.9). Saffman and

Delbrück (SD) investigated the case when the twowalls are located infinitely

away from themembrane, which is called as the freemembrane case [22–24].

Taking the limit of kh�1 in Eq. (5.9), the mobility tensor becomes [25,26]

Gfree
ab k½ � ¼ 1

� k2þ nkð Þ dab�kakb

k2

� �
: ð5:10Þ

The quantity n�1 is called as the SD hydrodynamic screening length.

The real space expression of this mobility tensor is obtained by the Fourier

transform of Eq. (5.10) [21,25,26]

Gfree
ab rð Þ¼ 1

4�
H0 nrð Þ�Y0 nrð Þþ 2

pn2r2
�H1 nrð Þ

nr
þY1 nrð Þ

nr

" #
dab

þ 1

4�
� 4

pn2r2
þ2H1 nrð Þ

nr
�2Y1 nrð Þ

nr
�H0 nrð ÞþY0 nrð Þ

" #
rarb

r2
,

ð5:11Þ
where r ¼ jrj. In the above,Hn zð Þ are Struve functions and Yn(z) are Bessel

functions of the second kind.
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Evans and Sackmann (ES) considered the opposite kh	1 limit, for

which the membrane is confined between the two walls although the sol-

vent is still left [27]. In this case, Eq. (5.9) takes the following form:

Gcon
ab k½ � ¼ 1

� k2þk2ð Þ dab�kakb

k2

� �
: ð5:12Þ

In the above, k�1¼ ffiffiffiffiffiffiffiffiffi
n�1h

p
is called as the ES hydrodynamic screening

length, and it is the geometric mean of n�1 and h [28]. The above mobility

tensor was used in a phenomenological membrane hydrodynamic model

with momentum decay [26,29–31]. The real space representation of the

above mobility tensor becomes

Gcon
ab rð Þ¼ 1

2p�
K0 krð ÞþK1 krð Þ

kr
� 1

k2r2

" #
dab

þ 1

2p�
�K0 krð Þ�2K1 krð Þ

kr
þ 2

k2r2

" #
rarb

r2
,

ð5:13Þ

where Kn(z) are the modified Bessel functions of the second kind. In

Section 3, we shall mainly use the general mobility tensor Eq. (5.9), whereas

either Eq. (5.10) or (5.12) is used in Section 4.

3. DYNAMICS OF CONCENTRATION FLUCTUATIONS

3.1. Time-dependent Ginzburg–Landau model
In this section, we use the idea of critical dynamics to calculate the effective

diffusion coefficient in multicomponent lipid membranes. Based on

Ginzburg–Landauapproachwith fullhydrodynamics,wecalculate thedecayrate

of the concentration fluctuations occurring inmembranes [32,33].Wedealwith

the general case where the membrane is surrounded by a bulk solvent and

two walls as depicted in Fig. 5.3. We also study the situation when the

multicomponent membranes form 2D microemulsions [16]. This interesting

viewpoint is motivated by a recent work which predicts the reduction of the

line tension in membranes containing saturated, unsaturated, and hybrid lipids

(one tail saturated and the other unsaturated) [34–37]. We shall explore the

concentration fluctuations in 2D microemulsion with full hydrodynamics.

Consider a two-component fluid membrane composed of lipid A and

lipid B whose local area fractions are denoted by fA rð Þ and fB rð Þ, respec-
tively. Since the relation fA rð ÞþfB rð Þ¼ 1 holds, we introduce a new
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variable defined by c rð Þ¼fA rð Þ�fB rð Þ. Then the simplest form of the

free-energy functional F cf g describing the fluctuation around the homo-

geneous state is

F cf g¼
ð
dr

a

2
c2þ c

2
rcð Þ2

h i
, ð5:14Þ

where a>0 is proportional to the temperature difference from the critical

temperature Tc and c>0 is related to the line tension.

The time evolution of concentration in the presence of hydrodynamic

flow is given by the time-dependent Ginzburg–Landau equation for a

conserved order parameter [38]

@c
@t

þr� vcð Þ¼Lr2 dF
dc

, ð5:15Þ

where L is the kinetic coefficient. In the membrane hydrodynamic equa-

tion (5.2), we need to incorporate the thermodynamic force due to the con-

centration fluctuations. Hence we have

F¼�crdF
dc

: ð5:16Þ

We implicitly assume that the relaxation of the velocity v is much faster

than that of concentrationc. The membrane velocity can be formally solved

as follows using the appropriate 2D mobility tensorGab r,r0ð Þ derived in the
previous section

va r, tð Þ¼
ð
dr0Gab r,r0ð Þ r0

bc
	 
 dF

dc r0ð Þ : ð5:17Þ

Since our interest is in the concentration fluctuations around the homogeneous

state, we define dc r, tð Þ¼c r, tð Þ� �c, where the bar indicates the spatial

average. The free-energy functional expanded in powers of dc becomes

F dcf g¼
ð
dr

a

2
dcð Þ2þ c

2
rdcð Þ2

h i
: ð5:18Þ

Substituting Eq. (5.17) into Eq. (5.15), we get

@dc r, tð Þ
@t

¼Lr2 dF
d dcð Þ

�
ð
dr0 radc rð Þð ÞGab r,r0ð Þ r0

bdc r0ð Þ� � dF
d dc r0ð Þð Þ : ð5:19Þ
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Wenow consider the dynamics of the time-correlation function defined by

S r, tð Þ¼ dc r1, tð Þdc r2,0ð Þh i, ð5:20Þ
where r¼ r2� r1. Within the factorization approximation [39], the spatial

Fourier transform of S r, tð Þ defined by

S k, t½ � ¼
ð
drS r, tð Þexp �ik�rð Þ ð5:21Þ

satisfies the following equation

@S k, t½ �
@t

¼� G 1ð Þ k½ �þG 2ð Þ k½ �
	 


S k, t½ �: ð5:22Þ

The first term, G 1ð Þ k½ �, denotes the van Hove part of the relaxation rate

given by

G 1ð Þ k½ � ¼LkBTk2w�1 k½ �: ð5:23Þ
Here, the static correlation function is defined by

w k½ � ¼ dc k½ �dc �k½ �h i¼ kBT

c k2þx�2
� � , ð5:24Þ

where x¼ (c/a)1/2 is the correlation length, kB the Boltzmann constant, and

T the temperature.

As for the second term in Eq. (5.22), G 2ð Þ k½ � denotes the hydrodynamic

part of the decay rate given by

G 2ð Þ k½ � ¼ 1

w k½ �
ð

dq

2pð Þ2 kaGab q½ �kbw kþq½ �: ð5:25Þ

When we use Eq. (5.9) for the mobility tensor Gab, the hydrodynamic part

of the decay rate is expressed with an integral as

G 2ð Þ k½ � ¼ kBT

�w k½ �
ð

dq

2pð Þ2
w q½ �

jk�qj2þ njk�qjcoth jk�qjhð Þ
k2q2� k�qð Þ2

jk�qj2 :

ð5:26Þ

3.2. Effective diffusion coefficient
We now introduce an effective diffusion coefficient (due only to the hydro-

dynamic part) D[k] defined by
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G 2ð Þ k½ � ¼ k2D k½ �: ð5:27Þ
In order to deal with dimensionless quantities, we rescale all the lengths by

the SD hydrodynamic screening length n�1¼�/2�s such that K¼k/n,
Q¼q/n, X¼xn, and H¼hn. Then D[k] can be rewritten as

D K ;X ,H½ � ¼ kBT

4p2�
1þK2X2
� �ð1

0

dQ

ð2p
0

dy

Q3 sin2y

1þQ2X2ð Þ G2þG3=2 coth
ffiffiffiffi
G

p
H

� �� � , ð5:28Þ

with G¼K2þQ2�2KQ cos y. Since this integral cannot be performed

analytically, we evaluate it via a numerical method. We explore the depen-

dencies of D on the variable K, and the parameters X and H. Notice that

the dimensionless correlation length X also measures the proximity of the

temperature with respect to the critical temperature Tc.

In Fig. 5.4, we plot the diffusion coefficient D (scaled by kBT/4p�) as a
function of dimensionless wave numberK for a different solvent thicknessH

while the correlation length is fixed to X¼1 (i.e., fixed temperature). In the

limit of K	1, D is almost a constant. The calculated D starts to increase

H = 100

H = 1

10–210–3

4p
hD

/k
B
T

10–2

10–1

10–1

100

100

K

101

101

102 103

H = 0.01

X = 1

Figure 5.4 Scaled effective diffusion coefficient D as a function of K for H¼0.01, 1, and
100 when X¼1. The solid lines are from the analytical expression given in Eq. (5.29)
obtained in the limit of small H.
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around K�1, and a logarithmic behavior (extracted via numerical fitting) is

seen forK�1. In this plot, we see thatD becomes smaller for smaller values

of H. Figure 5.5 shows the diffusion coefficient D as a function of wave

number K for different X (i.e., different temperatures) while the solvent

height is fixed to H¼1. Here D is nearly constant for K	1/X and follows

an S-shaped curve with increasing K. Finally, a logarithmic dependence is

observed for large K. We note that this logarithmic behavior for K�1/X is

in contrast to that of 3D critical fluids given by the Kawasaki function which

increases linearly with the wave number [40].

In Fig. 5.6, we explore the effect of the correlation length X on D for

different values of H when K¼10�3. The quantity X is a measure of an ef-

fective size of the correlated region formed transiently in the membrane due

to thermal fluctuations. When X	1, the diffusion coefficient D decreases

only logarithmically, which is typical for a pure 2D system [22–24]. The

proximity to the walls results in a loss of momentum from the membrane

[29]. This leads to a rapid suppression of the velocity field within the

membrane. Consequently, the values of D are smaller for smaller H. The

flattening of the curves for X�1 is due to the dominance of the X2

terms in the numerator and denominator in Eq. (5.28). In Fig. 5.7,
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K
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Figure 5.5 Scaled effective diffusion coefficient D as a function of K for X¼0.01, 1, and
100 when H¼1.
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Figure 5.6 Scaled effective diffusion coefficient D as a function of X for H¼0.01, 1, and
100 when K¼10�3. The solid lines are from the analytical expression given in Eq. (5.29)
obtained in the limit of small H.
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Figure 5.7 Scaled effective diffusion coefficient D as a function of H for X¼0.01, 1, and
100 when K¼10�3.

141Dynamics of Heterogeneity in Fluid Membranes



we plot D as a function of H for different values of X when K¼10�3. Here

the values of D are smaller for larger X, as it should be. In general, there is a

monotonic increase of D followed by a saturation to a constant value for

largerH. It is interesting to note that the crossover occurs whenH�X holds.

For confinedmembranes (small h), we showed in Section 2 that the general

mobility tensor Eq. (5.9) reduces toGab
con given by Eq. (5.12). In this case, one

can obtain an analytical expression for the effective diffusion coefficient [32]. In

terms of the dimensionless quantities K, X, and H, it is written as

D K ;X ,H½ � ¼ kBT

4p�
1þK2X2

2K2X2
� ln

Xffiffiffiffiffi
H

p
0
@

1
A

2
4

þ H

X2
1þK2X2
� �

ln
Xffiffiffiffiffi

H
p

1þK2X2ð Þ

0
@

1
A

þHO
2X2

ln
K4

þþK2
�þK2

þO
O�K2��1

 !
,

ð5:29Þ

where

O¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2X2þX2=H�1ð Þ2þ4K2X2

q
, ð5:30Þ

and

K� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2X2�X2=H

p
: ð5:31Þ

Equation (5.29) is plotted using solid lines in Fig. 5.4 forH¼0.01 and 1 with

X¼1. For H¼0.01, the analytical and numerical data coincide, giving

credence to accuracy of the numerical solutions. It is seen that even for

H¼1, the agreement is still acceptable. For H¼100, however, a significant

deviation is observed (not shown), which is expected as this limit is beyond

the valid range of Eq. (5.29).

The solid lines in Fig. 5.6 also represent the analytical result of Eq. (5.29).

It is seen that the analytical and the numerical data points almost coincide for

H¼0.01 and 1. The agreement between the numerical result and the ana-

lytical expression is beyond the expected range of H	1 and reaches up to

H�1, as pointed out by Stone and Ajdari [28]. Hence Eq. (5.29) is useful in

analyzing the experimental data in many situations.

When the critical temperature Tc is approached from above, the corre-

lation length diverges according to x� jT �Tcj��n, where �n is the critical
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exponent. WhenTc is approached from below, on the other hand, the order

parameter given by the difference in lipid compositions vanishes as

dc� Tc�Tð Þ�b. From the experiments on model multicomponent vesicles,

these critical exponents were found to have values close to �b¼ 1=8 and �n¼ 1,

respectively [13]. Furthermore, the experiment on giant plasma membrane

vesicles measured the critical exponent�g¼ 7=4 which characterizes the critical
behavior of the osmotic compressibility [15]. These static exponents seem to

coincide with the exact results of the 2D Ising model [14]. The description

presented in this section uses a mean-field approach, and therefore, the

corresponding exponents are �b¼ 1=2, �n¼ 1=2, and �g¼ 1, respectively. The

discrepancies between these values are still under discussion.

3.3. Membrane as a 2D microemulsion
The role of surfactant molecules in 3D microemulsions is to reduce the sur-

face tension at the interface between oil and water. In an analogy to 3D

microemulsions, hybrid lipids (one chain unsaturated and the other saturated)

act as lineactant molecules which stabilize finite-sized domains in 2D. In other

words, hybrid lipids play a similar role to surfactant molecules at the interface

between Lo and Ld domains. It should be also noticed that hybrid lipids form a

major percentageof all naturally existing lipids [41]. Basedon a simplemodel of

hybrid lipids, Brewster et al. showed that finite-sized domains can be formed in

equilibrium [34,35]. A subsequent model predicted that domains are even

more stabilized in a system of saturated/hybrid/cholesterol lipid membranes

[36,37]. Being motivated by this idea, we calculate the decay rate of

concentration fluctuations when the free energy of the multicomponent

membrane has the form of a 2D microemulsion.

The free-energy functional for a microemulsion includes a higher order

derivative term and is expressed in terms of dc as [16]

FME dcf g¼
ð
dr

a

2
dcð Þ2þ c

2
rdcð Þ2þ g

2
r2dc
� �2h i

, ð5:32Þ

with a, g>0 and c<0. The negative value of c creates 2D interfaces, while

the term with positive g is a stabilizing term. This form of the free energy has

been used previously to study coupled modulated bilayers [42,43]. As in the

previous section, the decay rate of the correlation function can be split into

two parts. First, the van Hove part now becomes

G 1ð Þ
ME k½ � ¼LkBTk2w�1

ME k½ �, ð5:33Þ
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where the static correlation function wME k½ � is [44]

wME k½ � ¼ kBT

gk4þ ck2þ a
: ð5:34Þ

By defining

k20¼� c

2g
, ð5:35Þ

s4¼ a

g
� c

2g

� �2

, ð5:36Þ

we can write the static correlation function as

wME k½ � ¼ kBT

g k2�k20ð Þ2þs4
h i : ð5:37Þ

On plotting wME as a function of k, a peak appears at k¼k0 followed by

a 1/k4 decay. The width of the peak is given by s. A lamellar phase appears

when s¼0. Notice that c¼0 is called the Lifshitz point at which the peak

occurs for k¼0. Using the form of Eq. (5.37), we can write Eq. (5.33) as

G 1ð Þ
ME k½ � ¼Lgk2 k2�k20

� �2þs4
h i

: ð5:38Þ

Similar to the previous section, we next write the hydrodynamic part of

the decay rate in terms of the effective diffusion coefficient DME k½ � as

G 2ð Þ
ME k½ � ¼ k2DME k½ �: ð5:39Þ

Using the mobility tensor given by Eq. (5.9), we can write DME as

DME K ;K0,S,H½ � ¼ kBT

4p2�
K2�K2

0

� �2þS4
h i



ð1
0

dQ

ð2p
0

dy
Q3 sin2y

Q2�K2
0ð Þ2þS4

h i
G2þG3=2 coth

ffiffiffiffi
G

p
H

� �� � , ð5:40Þ

where K¼q/n,K0¼q0/n,Q¼q/n,S¼s/n,H¼hn, and G¼K2þQ2�2

KQ cos y.
In Fig. 5.8, we plotDME as a function ofK for different values ofHwhen

K0¼S¼1 are fixed. When K	1, D shows a constant value. We also

observe the 2D characteristic of logarithmic behavior of D for K�1.
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ForK	1, the effect of the outer environment is felt with the suppression of

the diffusion coefficient with smaller H. The curves almost overlap when

K�1, indicating the negligible effect of the outer environment at large

wave numbers. An interesting feature of DME is the dip occurring at

K�K0 which does not exist for binary critical fluids. This can be attributed

to the peak at k¼k0 in wME k½ � [39,44]. We also note that, for 3D

microemulsions, the effective diffusion coefficient varies linearly with the

wave number when it is large enough [39], which is in contrast to the

present 2D microemulsions.

3.4. Related works
In addition to the present theory, there are some other theoretical works

on concentration fluctuations in multicomponent membranes. Using

renormalization group techniques, Tserkovnyak and Nelson calculated pro-

tein diffusion in a multicomponent membrane close to a rigid substrate [45].

They pointed out that, in the vicinity of the critical point, the effective

protein diffusion coefficient acquires a power-law behavior. Inaura and

Fujitani first discussed concentration fluctuations in free membranes sur-

rounded by a 3D solvent [46]. They used the mobility tensor Gab
free in

Eq. (5.10) and calculated numerically the effective diffusion coefficient.
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Figure 5.8 Scaled effective diffusion coefficient DME as a function of K for H¼0.01, 1,
and 100 when K0¼S¼1.
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Hence their calculation corresponds to the special case of the present theory.

Haataja also discussed critical dynamics in multicomponent lipid membranes

and showed that the effective diffusion coefficient exhibits a crossover from a

logarithmic behavior to an algebraic dependence (inversely proportional to

the correlation length) for larger length scales [47]. However, since an ap-

proximate empirical relation for the diffusion coefficient of a moving object

was employed [48], his theory should be distinguished from ours. Concen-

tration fluctuations in membranes in the absence of hydrodynamic effect was

recently discussed by McConnell [49].

4. PHASE SEPARATION DYNAMICS

4.1. Domain coarsening
Although biomembranes can be regarded as 2D viscous fluids, they are not iso-

lated pure 2D systems since lipids are coupled to the adjacent solvent.Hence it is

of great interest to investigate the phase separation dynamics in such a quasi-2D

liquid membrane in the presence of hydrodynamic interaction. (We use the

word “quasi-2D” whenever the membrane is coupled to the bulk fluid.) To

address this problem, we consider a 2D binary viscous membrane in contact

with a bulk solvent.We employ a simplemodel inwhich themembrane is con-

fined to a plane with the bulk fluid particles added above and below. In our

model using DPD simulation technique, the exchange of momentum between

the membrane and the bulk solvent is naturally taken into account. We partic-

ularly focus on the effect of bulk solvent on the quasi-2D phase separation.

Before explaining our simulation, let us briefly review here the general

knowledge about phase separation of binary fluids following a quench [50].

The dynamic scaling hypothesis assumes that there exists a scaling regime

characterized by the average domain size R that grows with time t as R� ta

with an universal exponent a. For 3D off-critical binary fluids, there is an

initial growth by the BC process [51], followed by the Lifshitz–Slyozov

(LS) evaporation–condensation process [52]; both mechanisms show a

growth exponent a¼1/3. For critical mixtures, there is an intermediate

a¼1 regime owing to hydrodynamic flow effect [53]. This is followed by

a late time inertial regime of a¼2/3 [54]. The scenario is slightly different

for pure 2D systems [55]. For an off-critical mixture, it was predicted that

after the initial formation of domains, they grow by the BCmechanism with

a different exponent a¼1/2 (as will be explained later), followed by a cross-

over to the LS mechanism which gives a¼1/3 even in 2D. For critical mix-

tures, on the other hand, the initial quench produces an interconnected
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structure which coarsens and then breaks up due to the interface diffusion

with an exponent a¼1/2. After the breakup processes, coarsening takes

place through BC that is again characterized by the a¼1/2 scaling [51].

These predictions were confirmed by molecular dynamics simulations in

2D [56]. The exponent a¼1/2 was also observed in 2D lattice-Boltzmann

simulations in the presence of thermal noise for a critical mixture [57].

4.2. Model and simulation technique
We use a structureless model of the 2D fluid membrane within the DPD

framework [58,59]. As shown in Fig. 5.9, the 2D membrane is represented

by a single layer of particles confined to a plane. In order to study phase

separation, we introduce two species of particles, A and B. The bulk fluid

which we call as “solvent” (S) is also represented by single particles of same

size as that of the membrane particles. All particles have the same mass m.

In DPD, the interaction between any two particles, within a range r0, is

linearly repulsive. The pairwise interaction leads to full momentum conser-

vation, which in turn brings out the correct fluid hydrodynamics. The force

on a particle i is given by

m
dvi

dt
¼
X
j 6¼i

FC
ij rij
� �þFD

ij rij,vij
� �þFR

ij rij
� �h i

, ð5:41Þ

where rij ¼ ri� rj and vij ¼ vi�vj. Of the three types of forces acting on the

particles, the conservative force on particle i due to j is FC
ij ¼ aijo rij

� �
r̂ij,

Figure 5.9 Image of the fluid membrane with the bulk fluid called solvent. The yellow
(A) and red (B) particles represent the two components constituting the membrane,
while blue ones (S) represent the solvent. For clarity, only a fraction of the solvent par-
ticles are shown.
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where aij is an interaction strength and r̂ij ¼ rij=rij with rij ¼ jrijj. The second
type of force is the dissipative force FD

ij ¼�Gijo2 rij
� �

r̂ij�vij
� �

r̂ij, where Gij is

the dissipative strength for the pair (i, j). The last is the random force

FR
ij ¼ sij Dtð Þ�1=2o rij

� �
zij r̂ij, where sij is the amplitude of the random noise

for the pair (i, j), and zij is a random variable with zero mean and unit var-

iance which is uncorrelated for different pairs of particles and different time

steps. The dissipative and random forces act as a thermostat, provided the

fluctuation–dissipation theorem sij
2¼2GijkBT is satisfied. The weight factor

is chosen as o(rij)¼1� rij/r0 up to the cutoff radius r0 and zero thereafter.

The particle trajectories are obtained by solving Eq. (5.41) using the veloc-

ity-Verlet integrator. In the simulation, r0 and m set the scales for length and

mass, respectively, while kBT sets the energy scale. The time is measured

in units of t¼ (mr0
2/kBT)

1/2. The numerical value of the amplitude of

the random force is assumed to be the same for all pairs such that sij¼3.0

[(kBT)
3m/r0

2]1/4, and the fluid density is set as r¼3.0. We set kBT¼1 and

the integration time step is chosen to be Dt¼0.01t.
The membrane is constructed by placing particles in the xy-plane in the

middle of the simulation box (see Fig. 5.9). Owing to the structureless rep-

resentation of the constituent particles, we apply an external potential so as

to maintain the membrane integrity. This is done by fixing the z-coordinates

of all the membrane particles. The work involves the systematic variation of

the height of the simulation box starting from the pure 2D case. In the absence

of solvent, we work with a 2D-box of dimensions Lx
Ly¼80
80 with

19,200 particles constituting the membrane. For the quasi-2D studies, we

add solvent particles S above and below themembrane and increase the height

of the box as Lz¼5,20 and 40. For all the cases, there are 19,200 membrane

particles. The largest box size (Lz¼40) has 748,800 solvent particles. The box

with height Lz¼40 is found to be sufficiently large enough to prevent the

finite-size effect which affects the membrane–solvent interaction. The system

is then subject to periodic boundary conditions in all the three directions. For

phase separation simulations, we introduce two species of membrane particles

A and B. The interaction parameter between various particles are given by

aAA¼aBB¼aSS¼aAS¼aBS¼25 and aAB¼50. In order to do a quench, the

membrane is first equilibrated with a single component, following which a

fraction of the particles are instantaneously changed to the B type.

4.3. Domain growth dynamics
First, we describe the results of the phase separation dynamics. The snapshots

for A:B composition set to 70:30 (off-critical mixture) are shown in Fig. 5.10

for both pure 2D case (A) and quasi-2D case with Lz¼40 (B). Qualitatively,
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it is seen that the domains for the quasi-2D case are smaller in size when

compared at the same time step. We also monitor the average domain size

R(t) which can be obtained from the total interface length L(t) between the

two components. This is because R(t) and L(t) are related by L(t)¼2pN(t)

R(t), where N(t) is the number of domains. The area occupied by the

B-component is given by A¼ pN tð ÞR2 tð Þ which is a conserved quantity.

Then we have

R tð Þ¼ 2A=L tð Þ: ð5:42Þ
When the domain size grows as R� ta, one has L� t� a and N� t�2a. The

domain size R(t) for 70:30 mixture is shown in Fig. 5.11. In this plot, an

average over 10 independent trials has been taken. It can be seen that the

pure 2D case has a growth exponent a¼1/2. Upon the addition of solvent,

we observe that the exponent shifts to a lower value of a¼1/3. This expo-

nent is reminiscent of the phase separation dynamics of an off-critical mix-

ture in 3D. By systematically increasing the amount of solvent in the system

by changing the height Lz, we can see a clear deviation from the pure 2D

Figure 5.10 The snapshots of a 70:30 (off-critical) mixture undergoing phase separation
at t¼0, 150, and 1000 (top to bottom) for a pure 2D (A) and quasi-2D systemwith Lz¼40
(B). The same sequences of a 50:50 (critical) mixture for a pure 2D (C) and quasi-2D sys-
tem (D).
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behavior (not shown). There is no further change if Lz is increased beyond

40. A larger system size Lx
Ly¼200
200 also produced the same scaling

for the pure 2D case, which demonstrates that finite-size effects are small.

In Fig. 5.12, we show the result for a component ratio of 50:50 (critical

mixture), whereas the corresponding patterns are given in Fig. 5.10C and D

for 2D and quasi-2D cases, respectively. In this case, the growth exponent

a = 1/2

a = 1/3

70:30

1

1

1.5 2
0

0.2

0.4

0.6

0.8

log10 t

lo
g 1

0 
R

2.5 3

Figure 5.11 The average domain size R as a function of time t for a 70:30 off-critical
mixture. The upper curve is the pure 2D case showing an a¼1/2 scaling, and the lower
curve is the quasi-2D case when Lz¼40 showing a distinct a¼1/3 scaling.

a = 1/2

a = 1/3

50:50

1

0

0.5

1.5

lo
g 1

0 
R

1 1.5 2
log10 t

2.5

Figure 5.12 The average domain size R as a function of time t for a 50:50 critical mixture.
The upper curve is the pure 2D case showing an a¼1/2 scaling, and the lower curve is
the quasi-2D case when Lz¼40 showing a distinct a¼1/3 scaling.
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for the pure 2D case is less obvious owing to rapid coarsening of the

domains. However, by simulating a bigger system 200
200 with the same

areal density, an a¼1/2 exponent is indeed obtained. Similar to the off-

critical case, the growth of the domains is slowed down by the addition

of solvent and the exponent is reduced to a¼1/3. These results indicate that

solvent is responsible for slowing down the growth dynamics.

The observed exponent a¼1/2 in pure 2D systems can be explained in

terms of the BCmechanism [55]. From dimensional analysis, the 2D diffusion

coefficient of the domain is given by D2�kBT/�, where � is the membrane

2D viscosity. Using the relation

R2�D2t� kBT

�

� �
t, ð5:43Þ

we findR� t1/2. For 3D systems, on the other hand, the diffusion coefficient

of the droplet is inversely proportional to its size, D3�1/R, a well-known

Stokes–Einstein relation. Hence the BC mechanism in 3D gives rise to an

exponent a¼1/3. (In general, the exponent is a¼1/d, where d is the space

dimension.) The change in the exponent from a¼1/2 to 1/3 due to the

addition of solvent implies the crossover from 2D to 3D behaviors of

the phase separation dynamics even though the lateral coarsening takes place

only within the 2D geometry. Notice that the LS mechanism shows an

exponent of a¼1/3 in both 2D and 3D. We thus conclude that our

simulations are still in the early time of the coarsening dynamics.

4.4. Correlated diffusion
In order to justify our argument, it is necessary to examine the size depen-

dence of the domain diffusion coefficient in quasi-2D systems. This can be

calculated by tracking the mean-squared displacement of domains of various

radii. The equivalent information can be more efficiently obtained by

calculating the two-particle longitudinal coupling diffusion coefficient in

a single component membrane rather than in a binary system.

Consider a pair of particles separated by a 2D vector r, undergoing dif-

fusion in the fluid membrane. The two-particle mean-squared displacement

is given by [25,26]

DrkaDr
l
b

D E
¼ 2Dkl

ab rð Þt, ð5:44Þ

whereDra
k is the displacement of the particle k(¼1,2) along the axis a(¼x,y),

and Dab
kl is the diffusion tensor giving self-diffusion when k¼ l and the

151Dynamics of Heterogeneity in Fluid Membranes



coupling between them when k 6¼ l. The x-axis is defined along the line con-

necting a pair of particles 1 and 2, that is, r¼ r x̂. Hence, we haveDxy
12¼0 by

symmetry. The longitudinal coupling diffusion coefficient, DL rð Þ¼D12
xx rx̂ð Þ,

gives the coupled diffusion along the line of centers of the particles.

We first describe the analytical expression ofDL(r) for the free membrane

case, which can be essentially obtained from Eq. (5.11) (see Ref. [17] for

details). Using the Einstein relation for over-damped dynamics, we obtain

Dfree
L rð Þ¼ kBT

4p�
� 2

n2r2
þpH1 nrð Þ

nr
�pY1 nrð Þ

nr

� �
: ð5:45Þ

At short distances r	n�1, the asymptotic form of the above expression

becomes

Dfree
L rð Þ� kBT

4p�
ln

2

nr

� �
� gþ1

2

� �
, ð5:46Þ

where g¼0.5772 . . . is Euler’s constant. At large inter-particle separations

r�n�1, on the other hand, Eq. (5.45) reduces to

Dfree
L rð Þ� kBT

2p�nr
¼ kBT

4p�sr
, ð5:47Þ

showing the asymptotic 1/r decay which reflects the 3D nature of this limit.

Notice that Eq. (5.47) depends only on the solvent viscosity �s but not on the
membrane viscosity � any more.

In Fig. 5.13, we plot the measured longitudinal coupling diffusion coef-

ficientDL as a function of 2D distance r. In these simulations, we have worked

with only single component membranes with the same system sizes and num-

ber of particles as those used for the phase separation simulations.We have also

taken average over 20 independent trials. In the pure 2D case without any

solvent, DL shows a logarithmic dependence on r. This is consistent with

Eq. (5.46) obtained when the coupling between the membrane and solvent

is veryweak so that themembrane can be regarded almost as a pure 2D system.

Using Eq. (5.46) as an approximate expression, we get from the fitting as

kBT/4p��0.89
10�2 and n�1�20. In an ideal case, the SD screening

length should diverge due to the absence of solvent. The obtained finite value

for n�1 is roughly set by the half of the system size in the simulation.

When we add solvent (Lz¼40), the DL is decreased and no longer

behaves logarithmically. In this case, we use the full expression Eq. (5.45)

for the fitting and obtained kBT/4p��1.35
10�2 and n�1�1. In the above
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two fits, we have neglected the first two points as they lie outside the range of

validity, r�1, of Eq. (5.45). Since n�1�1 when the solvent is present, the

data shown in Fig. 5.13 are in the crossover region, r≳n�1, showing an ap-

proach toward the asymptotic 1/r dependence as in Eq. (5.47). Hence we con-

clude that the solvent brings in the 3D hydrodynamic property to the diffusion

in membranes. This is the reason for the exponent a¼1/3 in the phase sep-

aration dynamics and justifies that it is mainly driven by BC mechanism.

In our simulations, the membrane and the solvent have very similar vis-

cosities. This sets the SD length scale to be of the order of unity (in units of

particle size), which is consistent with the value n�1�1 obtained from the

fitting. As explained above, the fit also provides the 2D membrane viscosity

as ��6, and hence we obtain as �s�3. In real biomembranes sandwiched by

water, the value of the SD length is much larger than the lipid size and is in

the order of submicron scale [23]. Hence the 3D nature of hydrodynamics

should be observed for large enough domains [60].

For confined membranes, on the other hand, the appropriate mobility

tensor is Gab
con given by Eq. (5.12). In this case, the longitudinal coupling

diffusion coefficient can be obtained as [17]

Dcon
L rð Þ¼ kBT

2p�
1

k2r2
�K1 krð Þ

kr

� �
, ð5:48Þ

10–4
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10–2

10–1

1 10

1/r

D
L

r

100

Figure 5.13 Longitudinal coupling diffusionDL as a function of particle separation r. The
upper circles are data for the pure 2D case. The lower squares correspond to the case
with solvent when Lz¼40. The upper solid line is the fit by Eq. (5.46), and the lower solid
line is the fit by Eq. (5.45). The dashed line shows the 1/r dependence.
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whereK1(z) is modified Bessel function of the second kind (see also Eq. 13).

At short distances r	k�1, we have

Dcon
L rð Þ� kBT

4p�
ln

2

kr

� �
�gþ1

2

� �
, ð5:49Þ

which is almost identical to Eq. (5.46) except v is replaced now by k. At long
distances r�k�1, on the other hand, we get

Dcon
L rð Þ� kBT

2p�k2r2
¼ kBTh

4p�sr2
, ð5:50Þ

which exhibits a 1/r2 dependence. This is in contrast to Eq. (5.47). Repeat-

ing the similar scaling argument, we predict that, in the presence of walls, the

domain growth exponent should be a¼1/4 within the BC mechanism. A

similar simulation with two confining hard walls is required as a next step. In

biological systems, the above situation with solid walls can be relevant be-

cause the cell membranes are strongly anchored to the underlying cytoskel-

eton or are tightly adhered to other cells.

4.5. Related works
We mention here several related works on the phase separation dynamics

below the transition temperature. Veatch and Keller observed the kinetics

of domain growth on ternary vesicles as presented in Fig. 5.14 [9]. For a

A

B

C

Domain
ripening

Spinodal
decomposition

0 s 1 s 4 s 20 s 30 s 50 s 85 s 95 s

0 s 1 s 2 s 3 s 5 s 12 s 14 s 64 s

0 s 7 s 8 s 9 s 0 s 7 s 12 s 16 s

Viscous
fingering

Figure 5.14 Phase separation dynamics on ternary giant vesicles. (A) Brownian coagu-
lation observed for 1:1 DOPC/DPPCþ25% Chol., (B) spinodal decomposition observed
for 1:1 DOPC/DPPCþ35% Chol., (C) viscous fingering observed for 1:9 DOPC/
DPPCþ25% Chol. (left series) and 1:1 DOPC/DMPCþ25% Chol. (right series). Adapted
from Ref. [9].
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vesicle with an off-critical composition, dark circular domains grow by

colliding and coalescing with each other rather than through the LS

evaporation–condensation process (Fig. 5.14A). When the composition is

nearly critical, spinodal decomposition takes place when the temperature

is decreased through transition point (Fig. 5.14B). For a highly asymmetric

composition as in Fig. 5.14C, striped domains are observed when the

temperature is raised; possibly viscous fingering.

The domain growth exponent a was first measured by Saeki et al. for ter-

nary vesicles composed of DOPC, DPPC, and cholesterol [61]. They indeed

observed a power-law behavior and reported a rather small value a¼0.15.

The reason for this slow dynamics was partially attributed to the curvature

of the domain portion. Subsequently, Yanagisawa and some of the present

authors found that the domain coarsening processes are classified into two

types, that is,normalcoarseningand trappedcoarsening [62]. In the formercase,

the domains having flat circular shape grow through BC process, although the

growth exponent was found to be a¼2/3. For the trapped coarsening, on the

other hand, the domain growth is suppressed at a certain domain size because

the repulsive inter-domain interactions obstruct the coalescence of domains.

A two-color imaging technique of the trapped domains revealed that this

repulsive interactions are induced by the budding of domains. By observing

the motion of domains, they also found that each domain is attracted toward

the largest one following the flow around it. This is a strong indication of

the hydrodynamic interactions acting between the domains.

As for computer simulations, Laradji and Kumar performed a DPD study

on phase separation dynamics in both two-component vesicles and open

membranes using a coarse-grained model for the membrane lipids

[63–65]. In their model, the self-assembly of a bilayer in the presence of

solvent is naturally taken into account. For off-critical case, they obtained

an exponent a�0.3 which is in good agreement with our simulation

result, a�1/3. Similar to our observation, they also reported that the BC

process takes place rather than the LS evaporation–condensation process.

However, when the excess area of a vesicle is large enough, domains are

no more flat and reshape into caps. In such a case, Eq. (5.42) is not valid

and it is more convenient to measure the interface length L(t). According

to their simulation, it scales as L(t)� t�0.4, indicating that the interfacial

length decreases faster as compared to the case of small excess area. For

membranes with critical composition, the growth exponent was found to

be a�0.5 for both vesicles and open membranes. This value is in

contrast to our result a�1/3 as shown in Fig. 5.12. In Fig. 5.15, we
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present a sequence of spinodal decomposition for open membranes obtained

from their simulation. One of the differences between their simulation and

ours is that themembrane is not allowed to exhibit out-of-plane fluctuations in

our case. In their subsequent work, the effect of asymmetry in the bilayer lipid

compositionwas studied [66].Notice that flip-flop events are extremely rare in

their simulation. This asymmetry sets a spontaneous curvature for domains

which are capped. Interestingly, they found that the coupling between the

spontaneous curvature and composition effectively leads to micro-phase

separation. The observed scaling behavior was L(t)� t�0.13, indicative of a

Figure 5.15 The snapshots for a 50:50 critical mixture undergoing phase separation for
open membranes with different projected areas (I and II). Adapted from Ref. [64].
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logarithmic growth.Obviously, such a bilayer nature of fluidmembranes is not

taken into account in our simulation.

Camley et al. [67,68] and Fan et al. [69] performed numerical simulations

of 2D version of model H using the mobility tensor of Eq. (5.10) for free

membranes. The basic formulation of this model is given by that

described in Section 3.1 except that the free-energy functional in

Eq. (5.14) is replaced with

F cf g¼
ð
dr

a

2
c2þ1

4
c4þ c

2
rcð Þ2

� �
, ð5:51Þ

where a<0 is now negative in order to study the domain growth below the

transition temperature. In the dynamical equations, Camley et al. included

Gaussian white thermal noise terms which are distributed with variances set

by the fluctuation–dissipation theorem [67,68]. By using reasonable

parameter values, they were almost successful in reproducing the

experimentally observed pattern evolution given in Fig. 5.14B. For the

domain growth law, it was pointed out that the scaling behavior R� ta

would hold only when R	n�1 or R�n�1 because it requires the fact

that R is the only relevant length scale.

For off-critical mixtures, there are at least two coarsening mechanism in

this model: BC process and LS evaporation–condensation process, as men-

tioned before. The LS mechanism is essentially driven by the line tension l
between coexisting phases, and the corresponding growth law is given by [50]

R� Lltð Þ1=3, ð5:52Þ
where L is the kinetic coefficient given in Eq. (5.15). Notice that this ex-

ponent a¼1/3 does not depend on the dimensionality of the system. (In

3D, for example, the line tension l is replaced with a surface tension.)

On the other hand, the BC mechanism leads to a¼1/2 for R	n�1 and

a¼1/3 forR�n�1, as we have discussed in detail. All these different scaling

regimes have been confirmed by their numerical simulation [68], in agree-

ment with our DPD simulation.

For critical mixtures, however, the results are rather complex.

Figure 5.16 shows the time evolution of the phase-separated patterns for

a mixture of critical composition [69]. Comparing Fig. 5.16E and F, for ex-

ample, we notice that the morphologies and sizes of the elongated domains

have changed considerably, whereas more isotropic ones remain almost the

same. As a result, isolated circular domains coarsen slower than elongated
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ones. From this observation together with quantitative analysis, they con-

cluded that dynamical scaling breaks down since a single length scale cannot

represent the domain distribution for different times [68,69]. Such a

violation of the scaling behavior was reported before for pure 2D binary

fluids [70,71]. Nevertheless, Camley et al. also found a region of apparent

scaling where a¼1/2 holds [68]. Although this may not be a universal

feature, the power-law behavior seems to appear due to the competition

between thermal and hydrodynamic effects. Furthermore, even a value

close to a¼1/3 was observed when the kinetic coefficient L is large

[68]. This is what they call the “Cahn-Hilliard” regime in which bulk

diffusion described by L is dominant. As a whole, the domain coarsening

in critical mixtures seems to be far from universal and may dependent on

the membrane viscosity.

In some other models, membranes undergoing simultaneously a phase

separation and permanent exchange of lipids with the surrounding medium

were considered [72,73]. For example, Foret proposed the following

dynamical equation in the absence of flow [74]

@c
@t

¼Lr2dF
dc

� g c� �c
� �

, ð5:53Þ

Figure 5.16 Time sequences of concentration maps during spinodal decomposition
for different combinations of membrane and solvent viscosities (A–C and D–F). Time
increases from left to right. Adapted from Ref. [69].
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where g is the typical exchange rate, �c is the average value of c, and F is

given by Eq. (5.51). This equation should be contrasted with Eq. (5.15). It is

interesting to note that the above equation also describes the dynamics of

block copolymer systems which undergo micro-phase separation [75]. It

is well known for block copolymers that the domain growth will eventually

stop, and the domain size reaches a stationary value. Hence Eq. (5.53) gives

rise to finite-sized raft domains in equilibrium. We point out here that 2D

microemulsion discussed in Section 3.3 also exhibits a micro-phase separa-

tion below the transition temperature. Gómez et al. proposed a similar

model in which only cholesterol is recycled [76,77]. As a generalization

of these models, Fan et al. discussed the influence of nonequilibrium lipid

transport, membrane compartmentalization, and membrane proteins on

the phase separation dynamics [78–80]. Recently, micro-phase separation

in nonequilibrium membrane was discussed in Ref. [81]. It should be

noted, however, that the hydrodynamic effect is not taken into account

in these models.

5. CONCLUSION AND OUTLOOK

In this chapter, we have discussed the dynamics of heterogeneity in

multicomponent fluid membranes particularly focusing on hydrodynamic

effects. For membranes above the transition temperature, we have

investigated the kinetics of critical concentration fluctuations in two-

component mixtures. Based on the time-dependent Ginzburg–Landau

approach with full hydrodynamics, the wave number dependence of the

effective diffusion coefficient was calculated as a function of the temper-

ature and/or the thickness of the bulk fluid. For membranes below the

transition temperature, we have discussed the effects of an embedding bulk

solvent on the phase separation dynamics using DPD simulations. We have

shown that the presence of a bulk fluid alters the domain growth exponent

from that of 2D to 3D, indicating the significant role played by the

membrane–solvent coupling. We further demonstrated that quasi-2D

phase separation proceeds by the BC mechanism which reflects the 3D

nature of the bulk solvent.

Even though the models presented in this chapter capture the essential

physics, they are simplistic in several respects. The bending stiffness of typical

membranes is of the order of 10kBT which may be not always large enough

to neglect the out-of-plane displacements of the membrane. The dynamics
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of out-of-plane fluctuations of a homogeneous membrane was previously

studied by Levine and MacKintosh [82]. It is worthwhile to comment that

the presence of a substrate or the second membrane would suppress out-of-

plane membrane fluctuations [83,84]. In our treatment, we have also

neglected the effects of membrane curvature which can be significant

when the radius of curvature becomes close to the hydrodynamic

screening length. Henle et al. considered the diffusion of a point object

on a spherically closed membrane [85,86]. The extension of this work to

finite-sized objects is an interesting but difficult proposition.

In some theories, viscoelasticity of an infinitely large flat membrane has

been considered [87,88]. Although it turned out that membranes are

purely viscous in the latest report [89], their experimental technique

using particle tracking microrheology provides us with a new clue to

investigate the dynamical responses of lipid bilayers coupled to the

surrounding environments. Recently, viscoelasticity of phospholipid

Langmuir monolayers in a liquid-condensed phase was measured using

active microrheology technique [90]. From our point of view, however,

the viscoelasticity of the surrounding media is more important for large-

scale dynamics in membranes. This is indeed the case according to the

recent work by Granek who calculated the frequency-dependent

transverse fluctuations of a membrane surrounded by viscoelastic media

[91]. Currently, we are investigating the lateral dynamics in a purely

viscous lipid membrane surrounded by viscoelastic media whose viscosity

is a frequency-dependent one �s[o] [92]. For example, the frequency-

dependent membrane mobility tensor is obtained as

Gab k,o½ � ¼ 1

�k2þ2�s o½ �k0 coth k0hð Þþ ior
dab�kakb

k2

� �
, ð5:54Þ

where

k0 ¼ k 1þ iors
�s o½ �k2

� �1=2

: ð5:55Þ

In the above, r and rs are the densities of the membrane and solvent, respec-

tively. In the limit of o!0, these expressions reduce to Eq. (5.9). Using

Eq. (5.54), we can show that the mean square displacement of a disk embed-

ded in the membrane exhibits an anomalous diffusion [92]. An useful

relation which connects the mean square displacement and the solvent

modulus is obtained.
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Abstract

Lipid microdomains, referred to as membrane microdomains, membrane rafts, or lipid
rafts, are the highly dynamic nanoscale liquid-ordered, sphingolipid-, and sterol-rich do-
mains in the plasma membrane. Lipid microdomains recruit specific proteins and form
sophisticated lipid–protein assemblies as the result of lipid–lipid, lipid–protein, and
protein–protein interactions that are involved in many cellular processes, including
signaling pathways, endocytosis, and protein sorting. Moreover, lipid microdomains
play a role in pathogenesis of various diseases. Resistance of cold nonionic detergent
Triton X-100 to solubilization is used as a common tool to study lipid rafts structure;
however, detergent-based artifacts were observed. Despite a vast amount of experi-
mental work in which the noninvasive, detergent-free methods were used, the facts
concerning the structure and functions of lipids microdomains in living cells are still
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disputable. This chapter consists of selected topics on current knowledge onmembrane
microdomains enriched with controversial data, and it presents variety of factors
responsible for the impressive dynamic of plasma membrane planar organization.

ABBREVIATIONS
AFM atomic force microscopy

CTB cholera toxin subunit B

DRMs detergent-resistant membranes

GA glutaraldehyde

GM1 monosialoganglioside M1

GPI glycosylphosphatidylinositol

GPLs glycerophospholipids

GUVs giant unilamellar vesicles

K562 erythroleukemia cell line K562

ld liquid disordered

lo liquid ordered

MbCD methyl-b-cyclodextrin
PFA paraformaldehyde

PM plasma membrane

REH non-T, non-B acute lymphoblastic leukemia cell line REH

RT room temperature (�24 �C)
TX-100 Triton X-100

1. INTRODUCTION

The detailed studies concerning the plasma membrane (PM) structure

and lipid–protein relationships extended during twentieth century. In the

PM fluid mosaic model by Singer and Nicolson [1], lipids form the homoge-

neous “fluid” bilayer for the floating “mosaic” of membrane proteins. A liquid

crystalline phase formed by homogeneous lipids was concerned as the only

possible one to maintain the membrane proteins functions, and both lipids

and proteins molecules were randomly distributed. No influence of lipids

on the proteins distribution or on function was postulated. The influence

of cytoskeleton on the distribution of membrane proteins was not taken

into account.

In the late 1970s, the lipids’ chemical structure and behavioral heteroge-

neity were explored providing the strong indication that the bilayer contains

many more lipid types that are necessary to create a simple protein scaffold.

Lipid molecules form the bilayer by weak forces, for example, Van der

Walls’s or electrostatic interactions, can therefore partition laterally, and
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form distinct complexes or domains. In the beginning of the 1980s, the co-

existence of different separated lipid domains, gel- and fluid-like, formed by

different lipid types in bilayer, was experimentally evidenced [2,3].

In 1988, Simons and van Meer [4] proposed the working hypothesis,

explaining differences between the lipid and protein composition in apical

and basolateral membranes of epithelial cells. According to this hypothesis,

the glycosphingolipids and glycosylphosphatidylinositol (GPI)-anchored

proteins occur exclusively in the PM outer leaflet; they are linked in the

trans-Golgi network (TGN) and are incorporated as an assembly into the

apical membrane. This finding was the starting point for the “lipid raft con-

cept” that indicated a heterogenic structure of the PM, described as the “sea”

of unsaturated phospholipidswith floating small, liquid-ordered sphingolipid-,

and cholesterol-rich domains anchoring specific proteins [5]. The term “lipid

raft” corresponds to something rigid; therefore, it seems to be controversial to

describe precisely the dynamic character of lipid microdomains [6–8]. Despite

this controversial meaning, the name “lipid rafts” is alternatively used with

“lipid microdomains,” “membrane microdomains,” or “membrane rafts,”

or just “rafts” in the literature in the field, and in the chapter.

Lipid microdomains recruit “raftophilic” proteins involved in the

membrane-associatedevents characterizingposttranslational lipidmodifications,

for example, double acylation with saturated fatty acids [9–11], in contrast to

“raftophobic,” non-raft-associated proteins [12]. Different lipid and protein

contents make lipid rafts varied platforms involved in different cellular

processes, such as cell signaling, membrane vesiculation and budding,

endocytosis, cell adhesion, formation of immunological synapse, or

cytoskeleton organization [6–8,13,14]. The role of lipid rafts in various

diseases pathogenesis [15–18] is well established. The significant modification

in the lipid rafts’ structure, and thereby functions, induced by dietary lipids,

was confirmed [19,20].

Lipid microdomains have been detected in the eukaryotic cells of the PM

including mammalian [15,16,21], plant [22,23], and yeast one [24,25].

Although rafts were initially thought to be exclusively located in the PM, the

increasing evidence suggests their presence in subcellular compartments,

such as the TGN [26,27] or lysosomal membrane [28]. Because of lipid and

protein composition varieties that significantly differ from the PM (e.g., low

content of sphingolipids), the data concerning presence of rafts in organelle

are controversial, at least in the case of mitochondria [29–32].

Over the past decade, lipid rafts’ structure and functions have not only been

the subject ofmany studies but also various controversies due to the insufficient
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or conflicted results concerning their structure, size, lifetime, and cellular diver-

sity that have been estimated with distinct scientific approaches [7,33–35]. A

commonly used method to isolate rafts from the PM is based on their

resistance to nonionic detergent Triton X-100 (TX-100) at 4 �C [9,36]. It

was assumed that detergent-insoluble sphingolipid-, cholesterol-rich

domains, also called detergent-resistant membranes (DRMs), correspond to

lipid rafts in the PM of living cells [5,37]. However, different detergents and

modifications of isolation conditions create conflicting results concerning

the DRMs’ composition [38–43]. Therefore, state-of-the-art methods are

involved in the rafts structure–activity studies. Numerous data support the

existence of a dynamic nanometer-scale “membrane-organizing principle”

in the PM of living cells and show their great diversity [14].

The main idea of the chapter is to present facts and controversies con-

cerning the heterogeneity of lipid microdomains.

2. LIPID BILAYER—FROM “THE OCEAN OF LIPIDS”
TO “THE MOSAIC OF LIPID MICRODOMAINS”

The diversity of lipids provides strong indication that the lipid bilayer,

composed of two opposing leaflets, cannot be a simple protein scaffold. Cel-

lular lipidomic analysis presents more than 7700 molecular species of glyce-

rophospholipids (GPLs); more than 3900 sphingolipids; and thousands of

mono-, di-, and tri-glycerides [44]. In eukaryotic cells, over 1000 different

lipid types are involved in the PM bilayer formation. Membrane lipids

are divided into the three main classes: GPLs, sphingolipids, and sterols.

Mammalian cell membrane contains only one type of sterol, cholesterol,

but there is a huge variety of GPLs and sphingolipids. Phytosterols and

ergosterol are, respectively, important components of the plant and yeast

PM. The role of sterols in the eukaryotic PM organization is well established

[45]. In mammalian cells, around 90% of cellular cholesterol is located in the

PM [46]. The impressive lipid polymorphism of the PM and the diversity of

the bilayer structure could be explained by the mechanism of cells accom-

modation to changeable environmental conditions during evolution.

2.1. Insights into the lateral lipid microdomains organization
Each lipid molecule has its individual molecular structure, called the theo-

retical molecular shape [47,48]. Depending on the length and degree of acyl

chains unsaturation, three basic molecular shapes of lipids molecules are

distinguished: conical, inverted cone, and cylindrical. According to
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biophysical and biochemical predictions, the lipid lateral organization in the

bilayer depends on the molecular shape of the lipid molecules [15,47,48].

Cone-shaped lipids, for example, phosphatidylethanolamine, or inverted

cone-shaped sphingolipids, for example, sphingomyelin and

glycosphingolipids, contain saturated acyl chains that allow them to

pack tightly together. Sphingolipids can self-associate by hydrogen

bounds between the hydroxyl group of the sphingosine and the a-
hydroxyl group of fatty acids; therefore, they are essential in the lateral

bilayer organization. Cylindrical shaped GPLs, for example,

phosphatidylcholine, the most abundant membrane lipids, are rich in

kinked unsaturated acyl chains with one or two double bonds, which

are loosely packed at physiological temperature. The differences in the

chemical structure and in the intrinsic molecular shape of a lipid

molecule determine a distinct behavior of saturated (sphingolipids) and

unsaturated (GPLs) lipids, and they lead to their diverse distribution in a

bilayer and in consequence induce lateral phase separation [15,49,50].

Two main phases are distinguished: the solid-like (gel) phase, formed by

lipids with tightly packed lipid acyl chains (e.g., sphingolipids), and

liquid-disordered (ld) phase, enriched in lipids with mobile unsaturated

acyl chains (e.g., GPLs).

The intermediate phase between the solid-like and liquid-disordered

phases is the liquid-ordered (lo) phase in which long acyl chains of lipids

are tightly packed but still posses high lateral mobility. The existence of

sphingolipid-, cholesterol-enriched lo domains segregated from bulk un-

saturated GPLs creates the lateral asymmetry in the outer leaflet of bilayer

at physiological temperature [5,6,36]. A schematic model of lipid domain

organization in the PM is proposed in Fig. 6.1. Due to sphingosine moiety

and the long-chain saturated fatty acid in sphingomyelin molecule,

sphingolipids-, and cholesterol-rich (lo) domains are thicker than the

surrounding unsaturated phospholipids matrix (ld) [51]. The influence of

line tension (i.e., the interfacial energy at the domain edge) on the

lateral PM organization (e.g., size and shape of lipid microdomains) was

experimentally confirmed [53].

In the outer leaflet of bilayer, cholesterol molecules partition preferen-

tially with saturated acyl chains of sphingolipids rather than with kinked acyl

chains of phospholipids in ld domains [54]. Hydrogen bonding between the

3-OH group of cholesterol and the amide group of sphingolipids is basic in

the formation of cholesterol–sphingolipids lo domains. In the absence of

cholesterol, the hydrocarbon chains of sphingolipids are tightly packed
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and form a solid-like phase. Cholesterol is predominantly located in the inner

leaflet of the PM, for example, the inner leaflet of the PM contains approx-

imately 75% and 85% of total membrane cholesterol in erythrocyte [55] and

in the synaptic PM [56], respectively. Cholesterol content and its asymmet-

ric distribution in the PM undergo modification in physiological condition

by dietary lipids [20], in aging [56], in obesity [57], during hypercholester-

olemia [58,59], but also in the progress of many diseases, for example,

multiple sclerosis [60] or cancer [61].

Ganglioside, such as cholesterol, interacts preferentially with sphingolipids;

therefore, they are concentrated in lo domains in the outer layer of the PM [62].

Many types of gangliosides are distinguished due to various combinations of

sugar residue (glucose, galactose,N-acetylgalactosamine,N-acetylglucosamine,

and fructose) attached to the strongly hydrophobic ceramide backbones [63].

Outer leaflet

Inner leaflet

Id (non-raft) region

Sphingolipid

Unsaturated
GPLs

Saturated
GPLs

Cholesterol

GPI-
anchored
protein

Transmembrane
protein

Cyto-
skeleton
element

Doually
acylated protein

Prenylated or
monoacylated protein

Io microdomain (lipid raft) Id (non-raft) region

Figure 6.1 Schematic representation of lo microdomain (lipid raft) and ld (non-raft)
regions in the plasma membrane. Sphingolipids, cholesterol, and saturated glyce-
rophospholipids (GPLs) form tightly packed lo microdomains within unsaturated GPLs
ld environment. lo microdomains are thicker than the rest of the bilayer [51].
Sphingolipids are restricted to the outer leaflet of the bilayer, whereas cholesterol is
present in both leaflets. GPI-anchored and transmembrane proteins with specific lipid
modification are associated with lo microdomains. Monoacylated and prenylated pro-
teins are excluded from lo microdomains [10]. Lipid rafts are anchored to elements
of the cytoskeleton via electrostatic interactions [52].
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All ganglioside molecules, except from ganglioside GM3, are cone shaped

that explains their interaction with inverted cone-shaped sphingolipids

molecules and lo domains formation. Therefore, gangliosides are an impor-

tant component of lipid microdomains. Gangliosides constitute generally

around 1% of the total PM lipid content, with exception of PM neurons

that constitute up to 10% of the lipid content [63], and they are probably

involved in the formation of tissue-specific ganglioside-richmicrodomains.

Exogenous gangliosides can incorporate into the PM and modify lipid rafts

structure and function [64].

In conclusion, the current picture of the PM is mosaic in regard to distinct

lipidmicrodomains, lipid rafts “floating” in unsaturatedGPLs, “ld—sea” [5,6].

Recently, it has been proposed that certain GPLs with unsaturated acyl chains

form their own microdomains by excluding cholesterol [65]. Therefore,

homogeneous “GPLs sea” can be also mosaic in structure.

2.2. Outer and inner membrane leaflets lipid microdomains
Lipids and proteins are asymmetrically distributed between the outer and the in-

ner leaflet of PM. Sphingomyelin, phosphatidylcholine, and glycosphingolipids

are almost exclusively distributed in theouter leaflet,while phosphatididylserine,

phosphatidylethanolamine, and phosphatidylinositol are present in the inner

leaflet of the PM in abundance [66]. Therefore, lo domains, enriched in

sphingolipids and glycosphingolipids, are confining to the outer leaflet of the

PM [67].

Cholesterol occurs in both leaflets of the PM and forms complexes not ex-

clusivelywith sphingolipids but also withGPLswith saturated fatty acids in the

inner leaflet [68] (Fig. 6.1). Moreover, lo domains combine with cholesterol

and SLPE (1-stearoyl-2-linoleoyl-sn-glycero-3-phosphatidylethanolamine)

or with mono- or di-unsaturated phosphatidylethanolamine species-rich,

and they have been found in the inner leaflet of model membranes [69].

Cholesterol-rich microdomains have been observed in the inner leaflet of

the PM of Swiss mouse embryonic fibroblasts by expressing the C-terminal

domain 4 (D4) of cholesterol-binding y-toxin (perfringolysin) [70].

Although the coupling between the PM leaflets was confirmed in the-

oretical considerations [71], the communication between the outer and

the inner leaflet domains is not known in details. As for coupling between

the outer and the inner leaflets of the PM, it has been shown that the

clustering of the outer leaflet-associated receptors triggers the inner leaflet

signaling by aggregating lipid rafts in T cells [72]. Similar to observation
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in biological membranes, lo domains in the outer layer in giant unilamellar

vesicles (GUVs) have the potential to aggregate lipids in the inner layer [50].

To explain the connection between both monolayers, it has been proposed

that GPLs chains from the inner leaflet (e.g., phosphatidylethanolamine and

phosphatidylserine) can interact with long acyl chains of sphingolipids from

the outer leaflet [6,66]. Such a chain–chain interaction between both PM

layers is additionally stabilized by cholesterol which is present in both

leaflets of the bilayer [73].

Apart from the lipid–lipid interaction in the PM coupling, transmembrane

proteins are suggested to be involved in the maintenance of the outer–inner

leaflet domain connection [68,74]. Moreover, the cytoskeleton role in the

outer–inner leaflet domains coupling via electrostatic interactions was

confirmed [52,75,76].

2.3. Proteins in lipid microdomains
About one-third of the genome encodes membrane proteins and many

other proteins that are partly membrane associated [14]. Lipid rafts are esti-

mated to contain from 0.3% to 2% of total membrane protein content [77].

In mature human erythrocytes, the PM consists of at least 340 proteins [78],

on the basis of Bradford’s assays [79]—3–4% of them—or based on colloidal

Coomassie staining [80]—less than 1%, are rafts associated. Lipid micro-

domains can include or exclude proteins to variable time, also as short as

<0.1 ms, that makes their protein content variable [81]. Rafts’ association

modifies proteins’ function; on the other hand, the protein acts as the raft

organizer, that is they modulate raft size and curvature by altering (reducing)

the line tension at the raft boundary [53].

Lo domain environment is not accessible for membrane proteins, espe-

cially in regard to protein movement in and out of rafts. Therefore, the lat-

eral segregation of membrane proteins depends on their particular affinity for

lo domains [10,82]. Moreover, the X-ray diffraction data show higher

thickness of raft, in comparison to a non-raft region of bilayer [51]. It has

been postulated that lipid rafts recruit proteins with long transbilayer

domains according to highly specific “hydrophobic matching” between

amino acid sequence of protein and the thick hydrocarbon region of

the bilayer [82]. The details about the interaction between the

transmembrane segments of rafts proteins and “lipid shells,” in particular,

what type of amino acid sequence of protein transmembrane segment is

more preferred by the thicker bilayer, are still unknown.
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The protein set of lipid rafts has been established by biochemical analysis of

DRMs isolated from the PM in the presence of cold nonionic detergent TX-

100 [9,36]. All DRM proteins characterize the cotranslational or

posttranslational hydrophobic modifications that increase their affinity to lo
domains [9–11]. The first example, the GPI anchor, structurally

heterogeneous within the lipid moiety, is a well-established hallmark of

raft-associated proteins (e.g., CD59 or Thy-1 proteins), anchored to the

outer leaflet of the PM (Fig. 6.1). The next example of DRM proteins is

dually acylated proteins, that is, myristoylated and/or palmitoylated (but not

monoacylated), associated with the inner leaflet of the PM (e.g., the

Src-family tyrosine kinases such as Fyn, Lck, Lyn; a subunit of heterotrimeric

G protein; integral erythrocyte membrane proteins: flotillin-1, flotillin-2,

and stomatin; or neuronal protein GAP-43) [13,75,80,83]. Other types of

rafts-associated proteins are cholesterol-binding protein (e.g., caveolins)

[84], or phospholipid-binding protein (e.g., anexin family proteins such as

synexin or sorcin), which bind lipid microdomains in a calcium-dependent

manner [75].

In contrast to multiple myristoylated and/or palmitoylated, prenylated

proteins are not found in DRMs [10]. The reason of raftophobicity of

prenylated proteins is probably the structure, not only hydrophobicity index

of the prenyl group, that is, a farnesyl or geranylgeranyl moiety, which is as

hydrophobic as palmitoyl or myristoyl, but it posses spatial (branched) confor-

mation. Therefore, prenylated proteins are excluded from rafts (Fig. 6.1).

Although band3 and glycophorin, the integral proteins of the human

erythrocyte PM, are detected in DRMs [42,80], many transmembrane

proteins with hydrophobic a-helices are classified as raftophobic. The

reason for excluding the protein from rafts is probably a “hydrophobic

mismatch” between lipids and amino acid sequence of the protein

transmembrane domain. Moreover, apart from the amino acid sequence

of protein transmembrane domain, both extracellular and intracellular

domain structures determine protein association with lo domains [7].

An enrichment of cytoskeletal proteins, including actin, fodrin (non-

erythroid spectrin), and spectrin, has been found in DRMs isolated from

many cells types, including neutrophils [85] and erythrocytes [52,75], yet

in the case of erythrocytes, results are dependent on DRMs’ isolation

conditions [80]. In situ imaging of DRMs by atomic force microscopy

(AFM) confirmed the cytoskeleton–raft association [86].

In conclusion, both the structural affinity to lo domains and the hydropho-

bicity of lipid modification determine proteins targeting to lo domains [10].
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3. MEMBRANE MICRODOMAINS ARE DEFINED—THE
LIPID RAFTS DEFINITION

Lipid rafts are heterogenic in structure; therefore, it is controversial to

define them in detail. Due to the distinct chemical structure, raft size is con-

troversial, as it varies from 20 to 30 lipid molecules and 1 to 3 proteins, up to

1200 nm in diameter wide signaling platform [86]. Raft lifetime varies from

milliseconds to minutes, and the factors involved in the rafts platform for-

mation and maintenance are still unknown.

Despite the heterogenic raft nature, two main types of lipid rafts are dis-

tinguished: heterogeneous “planar rafts” and “invaginated rafts” also called

caveolae that are formed with the participation of caveolin proteins [84].

Flask-shaped caveolae are the only one morphologically identifiable type

of lipid microdomains in mammalian cells, the most numerous in endothe-

lial cells, adipocytes, and in smooth muscle cells [87].

The commonly acceptable general definition of lipid rafts was intro-

duced at the 2006 Keystone Symposium of Lipid Rafts and Cell Function

(Steamboat Springs, CO,March 23–28, 2006) by biophysicists, biochemists,

and cell biologists: “Lipid rafts are small (10–200 nm), heterogeneous, highly

dynamic, sterol- and sphingolipid-enriched domains that compartmentalize

cellular processes. Small rafts can sometimes be stabilized to form larger plat-

forms through protein-protein and protein-lipid interactions” [88].

4. DETERGENT INSOLUBILITY OF MEMBRANE
MICRODOMAINS—ARTIFACTS OR FACTS

4.1. Lipid microdomains versus DRMs
The first method to isolate sphingolipid-, cholesterol-rich rafts from the PM is

based on their insolubility during the PM solubilization by nonionic TX-100

at þ4 �C [9,36]. DRMs were spontaneously identified with lipid rafts in the

PMof living cells [4,5,37]. However, cholesterol resists TX-100 solubilization

at þ4 �C only when it is associated with sphingomyelin [89]; therefore, the

detergent-based procedure at þ4 �C to isolate rafts is criticized. Namely,

many membrane lipids that exist in fluid detergent-soluble phase at

physiological temperature 37 �C turn into gel-, detergent-resistant phase, at

þ4 �C. Therefore, a membrane fraction isolated at þ4 �C differs from the

one existing at physiological temperature. On the one hand, certain data

suggest that temperature is not a crucial factor in the lateral segregation of
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membrane component [90]; on the other hand, the incubation condition, that

is, the buffer composition, temperature, and different solubilization time,

influences DRMs’ composition [91–93]. The TX-100-based DRMs’

isolation technique could namely induce the formation of the new artificial

domains in the PM or lead to the production of mixed rafts within a native

membrane or even with different cellular compartments [34,38,43,94–96].

Moreover, DRMs have been isolated from the PM as a mixture of

membrane sheets and vesicles of various sizes that were estimated by

electron microscopy [77,92]. In AFM the size of DRMs frequently exceeds

15–20 mm2, namely, one order of magnitude higher than the raft size

detected in the PM of living cells [86]. Therefore, the use of TX-100 as a

suitable tool for raft isolation is doubtful, and DRMs are considered as

detergent artifacts [34,97]. In contrary, fission and budding of the raft-like lo
domains from heterogeneous GUVs, but not the new domain formation or

their coalescence, in the TX-100, Brij 98, and LysoPC presence was

observed [98]. However, the differences between the model and biological

membrane structure in data analysis should be taken into consideration.

Many mild detergents have been used to prepare DRMs (Lubrol, Brij 96,

Brij 98, Zwitterionic, CHAPS, TX-114, Tween 20, C8E12, Lubrol WX,

CHAPS), and unsurprisingly, differences in DRMs’ structure were obtained.

Namely, Heffer-Lauc et al. [40] studied nine different detergents to isolate rafts

from the brain tissue sections. They observed the significant gangliosides (GM1

and GD1) and GPI-anchored protein (Thy-1) redistribution, both within and

between the tissue sections, depending on the detergent type, incubation time,

and temperature. Delaunay et al. [41] showed that the inner leaflet of rafts, in-

cluding rafts proteins, was solubilized by TX-100 more effectively, in compar-

ison with Lubrol WX. Furthermore, detergent solubilization depended not

only on the detergent type but also on both the bilayer saturability by its mol-

ecules and the dynamics of the detergent-lipid mixed micelle formation

[99,100]. It should be noted that DRMs are a cocktail of various raft types,

with additional protein contaminations from the subcellular compartment,

particularly from mitochondria [29]. Comparative analysis of rafts with

detergent-free and detergent-based methods showed significant differences in

the lipids’ composition and content, especially in the cholesterol content

[101]. Similarly, microscopic analysis of raft composition at physiological

temperature and neutral pH, using membrane tension to generate large

domains, showed rafts as sphingolipid- and GPI-anchored protein rich but

cholesterol poor [102]. Moreover, cholesterol distribution was equal

between the raft and the non-raft PM regions, contrary to the standard view.

175Lipid Microdomains



One of the driving forces in DRMs’ production is the mechanism of mem-

brane solubilization, which is unique to each individual detergent, and depends

on the solubilization conditions and detergent/lipid ratio. The strength of lipid

and protein interaction within rafts is the next one. Therefore, DRMs lack cer-

tain proteinswhen the associations of these proteinswith lipids are tooweak and

not resistant to solubilization [96,97]. Raft-associated proteins are resistant to

detergent solubilization depending on their structure. Hence, the presence

and even mostly absence of proteins in DRMs cannot reflect the raft protein

set in the PM. For example, depending on the detergent type and the

isolation conditions multidrug resistance protein 1 (MRP1) was detected

[103,104] or not [105] in DRMs isolated from the human tumor cell lines

which overexpress this protein. However, due to the detergent-free method,

MRP1 was exclusively found in the lipid rafts, and its transport activity was

significantly cholesterol dependent [106]. In contrary, we did not found a

cholesterol-dependent MRP1 transport activity in the erythrocyte PM that

suggests its location outside the rafts [107]. However, cell specificity, in

regard to MRP1 raft association, cannot be excluded.

4.2. The curvature factor and the DRMs’ structure
During the first step, when detergent molecules partition into bilayer, they

modify the surface ratio of its two leaflets generating changes in bilayer spon-

taneous curvature andmembrane lipid redistribution according to their intrin-

sic molecular shape (e.g., cone or inverted cone), to the energetically favorable

regions. Amphiphile molecules incorporated into the erythrocyte PM affect

bilayer bending in specific ways, resulting in either stomatocytic (invaginated)

or spiculated echinocytic (exvaginated) cell shapes [108]. In our previous stud-

ies, we found a negative correlation between themembrane curvature induced

by TX-100 in erythrocytes and that preferred by DRM-associated membrane

components [108–110]. Namely, raft markers as ganglioside GM1 and

proteins CD59, stomatin, synexin, and sorcin were found in the outward

curved membrane upon echinocytic erythrocyte transformation induced by

the increases of intracellular calcium. However, the proteins poorly

colocalized with GM1 rafts in the same spiculae indicate their not mutual

segregation and argue their association with different rafts. In the line with

our idea, that echinophilicity promotes DRMs’ partition, echinophobic,

transmembrane glycoprotein CD47, was found not to associate with the

erythrocyte DRMs [80].

Based on our data and the literature in the field, we have proposed a hypoth-

esis explaining a membrane curvature-dependent segregation of the PM
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components during solubilization by TX-100, which is related to the

stomatocytogenic (inward membrane bending) effect of TX-100 [111].

Stomatocytogenic TX-100 cannot effectively solubilize membrane compo-

nents with preference for outward membrane curvature (Fig. 6.2). Namely,

preferential incorporation of TX-100 into the inner leaflet of the PM results

in a relative expansion of this leaflet in comparison with the outer leaflet,

and in accordance with the bilayer-couple model, it induces stomatocytic

shape transformation of erythrocytes [114]. In line with our model, the

TX-100 ability to preferably solubilize inner leaflet lipids has been proposed

Triton X-100 monomers Micelle

Outer leaflet

Inner leaflet

Solubilizable
domain

Stomatin
Synexin
sorcin

Ca2+

Erythrocyte
membrane

Detergent resistant
domain (DRMs)

Cholesterol, GM1,
sphingomyelin, CD59

Mixed micelle

Miscellaneous
membrane
components

Figure 6.2 Membrane components curvature-dependent lateral segregation which can
occur during Triton X-100 (TX-100) solubilization. TX-100 monomers intercalate into
erythrocyte membrane, accumulate in the inner membrane leaflet, and induce
membrane invaginations, thereby indirectly prompt outward bent membrane areas
at the borders of invaginations. Outward curved membrane regions, where outward
membrane curvature preferring membrane components are segregated and accumu-
lated, remain unsolubilized (DRMs) due to the weak ability of TX-100 monomers (be-
cause of its preferential inner leaflet distribution and conical shape) to accumulate in
these regions. Accumulation of TX-100 in invaginations (i.e., solubilizable domains) con-
tributes, due to unfavorable interaction of TX-100 with cholesterol [112,113], to
segregation of cholesterol and sphingomyelin into detergent-resistant domains. Low
temperature (þ4 �C) used during solubilization work to slow down membrane
intercalation of TX-100 monomers, resulting in a more effective lateral segregation of
membrane components. The model is highly schematic; therefore, the relation
between proteins and lipids size is not maintained. Adapted from Ref. [111] with
permission.
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[41,92]. Preferably accumulating in the inner leaflet, TX-100 thereby indirectly

creates the outward bending membrane areas at the borders of these

invaginations where the membrane components that prefer the outward

bilayer curvature, that is, echinophilic components [109,110], are

accumulated and protected from TX-100 solubilization (Fig. 6.2). Similarly,

other membrane components are accumulated in the flat membrane regions,

where the TX-100 monomer concentration is low. Moreover, a low

temperature (þ4 �C) during solubilization works to slow down membrane

intercalation of monomeric TX-100, resulting in a more complete lateral

segregation of membrane components before the PM final solubilization.

TX-100 accumulation in invaginations (i.e., solubilizable domains)

contributes, due to unfavorable interaction of TX-100 with cholesterol

[112,113], to the segregation of cholesterol and sphingomyelin into DRMs

(Fig. 6.2).

Although other cell typesmay react to detergent incorporationwith distinct

membrane bending patterns other than flexible human erythrocytes, it should

be taken into account that detergent molecules may induce the microcurvature

and they can stimulate the lateral movement of a membrane component during

the PM solubilization and thereby can create artifact-rich DRMs.

5. THE SEARCH FOR THE UNIVERSAL LIPID
RAFT MARKER

According to the rafts’ definition from 2006 [88], lipid rafts are

sphingolipid- and cholesterol-rich assemblies. There are hundreds of

sphingolipid species involved in the outer layer of the PM formation in different

raft types; therefore, unique sphingolipid could not be the universal raftmarkers.

Cholesterol is the only sterol type that is present in themammalian PM, and

it is crucial for lipid rafts planar organization [5,6]. Experiments with methyl-

b-cyclodextrin (MbCD), the most popular cholesterol chelating-drug,

confirm the cholesterol role in the raft maintenance [29,109]. Other

cholesterol-depleting agents, such as drugs nystatin and filipin, or plant-

derived saponin, are much less efficient at cholesterol sequestration in the

PM [29]. Although, on the one hand, MbCD is the most popular specific

cholesterol-depleting agent, it is partly controversial because it preferentially

excludes cholesterol from the ld-non-raft domains, rather than from the

lo-raft domains [115]. It has been shown that for many raft-associated

proteins, interaction with cholesterol is crucial. Namely, cholesterol

depletion results in the epidermal growth factor (EGF) receptor exclusion
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from lipid rafts, inducing its functional alternation [116]. Therefore, MbCD
plays a double role as a cholesterol and rafts-associated depleting agent.

The other way to modulate raft structure is by using sphingolipid-

depleting agents [76] or sphingomyelinase (SMase) [117]. Interestingly,

SMase hydrolysis of sphingomyelin to ceramide results in the generation

of the large ceramide-enriched membrane domains that cluster different re-

ceptors and alter cell activity effectively [118,119].

Lidocaine hydrochloride, an amphipathic local aesthetic, reversibly dis-

rupts raft structure in the erythrocyte membrane depleting raft-associated

proteins flotillin-1 and aquaporin-1 from rafts, unchanging the cholesterol

or sphingolipids content. Additionally, lidocaine alters the raft-associated

Ga function, involved in the cellular signaling [120].

Proteins are involved in the raft structure maintenance, but rafts recruit

many of them for a millisecond only to accentuate the rafts dynamics [48].

Additionally, different proteins are associated with distinct raft types

[104,121]; therefore, they cannot be universal raft markers. Interestingly, a

flotillin homologue, AtFlot1, the integral protein present in the PM of the

animal cells, was found in rafts isolated from Arabidopsis [122], indicating

the specific conserved raft-related functions. Using fluorescence correlation

spectroscopy (FCS) method, Lenne et al. [76] showed diminishment of the

lipid microdomains lateral organization after disruption of action-based

cytoskeleton.

Monosialoganglioside M1 (GM1), serving as a cholera toxin receptor in

the PM, is a known lipid raft marker [72]. However, gangliosides GM1 and

GM3 have been recently found in the distinct domains of the PM related to

the curvature factor and intrinsic molecular shape [63,123,124]. Moreover,

the little or no colocalization of GM1 and GPI-anchored proteins, Thy-1,

and the palmitoylated transmembrane adaptor LAT in the mast cell PM was

found [125].

Non-sphingolipid, glycerol-type glycolipid, phosphatidylglucoside

(PtdGlc) has been proposed to be another raft marker found in the outer

leaflet of the PM [126]. However, some types of rafts do not contain glyco-

lipids; therefore, the role of PtdGlc as a marker is limited to glycolipid-

contained rafts only.

The lipid microdomain structure is much more complex than predicted

from the DRM analysis. The universal structural raft marker(s) do not exist,

neither for the various cell types nor for the given ones, apart from choles-

terol depletion. Function, not the structure, should be taken into account in

this context when lipid microdomains are classified.
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6. VISUALIZATION OF MICRODOMAINS IN INTACT
CELLS AND IN MODEL MEMBRANE SYSTEMS—STATE
OF THE ART

There is no credible proof for the idea that DRMs are identical with in

vivo lipid rafts, and therefore, connection between DRMs and lipid rafts re-

mains controversial. The DRM fraction analysis is an indirect method, and

the more direct evidence of rafts in the native PM has been demanded.

Moreover, DRM assay cannot be used to estimate lipid domain size in

the native PM. For this reason, the modern noninvasive, detergent-free ap-

proaches are necessary to be used for the further investigation. Rafts cannot

be directly visualized by the conventional microscopic techniques because of

small dimensions, for example, diameter from 6 to 14 nm [81].

Data obtained by the state-of-the-art methods support the existence

of differences in the lipid and protein composition nanometer-scale

microdomains in the living cells, which confines constituents for up to a

few to hundred milliseconds and permanently undergoes structural

changes [76].

Stimulated emission depletion far-field fluorescence nanoscopy allows

the detection of a single diffusing (lipid) molecule in the nanoscale domains

and analysis of the dynamics of the living cells membrane components. This

optical recording of the molecular time traces and fluctuation data in tunable

nanoscale areas is an excellent method to direct the dynamics study of

biomolecules in the PM [127]. Another powerful approach to visualize

and examine membrane microdomains on the surface of living cells, includ-

ing estimation of their size, as well as lipid–protein and lipid–lipid interac-

tions, is fluorescence resonance energy transfer (FRET) [128]. Fluorescence

recovery after photobleaching (FRAP) allows to study how lipid rafts as as-

semblies impact protein and lipid diffusion in the PM [129]. The FCS

methods are useful to study the diffusion behavior of various membrane

components [76]. Single-particle tracking allows analysis of the dynamic be-

havior of the individual proteins and lipids in the living cell membrane [130].

Lipid rafts can be visualized by AFM that additionally offers an excellent

approach to visualize directly the effect of the detergent action and solubi-

lization with time [53,86,100]. Immunoelectron microscopy analysis

(immunogold-labeling EM analysis) reveals more complex topographical

organization of membrane microdomains, especially proteins detected by

antibodies conjugated with different size nanoparticles [125,131,132].
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Flow cytometry has been proposed as a useful tool for the comparative

analysis of the lipid microdomain composition in blood cells and various

tumor cells, for example, erythroleukemic cells [133,134].

Larger raft platforms are detectable in a fluorescence microscope, upon

cross-linking of single raft markers, for example, ganglioside GM1 binding

by fluorophore-conjugated subunit B cholera toxin (CTB) and further

cross-linking of CTB–GM1 mobile complexes by anti-CTB antibodies

[72,109,110,131,135], or by antibody-mediated cross-linking of raft-

associated proteins, for example, GPI-anchored proteins [72,131]. The

visualization of lipid rafts only by fluorophore-conjugated CTB without

further antibody cross-linking was less successful in our previous studies

with the human erythrocytes [108].

With the usage of fluorescencemicroscopy,we have studied cross-linking of

ganglioside GM1 by the fluorophore (Alexa 555)-labeled CTB in the human

erythrocyte PM, and how raft-associated proteins (e.g., CD59, stomatin, sorcin,

synexin) distribute in CTB–anti-CTB–GM1 platforms in control discoid and

calcium-induced echinocytic human erythrocytes [109,110]. Cross-linking of

ganglioside GM1 by CTB plus anti-CTB resulted in the formation of usually

40–60 patches distributed evenly over the membrane in discoid erythrocytes

and no capping of patches occurred [109]. Patching of GM1 did not affect

the discoid shape of erythrocytes (Fig. 6.3A). Cells’ pretreatment with

MbCD abolished ganglioside GM1 patching [109]. We found no

accumulation of neither DRM-associated proteins CD59, stomatin

(Fig. 6.3C), sorcin, and synexin, into GM1 patches (Fig. 6.3B), nor no-

DRM-associated integral protein CD47. Our study indicates that GM1 rafts

in the human erythrocyte membrane are poor in DRM-associated proteins.

To indicate the morphology of echinocytic erythrocytes induced by

calcium ionophore A23187, scanning electron micrograph is shown

in Fig. 6.4A. In calcium-induced echinocytic erythrocytes,

CTB–anti-CTB–GM1 complexes accumulated at the top of spiculae

(Fig. 6.4B). DRM-associated proteins CD59, sorcin, synexin, and stomatin

(Fig. 6.4C), but not no-DRM-associated protein CD47, also showed similar

curvature-dependent lateral distribution as GM1 complexes. However,

the DRM-associated proteins only partially colocalized with

CTB–anti-CTB–GM1 complexes at the top of spiculae (to compare

Fig. 6.4B and C). Therefore, echinophilicity of membrane components is

proposed to contribute to the DRM association of membrane components

[109,110]. Our study describes a new method to examine both properties of

lipid raft components and raft composition in intact cells.
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Figure 6.3 Distribution of CTB plus anti-CTB cross-linked ganglioside GM1 in discoid
human erythrocytes. Scanning electron micrograph showing discoid human erythro-
cyte pretreated with CTB plus anti-CTB (A). Fluorescence micrographs (mid-plane
cross-section) showing discoid human erythrocytes treated with Alexa 555 conjugated
CTB (4 mg/ml, 60 min at RT) and anti-CTB (60 min, RT), fixed with 5% paraformaldehyde
(PFA) plus 0.01% glutaraldehyde (GA) (60 min, RT) (B) and stained for stomatin (C). Treat-
ment with CTB plus anti-CTB induced the formation of distinct GM1 patches (arrows) (B).
Stomatin remained evenly distributed around the membrane (C). No accumulation of
stomatin to GM1 patches was detected—signals from the same corresponding fields
are indicated in (B) and (C). Adapted from Ref. [110] with permission.

Figure 6.4 Distribution of CTB plus anti-CTB cross-linked ganglioside GM1 in echinocytic
human erythrocytes. Scanning electron micrograph showing echinocytic human erythro-
cytes treated with calcium ionophore A23187 (2 mm, 15 min, 37 �C) (A). Fluorescence mi-
crographs (mid-plane cross-section) showing human erythrocytes pretreated with Alexa
555-conjugated CTB (4 mg/ml, 60 min at RT) and anti-CTB (60 min, RT), treated with
calcium ionophore A23187 (2 mm, 15 min, 37 �C), fixed with 5% PFA plus 0.01% GA
(60 min, RT) (B) and stained for stomatin (C). CTB–anti-CTB–GM1 complexes accumulated
at the tips of the echinocytic spiculae (arrows) (B), while stomatin accumulated in whole
spiculae and at the tips of echinocytic spiculae (arrows) (C). Stomatin shown only partial
colocalization with GM1 patches—signals from the same corresponding fields are indi-
cated in (B) and (C). Scale bar¼5 mm. Adapted from Ref. [110] with permission.
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Visualization of CTB–GM1 and CTB–anti-CTB–GM1 raft platform in

the PM of erythroleukemia cell line K562 (Fig. 6.5A and B) and non-T,

non-B acute lymphoblastic leukemia cell line, REH (Fig. 6.5C and D) in-

dicates a few smaller patches and one big cap [135]. In comparison with

erythrocytes, differences in GM1 staining may explain the distinct cytoskel-

eton organization in the nucleated K562 and REH cells. Moreover, CTB

binding to GM1 results in endocytosis of CTB–GM1 complexes in nucle-

ated cells [136], that is, K562 and REH cells, yet erythrocytes lack the ability

to endocytosis.

A B

C D

Figure 6.5 Distribution of cross-linked ganglioside GM1 in K562 and REH cells. Fluores-
cence micrographs (mid-plane cross-section) of Alexa 555-conjugated CTB only
(4 mg/ml, 60 min at RT) or CTB plus anti-CTB treated and fixed with 5% PFA plus
0.01% GA (60 min, RT) K562 (A, B) and REH cells (C, D), respectively. Both cell types show-
ing one large cap and a few smaller GM1 patches (arrows). Additional cross-linking using
anti-CTB further accentuated capping (B, D). Scale bar¼10 mm. Adapted from Ref. [135]
with permission.
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To study the lipidmicrodomain properties, several differentmodel systems

have been applied [137–140]. The coexistence of laterally segregated

cholesterol- and sphingolipids-rich (lo) and cholesterol-poor (ld) domains

have been visualized by partitioning different fluorescent probes into

both planar [141] and vesicular model systems [50,142]. Due to the suitable

size (similar to or bigger than animal cell), GUVs are the most useful to

visualize and study raft-like domains by optical microscopy [50,98,102,137],

in contrast to small and large unilamellar vesicles with diameters of several

nanometers or from 100 to 200 nm, respectively. It has been shown that

cholesterol and sphingolipid domains can be much larger (�10 mm in

diameter) in GUVs than in PM [50,143]. Moreover, properties of raft

domains (e.g., size, shape, and lifetime) in GUVs are significantly dependent

on the experimental conditions. According to the lipid rafts’ definition [88],

rafts are stabilized not only by lipid–lipid but also by lipid–protein mutually

interactions in PM; therefore, the differences between GUVs raft-like

domains and PM rafts can be explained by the presence of specific raft-

associated proteins and the interaction of cytoskeleton with raft components

in biological membranes [144]. Furthermore, different PM-associated

events, that is, membrane budding and fission, lipid turnover within bilayer

in response to the different stimuli, etc., make PM rafts much more dynamic

and less predictable structures compared with raft-like domains in the model

membrane systems.

7. BIOLOGICAL IMPORTANCE OF LIPID MICRODOMAINS
HEALTH AND DISEASES

7.1. Lipid microdomains as signaling and sorting
platforms

Lipid rafts may constitute up to 30–40% of the PM area [87,145]. The

picture of rafts coming from stochastic Monte Carlo models of protein

molecule dynamics in the PM shows lipid microdomains as an excellent

nanochamber reaction that facilitates and maximizes protein–protein

interactions [81]. The highly dynamic protein partition into lipid

microdomains and the interprotein collisions explain the rafts’ role in

different signal transduction pathways.

Many receptors activation is regulated not only by ligand binding but

also, mostly, by their association with lipid rafts. For the raft-associated re-

ceptors and many signaling molecules “location is everything” [146]. Apart
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from different types of receptors, selective association of ion channels with

lipid rafts is proposed as an important factor in channel activity regulation by

a variety of raft-dependent mechanisms [147].

Receptors exclusion from lipid rafts or rafts structure disruption leads to

the ligand-independent receptor activation, as it was shown for Fas (CD95)

receptor in keratinocytes [148], or inactivation, in case of DCC (deleted in

colorectal cancer) receptor, a putative tumor suppressor [117], and epidermal

growth factor receptor in MDA-MB-231and MCF-7 breast cancer cell lines

[61,149], or prostate cancer cell line PC-3 and LNCaP [61]. Dietary long-

chain (n-3) PUFA, for example, eicosapentanoic acid and docosahexaenoic

acid incorporates into lipid rafts and modulates their lipid structure,

inducing redistribution of membrane receptor that diminishes their

function dramatically [20,149].

In T cells, the most studied cell type in the field, small rafts with different

receptors coalesce into the bigger platforms called immunological synapses

to enable the fast recognition and elimination of target cells [72]. In resting

cells, single rafts contain only a few proteins and are dispersed around the

membrane. Recently, we have shown that coalescence of GM1 rafts by

CTB increases the sensitivity of K562 erythroleukemic cells to natural

killer cells more than 10% in comparison with the untreated cells [135]. In-

terestingly, a similar treatment of non-T, non-B acute lymphoblastic REH

leukemia cells, insensitive to NK cell-mediated cytotoxicity, had no effect

on their sensitivity to be killed, despite the almost identical GM1 rafts

patching pattern (compare Fig. 6.5A, B and C, D). GM1 accumulates in

an immunological synapse formed between the target and effector cells

during their “molecular” recognition [133]. Therefore, we postulate that

certain proteins, involved in the target cells recognition, accumulate within

GM1–CTB and even more within larger GM1–CTB–anti-CTB platforms.

Blocking experiments with various combinations of antibodies against

receptors involved in the immunological synapse formation, namely

MICA/B, ULBP-2, and/or CD59, could not inhibit the increased sensitiv-

ity mediated by CTB, indicating more complex target-effector cells’ pattern

recognition.

The picture of rafts as signaling and sorting platforms and their role in

cancerogenesis, as a result of structural protein set changes, has been emphat-

ically documented (see Ref. [18] for the review). Moreover, cancer cells

contain a higher level of lipid rafts in opposite to their control counterparts;

therefore, the result of the raft-disruptive agents in a cancer therapy would

be beneficial [61].

185Lipid Microdomains



According to the structural and functional analysis, three different types

of rafts have been involved in the formation of a highly restrictive

blood–brain barrier structure [150]. Scaffolding rafts are the first type asso-

ciated with the interendothelial junctions and adhesion of brain endothelial

cells to basal lamina. Adhesion rafts are the second type, playing a role in the

immune cell adhesion and migration across brain endothelium, and trans-

porter rafts are the third type, involved in transendothelial transport of ions

and nutrients. Lipid rafts’ redistribution and clustering are essential for the

cell shape changes during migration across different endothelium and during

cell movement, including leukocytes or carcinoma cells [151,152].

A particularly important subclass of immobile lipid microdomains are

caveolae (“little caves”), theonlymorphologically identifiable typeof lipid rafts

in the majority of mammalian cell types. Caveolae are the flask-shaped invag-

inations of the PM, 50–100 nm in diameter, that occupy from 4% to 35% of

the PM area [87] and that are distinguished from bulk/planar lipid rafts by the

presenceof the small transmembrane, oligomeric, cholesterol-bindingprotein:

caveolin-1 [153]. Caveolins (caveolin-1, -2, -3) form homo-oligomers that

consist approximately of 14 monomers. Each caveolin monomer binds to

one cholesterol monomer, and it is linked covalently to three palmitate chains.

This linkage prevents the lateral mobility of palmitate chains in the bilayer and

facilitates the recruitment of the order-preferring lipids into caveolae to form

stable-ordered domains. The expressions of caveolin in lymphocytes, cells

which lack caveolae, promote caveolae formation [154]. Caveolae are special-

ized in the macromolecular vesicular transport, that is, non-clatrin-mediated

endocytosis and transcytosis, and cholesterol transport, and they play an impor-

tant role in the cellular signaling, that is, serving as sites for phosphatidylinositol

bisphosphate hydrolysis. Certain types of enveloped and nonenveloped vi-

ruses, for example, SV40, enter cells by caveolae-mediated endocytosis [155].

Erythrocyte,during their lifespan (�120days), traverses around200 km(120

miles), completing 1.7�105 circulatory cycles, and looses around 20% of their

surface in the egzovesiculation process. Rafts are proposed as an egzovesicle or-

ganizer in both erythroid [108,121] and nonerythroid cells [156]. At the blood

bank, erythrocytes’ rafts undergo structural remodeling, and depending on the

storage time and egzovesiculation, it can be intensified [157].

An important signal transduction disregulation increases with age due to

the cholesterol content increase in the outer leaflet of synaptic PMs [158].

The best documented lipid raft-related processes observed in aging are

the T-cell receptor signaling disregulation and the cellular senescence-

related signaling.
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7.2. Lipid microdomains in disease pathogenesis
The role of lipid rafts in both the proper brain function and neu-

rodegeneration, for example, Alzheimer’s disease (for review, see Ref.

[17]) is well established. Alteration of the asymmetric distribution of choles-

terol and its high content in the exofacial leaflet of the PM [56] contributes

to the formation of senile plaques consisting of the neurotoxic form the

amyloid-beta protein (Ab), one of the pathological manifestation of

Alzheimer’s disease. On the other hand, Ab oligomerization was not totally

prevented after the PM cholesterol depletion with MbCD [159] but was

strongly ganglioside dependent [160,161]. Moreover, amyloid fibrils

induced abnormal stabilization of GM1-rafts [160].

Lipid rafts fromhuman frontal cortex aredramatically affectedat anearly stage

ofParkinson’sdisease (PD)andincidentalParkinson’sdisease (iPD)[162]. Inboth

PDand iPDcortices, lipid rafts exhibited significantdecreaseofn-3 andn-6 long-

chain polyunsaturated fatty acids and significant increase in saturated acids in

comparison with the control brains. Moreover, phosphatidylserine and pho-

sphatidylinositol were increased, when the cerebrosides, sulfatides, and

plasmalogen levels were significantly decreased. A dramatic alternation in the

lipid profile of microdomains, which significantly increases their order, is pro-

posed as a reason of the incorrect lipid raft signaling in both PD and iPD.

Prion diseases are infectious neurological disorders characterized by the

structural conversion of the normal cellular prion protein, PrPc, to its path-

ological isoform “scrapie” PrPSc [15,16]. PrPc, like other GPI-anchored

proteins, is associated with lipid rafts. In addition to GPI anchor, the

N-terminal domain of PrPc contains an additional raft-targeting sequence.

Raft environment, that is, cholesterol, is crucial for the PrPc surface

localization and promotes its conversion into a pathological form [163].

Numerous studies have demonstrated that lipid microdomains in a host

cell membrane can be targeted by different pathogens, including viruses,

bacterial toxins, or parasites. Pathogens use protein and/or lipid component

of rafts, for example, GPI-anchored protein and/or ganglioside,

sphingomyelin, or cholesterol, to bind and to enter the host cell.

Lipid rafts are important participants during the binding and adhesion

process of bacteria, and in their cellular entry. Moreover, lipid rafts are in-

volved in the bacterial-mediated signaling activation [164]. CTB, a protein

secreted by a Gram-negative bacteriumVibrio cholerae, is an example of toxin

which binds in a pentavalent manner with high affinity to GM1, a known

lipid raft marker [131]. The oligosaccharide portion of GM1 is responsible

for the cholera toxin-specific binding.
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The rafts’ role in the infectious cycles of enveloped viruses is well charac-

terized [15,16,165,166]. Viruses, similar to bacteria, can use both protein and

lipid rafts’ content. The well-characterized examples are viruses of influenza

and HIV-1 (human immunodeficiency virus). HIV-1 uses raft-associated

proteins CD4 and CXCR4 as a receptor and a co-receptor (see Ref. [167]

for review). Moreover, lipid rafts are crucial for HIV-1 assembly and

budding process. HIV-1 lipid bilayer has long been known to be enriched,

relative to the host cell PM, in cholesterol and sphingolipids. Additionally,

GPI-anchored proteins were found incorporated into HIV-1 particles; on

the other hand, Gag and envelope proteins were detected in host cell rafts.

Lipid rafts’ disruption by MbCD markedly (70–80%) decreases virus

infection and impairs HIV-1 particles production and its release efficiency.

The simian SV40 virus (SV40), a nonenveloped virus, targets lipid rafts

during infection. SV40 initiates its internalization process by inducing mem-

brane curvature through multivalent binding of its VP1 pentamers to GM1

[155]. The association of SV40 with GM1 is only sufficient to induce the dra-

matic membrane curvature that leads to the invagination formation in the PM

and model membranes. Moreover, other polyomaviruses and certain bacterial

toxins, produced by Shiga and V. cholerae, use glycosphingolipids as a cellular

gate and initiate their internalization process by the creation ofmembrane cur-

vature, leading to the coat-independent endocytosis [136].

Protozoan Plasmodium falciparum causes the most virulent form of human

malaria, a disease that afflicts 200–300 million people worldwide, and kills

over a million children each year, primarily in developing countries [78].

The infection of human erythrocytes by malaria parasite P. falciparum is a

lipid raft-associated protein-dependent process [79,80,168]. The PM

cholesterol depletion dramatically diminishes plasmodium cycle [169].

8. CONCLUSIONS

Over the past decade, the structure and function of lipid micro-

domains has been the subject of controversies, mainly because of the insuf-

ficient or conflicted results concerning their structure. In this regard, the

precise physiological function of lipid microdomains seems to be elusive.

Nevertheless, the increasing evidence obtained with the modern scientific

approaches strongly confirms the PM compartmentalization in the living

cells and its role in many cellular processes’ regulation and in various diseases’

pathogenesis. The great heterogeneity of lipid microdomains and their dy-

namic nature are facts that should be taken into account in further studies.
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Abstract

Polyelectrolyte–surfactantmixtures have attracted considerable research interest in the past
decades due to their widespread appearance in nature and technology. Many different sys-
tems have been studied with the purpose to identify the key features that effect their be-
havior andperformance. In this chapter, we reviewour studies onpolyelectrolyte–surfactant
interactions in a particular system involving a strong polyelectrolyte, poly(styrenesulfonate),
PSS, and oppositely charged surfactants. The interest in PSS is due to its concealed hydro-
phobic character related to benzene rings in its functional groups. Owing to this feature, PSS
interacts strongly with oppositely charged surfactants through electrostatic and additional
hydrophobic interactions, which involve solubilization of hydrophobic groups of PSS in
surfactantmicelles. We demonstrate that this characteristic has an important effect on bind-
ing isotherms, critical association concentration values, and free energy changes associated
with the binding process, so as on the solubility and structure of the ensuing poly-
electrolyte–surfactant complexes (PSCs). Good solution stability of PSCs involving PSS
enabled the determination of several solution properties of soluble PSCs.
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1. INTRODUCTION

Polyelectrolytes (PELs), surfactants, and their mixtures are ubiquitous in

nature and technology.Many naturally occurringmacromolecules are PELs, for

example, nucleic acids, polysaccharides, polypeptides, andproteins.Due to their

ionizing ability and polarity, they are obviously water soluble, although their

backbone may be hydrophobic, for example, a hydrocarbon chain. Water sol-

ubility is crucial in biological systems because life on amolecular level is based on

processes taking place in aqueous environment. The role of PELs in living or-

ganisms ranges from simple actions (e.g., imparting high viscosity, inducing

swelling) to more advanced functions (e.g., storing and transmitting biological

information). Similarly, the second group of compounds, that is, surfactants (an

abbreviated name for surface active agents), is abundant in all living organisms.

Besides surface activity, a characteristic property of surfactants is self-association

with micelles and other aggregates. Surfactants of natural origin are usually ter-

med polar lipids. Their function in biological environment is to provide water

solubility to hydrophobic substances (a phenomenon referred to as solubiliza-

tion), to act as emulsifiers, dispersants, to modify surfaces, and they are constit-

uent parts of various natural membranes and much more than that.

In addition to these unique properties and functions of PELs and surfac-

tants, both species are often encountered jointly in living organisms and in

various fields of application. When present together in aqueous solutions,

they can reveal rather unique interaction effects. In particular, if they are op-

positely charged, their mutual attraction is very strong, leading to association

and formation of PEL–surfactant complexes (PSCs). PSCs are composed of

aggregates in which surfactant is self-associated into micelle-like forms that

are interconnected by the polyion chain. Surfactant molecules are thus

bound by the polyion collectively, not individually as is the case with simple

ions, and form a very strong complex with the PEL. In the biological con-

text, the existence of lipoprotein complexes is known from the middle of the

previous century [1], and since then, PEL (or more generally polymer)–

surfactant complexes have been extensively investigated [2,3]. A recent

review on DNA interactions with polymers and surfactants highlights the

biological significance of the field [4]. It is thus undoubtedly important

to understand interactions between PELs and surfactants and to be able to

predict the effect of various parameters on them.

Naturally occurring PELs have complex structures. In addition to hydro-

philic ionizable groups, they may also contain hydrophobic groups that are
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needed for their specific biological function but on the other hand limit their

solubility in water and lead to characteristic chain conformations (e.g., he-

lical) or processes in solution (e.g., coil-to-globule transitions). Lipids too

may be structurally and functionally very diverse. Therefore, one usually

aims at studying simpler model systems in order to make the interpretation

of results easier and to be able to relate them in a straightforward manner

to structural properties of the components and to external conditions

(e.g., solution ionic strength or pH, temperature, concentration).

In this chapter, we outline basic principles that govern interactions and

formation of (self-)associated, and possibly highly ordered, structures in

PEL–surfactant systems by using as an example a synthetic PELwith hydropho-

bic functional groups to mimic similar features of biological polymers. The se-

lected PEL is poly(styrenesulfonate), PSS, a strong anionic PEL with aromatic

benzene rings carrying the charged sulfonate groups, which assign the poly

(styrenesulfonate anion), PSS�, a concealed hydrophobic character. Pure PSS

solutions with no added amphiphilic molecules demonstrate behavior typical

for highly chargedPELs, for example, high solution viscosity and strong binding

of oppositely charged ions [5–8]. The hydrophobicity of aromatic side groups

is not revealed in solution behavior of NaPSS. For example, viscosity of a

sodium salt solution of PSS, NaPSS, does not indicate any characteristic

chain conformations (helical, compact coil) or self-associated states that

would arise from this structural feature [8–10]. NaPSS solution behavior

differs considerably from that of so-called hydrophobically associating

polymers, HAPs, which contain nonpolar hydrocarbon chains as side

groups. It is well known that HAPs exhibit unusual rheological properties as

a consequence of the formation of amphiphilic aggregates in polar media

[11]. However, the concealed hydrophobic character of NaPSS comes into

effect when “external” hydrophobic domains are present in the system, as is

the case in mixed solutions with surfactants when surfactant molecules form

self-associated structures having a hydrophobic core. It was recognized early

by Kwak et al. [12] that styrene sulfonate, SS�, groups of the PSS chain are

incorporated into the hydrophobic interior of such surfactant aggregates.

Later, it was also shown that this specific interaction strongly reduces

surfactant aggregation numbers relative to those of free micelles [13–15],

which may consequently affect the microstructure of the aggregates [16–18].

It will be demonstrated in this chapter that the highlighted hydrophobic

involvement of the polyion in PSC formation strongly marks interactions of

cationic surfactants with the PSS� anion [19,20] and properties of the

ensuing complex [16,20,21].
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As surfactants, our focus are single chain and oppositely charged (cat-

ionic) surfactants of two types: alkylpyridinium salts, abbreviated as CnPX,

and alkyltrimethylammonium salts, abbreviated as CnTAX, where n denotes

the number of carbon (C) atoms in the surfactant’s alkyl chain and X the

halide counterion (X¼C and B for Cl� and Br� ions, respectively). The

usual abbreviations for the corresponding surfactants with dodecyl and

hexadecyl (or cetyl) chains with either chloride or bromide as counterion

are DPC (DPB) and CPC (CPB) or DTAC (DTAB) and CTAC (CTAB),

respectively. These surfactants are widely used in studies of various

PEL–surfactant mixtures, which offers good basis for mutual comparison.

Besides, their self-association properties, in particular, their critical micelle

concentration values, are comparable when the same chain length and coun-

terion are in question [20].

We will start with the description of some basic features of pure PEL and

surfactant solutions that are important to understand the behavior in mixed

systems. The main aim of this chapter is to present characteristic phenomena

in dilute PEL–surfactant mixtures and also in more concentrated dense

phases that are interesting from the application viewpoint.

2. POLYELECTROLYTES

PELs aremacromolecules composed ofmonomer groups with substituents

that adopt charges when dissolved in an appropriate solvent [5–8]. Herein, we

restrict our treatment to linear PELs, excluding branched or cross-linked ones,

in polar solvents. In water (the most abundant polar solvent), linear PELs

dissociate into long polyions (or macroions) and low molecular weight and

small counterions (of opposite charge to the polyion) in sufficient number to

secure the condition of electroneutrality. A schematic illustration of an

anionic PEL in solution is given in Fig. 7.1A. With no additional electrolyte

present, that is, in pure water, polyions and their accompanying counterions

are the only charged species in solution. However, in practice, there are

nearly always other solutes present as well, most often low molecular weight

salts that contribute additional counterions and also coions, that is ions of the

same sign as the polyion.

Polyions contain covalently linked anionic or cationic groups and ac-

quire a huge charge upon ionization, whereas counterions are usually mono-

or divalent and greatly outnumber the polyions. The resulting asymmetry in

charge and size is the most important feature of PELs that defines their so-

lution properties. The decisive parameter in controlling solution behavior of
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PELs is the polyion’s charge density, which is determined by the average

distance between charged groups on the polymer chain and by their valency.

Similar to simple electrolytes, PELs can be classified as either strong, having

all functional groups ionized, or weak, having only a certain fraction of

groups ionized, which is most commonly achieved by changing the solu-

tion’s pH. Strong PELs typically contain sulfonate (e.g., NaPSS, carra-

geenans) or phosphate groups (e.g., RNA, DNA, polyphosphates),

whereas weak PELs often contain carboxyl groups (e.g., alginate, pectate,

hyaluronate, sodium poly(acrylate), NaPA).

Repulsion between like charges along the polyion chain leads to highly ex-

tended chain conformations and results in high viscosity of salt-free PEL solu-

tions. Viscosity depends strongly on the ionic strength of the medium.

Addition of electrolytes screens the repulsion between polyion charges and thus

contributes to chain contraction, which in turn leads to a decrease in viscosity.

The effect on viscosity of adding small amounts of NaCl to an aqueous NaPSS

solution at 25 �Cisdemonstrated inFig. 7.2 [22].Thepolyionconcentration, cP,

is cP¼5�10�4 mol of monomer groups per volume (usually abbreviated as

monomol/L),which is frequently used in studies of PEL–surfactant interactions.

High electrostatic field around the polyion attracts counterions and re-

pels coions. Thus, an ion atmosphere is created around the polyion. This

situation is known as the electric double layer, which is composed of a fixed

charge on the polyion surface and an equal but opposite charge of ions dis-

tributed in the surrounding solution in accordance with the action of elec-

trostatic forces and Brownian motion of particles. A commonway to calculate
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Figure 7.1 Schematic presentation of (A) a linear anionic polyelectrolyte together with
its counterions and of (B) a single hydrocarbon chain cationic surfactant (with its coun-
terion) in aqueous solution. Note that drawings are not in proportion onewith the other.
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the distribution of ions in PEL solution is to use the Poisson–Boltzmann equa-

tion for the cylindrical symmetry, which is themost suitable approximation for

chain geometry in salt-free linear PEL solutions. A schematic presentation of a

cylindrical electric double layer can be found in Ref. [23]. In the scope of this

chapter, we avoid reporting equations and approaches how to solve them, as

these topics are extensively treated in various text books covering the field of

PEL research and also in this journal [5–8,23]. An example of counterion

distribution around a cylindrical polyion is given in Fig. 7.3. It shows the

variation of the local concentration, c, of monovalent counterions with

the radial distance r from the polyion axis in a salt-free PEL solution (cav is

the average concentration of monovalent counterions in solution).

Parameters used in the calculation procedure correspond to aqueous NaPSS

solutions with cp¼5�10�4 monomol/L [19,20].

The results demonstrate a well-known phenomenon termed ion bind-

ing, that is, a pronounced accumulation of counterions in the vicinity of

the polyion, which is a consequence of strong electrostatic attraction be-

tween highly charged polyion and oppositely charged counterions. The

concentration of counterions close to the polyion may exceed their average

concentration in solution by a factor of 1000 and more, depending on the

polyion’s charge density and counterion valency and size. For the purpose of

this calculation, the size of monovalent counterions, given as their radius r

(¼0.3 nm), was estimated from the size of the charged head group of
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Figure 7.2 The effect of NaCl (open circles) and CPC (filled circles) on the reduced
viscosity, [�red], of an aqueous NaPSS solution at 25 �C: cp¼5�10�4 monomol/L.
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alkylpyridinium surfactants [24]. Clearly, the surfactant counterion would

approach the polyion with its charged group and not with its hydrocarbon

tail. The hydrophobic character of the surfactant counterion was not taken

into consideration in this calculation.

3. SURFACTANTS

Surfactants (S) are amphiphilic molecules composed of two well-

separated parts of different polarities (or water affinity) in the same molecule

(Fig. 7.1B): a hydrophobic part with low solubility in water (usually a long

nonpolar hydrocarbon chain, also called tail) and a hydrophilic part which is

highly water soluble (a polar group, also called head, that may ionize in water

or not). Due to their dual nature, surfactants adsorb at various surfaces/in-

terfaces, which leads to surface/interfacial tension lowering (hence also their

name), and form aggregates in solutions. It is worthwhile to mention that

adsorption of surfactants on hydrophobic particles can lead to solubilization

of hydrophobic compounds in aqueous solutions, a phenomenon profitably

exploited in nature and technology.

Single surfactant molecules are called unimers, to draw a distinction be-

tween monomers, an expression that refers to covalently linked repeat units in
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Figure 7.3 The variation of the concentration ratio, c/cav, of monovalent counterions
(with a radius 0.3 nm) with the radial distance r from the polyion axis (c is the local
and cav is the average concentration of counterions in solution). The dashed line indi-
cates the distance of closest approach of the counterion to the polyion axis. Parameters
used in the calculation correspond to aqueous solutions of poly(styrenesulfonate) anion
without added salt at 25 �C. Polyelectrolyte concentration is cp¼5�10�4 monomol/L.
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a polymer chain. Aggregation (also self-association or micellization) has

characteristics of a highly cooperative process: a larger number of surfactant

unimers take part in the process simultaneously. Both phenomena, adsorp-

tion and self-association, are driven by the tendency of the hydrophobic

groups to minimize their contact with water. This is the origin of the

so-called hydrophobic effect [25].

Micelles start to form above a well-defined concentration in solution

called critical micelle concentration, CMC.CMC is clearly demonstrated in con-

centration dependencies of various physicochemical properties of surfactant

solutions by a distinctive and abrupt change in slope at a well-defined con-

centration value [26], which is also the basis for comparison of micellization

with a phase separation process. According to this idea, micelles present a

new (pseudo) phase that separates out of a solution saturated with surfactant

unimers. In contrast to unimers, micelles are highly water soluble and not

surface active. CMC values in water at 25 �C for surfactants with cetyl

(dodecyl) chains discussed in this chapter are 6.3�10�4 (1.52�10�2)M

for CPC (DPC) and 9.1�10�4 (1.44–1.52�10�2)M for CTAB (DTAB)

[19,20,27]. As one can see, CMC decreases with increasing chain length but

is not much affected by the nature of surfactant head group.

Shapes of micellar aggregates depend on the polarity of the solvent and

on structural properties of individual surfactant molecules, more specifically

on their geometry, which involves the head group size and the length, the

number and eventual branching (or other structural modification) of hydro-

carbon chains attached to it. In water, the polar head groups are facing the

solvent, and the nonpolar tails are hidden in the aggregate interior, whereas

in organic solvents, the situation is the other way round. The simplest ge-

ometry of surfactant aggregate is a sphere for which the expression micelle is

normally used, although “micelle” may also be a general term for all surfac-

tant aggregates irrespective of their shape. Other frequent aggregate shapes

in polar solvents (water) are elongated micelles, cylinders, and curved (as in

vesicles) or flat double layers.

Which shape will arise depends on the balance between hydrophilic and

hydrophobic (or lipophilic) part of the molecule, which may be conve-

niently expressed in terms of the critical packing parameter, CPP [28].

CPP relates the head group area, a, the extended length, l, and the volume,

v, of the hydrocarbon part of surfactant unimer into a dimensionless param-

eter through expression CPP¼v/(l a). Its values define aggregate shape.

Typical boundary values of CPP are (i) CPP�0.33 for spherical micelles,

(ii) 0.33�CPP�0.5 for cylindrical micelles, (iii) 0.5�CPP<1 for curved
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bilayers (e.g., in vesicles), and (iv) CPP¼1 for planar bilayers. Obviously, l

and v are primarily determined by the number of carbon atoms, nC, in the

chain and can be calculated from expressions l/nm¼ (0.15þ0.1265 nC
0) and

v/nm3¼ (0.0274þ0.0269 nC
0), in which nC0 is the number of carbon atoms

in the chain that are embedded in the micelle core. Tanford [25] showed that

the numerical value of nC
0 is lower than nC, the total number of carbon

atoms per chain. A rough estimate, based on statistical mechanics of hydro-

carbon chain dimensions, is that nC
0 ¼nC�1. Adding the second hydrocar-

bon chain (as in phospholipids) increases v and CPP, which favors aggregates

with lower curvature (vesicles and bilayers). On the other hand, a is difficult

to estimate precisely because it is strongly influenced by interactions of the

head groups with themselves and with the solvent. Electrostatic repulsion

and hydration increase the head group area and thus decrease CPP, whereas

addition of salt (in particular in the case of surfactants with ionic head groups)

reduces a through screening of electrostatic repulsions between them and

leads to an increase in CPP; consequently, the aggregate interface becomes

less curved, and spherical micelles can transform into cylindrical ones. Sim-

ilar effects may be achieved by changing the temperature. Variation of ionic

strength and temperature thus offers a convenient way to alter surfactant ag-

gregate shape. In addition to these relatively simple shapes, liquid-crystalline

mesophases are formed at higher surfactant concentrations, ranging from

cubic to hexagonal and lamellar.

4. MIXED PEL–SURFACTANT SOLUTIONS

4.1. General concepts
The presence of a polyion has a large effect on self-association properties of

surfactants, in particular, in the case of ionic surfactants with an opposite

charge to the polyion. Figure 7.3 demonstrates that cations, surfactant or

any other, are strongly attracted by the polyanion. Their concentration at

the polyion surface can be more than three orders of magnitude higher than

their average concentration in solution. It may be concluded that due to

pure electrostatic attraction between PSS� anion and surfactant cations,

there is also an extensive accumulation of nonpolar parts of surfactant ions

in layers close to the polyion. Locally, CMC can be reached or even

exceeded at total surfactant concentrations far below the CMC, and surfac-

tant unimers can start forming micelle-like aggregates in the vicinity of the

polyion. These aggregates are sometimes called polyion-induced micelles

[16,19,20]. The threshold concentration at which they start to form has
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characteristics of a CMC and is called critical association concentration, CAC. It

signifies the onset of cooperative self-association of surfactant unimers

induced by the electrostatic field of the polyion. The ensuing aggregates

have a considerably higher charge compared to unimeric surfactant (or to

other eventually present simple counterions) and thus bind to the polyion

much more strongly. Actually, they become “trapped” in regions of high

electrostatic potential of the polyion as multivalent counterions.

Such binding is a highly cooperative process, as emphasized above. Evi-

dently, the hydrophobic effect, driving self-association of surfactant unimers,

makes an important distinction between cooperative surfactant binding and

the binding of simple inorganic counterions, which is anticooperative.

Anti-cooperative binding leads to a uniformdistribution of simple counterions

along the polyion chain, as schematically depicted in Fig. 7.1A, whereas co-

operative binding of surfactant counterions is distinctively localized in the form

of self-assembled aggregates. The notion of the localized surfactant binding can

be appreciated from the second drawing in Fig. 7.5, which will be discussed

below. Another view of the driving force for the described cooperative bind-

ing is in terms of a large entropy increase associated with the binding process

and is very important in the case of charged components. Both the polyion and

the charged surfactant micelles alone bind a substantial amount of their own

counterions, which are released into the solution when surfactant aggregates

bind to the polyion, and this leads to a favorable change in entropy. Although

the association process itself reduces the number of particles in solution, their

increase due to counterion release greatly surmounts this reduction.

The interaction of surfactants with PELs can be discussed from two perspec-

tives, as suggested by Linse et al. [29]: from a “PEL-centered” and from a

“surfactant-centered” perspective. According to the first accession, the focus

is the effect of surfactant binding on typical PEL properties (e.g., viscosity),

whereas the fact that surfactant is self-associated in conjunctionwith thepolyion

is more or less ignored. In PSSmixtures with cationic surfactants, this idea was

pursuedwhen studying the effect of bound surfactant on various physicochem-

ical properties of the PSS� anion (see Section 4.6) [16,21,30]. The second

viewpoint, on the other hand, ensues from a presumption that surfactant

binding by the PEL is essentially micellization induced (or perturbed) by the

polyion. In this frame, the interest is in the effect of the polyion on surfactant

self-association tendency (e.g., on the lowering of the CAC in comparison

with the CMC; Section 4.2 [16,27]) and on morphological features of

surfactant aggregates in conjunction with the polyion (Section 4.5) [16–18].

In our further discussion, we will use both approaches as appropriate.
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4.2. Binding isotherms and critical association concentration
The standard evidence of cooperativity is offered by the shape of surfactant

binding isotherms, that is, plots of the degree of binding, b, as a function of

free surfactant concentration, cS
f . The most convenient and precise method

to determine binding isotherms of cationic surfactants by anionic PELs is by

using potentiometric measurements based on surfactant ion-selective mem-

brane electrodes. The approach was first introduced by Satake and Yang [31]

for studying interactions between sodium decyl sulfate and poly(L-lysine) or

poly(L-ornithine) in aqueous solutions and later applied by Kwak et al. to

various cationic surfactant–anionic PEL systems [32–35].

Examples of binding isotherms for DPC and CPC binding by NaPSS in

water and in aqueous NaCl solutions at 25 �C are presented in Fig. 7.4 [19].

The curves show that when the surfactant is gradually added to the PEL so-

lution, first there is no significant interaction (below a certain rather low cS
f , b

is close to 0), whereas above a well-defined cS
f b shows an abrupt and steep

increase (at approximately constant cS
f ), which is characteristic for cooperative

binding. The value of cS
f at this point defines the CAC, whereas the steepness

of the isotherm presents a measure of the degree of cooperativity.

The screening effect of added neutral salt (NaCl in the present case) is

reflected in the shift of the isotherms to higher cS
f , that is, to higher CAC

10–8
0.0

0.2

0.4

0.6

b

0.8

1.0

10–7 10–6 10–5 10–4

css
f  (mol/dm3)

Figure 7.4 Binding isotherms for DPC (open symbols) and CPC (filled symbols) binding
by NaPSS in water (squares) and in aqueous 0.01 (circles) and 0.1 M NaCl (triangles)
solutions at 25 �C (adapted with permission from Ref. [19]. Copyright 1988 American
Chemical Society).
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values. The increase of cS
f at b values above the cooperative binding region

(c.f., the leveling off of the isotherms for b>0.6) indicates saturation of the

polyion with surfactant ions. In the case of CPC binding by NaPSS, b reaches

a value close to 1 in the saturation region, indicating that each charged group

on the polyion is occupied by a surfactant cation. The formation of a 1:1

charge complex is confirmed also by the elemental analysis of the precipitated

PSC [36]. Clearly, shorter chain surfactant (DPC) binds less strongly as indi-

cated by higher CAC values and by b values below 1 in the saturation region.

CAC values for DPC and CPC binding by NaPSS in water and in aqueous

NaCl solutions at 25 �C are reported in Table 7.1, together with the

corresponding CMC values for pure DPC and CPC [19,20]. While CMC

decreases with increasing salt concentration, CAC shows an opposite trend.

Both effects of salt are due to electrostatic screening. In the formation of free

micelles of ionic surfactants, the added salt screens electrostatic repulsion

between head groups on the micellar surface and thus promotes micelle

formation, which results in a lower CMC. On the other hand, salt also

screens attractive electrostatic interactions between the polyion and surfactant

counterions, which results in a weaker binding and in an increase in CAC.

The surfactant-centered perspective is very convenient in explaining

the concept of CAC. CAC may be considered as surfactant’s CMC in

the presence of the PEL. Higher CAC is related to higher CMC because

more surfactant has to be added to the PEL solution so that its concentration

close to the polyion exceeds the CMC, and the aggregates can start to form.

The lowering of CAC relative to the CMC is a convenient measure of the

Table 7.1 Critical micelle concentration, CMC, values in pure DPC and CPC solutions,
and critical association concentration, CAC, values and free energy changes, DGο

mb
(see text), for DPC and CPC binding by NaPSS in aqueous solutions without and with
added NaCl at 25 �C
Surfactant cNaCl (mol/L) CMC (mol/L) CAC (mol/L) �DGο

mb (kJ/mol)

DPC 0 1.52�10�2 9�10�7 24.1

0.01 1.24�10�2 13�10�7 22.7

0.1 0.45�10�2 30�10�7 18.1

CPC 0 6.3�10�4 1�10�8 27.4

0.01 1.6�10�4 1.3�10�8 23.3

0.1 0.38�10�4 3�10�8 17.7

The polyelectrolyte concentration is cp¼5�10�4 monomol/L.

210 Ksenija Kogej



strength of interaction between the polyion and the surfactant cations.

Stronger interactions result in lower CAC values.

According to a frequently used phase separation model for micelle for-

mation, the molar free energy change of micellization,DGο
m, is related to the

CMC by [2,37]

DGο
m¼RT ln CMC ð7:1Þ

An analogous expression can be written for the free energy change of sur-

factant binding to the PEL, DGο
b

DGο
b ¼RT ln CAC ð7:2Þ

The free energy change for the process free micelles$polyion-bound mi-

celles is then related to the ratio between CAC and CMC through

DGο
mb ¼RT ln

CAC

CMC

� �
ð7:3Þ

where DGο
mb is a measure of the stability enhancement of the polyion-

induced micelles relative to the free ones. Large negative DGο
mb values in-

dicate that micelles formed in the polyion domain are more stable than the

free ones. The lower is the CAC relative to the CMC, the more negative is

DGο
mb, and the more favorable is the interaction between surfactant ions and

the polyion. DGο
mb values for DPC and CPC interaction with NaPSS,

reported in Table 7.1, show that the presence of the polyion strongly stabi-

lizes surfactant micelles. One of the main reasons for this is the previously

mentioned counterion release.

AdditionalDGο
mb values for the binding ofCnTAB surfactants byNaPSS in

water and in aqueous NaBr solutions are plotted in Fig. 7.5 in dependence on

nC, togetherwith the data fromTable 7.1 andwith those forDTABbinding by

NaPA in aqueous NaBr solutions. The latter values were calculated from the

CMC data for DTAB [27] and from the CAC data for DTAB binding by

NaPA, which are reported in the NaBr concentration range up to 0.01 M

[38]. The PA� and the PSS� are both vinyl-based polyions and have the same

structural value of the linear charge density parameter, which is themain prop-

erty that governs electrostatic binding. The nature of the charged functional

group, however, is different: the completely ionized carboxyl groups are hy-

drophilic, whereas benzene rings carrying the charged SS� are hydrophobic.

Any difference in binding parameters can thus be attributed to specific inter-

actions between the polyion and surfactantmicelles on the account of benzene

rings in the PSS chain.
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ForCnTAB surfactants,DGο
mb becomes less negative with increasing chain

length, suggesting that the gain in stability is larger for shorter chain surfactants.

Stability enhancement is more pronounced in solutions with no added elec-

trolyte, which could be attributed to stronger attractive interactions between

the polyion and surfactant micelles in this case. The difference in surfactant

binding by NaPSS and NaPA (comparison is possible only in the DTAB case)

is reflected in lower CAC and thus more negative DGο
mb values in the NaPSS

case. Evidently, the hydrophobic character of NaPSS contributes to additional

stabilization of the polyion-induced micelles, which is achieved through sol-

ubilization of benzene rings in micelle interior. The phenomenon of solubi-

lization was revealed by NMR studies in dilute PSS–surfactant solutions [12].

These studies showed that hydrophobic benzene rings of the PSS chain are

incorporated in the hydrophobic interior of a micelle somewhere close to

the micelle surface and are not situated in the surrounding aqueous medium,

as is the case with hydrophilic carboxyl groups on the PA chain. Such solubi-

lization may also be regarded as mixed micelle formation and contributes to

stronger interactions of surfactant with the PSS.

In the case of CnPC surfactants, the effect of surfactant chain length on

DGο
mb is surprisingly small. DGο

mb is almost independent of nC in 0.01 and

nC

12
–30

–25

–20

–15

–10

–5

14 16 18

Figure 7.5 The dependence ofDGο
mb on the number of C atoms, nC, in the hydrocarbon

chain for CnTAB (filled symbols) and CnPC (open symbols) binding by NaPSS in water
(squares) and in aqueous NaBr (or NaCl) solutions: cNaBr (cNaCl)¼0.01 (circles) and
0.1 M (triangles). The corresponding DGο

mb values for DTAB binding by NaPA in water
(open star) and in 0.01 M NaBr (filled star) are included for comparison (see text).
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0.1 M NaCl but shows a clear decreasing trend in water. At the same time,

DGο
mb is lower in comparison with CnTAB surfactants. These differences

between both types of surfactants may be attributed to the presence of

hydrophobic pyridinium rings in the head group of CnPC surfactants, which

leads to favorable p–p stacking interactions between aromatic rings of

the polyion and those of the surfactant cations. It is reasonable to expect

that these interactions become more pronounced with increasing solvent

polarity (i.e., in solutions with added salt) because of the decreased solu-

bility of the nonpolar aromatic groups in more polar environment and

the related higher tendency to avoid aqueous medium. This can be

achieved through PSC formation. On the other hand, the attraction

between oppositely charged ions decreases with increasing salt concen-

tration. The final result of these two opposing effects is the observed

insensitivity (or even the reversed trend, if the first effect is more

pronounced) of DGο
mb with respect to surfactant’s chain length. These

results show that structural features of all interacting species are important

in apprizing the final effects.

4.3. Solubility of PSCs
An important consequence of surfactant binding to the polyion is the reduc-

tion of the effective polyion charge by the bound surfactant micelles, which

ultimately leads to precipitation of the PSC from solution if charge compen-

sation is sufficient. Deposition of an insoluble PSC as a protective layer on

various surfaces is one of the very frequent ways of application of

PEL–surfactant mixtures. It is often desirable that PSCs are very stable, that

is, that they do not redissolve and are being washed away from the surface

even at high surfactant (or PEL) excess or in solutions with high salt

concentration. Or it may be convenient that the PSC is soluble in the con-

centrated phase, but precipitates upon dilution, which is utilized in the ap-

plication of hair conditioners to the surface of the hair. Precipitation (or

phase separation) is also a way to concentrate PEL–surfactant mixtures.

The type of phase separation relevant to PEL–surfactant mixtures treated

in this chapter is referred to as associative phase separation [39] because it is

based on strong mutual attraction/association between oppositely charged

micelles and polyions. It leads to enrichment of both components in one

(dense) phase, in the form of a polyion–surfactant ion complex salt, which

is in equilibriumwith a dilute phase. The complex salt with the stoichiomet-

ric ratio between surfactant and polyion charges (the 1:1 charge complex) is
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free of simple ions; these are released into the equilibrium (dilute) water so-

lution upon PSC formation.

Figure 7.6 gives a schematic presentation of a typical sequence of asso-

ciated structures and of the one- and two- (or possibly multi1)-phase regions,

involving the precipitated PSC in equilibriumwith a dilute aqueous solution

of excess simple ions, that appear upon surfactant addition to the PEL. Usu-

ally, some critical degree of complexation between the free polyion chain

and the surfactant aggregates has to be reached to induce precipitation,

which depends on the effectiveness of mutual charge compensation/screen-

ing. Redissolution (also solubilization) of the precipitated PSC is achieved

by additional hydrophobic binding of surfactant unimers to the precipitated

PSC, which results, in case of cationic surfactants treated in this chapter,

in water-soluble positively charged colloidal particles. This additional hy-

drophobic association is limited to solutions with excess of the surfactant

and depends on the tendency of surfactant molecules for further binding

to the PSC, with their hydrocarbon chains oriented toward the predomi-

nately hydrophobic complex. It entirely differs in nature from the specific

hydrophobic interaction between PSS� and surfactant micelles in the

polyion-rich regime. Clearly, the competing process to this hydrophobic

binding is the formation of free surfactant micelles. If this is the preferred

way for the surfactant tails to avoid unwanted contact with water, binding

to the PSC will not be favorable, and it will be difficult to redissolve the

precipitate. Consequently, the two-phase region will be broad.
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Figure 7.6 Typical sequence of associated structures appearing upon surfactant addi-
tion to an oppositely charged polyelectrolyte (counterions of the surfactant and the
polyelectrolyte are not shown).

1 Phase equilibria in PEL–surfactant mixtures may involve also coexistence of three phases (see Refs.

[36,40,41]). Often, the dense-precipitated phase includes two structures, for example, cubic and

hexagonal. In the schematic presentation in Fig. 7.6, possible higher order structures and multiphase

regions are ignored. We refer to this region simply as the precipitation region, irrespective of the

number of phases in the dense phase.
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It can be expected that the width of the two-phase region depends on the

concentration of components, on their structural features, on salt content in

the system, and on other factors. In a certain polyion–surfactant ion pair, it is

important to identify the range of surfactant ion-to-polyion charge ratios,

designated herein as Sþ/P� (where Sþ denotes the surfactant cation and

P� the charged group on the polyanion), where the precipitate is formed,

or alternatively to identify conditions in which the PSC is soluble, either

in the polyion or in the surfactant ion-rich regime, and to relate the structure

of the complex phase with its performance. Structure–performance relation-

ship is one of the most important aspects that should be taken into account in

the design of pharmaceutical (and other) formulations.

Figure 7.7 shows the extension of one- and two-phase regions in aqueous

NaPSS solutions, in the absence and in the presence of NaCl (at a concentra-

tion 0.1 M), upon CPC addition [42]. CPPSS denotes the complex salt

formed between CPþ cations and the PSS� anion. Note that CPþ cations

form a 1:1 charge complex with the PSS� anion, as ascertained previously

by binding isotherms (Fig. 7.4). Thus, Sþ/P�¼1 corresponds to a stoichio-

metric CPPSS complexwith a zero net charge, Sþ/P�<1 to the polyion-rich

regime (excess of negative charge) and Sþ/P�>1 to the surfactant ion-rich

regime (excess of positive charge). Note that in order to assure electro-

neutrality in nonstoichiometric PSCs (Sþ/P� below or above 1), additional

positive (Naþ) or negative ions (Cl�) have to be present in the system. Data

for three different polyion chain lengths are included in Fig. 7.7: two

medium-long PSS chains, PSS-M1 and PSS-M2, with an average number

prec.
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uninvestigatedCPPSS-M1
H2O

CPPSS-M2
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CPPSS-L
0.1 M NaCl
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prec.
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precipitate
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S+/P–

1000 2000 3000

Figure 7.7 One- (unshaded) and two-phase regions (shaded) observed in CPPSS-M1
(M2) and CPPSS-L complex solutions in 0.1 M NaCl in dependence on the Sþ/P� charge
ratio. Total solute concentrations are in the range of 7–16 wt% (CPPSS-M1) and 2–23 wt
% (CPPSS-L), depending on the Sþ/P� value (adapted with permission from Ref. [42].
Copyright 2011 American Chemical Society).
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of 340 and 740 monomer units in a chain, respectively, and considerably lon-

ger PSS chains, PSS-L, with an average number of almost 11,000 monomer

units in a chain [21,42].

The isotropic one-phase region in the PEL-rich regime extends up to

Sþ/P�¼0.71, irrespective of the polyion chain length or salt concentration,

whereas the ensuing two-phase region in the surfactant-rich regime

broadens up to very high Sþ/P� values and obviously depends on the pol-

yion length: at the redissolution limit in 0.1 M NaCl, Sþ/P� is around 240

for PSS-M2 and around 2400 for PSS-L. The width of the two-phase region

for CPPSS-M1 (the shortest polyion chain) in water without added NaCl

was not determined. However, on the basis of other results, it may be de-

duced that shorter polyion chains contribute to narrowing of the two-phase

region, whereas stronger electrostatic attraction in salt-free solutions to its

broadening; one might thus expect a comparable width of the two-phase

region as for the CPPSS-M2 case in 0.1 M NaCl.

A very similar result on complex solubility was obtained also for PSS�

complexes with CTAþ cations, involving the lowest molecular weight

PSS� anion (PSS-M1). Systematic studies of phase behavior were performed

in mixtures of the corresponding CTAPSS complex salt and NaPSS or

CTAC in water [36] (in contrast to the CPPSS case, simple salt was not pre-

sent in CTAPSS complex solutions). A broad range of solute concentrations

and Sþ/P� values was investigated. Partial results of these investigations are

presented in Fig. 7.8 for solute concentrations up to 40 wt%. The limit be-

tween the homogeneous one-phase solution and the two-phase region in-

volving a precipitate and a dilute solution in the PEL-rich regime is at Sþ/
P�¼0.71 in systems with total mass concentrations below 30 wt% (in per-

fect agreement with results obtained for the CPPSS case; compare with

Fig. 7.7) and widens even up to Sþ/P�¼0.89 in systems with total mass

concentrations around 40 wt%. These figures denote that only 0.4 mol

(or merely 0.12 mol at higher mass concentrations) of NaPSS is sufficient

to dissolve 1 mol of CTAPSS. In the PSS� case, the PSC is thus very easily

dissolved by adding excess of the PEL, uponwhich a nonstoichiometric PSC

is formed. The redissolution seems to be largely independent of the nature of

the charged surfactant head group. Note, however, that at total weight con-

centrations above 40%, the two-phase region in CTAPSS complex solutions

broadens considerably toward lower Sþ/P� values. The complete phase

diagram is discussed in Ref. [36].

In contrast to the PEL-rich regime, a large excess of CTAC (the

surfactant-rich regime) is needed to dissolve CTAPSS. However, in this

216 Ksenija Kogej



case, the CTAC excess is considerably lower in comparison with the CPC

excess in the previous case. Between 30 (at total mass concentration of

10 wt%) and 13 mol (at total mass concentration of 30 wt%) of CTAC is

needed per 1 mol of CTAPSS for its dissolution in water with no simple salt

added. By comparing results for CTAPSS–CTAC mixtures with those for

CPPSS–CPCmixtures, we again recognize that the nature of surfactant’s head

group plays an important role, which would deserve a separate study. The re-

quired excess of CPC for CPPSS complex dissolution was considerably larger.

It is to be noted that almost no attention was devoted to the role of surfactant

head group in the association process with oppositely charged PELs until now.

It can be concluded that surfactant binding by the oppositely charged pol-

yion is highly favorable, whereas its binding to the predominately hydropho-

bic complex is in fact unfavorable. We will see later on that surfactant prefers

to form free micelles and only passively binds to the complex. In contrast to

cooperative binding in the PEL-rich regime, the binding in the surfactant-rich

regime is noncooperative (or perhaps even anticooperative [36]). This leads to

a difficult redissolution of the complex. The longer the polyion chain, the

broader the two-phase region, whichmay be explained by taking into account

two effects: (i) longer chains give rise to stronger polyion-mediated attraction

between micelles, thus making it difficult for the precipitated complex to red-

issolve, and (ii) the entropy ofmixing is considerably lower for the systemwith

longer chains.
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Figure 7.8 One- (unshaded) and two-phase regions (shaded) observed in CTAPSS-M1
complexes in water in dependence on the Sþ/P� charge ratio and total weight % of solid
in solution.
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The solubility issue of PSCs in the PEL-rich regime is very different in the

case of other PELs, for example, with a completely ionized PA� anion [43] or

with a natural anionic polysaccharide hyaluronate, Hy� [44,45]. In these two

cases, homogeneous one-phase solutions in the PEL-rich regime are stable

only for Sþ/P� ratios considerably lower than 1. Looking from the direction

of surfactant addition to a pure PA� (or Hy�) solution, already a small

addition induces precipitation of the PSC [45]. The motivation to compare

PSS� with PA� (or Hy�) is clear. Both PA� and Hy� are intrinsically

hydrophilic polyions, meaning that no hydrophobic participation of the

polyion chain in micelle formation is expected and binding occurs only

through electrostatic interaction. The surfactant micelles may be assumed to

be separated from the oppositely charged polyion by a layer of water

molecules. Due to the absence of an intimate contact between the polymer

chain and the interior of surfactant aggregates, the chain is free to wrap

around the micelle, and as a result, it provides a really effective compensation

of its charge. This ultimately leads to an early precipitation of the PSC when

surfactant is added to the PA� anion. An important consequence of such

purely electrostatic binding is that micelles formed in the presence of PA�

keep the same aggregation numbers as free micelles [13,14,46] because the

polyion merely replaces simple counterions on the micelle surface and thus

provides an equivalent electrostatic shielding between the charged surfactant

head groups.

In the PSS� case, on the other hand, surfactant binding by the polyion

involves additional participation of the hydrophobic styrene groups in mi-

celle formation [12]. Inclusion of these groups into micelle surface is respon-

sible for an increase in the distance between surfactant head groups, which is

equivalent to an increase in the head group area a (see above) and leads to a

considerable reduction in aggregation numbers of PSS-induced micelles rel-

ative to those in pure surfactant solutions [13–15]. It can also be imagined

that the screening of the micellar charge by polyion charges (or vice

versa) becomes less efficient due to this specific way of PSS interaction

with surfactant aggregates, which ultimately makes PSCs with PSS

soluble up to higher degrees of complexation (higher Sþ/P� values) in

comparison with PA.

Another way to redissolve the precipitated PSCs is by adding a high ex-

cess of simple salt to the stoichiometric complex. The complex disintegrates

because of the reduced electrostatic attraction between the polyion and

surfactant micelles at sufficiently high salt concentrations. The driving

force for micelle formation at the polyion weakens to the point where free
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micelles become more favorable than the polyion-induced ones. Free sur-

factant micelles and free polyion chains coexist in such solutions. For exam-

ple, in DTAB complexes with slightly cross-linked PA gels, this happens at

NaBr concentrations higher than 0.25 M [47]. Similarly, the presence of

NaBr at 0.25 M totally suppresses phase separation in NaHy solution with

added C14TAB [45]. Again, a much higher electrolyte (NaCl) concentration

is required to disintegrate the CPPSS complex, that is, more than 0.8 and

1.1 M to disintegrate complexes involving medium-long (PSS-M2) and

long (PSS-L) chains, respectively, which corresponds to a molar excess of

NaCl over the CPPSS complex salt 150 and 300, respectively [42]. This

is another proof of additional stabilization of CPþ complexes with PSS�

through hydrophobic and p–p stacking interactions.

A general conclusion derived from these results is that strong electrostatic

binding of PSS to micelles, reinforced by the highlighted hydrophobic in-

teraction, promotes dissolution of the precipitated PSC when the polyion

salt is added and stabilizes the dense (PSC) phase when the surfactant salt

is added. The width of the two-phase region involving the precipitate is

broad, and high salt concentrations are needed to redissolve the stoichiomet-

ric PSC. All this is a consequence of the distinctive tendency of PSS� to bind

to CPþ micelles through hydrophobic interactions.

4.4. Size of PEL–surfactant complexes
Important information on molecular characteristics of PSCs in solution is

obtained from light scattering, LS, measurements.We have employed dynamic

light scattering, DLS, to determine the hydrodynamic radii,Rh, of particles that

are present inCPþ–PSS�mixtures, in homogeneous one-phase solutions in the

PEL- and in the surfactant-rich regime [42]. The emphasized broad one-phase

region in the PEL-rich regime enabled LS measurements up to Sþ/P�¼0.71,

whereas in the surfactant-rich regime, studies could be performed only at very

high surfactant excess, which corresponded to Sþ/P�¼240 or 2400 in the

CPPSS-M2 and CPPSS-L case, respectively (c.f., Fig. 7.7).

Figure 7.9A shows size distributions for CPPSS solutions with

Sþ/P�¼0.5 in 0.1 MNaCl. Data for pure PELs in 0.1 MNaCl are included

for comparison and show that at this NaCl concentration, the polyion chains

are already rather coiled with average Rh values of 10.4 and 69.5 nm in the

case of PSS-M2 and PSS-L, respectively (compare this with fully extended

chain lengths, which are 186 nm in the PSS-M2 and almost 28 mm in the

PSS-L case, as calculated from the length, 0.252 nm, of the monomer unit
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and the average degree of polymerization of the corresponding polyions).

Size distributions of pure PELs in 0.1 M NaCl are rather broad, although

samples with low polydispersity index, PI, were used for these measurements

(in both cases, PI was below 1.2 [42]). Such result is expected because the

measured Rh values are an average over all possible chain conformations in

solution under the relevant conditions.

Adding the surfactant by keeping NaCl concentration unchanged

leads to a further decrease in size to Rh¼7.7 (CPPSS-M2) and 59.1 nm
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Figure 7.9 Normalized size distributions of hydrodynamic radii, Rh, in NaPSS solutions
without (half filled circles and dotted lines) and with added CPC at Sþ/P�¼0.5 (open
circles) and 240 (PSS-M2) or 2400 (PSS-L; filled circles) in 0.1 M NaCl: (A) medium-long
chains (PSS-M2) and (B) long chains (PSS-L).
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(CPPSS-L). According to the schemes in Fig. 7.6, the reduction in Rh is

expected (as a consequence of polyion wrapping around surfactant micelles),

but in fact, it is not very pronounced. The reason for this is that surfactant

binding to the polyion simultaneously increases the molar mass of particles.

Size distributions in Fig. 7.9 show that the average size of complexes is about

the same as the size of free polyion chains. An important difference, how-

ever, is that the width of size distributions in PSC solutions is considerably

reduced in comparison with pure PEL solutions.

Narrowing of size distributions in conditions of moderate ionic strength

is frequently observed also in the case of various interpolyelectrolyte com-

plexes, PECs, for example, in PECs formed between DNA chains and syn-

thetic polycations in aqueous solutions with NaCl concentrations up to

0.3 M [48]. On the basis of LS measurements, the authors have concluded

that this is due to the decreased thermodynamic quality of the solvent for

complexes with increasing hydrophobicity (decreasing charge). The situa-

tion is very similar in the case of PSCs treated in this chapter. It may be pro-

posed that parts of the polyion chain to which surfactant micelles are bound

become hydrophobic and as such tend to hide from water (they become

“thermodynamically inactive”; see Section 4.6). This can be achieved by

forming more compact aggregates with these parts hidden in the “core”

of the particle and the less hydrophobic parts (the uncomplexed/free por-

tions of the polyion chain) constituting the regions exposed to water. In

agreement with this, LS measurements showed [42] that CPPSS complexes

with Sþ/P�¼0.5 have a roughly spherical shape and a considerably higher

packing density than the free polyion chains. In the CPPSS-L case, the pack-

ing density actually reached a maximum at Sþ/P�¼0.5. Such compaction

inside the (still soluble) PSC leads to smaller fluctuations in particle sizes, as

demonstrated by the results in Fig. 7.9. It may also be expected that the ex-

posed parts retain the same effective charge density as the free polyion chains,

which is confirmed by zeta (z)-potential measurements and by determining

various thermodynamic and transport properties that depend on effective

polyion charge (these properties are discussed in Section 4.6.). The

z-potential of CPPSS particles with Sþ/P�¼0.5 and that of free polyion

chains (values in brackets) is z¼�23.5 (�26) and �38 (�38)mV for

CPPSS-M2 and CPPSS-L complexes, respectively [42]. Clearly, the bound

surfactant has practically no effect on z-potential in the range of Sþ/P�

values up to 0.5.

The reduction inRh and the described compaction is reflected in a strong

viscosity decrease of a PEL solution upon surfactant addition. Figure 7.2
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shows comparative effect of CPC and NaCl addition on [�red] of an aqueous
NaPSS solution. CPC causes stronger reduction of [�red] than the same con-

centration of NaCl. Clearly, NaCl provides only simple electrostatic screen-

ing between the polyion charges and consecutive decrease in chain

extension, whereas binding of surfactant micelles leads to an additional de-

crease. Taking into account the increase of the molar mass of the polymer

chain upon surfactant binding, viscosity reduction induced by CPC is

actually rather large, in accordance with the above compaction picture.

The compaction phenomena have received considerable attention in re-

cent years in biomedical studies involving DNA. DNA is a highly charged

anionic PEL with an even higher linear charge density than NaPSS and in-

teracts strongly with oppositely charged multivalent ions and of course also

with surfactant micelles [4]. Addition of cation surfactants to DNA solutions

has been used to purify DNA by condensation and precipitation [49] or to

achieve renaturation and ligation of DNA [50]. There are also applications of

DNA–surfactant complexes in controlled delivery of genetic material into

cells. Naked DNA, due to its size and high charge density, is unlikely to en-

ter the cells by itself. In this connection, liposomes have been used as vehicles

for gene delivery [51].

According to size distributions in Fig. 7.9, no free CPþ micelles were

detected in CPPSS solutions in the PEL-rich regime.2 The non-

stoichiometric CPPSS complexes coexist with free surfactant unimers, the

concentration of which is equal to the CAC. For CPC binding by NaPSS

in 0.1 M NaCl, the value of CAC (¼3�10�8 M; c.f., Table 7.1) suggests

that the number of individual surfactant ions is very small. Because of their

small size (individual CPþ ions in water are probably smaller than 2.35 nm,

which is the sum of lC16 and rCPþ, because the hydrocarbon chain in a highly
polar aqueous medium takes up a rather compact conformation), their con-

tribution to total scattering of solution is small and it is difficult to ascertain

their presence in solution.

DLS analysis was performed also for the redissolved CPPSS complexes in

the surfactant-rich regime [42]. Redissolution was achieved by a gradual ad-

dition of CPC to a suspension of the stoichiometric complex (Sþ/P�¼1) in

0.1 M NaCl. CPC concentration at the redissolution limit was very high,

that is, 0.43 and 0.64 M for CPPSS-M2 and CPPSS-L complexes,

2 The expected Rh of free CPC micelles is at least 3 nm. This value is estimated from the length of an

extended hexadecyl chain, that is, lC16¼2.05 nm, from the size of the pyridinium head group, that is,

rCPþ¼0.3 nm, and by taking into account some hydration layer of water molecules around the

micelle.
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respectively. It is important to stress that these concentrations are far above

the CMC of CPC in 0.1 M NaCl (CMC¼3.8�10�5 M at 25 �C [19]);

consequently, free micelles are present in solution. Size distributions for

CPPSS-M2 and CPPSS-L complexes (Fig. 7.9, filled circles) reveal the pres-

ence of two populations of particles with a considerably different size.

A rough estimate of the apparent Rh values for these species is:

Rh,1¼1.24 and 1.1 nm and Rh,2¼20 and 150 nm in CPPSS-M2 and

CPPSS-L solutions, respectively. There is no doubt that the larger Rh value

corresponds to solubilized complexes. The size of the redissolved complexes

is by at least a factor of 2 larger than the size of soluble complexes in the

PEL-rich regime due to additional layer of hydrophobically bound

surfactant cations. Such particles have a positive charge.

The smaller hydrodynamic radius is attributed to free CPC micelles, al-

though it is considerably smaller than the value proposed above for the radius

of a spherical CPC micelle at concentrations not far above the CMC. By

taking into account high CPC concentrations in suspensions of solubilized

complexes, it is of course reasonable to expect free surfactant aggregates in

these solutions. However, their size is only apparent, since the estimation of

Rh by DLSmeasurements is based on the viscosity of pure water, which may

differ significantly from the environment viscosity in such highly concen-

trated mixtures. This could be the reason for an underestimation of micelle

size. Number distributions (derived from size distributions in Fig. 7.8A and

B; not shown) demonstrate that micelles greatly outnumber the complexes.

As anticipated above, the tendency of surfactant to form free micelles is

considerably larger than its affinity to bind to the PSC. The added CPC only

passively binds to the PSC, and thus a large excess is needed to achieve

sufficient binding and redissolution of the complex.

4.5. Structure of PEL–Surfactant Complexes
Precipitation/phase separation is the way not only to concentrate

PEL–surfactant mixtures but also to induce structural ordering in the system.

Structure formation always involves self-association of surfactant unimers

into aggregates (micelles) of different geometries. In pure surfactant solu-

tions, these aggregates first form a disordered micellar solution and at high

enough concentrations organize into structures that display crystalline-like

order. For example, in aqueous CTAB solutions at 25 �C (no PEL present,

therefore, Sþ/P�!1), the disordered micellar phase extends to concen-

trations somewhat above 40 wt% and is then followed by the ordered
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hexagonal phase [52]. In the presence of a PEL, however, structures with

long-range liquid-crystalline order are observed at considerably lower total

weight concentrations of solutes [16–18]. Obviously, the role of the polyion

is to bring surfactant ions together. The precipitated complex often contains

very low amount of water (50 wt% or less) even though its overall content in

the system is large, and these dense phases display crystalline-like structures

similar to those found in concentrated surfactant systems, for example,

cubic [16–18,40,53,54], hexagonal [16–18,40,41], and lamellar [18,55].

The focus on structural studies is the way how surfactant unimers

self-assemble in conjunction with the PEL. More or less, the surfactant-

centered viewpoint is pursued here, although structures of PSCs are

influenced by both, the polyion and the surfactant-ion properties. Among

the polyion characteristics, its charge density, chain length, and flexibility

are important, whereas with surfactant-ion properties, the decisive factor

is the hydrocarbon chain length. On top of this, structures are controlled

by the amount of simple salt in the system.

There are different methods to prepare PSCs. One is by the conventional way

of mixing the components (PEL salt, MþP�, and surfactant salt, SþX�), which
produces various amounts of simple salt (MþX�) in the surrounding medium,

depending on the mixing ratio, and the PSC (combination SþP�, the complex

salt). If the mixing ratio varies, also the amount of salt released upon PSC for-

mation varies, leading to different contributions to screening. Since electrostatic

interactions (c.f., Fig. 7.3) and the degree of binding (c.f., Fig. 7.4) depend

strongly on the degree of screening, this may also lead to structural changes.

The other way of mixing the components is the so-called alternative way,

introduced recently by Piculell and coworkers in extensive studies of phase

behavior in NaPA–surfactant mixtures [40,41,54]. In order to avoid the

uncontrollable/unwanted and variable presence of simple salt, the complex

salt (SþP�) was used therein as the starting point for the preparation of

PEL–surfactant mixtures. It was mixed with water and either the surfactant

(SþX�) or the PEL salt (MþP�), thus delivering only the neutralizing

amount of one type of simple ions (Mþ or X�) into the solution. The

attraction between charged species is completely unscreened in this case for

all possible mixing ratios, which makes interpretation easier.

We have used the conventional way of complex preparation for structural

investigations in the case of NaPSS mixtures with DPC and CPC by mixing

aqueous solutions of pure NaPSS and DPC (CPC) salts [16–18]. Structures of

complexes were determined by synchrotron small-angle X-ray scattering,

SAXS, in solutions with total weight concentration of solutes (DPC or
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CPCþNaPSS) around 1 wt% or lower. Examples of scattering patterns for

Sþ/P�¼0.7 (one-phase samples; c.f., Fig. 7.7) are shown in Fig. 7.10A

and for the stoichiometric ratio Sþ/P�¼1.0 (two-phase samples) in

Fig. 7.10B. Sþ/P��0.72 produced a precipitated (dense phase) in

equilibrium with a dilute aqueous phase (c.f., Fig. 7.7). Scattering patterns

in Fig. 7.10B are for the precipitates, whereas those of the corresponding

equilibrium aqueous phases were smooth curves without any peak (not

shown), demonstrating that they contain no or very low amount of

dissolved PSC and excess of surfactant or PEL. As we can see, all scattering
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Figure 7.10 (A) SAXS patterns of a one-phase micellar DPPSS (open circles) and CPPSS
solution (filled circles) with Sþ/P�¼0.70; (B) SAXS patterns of DPPSS and CPPSS precip-
itated complexes with Sþ/P�¼1. In the inset, higher order peaks are indicated for the
CPPSS complex.
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patterns display either one broad peak (Fig. 7.10A) or a sharp Bragg-like peak

(Fig. 7.10B) that is accompanied by higher order peaks (in the inset of

Fig. 7.10B higher order peaks are indicated by arrows for the CPPSS

complex with Sþ/P�¼1). Scattering pattern for pure NaPSS solution

displayed no correlation peak (curve not shown), whereas for pure CPC

solutions (no PEL added; curves not shown), a clear correlation peak due

to micelles was observed only for CPC concentrations around 10 wt% or

more (well above the CMC of this surfactant), which is considerably

higher than solute concentrations in PSC solutions.

One broad peak suggests that surfactant aggregates (the polyion-induced

micelles) are packed at short separations (side by side) along the polyion

chain, but no long-range liquid-crystalline order is indicated due to the ab-

sence of a characteristic sharp first-order peak (and additional higher order

peaks). This is typical for disordered micellar solutions and all one-phase

samples in the homogeneous PEL-rich regime (Sþ/P�<0.72) conformed

to this picture. As long as the PSC stays in solution, it does not form any

structure with long-range periodicity. The position of the scattering peak

is a measure of the center-to-center separation between the polyion-bound

micelles, expressed as a distance d, which is calculated from d¼2p/q (where
q¼ (4p/l)sin y is the value of the scattering vector at the peak maximum,

l the wavelength of X-rays, and 2y the scattering angle).

The size of scattering domains, L, and the degree of disorder,D/d, in soluble
complexes can be estimated from the width of the peak at the half-maximum

intensity, denoted as bS, by applying the following expressions [56,57]:

L¼ l
bS cosy

ð7:4Þ

D
d
¼ 1

p

ffiffiffiffiffiffiffi
bSd
l

r
ð7:5Þ

In Eq. (7.4),D is the width of fluctuations in distances d between neighbor-

ing scattering units. For sharp peaks,bS andD are small,meaning that the degree

of order is high (or the degree of disorder, D/d, is low). The value D/d�0.22

signifies the boundary between “liquid-type” scattering, which already shows

effects related to interference between particles, and “gas-type” scattering

(higher D/d values), where interference effects are absent. For example, for

D/d�0.2, scattering patterns already show a strong correlation peak due to

interparticle correlations, as is the case for curves plotted in Fig. 7.10A. Struc-

tural parameters evaluated from SAXS patterns are reported in Table 7.2. The
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intermicellar distances increase from 2.58 (3.52) at Sþ/P�¼0.3 to 2.84 (3.80)

nm at Sþ/P�¼0.7 in the DPC (CPC) case, which is considerably larger than

the corresponding values obtained for pureDPC andCPC solutions. In a 10wt

% surfactant solution d is 5.86 and 7.75 nm for DPC and CPC, respectively.

The d values in PSC solutions agree with the diameter of a spherical sur-

factant micelle, which is mainly determined by the length of two surfactant’s

hydrocarbonchains (2lC12¼3.08 nmand2lC16¼4.1 nm; c.f., alsoFootnote2).

The results therefore conform to the model presented previously, according

towhich surfactantmicelles are bound adjacently to the polyion (in groups of

several micelles, as depicted in Fig. 7.4) and are not distributed randomly

along the chain. Polyion induces micellization at concentrations far below

the CMC and at the same time brings the micelles together. By comparing

d values in complexes with micellar diameter deduced from surfactant’s hy-

drocarbon chains, it is obvious that such polyion-induced micelles in DPPSS

(CPPSS) aggregates are considerably compressed. This is due to inclusion of

the PSS chain in the aggregate surface (the specific hydrophobic interaction,

highlighted above). Besides, aggregate size increases with increasing Sþ/P�.
Important additional information on PSC features is contained in struc-

tural parameters L and D/d. The degree of disorder, D/d, is constant, whereas

Table 7.2 Structural parameters for DPPSS and CPPSS complexes in water obtained
from peak positions in SAXS curves
Complex Sþ/P� d (nm) L (nm) D/d

DPPSS 0.3 2.58 5.2 0.22

0.5 2.73 6.4 0.21

0.7 2.84 6.7 0.21

1.0 (1. peak) 3.26 10.7 0.18

1.5 (1. peak) 3.31 11.8 0.16

CPPSS 0.3 3.52 9.0 0.20

0.5 3.63 8.8 0.20

0.7 3.80 9.2 0.20

1.0 (1. peak) 4.01 <0.1

1.3 (1. peak) 3.95 <0.1

For hexagonal samples, d is reported only for the first-order peak.
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L (and d) increases with increasing Sþ/P�, suggesting that the number of

micelles bound per one chain is constant, whereas the size of ordered re-

gions, and along with this the size of micelles, increases. Increasing micellar

size is in agreement with literature data on aggregation numbers in

CTAB–NaPSS solutions, whichwere also shown to increase with increasing

Sþ/P� [13,15,46]. In addition, data in Table 7.2 demonstrate that complexes

with a longer chain surfactant (CPC) are more ordered than those with a

shorter chain surfactant (DPC), which may be attributed to stronger

micellization tendency of the more hydrophobic surfactant, its higher

aggregation numbers, and therefore stronger interactions with the polyion.

SAXS patterns of dense CPPSS phases (Fig. 7.10B) all display a sharp first-

order peak and additional higher order peaks that fit the ratio 1:√3:√4, which
is characteristic for a hexagonal closed-packed arrangement of cylindrical sur-

factant aggregates. In this case, d is the Bragg distance between the lattice

planes, which is obtained from the position of the first scattering peak (in

Table 7.2, only the d value for the first peak is given), and also agrees with

the length of two cetyl (or dodecyl) chains. In the DPPSS case, however,

higher order peaks were not explicitly seen. The hexagonal ordering was

proposed on the basis of the height and sharpness of the first-order peak in

comparison with the micellar peak (compare Fig. 7.10A and B). Parameters

L and D/d are usually not reported for liquid crystalline-like structures [57].

The calculated D/d values for such samples are below 0.1, while according

to the theory, only high values (>0.1) of this parameter are characteristic

for real objects like assemblies of molecules in a liquid medium [57]. Such

was the case with CPPSS complexes. As a whole, data derived from SAXS

curves show that dense precipitates with PSS� anion are highly ordered.

Structural ordering obviously increases with increasing Sþ/P� ratio (decreas-

ing net charge of the complex) and with increasing surfactant chain length.

The alternative way of complex preparation was used in studies of phase

behavior in PSS mixtures with CTAþ cations [36]. In agreement with results

for CPPSS case, only the disorderedmicellar phase and the ordered hexagonal

phase were identified also in systems with the CTAPSS complex salt. Scatter-

ing patterns were very similar to the ones shown in Fig. 7.10 and are therefore

note reported. The derived d values for one-phase CTAPSS samples from the

PEL-rich regime (Sþ/P�<0.9) are plotted in Fig. 7.11, together with those

for CPPSS case. They increase with increasing Sþ/P� (more surfactant avail-

able for binding to the polyion) and are evidently lower in CPPSS solution in

comparison with the CTAPSS ones. All this is due to the reasons discussed

previously.
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As a conclusion, it is interesting to note that no cubic phasewas found in sur-

factant complexeswith the PSS anion.Cubic structure of the type Pm3n is often

observed in surfactant mixtures with polyacrylate anion [40,41,54,58,59].

Several reasons may be responsible for this difference, among them also the

specific hydrophobic interaction when PSS anion is involved.

4.6. Effect of bound surfactant on PEL properties
Properties of PEL solutions depend on the polyion charge density. With

weak PELs, tuning the polyion charge is achieved by varying the degree of

ionization, a, of functional, for example, carboxyl, groups, which is easily

realized by adjusting the solution pH. One of very important properties of

PEL solutions is the osmotic coefficient, f, which is a measure of the fraction

of free3 counterions inPEL solutions anddirectlydependson thepolyioncharge

density [5–7]. For example, osmotic coefficient of aqueous solutions of poly

(acrylic acid), HPA, with ionizable carboxyl groups increases smoothly
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3.8

0.2

d 
(n

m
)

0.3 0.4

S+/P–

0.5 0.6 0.7

Figure 7.11 Values of characteristic distances d in CTAPSS (filled symbols) and CPPSS
(open symbols) complex solutions from the one-phase region (in the polyelectrolyte-
rich regime) in dependence on Sþ/P�. Total weight concentrations of solutes in CTAPSS
solutions are 10 (filled circles), 20 (filled triangles), and 30 wt% (filled squares). Data for
CTAPSS solutions apply to zero simple salt concentration. In the CPPSS case (open cir-
cles), total weight and salt (NaCl) concentrations change in dependence on the Sþ/P�

ratio (see text).

3 In this context, the expression “free” refers to those counterions that are not condensed (or electro-

statically bound) by the polyion.
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with decreasing a (c.f., Fig. 7.12: the dashed line), which is a consequence of

increasing fraction of free ions as the polyion charge is reduced.

Contrary to weak PELs, functional groups of strong PELs, like sulfonate

groups in poly(styrenesulfonic acid), HPSS, are completely ionized

irrespectiveof pH.However, strongbindingof cationic surfactants to charged
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Figure 7.12 (A) Relative values of osmotic coefficient, f/f*, polyion transport number,
Tp/Tp*, molar conductivity, l/l*, z-potential, z/z*, and hydrodynamic radius, Rh/Rh* in
CPPSS solutions in dependence on Sþ/P�. Data for z/z* and Rh/Rh* are given for PSS-
L (circles) and PSS-M2 chains (squares), whereas data for other properties apply to
PSS-M1 chains. The dashed line indicates the trend in f/f* values in HPA solutions
in dependence on (1�a) (c.f., upper axis). (B) Relative values of the second virial coef-
ficient, A2/A2*, in CPPSS solutions. Open and filled circles are for PSS-L and PSS-M2
chains, respectively.
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groups may offer a way to tune polyion charge by a different/alternative ap-

proach. This idea was pursued in measurements of various thermodynamic

and transport properties of the PSS� anion in which different portions of

the polyion charge were “neutralized” by CPþ cations by employing the al-

ternative way of complex preparation, that is, excluding simple salt as in the

CTAPSS case [16,19–21,30]. These measurements constitute the PEL-

centered approach to studying PEL–surfactant interactions and provide an

indirect proof of localized surfactant binding by the polyion.

Figure 7.12 shows various properties of aqueous CPPSS complex solu-

tions plotted as relative values (i.e., ratios between their values in CPPSS so-

lutions and the corresponding value for pure HPSS, which is designated by

an asterisk) versus Sþ/P�. All properties are roughly constant up to 50% cov-

erage (Sþ/P�¼ 0.5) of the polyion with surfactant aggregates. The dashed

line indicates the trend in f/f* values for HPA solutions, which are plotted

against (1�a) (see the upper axis in Fig. 7.12A; note that only f/f* values

below 1.5 are shown). In the HPA case, a has the same numerical value as

(1�Sþ/P�), yet their meaning is different. While a gives the fraction of ion-
ized carboxyl groups on the PA� anion, (1�Sþ/P�) gives the fraction of free
sulfonate groups on the PSS� anion.4 The distribution of these charged

groups is rather different: it is regular (i.e., random) in the PA case and irregular

in the PSS case (c.f., Fig. 7.6). Irregular (localized) surfactant binding results in

long uninterrupted charged portions on the polyion and in portions that are

blocked by surfactant micelles, whereas ionization leads to evenly distributed

COO� groups. Surfactant aggregates can be viewed as “site bound.” The idea

of “site binding” is especially convenient in the case of PSS� anion owing to

the anchoring of SS� groups in the micellar interior. The migration of surfac-

tant aggregates parallel to the chain is thus highly unlikely.

Results in Fig. 7.12A clearly confirm that surfactant binding by the pol-

yion is localized. The uncomplexed (free) part of the polyion chain behaves

as a fully charged rod, and consequently, all properties are roughly constant

in the Sþ/P� range where this is valid. In the PSS case, this is up to 50%

coverage (Sþ/P�¼0.5) of the polyion charge with surfactant aggregates.

In view of the experimental results, the occupied/blocked parts of the

polyion may be considered as thermodynamically inactive.5

4 Or alternatively,(1�a) is the fraction of unionized/protonated carboxyl groups on the PA anion and

Sþ/P� the fraction of sulfonate groups on the PSS anion that are blocked by CPþ.
5 This statement is based on a presumption that thermodynamic properties of PEL solutions are

influenced only (or primarily) by polyion charge, which is reasonable with strong PELs like NaPSS.

The uncharged/blocked portions of the chain do not contribute to their values.
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The dependency changes for Sþ/P�>0.5. For example, osmotic coef-

ficients, f, molar conductivity, l, and transport numbers, Tp, start to in-

crease, whereas z-potential starts to decrease, suggesting that the

approximation of the constant polyion charge density is no longer valid.

At higher coverage, the shielding of the polyion charge by surfactant

aggregates becomes more extensive due to conformational changes and

steric effects, which leads to a decrease in the effective polyion charge

density similar to the one in solutions of weak PELs induced by reduction

of a. Consequently, solution properties start to change in a way similar

to weak PELs.

This picture is confirmed also by taking into account the joint trend inRh

and z. While the relative Rh values start to increase for Sþ/P�>0.5 (aggre-

gates become larger on the account of surfactant binding and intermolecular

association [42]), the relative z values start to decrease, announcing the

beginning of precipitation (i.e., the proximity of the two-phase region).

In accordance with this, relative values of the second virial coefficient, A2

(Fig. 7.12B), drop to very low values (close to zero) as the two-phase region

is approached.

5. RELATION WITH HYDROPHOBICALLY ASSOCIATING
POLYMERS

It is of interest to briefly relate features of PSS–surfactant mixtures with

those involving HAPs. Another common name for HAPs is hydrophobically

modified polymers. HAPs are copolymers of a water-soluble monomer,

which is in a large excess, and a very hydrophobic comonomer, present in

small fractions, typically below 5 mol%) [11]. Hydrophobic groups are usually

alkyl chains of various lengths, ranging from short (methyl, ethyl, butyl, etc.)

to long ones (dodecyl, hexadecyl, and octadecyl). Such structure can be

achieved by chemically attaching alkyl chains to functional groups on the

polymer, thus hydrophobically modified polymers. HAPs with sufficiently

long side chains tend to (self-)associate in aqueous solutions into intra- and

intermolecular aggregates, presumably of a micellar type.

In contrast to HAPs, PSS� anion lacks the ability to self-associate, al-

though it contains hydrophobic groups on each monomer unit. This may

be attributed to two factors: first, SS� groups are “too short,” and second,

each hydrophobic moiety contains a charged group resisting association.

Intermolecular association of HAPs leads to increased viscosities of HAP
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solutions in comparison with the corresponding unmodified polymer,

which may even be enhanced by increasing salt concentration [60]. This

is in sharp contrast with salt dependency of viscosity in PSS solutions, which

decreases smoothly upon increasing salt content (see Fig. 7.2).

Itwas demonstrated thatHAPs associatewith surfactants into aggregateswith

finitehydrophobicdomains [61,62]. In these studies, surfactantbindingbyHAPs

was looked at as co-micellizationormixedmicelle formation.Dependingon the

HAP and surfactant concentration, mixed micelles may contain alkyl groups

belonging to one or more polymer chains. In the latter case, cross-linking

of the polymer chains occurs, leading to pronounced viscosity enhancement

in dilute (typically around 1 wt%) HAP solution. This is not observed in

mixtures with unmodified polymers and also not in those with PSS (c.f.,

Fig. 7.2). Finally, it is to be noted that HAPs can associate even with

surfactants of the same charge [62], which is not the case with PSS. Thus, in

the PSS case, surfactant association is a prerequisite for mixed micelle

formation, whereas with HAPs, the hydrophobic domains are present from

the very beginning of the association process and have the capacity to

gradually solubilize individual surfactant molecules. Often, no CAC is

observed with HAPs [29].

6. CONCLUDING REMARKS

In this chapter, on PEL–surfactant interactions, we have reviewed prin-

cipal properties of particular mixtures involving poly(styrenesulfonate) anion,

PSS�, and cationic surfactants. We have demonstrated the importance of the

“concealed” hydrophobic character of PSS for its interactions with surfactants.

Although it contains hydrophobic moieties, PSS itself does not form self-

associate structures,whichdrawsadistinctionbetweenPSSandhydrophobically

modified PELs. Hydrophobic nature of styrenesulfonate groups, SS�, of PSS
becomes effective only when hydrophobic domains are available in the system,

which are offered by the micellized surfactant.

It is demonstrated in this chapter that strong electrostatic interactions,

reinforced by the specific hydrophobic interaction of SS� groups with mi-

celle interior, lead to very strong binding of cationic surfactants by PSS with

several distinctive differences in comparison with other systems, which are

thoroughly discussed from different viewpoints. On first thought, strong in-

teractions should contribute to more efficient precipitation of the PSC from

solution, when surfactant is gradually added to a PEL solution. However,

PSCs involving PSS exhibit very good solution stability as long as the
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polyion is in some charge excess but redissolve with difficulty when adding

excess of the surfactant. All this can be explained by invoking the specific

interaction. Although rather broad knowledge was acquired on

PEL–surfactant systems throughout the years, very little attention was de-

voted to the nature of surfactant’s charged group. Our results demonstrate

that this also plays an important role in PEL–surfactant interactions and

would deserve a more detailed study.
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Abstract

Ovarian cancer is one of the most aggressive and lethal cancers in women. There is
currently no accurate noninvasive diagnostic test for ovarian cancer; most patients
are diagnosed at an advanced stage, presenting with peritoneal metastasis and ascites.
Although ovarian cancer patients often respond initially to chemotherapy, recurrence is
almost always accompanied by chemoresistance. The identification of proteins that are
abundantly and predominantly expressed in ovarian cancer is therefore relevant to di-
agnosis, tumor imaging, and targeted therapies.

Proteins with high secretion rates or proteins that are extensively cleaved from the
cell surface, specifically from tumor cells, are a potential source of circulating biomarkers
for ovarian cancer. The process of surface protein shedding as observed in ascites-
derived tumor cells from ovarian cancer patients is also relevant to tumor invasion
and metastasis, as exemplified by the role of cadherin.

Additionally, proteins, as well as lipids, DNA, and RNA, can reach the blood in
microvesicles that are shed from tumor cells. A roughly fivefold increase in their blood
concentration is reported in ovarian cancer patients. Tumor-derived vesicles are fully
equipped to facilitate the escape of tumor cells from immune surveillance. At the same
time, they are involved in the establishment of an optimal environment for metastatic
tumor cells. On the basis of the role of tumor microvesicles in tumor progression,
another door has been opened to a new ovarian cancer therapy.

This review addresses the relevance of secretion and shedding of microvesicles and
membrane surface protein from tumor cells for biomarker discovery, cancerogenesis,
and new therapies in ovarian cancer.

1. OVARIAN CANCER

Despite advances in surgery and combination chemotherapy, ovarian

cancer is third in terms of incidence of tumors of the female reproductive

system and first in terms of death rates of gynecological malignancies, with

a highly aggressive natural history, and it causes almost 125,000 deaths

yearly. Its high mortality reflects the fact that less than 20% of all ovarian can-

cers are diagnosed at an early stage, due to subtle symptom development and

the lack of robust and minimally invasive methods for early detection [1,2].

Although ovarian cancer patients often respond initially to chemotherapy,

they usually develop chemoresistance [3]. Recurrence is almost always

accompanied by the development of chemoresistance and carcinomatosis,

which may not be amenable to surgery [4].

Ovarian tumors can be classified on the basis of the cells of origin into

epithelial, stromal, and germ cell tumors (Fig. 8.1). Although approximately

40% of all ovarian tumors are nonepithelial in origin, such lesions rarely
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progress to a malignant state and account for only 10% of ovarian cancers [5].

Epithelial ovarian neoplasms display great histological heterogeneity and can

be further subdivided into benign, intermediate or borderline, and invasive

tumors. There are four major histological types of epithelial ovarian carci-

noma: serous, endometrioid, clear cell, and mucinous, which differ in their

clinical behavior and molecular characteristics. The serous subtype (Fig. 8.2)

is themost commonly diagnosed and is responsible formost ovarian deaths [2].

In order optimally to manage a cancer, both the extent of the disease and

knowledge of its biology are essential. The extent of the disease is generally

expressed in terms of its stage. The most commonly utilized staging system is

the FIGO (International Federation of Gynecology and Obstetrics) system. It is

based on findings mainly through surgical exploration [6].

1.1. Theories of ovarian cancerogenesis
Several possible mechanisms have been suggested for ovarian cancerogenesis.

The incessant ovulation hypothesis assumes that the development of

ovarian cancer is a consequence of repeated microtrauma to the ovarian sur-

face epithelium during ovulation. It is hypothesized that repeated DNA

damage during ovulation and dysfunction of its recognition and repair are

crucial for ovarian cancerogenesis [7].

OVARIAN
TUMORS

Stromal Germ cellEpithelial

Benign

Serous Endometrioid Clear cell Mucinos

Borderline Invasive

Figure 8.1 Histopathological classification of the main ovarian tumors. Majority of
ovarian cancer is of the epithelial origin. The serous subtype is responsible for most
ovarian deaths.
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The gonadotropin hypothesis states that malignant transformation can be

caused by the exposure of the ovarian surface epithelium to excessive

gonadotropin levels [8].

The hormonal hypothesis presumes a decisive role for ovarian hormones,

progesterone in particular. In experimental studies, progesterone upreg-

ulated p53 tumor suppressor gene expression and inhibited proliferation

of cultured sheep ovarian epithelial cells or induced apoptosis in normal

and malignant human ovarian epithelial cell lines [9,10].

The secondary Müllerian system theory is, based on the possibility of

developing epithelial cancer from one precursor cell, derived from the

Müllerian duct. The Müllerian duct forms the fallopian tube, uterus,

cervix, and upper vagina, andHOX genes play a significant role in such differ-

entiation [11].

The cancer stem cell hypothesis, based on the similarities between normal

and tumor stem cells, postulates that the former could themselves be targets of

Figure 8.2 Serous ovarian carcinoma. (A) Low-grade tumor with psammoma bodies.
(B) High-grade tumor without psammoma bodies. The presence of psammoma bodies
is an indication of favorable serous ovarian carcinoma leading to better long-term
survival.
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stochastic transformingmutations or give rise to a hierarchy of progenitors and

differentiated cells that make up the tumor mass. Continuing stochastic events

of stem and progenitor cell transformation define the extremely aggressive dis-

ease associated with the lack of early symptoms [12,13].

None of these theories explain the epidemiology data in full. Moreover,

there is an overlap in mechanisms involved in an individual hypothesis.

Probably, several mechanisms contribute to ovarian cancerogenesis.

1.2. Metastasis
Ovarian carcinoma can spread by local extension, intraperitoneal

implantation, lymphatic invasion, hematogenous dissemination, and/or tran-

sdiaphragmatic passage [14]. Unlike most other cancers, ovarian carcinoma

rarely disseminates through the vasculature [15]. Many of the advanced stage

cancers (stages III–IV) have pelvic lymph-node involvement with strong cor-

relations between intraperitoneal and lymph-node spread [16]. Dissemination

of tumor cells through the peritoneal cavity is most often described as a

stepwise process (Fig. 8.3): (i) resistance to anoikis and cell detachment, (ii)

dissemination of tumor cells via the natural flowof peritoneal fluid, (iii) evasion

Ovarian tumor

Growing of metastasis Resistance to anoikis

Tumor cell detachment

Free tumor cells into
peritoneal fluid

Dissemination of tumor cells
into peritoneal cavity via

natural flow of peritoneal fluid

Evasion of
immunological
surveillance

Spheroid formation by
adhesion of two or more

tumor cells together

Free spheroides in ascites

Adhesion of tumor
cells on peritoneum-

peritoneal
implantation

Fallopian tube

Ovary

Primary ovarian cancer

Uterus

Figure 8.3 Schematic presentation of peritoneal spreading of ovarian cancer.
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of immunological surveillance, (iv) spheroid formation, (v) ascites–ametastatic

milieu, and (vi) peritoneal implantation [17].

Initially, ovarian carcinoma spreads by direct extension into the adjacent

organs, especially the fallopian tubes, uterus, and contralateral adnexa. After

direct extension, tumor cells become detached from the primary tumor and

disseminate through the peritoneal cavity via the peritoneal fluid before

seeding intraperitoneally [15,17]. Free fluid in the peritoneal cavity acts

as a lubricant of the serosal surfaces and originates from the transduction

of plasma through capillary membranes of the peritoneal serosa. Under

physiological conditions, transudation is balanced by efflux of the

peritoneal fluid via lymphatic vessels. The flow of intraperitoneal fluid is

directed by gravity to its most dependent sites and then drawn in a

cephalic direction along the paracolic gutter to the diaphragm by the

generation of negative intra-abdominal pressure in the upper abdomen

during respiration [17]. The natural flow of peritoneal fluid therefore

provides a rout for the dissemination of detached tumor cells.

Extensive seeding of the peritoneal cavity by tumor cells is often associated

with ascites, particularly in advanced, high-grade serous carcinomas [15]. In

addition to hypoalbuminemia secondary to cachexia or dietary deficiency,

at least three other pathological events can cause ascites: reduced lymphatic

drainage from the peritoneal cavity, caused by obstruction of the lymphatic

vessels by tumor cells, hyperpermeability of microvessels lining the peritoneal

cavity, and tumor neoangiogenesis [18]. The cellular fraction of ascites mainly

consists of ovarian cancer cells, lymphocytes, and mesothelial cells. The neo-

plastic cells in the ascites are present either as single cells or as aggregated ovar-

ian neoplastic cells, also known as spheroids (Fig. 8.4). The acellular fraction of

ascites contains the secretome of ovarian cancer cells, in addition to other sol-

uble microenvironmental factors that have been associated with invasion and

metastasis (e.g., cytokines, growth factors, adhesion molecules, matrix-

degrading enzymes) [14,19]. The peritoneum and its extension, the

intestinal serosa, pose no substantial barriers to inflammatory cytokines and

chemokines and other molecules produced by the tumor, or its metastasis

at least to a depth of approximately 1 mm [20].

After attachment, ovarian cancer spheroids have been shown to disaggre-

gate on and invade the peritoneal mesothelium. Like the process of tumor

cell detachment, the mechanism of peritoneal implantation is unclear but

seems to involve the dynamic regulation of an ovarian cell’s adhesiveness

and its interaction with the underlyingmesothelium. Histologically, the me-

sothelium is a single layer of mesothelial cells attached to a basement
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membrane predominantly composed of collagen types I and IV, fibronectin,

and laminin. The submesothelial stroma consists of a collagen-based matrix,

blood vessels, lymphatics, nerve fibers, and rare hematogenous cells [15,21].

The attachment of ovarian carcinoma cells to the mesothelium is followed

by pseudopodialike extensions of the tumor cells, disruption of the

mesothelial intercellular junctions, and retraction of the mesothelial cells,

with subsequent exposure of the underlying matrix where the tumor cells

adhere and proliferate [19].

During these migratory processes, tumor cells reorganize their cytoskel-

eton and modulate the surrounding extracellular matrix (ECM). In addition,

tumor cells continuously change their cell surface adhesion repertoire. These

changes in adhesion not only allow migration directly, but they also modify

intercellular communication of tumor cells with other cells and alter signal-

ing from and to the surrounding ECM. Tumor cells may also use mecha-

nisms that resemble transendothelial migration of leukocytes to sites of

inflammation. Several adhesion molecules are involved in this process,

Figure 8.4 Cellular aggregates (also known as spheroids) from ascites of ovarian cancer
patient.
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including E-, P-, and L-selectin; intercellular adhesion molecule 1 (ICAM-

1); vascular cell adhesion molecule 1 (VCAM-1); platelet endothelial cell

adhesion molecule 1 (PECAM-1); and integrins.

1.2.1 From peritoneum to circulation
The transcoelomic route provides direct access to the circulation. Ascites car-

rying ovarian cancer cells enter the subperitoneal lymphatic lacunae between

the muscle fibers of the diaphragm. From the lacunae, fluid traverses the di-

aphragm via intrinsic lymphatics to reach collecting lymphatics beneath the

diaphragmatic pleura. Intrinsic and collecting lymphatics contain valves that

prevent backflow into the peritoneal cavity. The lymphatic fluid subsequently

drains into retrosternal vessels and enters the thoracic duct before draining into

the left subclavian vein. Interestingly, hematogenous metastases in ovarian

cancer are rare, despite the presence of circulating tumor cells as early as initial

diagnosis [22,23].

1.3. Therapy
Over the past decades, empirical optimization of cytotoxic chemotherapy

combination and the surgical debulking procedure have improved out-

comes and survival in epithelial ovarian cancer. Carboplatin and paclitaxel

combination chemotherapy allows a disease response rate of 70–80%. To-

gether with improved surgical staging and optimal debulking surgery, 5-year

survival rose from 37% in the 1970s to 45% in the 1990s [24]. However,

because of chemotherapy–chemoresistant cells, themajority of these patients

relapse at a median of 15–20 months, ultimately resulting in fatal outcomes

[25]. While some targeted agents have reached clinical testing (agents target,

e.g., CD44, poly (ADP-ribose) polymerase, folate receptor a), the results are
mixed. Epidermal growth factor receptor (EGFR) inhibitors have shown

disappointing results, while the vascular endothelial growth factor (VEGF)

inhibitor bevacizumab recently proved promising at phase III [26].

1.4. Serum biomarkers
Biomarkers can serve various purposes. They can detect early-stage disease,

guide patient treatment, predict therapy outcome, and monitor recurrence.

Currently, none of the promising potential single markers or combination of

markers, which are more powerful and cancer specific than individual

markers, have fulfilled the expectation of being able to predict ovarian can-

cer with a high enough sensitivity and specificity. Considering the low
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prevalence of ovarian cancer (0.04% in postmenopausal women), a screen-

ing strategy must achieve a minimum specificity of 99.6% and a sensitivity of

more than 75% for early-stage disease in order to avoid an unacceptable level

of false-positive results and to achieve a positive predictive value of 10%

[27,28]. Since the majority of adnexal masses are benign, it is also

important to determine preoperatively whether a patient is at high risk

for ovarian malignancy, in order to ensure proper management.

Considering the heterogeneity of ovarian cancers from different patients

and the different purposes of biomarkers, it is unlikely that any single

marker will be sufficient.

While an annual pelvic examination is widely practiced, it lacks the sen-

sitivity to be used as a screening strategy for ovarian cancer. Women at high

risk for ovarian cancer may undergo screening with transvaginal ultrasound

and serum cancer antigen or carbohydrate antigen 125 (CA-125). CA-125,

however, remains a poor marker for early-stage disease. Additionally, it has

been shown that even in a high-risk, screened population, incident cases are

still more likely to be advanced stage [29]. The recent introduction of human

epididymis protein 4 (HE4) might improve the detection of ovarian cancer,

particularly in early-stage disease. A combination of CA-125 and HE4

predicts malignancy with a sensitivity of 76% and specificity of 95% [30].

In spite of intense work in the field of serum biomarkers to predict ovar-

ian cancer, there is not a lot to show. It is important for the whole field to

step back and look at what is wrong. The situation raises two questions: (1)

do early-detection biomarkers exist in reality and (2) what are the limitations

of serum biomarker research that has been done for decades? One approach

for future research is systematically to characterize sets of proteins, the loca-

tion of which makes them especially relevant for diagnosis and treatment,

notably proteins at the cell surface or those released into the extracellular

milieu. Proteins with high secretion rates or proteins that are extensively

cleaved from the cell surface, specifically from tumor cells, are a potential

source of circulating markers.

2. MECHANISMS OF SOLUBLE PROTEIN RELEASE

Several soluble proteins have been detected in patient body fluids and

supernatant of tumor cell lines. The three most important mechanisms that

result in the formation and/or release of soluble molecules are (i) vesicle

release, (ii) ectodomain shedding, and (iii) alternative splicing of mRNA

transcripts. Both ectodomain shedding and alternative splicing in general
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lead to a truncated soluble ectodomain, in contrast to the full-length mol-

ecules liberated from cells by vesicle release.

2.1. Vesicle shedding
Membrane vesicles are membrane-covered cell fragments shedding from

practically all cell types, constitutively and in response to an activation signal.

The process of vesicle shedding is very active in proliferating cells, such as can-

cer cells. The nomenclature is still controversial: they are at present collec-

tively called membrane vesicles. The term exosome comprises vesicles with

a size from 30 to 100 nm, while larger ones are commonly referred to as

microvesicles (MVs), ectosomes, microparticles, exovesicles, or apoptotic ves-

icles. In this review, the collective term microvesicle will be used for vesicles

below 1000 nm. So-called apoptotic bodies differ fromMV.They are released

in the final stages of apoptosis, and their size is larger than 1000 nm. In con-

trast, apoptosis-induced MVs are formed at the beginning of apoptosis with a

size smaller than 1000 nm and do not contain organelles [31].

The distinction between strictly called exosomes and vesicles with a size

from 100 to 1000 nm is based on their formation. Small vesicles are formed

via exocytosis, which explains the term exosome. They develop from endo-

somes. Instead of following the lysosomal pathway, these multivesicular

bodies fuse with the plasma membrane and release their exosomes. Cyto-

plasmic protein can also enter future exosomes, which, together with the

proteins of the invaginated cell membrane, represent the “donor cell.”

Vesicles shedding from tumor cells often fall into the exosome category.

Since exosomes can be taken up by other cells, they may represent a novel

intercellular signaling device. So-called reverse budding occurs for the re-

lease of most MVs between 100 and 1000 nm. Budding is coupled to the

reorganization of the cytoskeleton, which is the result of multiple intracel-

lular interactions. The elevation of intracellular Ca2þ ion concentrations

plays a key role in the initiation of the disruption of actin cortex. Budding

also occurs when an apoptotic signal reaches the cell and when the cell mem-

brane becomes detached from the cytoskeleton. Since the budding vesicles

contain cytoplasmic fragments and areas form the cell membrane, the origin

of the cell type from which they derived can be identified [31].

Depending on the cellular origin, MVs recruit various cellular proteins,

which can be different from the plasma membrane, including major histo-

compatibility complex (MHC) molecules, tetraspanins, metalloproteinases,

single-stranded DNA, mRNA, miRNA, and siRNA [31–33].
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2.2. Ectodomain shedding
Numerous integral plasma proteins also occur as a circulating, soluble form.

These soluble forms are often derived from the membrane form; in this case,

the secretory event involves their selective posttranslation hydrolysis from the

cell surface. This secretion (often called “shedding” or “solubilization”) in-

volves either protease or phospholipase, depending on the type of membrane

anchor on the protein. The group of enzymes involved in this process is re-

ferred to collectively as “secretases” or “sheddases.” Individual secretases have

revealed common features, particularly sensitivity to certain matalloprotease

inhibitors and upregulation of activity by phorbol esters [34]. Proteins secreted

in this fashion include cell adhesion molecules and leukocyte antigens, recep-

tors and receptor ligands, ectoenzymes, and viral membrane proteins. Release

of soluble growth factors and cytokines may change their biological activities,

whereas shedding of transmembrane receptors may render cells unresponsive

to particular ligands, and the resulting soluble molecules may act to modulate

the activity of their ligands [34,35]. After transmembrane cleavage, the

intracellular domain may gain entry to the nucleus, where it participates in

transcriptional control of target genes (e.g., CD44, E-cadherin) [36,37].

Depending on the type of membrane anchor, proteins are divided into

integral transmembrane proteins and lipid-anchored proteins. A distinction

is made among integral transmembrane proteins on the basis of their orien-

tation and the number of times the protein spans the lipid bilayer. Type I

proteins (e.g., CA-125, VCAM-1, ICAM-3, L-selectin, human EGFR

(HER-4), CD44, transforming growth factor a (TGF-a), IL-6 receptor,

TGF-b receptor, Notch) with a cleaved N-terminal signal sequence face

the extracellular space. They are retained in the membrane by a hydrophobic

sequence of amino acids close to the C-terminus. Type II proteins (e.g.,

CD40, Fas, transferrin receptor) are similar to the type I class in that they

span the membrane only once, but the membrane anchor is the uncleaved

signal peptide, and the protein is oriented with a short, hydrophilic, cyto-

plasmic domain, including N-terminal, and with the bulk of the protein,

including the C-terminus, facing the extracellular space. Type III proteins

(e.g., cytochrome P450, CD20) have multiple transmembrane domains in

a single polypeptide chain. Lipid-anchored proteins (e.g., carcinoembryonic

antigen, neural cell adhesion molecule, CD14, alkaline phosphatase) use

lipids to attach themselves to the plasma membrane. The most common at-

tachment is the glycosylphosphatidylinositol (GPI) anchor (e.g., MT4- and

MT6-MMP). The GPI anchor can be cleaved by the bacterial enzyme or

phospholipase C or D [34,38].
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The endogenous proteolytic release of integral proteins is limited to those

of type I and type II structure, in which the cleavage site is generally located

close to the membrane surface. In some cases, this is a process for rapidly

downregulating the protein from the surface of the cell; in other cases, it

may be to generate a soluble form of the protein that has properties either

identical with or different from those of the membrane-bound form. Type

III proteins cannot be released from the membrane by limited proteolysis,

but specific proteolytic cleavage can, in some cases, modify their membrane

activities. The cleavage could activate the receptor or terminate its action [34].

2.2.1 Proteases involved in ectodomain shedding
Ectodomain shedding can bemediated by bothmembrane-bound and soluble

proteases. The vast majority of shedding events are mediated by the

Zn2þ-dependent proteinase superfamily, also known as metzincins, including

matrix metalloproteinases (MMPs), membrane-type MMPs (MT-MMPs),

a disintegrin and metalloproteinases (ADAMs), and a disintegrin and

metalloproteinases with thrombospondin motifs (ADAMTSs) (Fig. 8.5).
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Figure 8.5 Schematic representation of the domain structure of metzincin proteases.
(A) Signal peptide, (B) prodomain, (C) catalytic domain, (D) hemopexin-like domain,
(E) fibronectin type II insert, (F) transmembrane domain, (G) cytoplasmatic tail, (H)
disintegrin domain, (I) cysteine-rich domain, (J) EGF-like domain, (K) thrombospondin type
I-like repeat, and (L) spacer region. Themetalloproteinase (MMP) shown is of thegelatinase
class. Other subclasses of MMPs lack hemopexin-like domain and/or fibronectin type II in-
sert. MT-MMPs, membrane-type MMP; ADAM, a disintegrin and metalloproteinases;
ADAMTS, a disintegrin and metalloproteinases with thrombospondin motifs.
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In addition, other proteinases, such as serine proteinases (e.g., urokinase-type

plasminogen activator (uPA), neutrophil elastase, proteinase-3), cysteine

proteinases (e.g., cathepsin B, C, F, H, K, L,O, S, V,W, andX), and aspartate

proteinases (cathepsin D, E, pepsin, renin), have also been implicated in the

shedding of surface proteins [35,39].

2.2.1.1 Matrix metalloproteinases
Two groups are distinguished in the matrixin family of zinc proteinases:

MMPs and MT-MMPs. Compared to MMPS, MT-MMPs possess an ad-

ditional transmembrane domain and an intracellular domain.

In humans, there are 23 paralogs of MMPs (numbered 1–3, 7–17, 19–21,

and 23–28 for historical reasons; there are two identical forms for MMP-23,

encoded by two genes, mmp-23a and mmp-23b). Those MMPs bearing a

membrane anchor give rise to the MT-MMP subfamily (MT1-MMP

to MT6-MMP; in plain MMP nomenclature they are, respectively,

MMP-14–17, MMP-24, and MMP-25). MMPs have the capacity to

degrade virtually every component of the ECM. Based on their ECM

substrate specificity, MMPs have been divided into distinct subclasses: (i)

true collagenases, which cut triple-helical fibrillar collagen; (ii) gelatinases,

which target denaturated collagens and gelatines; and (iii) stromelysins,

which have broad specificity and may degrade proteoglycans [40]. MMPs

substrates include also non-ECM molecules, ranging from growth factor

precursors and cell surface adhesion molecules to angiogenic inhibitor

precursors. MMPs have multiple functions in cancer progression. MMPs

degrade components of the ECM, facilitating angiogenesis, tumor cell inva-

sion, and metastasis. MMPs modulate interactions between tumor cells

by cleaving E-cadherin (Fig. 8.6), and between tumor cells and ECM by

processing integrins, which also enhances the invasiveness of tumor cells,

MMPs also process and activate signaling molecules, including growth fac-

tors and cytokines, making these factors more accessible to target cells, either

by liberating them from the ECM (e.g., VEGF, fibroblast growth factor) or

by shedding them from the cell surface (e.g., heparin-binding epidermal

growth factor) [41–43].

MMPs activity is regulated via modulation of gene expression, compart-

mentalization, and inhibition by protein inhibitors. Most MMPs are not

constitutively transcribed but are expressed after external induction by

cytokines and growth factors. In addition, some MMPs are stored in inflam-

matory cell granules, which restrict their range of action. Another regulatory

mechanism is provided by zymogenicity (inactive enzyme precursor).

251Implications of Microvesicle and Cell Surface Protein Shedding in Ovarian Cancer



All MMPs except MMP-23 are kept under control through prodomains,

and activation proceeds through its removal. Once MMPs have been

released into the extracellular space or anchored to the membrane and

activated, they are kept in check by a2-macroglobulin and by their endog-

enous tissue inhibitors, the cosecreted or ECM-anchored tissue inhibitors of

metalloproteases (TIMPs). To date, four TIMPs have been identified:
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B
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a-actinin

a-catenin

b-catenin

Vinculin

Ca++

binding
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Nectin
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Figure 8.6 E-cadherin. (A) Three-dimensional reconstruction of optical sections of mul-
tilayer epithelium in cell culture. Green immunofluorescence shows E-cadherin. Nuclei
are labeled with DAPI (blue fluorescence). (B) Schematic representation of an adherens
junction. In adherens junctions, cadherin link to actin filaments. b-Catenin binds to
cytosolic tails of the cadherins and to both actin filaments and vinculin. This forms
a direct link between the transmembrane cadherins and the actin cytoskeleton.

252 Katarina Černe and Borut Kobal



TIMP-1, TIMP-2, TIMP-3, and TIMP-4. They inhibit active MMPs with

relatively low selectivity. In addition to MMPs, TIMPs can inhibit ADAMs

and ADAMTSs [40].

2.2.1.2 ADAMs and ADAMTSs
In the adamalysin family, three groups are distinguished: the membrane-

anchored ADAMs, the secreted ADAMTSs, and class III snake venom

metalloproteinases.

ADAMs are multidomain proteins composed of propeptide, meta-

lloprotease, disintegrin-like, cysteine-rich, and epidermal growth factor-like

domains. Twenty-five ADAMs are expressed in humans. However, only a

subset of ADAMs have a Zn2þ-binding consensus sequence at their catalytic
site and display proteolytic activity. Several ADAMs are expressed in mul-

tiple splice forms with no functional differences in these isoforms (e.g.,

ADAM-22, ADAM-29, ADAM-30), while in other cases, alternative splic-

ing produces proteins with markedly different activities (e.g., ADAM-12)

[44]. As with MMPs, a cysteine switch in the prodomain is believed to keep

the protease in an inactive state. In order to be activated, the N-terminal

prodomain needs to be cleaved from the rest of the protein by protein con-

vertases in the trans-Golgi network [45]. Catalytic active ADAMs act as

ectodomain sheddases that proteolitically cleave type I and type II trans-

membrane proteins within the juxtamembrane stalk region of the

ectodomain to release soluble mature forms. ADAMs can modulate other

cellular events by a process known as regulated intramembrane proteolysis,

as described for Notch and HER-4, in which consecutive cleavage events

of CD44 by an ADAM and a presenilin-dependent g-secretase lead to

the generation of intracellular domain fragments, which can influence signal

transduction pathways, including acting as transcriptional coactivators/

repressors [46,47].

ADAMTSs are characterized by the presence of additional throm-

bospondin type I motifs in their C-terminal part, while EGF-like transmem-

brane and cytoplasmic domains are missing. The complete human

ADAMTS family comprises 19 ADAMTSs genes. Although ADAMTSs

are soluble proteins, many of them appear to bind the ECM through their

thrombospondin motifs or their spacer region [44]. Despite ADAMTSs be-

ing expressed in various cancers, no clear evidence of ectodomain shedding

has been reported [45]. ADAMTS-1 and ADAMTS-8 have antiangiogenic

properties. However, reported studies on correlation of the expression of

ADAMTS-1 have shown contradictory results. As with MMPs, ADAMTSs
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may have multiple, perhaps, opposing actions at particular stages during tu-

mor progression [48,49].

TIMPs have demonstrated selectivity in their inhibition of ADAMs and

ADAMTSs, which contrasts with their MMP-inhibitory features. For ex-

ample, ADAM-17 is exclusively inhibited by TIMP-3, ADAM-10 is sensi-

tive to TIMP-1 and TIMP-3 but not to TIMP-2 and TIMP-4. The activity

of ADAM-8 and ADAM-9 is not controlled by any TIMP [50–52].

2.3. Alternative splicing
Alternative splicing of mRNA transcripts can result in the secretion of mol-

ecule variants or the truncation of membrane-bound molecules. Soluble ad-

hesion molecules generated by alternative splicing contain signal peptides

but lack the anchor of a transmembrane domain, resulting in a nearly

complete secreted soluble extracellular variant, as seen for PECAM and

P-selectin [53,54]. On the other hand, shorter forms of membrane-bound

molecules containing only the membrane distal structures are found, as

seen for the activated leukocyte cell adhesion molecule (ALCAM) in

endothelial cells [45].

3. ROLE OF VESICLE AND ECTODOMAIN AND SHEDDING
IN OVARIAN CANCER

Shedding of vesicles and ectodomain is a mechanism for fast changing

the repertoire of cell surface proteins and alternative communication be-

tween cells. In combination with a mutagenic event, these processes might

offer an additional explanation for the aggressive nature of ovarian cancer

and for the development of chemoresistance in the case of recurrence.

3.1. Vesicle shedding and ovarian cancer
There is increasing evidence that MVs secreted from tumor cells participate

in the development and spread of tumors (Fig. 8.7). The special role of MVs

leading to malignancies lies in the method of their action. (i) MVs improve

the biological distribution of molecules. They act in an autocrine or

paracrine way on the immediate surroundings or travel further and finally

appear in systemic circulation. (ii) They provide a more stable conforma-

tional condition for the protein content, since the protein milieu does

not get altered, as it does when proteins are simply secreted into the

ECM. The bioactivity of proteins in the exosome is thereby increased, since

they stay in a transmembrane form. (iii) Finally, they represent a complex
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“packet” of molecules transmitted to the target cells, thus modifying their

cellular physiology [31].

A roughly fivefold increase of MV blood concentration has been

reported in ovarian cancer patients [55]. Exosomal secretion is initially

confined to the abdomen. At later stages, ascites’ formation and exchange

with blood could lead to the systemic appearance of exosomes. Exosomes

were simultaneously present in approximately 50% of samples. Other sam-

ples were only positive in the ascites but not in the serum. Phenotypically,

paired serum/ascites’ samples from the same ovarian carcinoma patients

were similar [33].
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Figure 8.7 The role of microvesicles (MVs) secreted from ovarian carcinoma cell in
cancerogenesis and chemoresistance. The tumor cell is surrounded by the MVs from
other cell type, creating complex network between microvesicles for signalization
and molecular transfer. ADAM, a disentigrin and metalloproteinase; MMP, matrix
metalloproteinase; uPA, urokinase-type plasminogen activator; EpCAM, epithelial cell
adhesion and activating molecule; L1CAM, cell adhesion molecule, member of the L1
protein family; EGFR, epidermal growth factor receptor; FasL, Fas ligand.
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Various combinations of adhesion proteins and receptors, proteases,

inducers of vascularizations, cytosolic proteins and proteins involved in in-

tracellular membrane fusion and transport, metabolic proteins, heat-shock

proteins, proapoptotic proteins, proteins involved in antigen presentation,

and miRNA have been found inMVs of human ovarian carcinoma cell lines

and ovarian cancer patients’ body fluids (Table 8.1) [32,33,55–62].

Table 8.1 Identified antigens associated with MVs isolated from body fluids of
ovarian cancer patients or/and from cell-conditioned medium of human ovarian
carcinoma cell lines

Indentified antigens associated with MVs
Detected in body
fluid/cell medium References

TCR-a, CD20, HLA-DR, B7-2, HER2/

neu, CA125, histone H2A, FasL, TRAIL,

MHC-I, HSP70, CD81

Ascites [57]

HLA-A, FasL, B23/nucleophosmin, PLAP,

TSG101

Ascites [58]

MMP-2, MMP-9, MT1-MMP, uPA, uPAR,

b1-integrin, EGFR
Ascites [59]

EpCAM, CD24 Ascites [60]

MMP-2, MMP-9, uPA, a-FR Ascites, cell medium [55]

ADAM-10, tetraspanin CD9, CD24 Ascites, cell

medium, serum

[33]

EpCAM, L1CAM, annexin-1, b1-integrin Ascites, cell medium

EMMPRIN, proheparanase Ascites

MMP-2, MMP-9, FasL Plasma [61]

218 different miRNAs Serum [32]

Claudin-4 Serum [62]

L1CAM, CD44, ADAM-10, ADAM-17,

CD9, annexin I, moesin, Hsp70

Cell medium [56]

TCR, T-cell receptor; HLA, human leukocyte antigen; HER, human epidermal growth factor receptor,
also known as neu; CA, cancer antigen; FasL, Fas ligand; TRAIL, TNF-related apoptosis-inducing ligand;
MHC, major histocompatability complex; HSP, heat-shock protein; PLAP, placental-type; alkaline phos-
phatase; TSG, tumor susceptibility gene; MMP, matrix metalloproteinase; MT1-MMP, membrane-type
MMP; uPA, urokinase-type plasminogen activator; uPAR, urokinase-type plasminogen activator receptor;
EGFR, epidermal growth factor receptor; EpCAM, epithelial cell adhesion and activating molecule; FL,
folate receptor; ADAM, a disintegrin and metalloproteinase; L1CAM, cell adhesion molecule, member of
the L1 protein family; EMMPRIN, extracellular matrix metalloproteinase inducer.

256 Katarina Černe and Borut Kobal



Taylor et al., who analyzed serum from 62 women with FIGO stage III

and stage IV ovarian cancer, 43 women with benign ovarian disease, and

50 female controls, found membrane fragments and specific proteins

(MMP-2, MMP-9, and Fas ligand) associated with them in the circulation

of women with ovarian cancer, although they were not present in control se-

rum or serum with benign disease [61]. In another study, Taylor and Garcel-

Taylor investigated miRNA from primary tumor cell cultures, established

from six women with FIGO stage IIIC cystadenocarcinoma of the ovary,

and their corresponding presurgery serum samples. Of the 218 positive

miRNAs, the levels of 175 were not significantly different between the

ovarian tumor cells and their corresponding circulating tumor exosomes.

Furthermore, the levels of eight specific tumor-derived miRNA

(miRNA-21, miRNA-141, miRNA-200a, miRNA-200c, miRNA-200b,

miRNA-203, miRNA-205, andmiRNA-214) exhibited a strong correlation

with the level of serum-derived exosomal miRNA [32].

3.1.1 The effect of MVs in the establishment of an optimal environment
for cancer development

MVs can facilitate the progression of a tumor through autocrine and para-

crine signaling. They transfer growth factors and cognate receptors, DNA

and RNA, and can thereby modify the phenotype of the cells, even in

the absence of earlier mutagenic events. Several groups have described

cocalled horizontal transfer by MVs between cells. MVs secreted by the hu-

man ovarian carcinoma SKOV3 cell line are internalized by the same cells.

Internalization is energy dependent, and it occurs via various endocytic

pathways. The internalization requires proteins from the cells andMVs [63].

Formation of metastasis greatly depends on their ability to anchor to the

ECM, to degrade it, to migrate, and to become attached to a new surface.

The process must be accompanied by the formation of vessels. Ovarian car-

cinoma ascites contain large amounts of exosomes that are derived from the

carcinoma since they display tumor marker protein epithelial cell adhesion

and activating molecule (EpCAM) and CD24, also called heat stable antigen

[60]. Ongoing studies are investigating the role of EpCAM as a membrane-

bound protease inhibitor, a function that may serve to protect tumor cells

from their own secreted cathepsins during metastasis [64]. CD24 is involved

in molecular adhesion and metastatic tumor spread and serves as a normal

receptor for P-selectin. One of the most abundant protein families found

in MVs is tetraspanin. Tetraspanin CD9 regulates cell motility and other ad-

hesive processes in a variety of tissue types. It regulates b1-integrin activation
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and enhances cell motility to fibronectin [65]. b1-Integrin, which can

heterodimerize with many different a-integrin subunits, is key to the adhe-

sion of ovarian carcinoma cells to mesothelial cells. Claudine detected in

serum-derived MVs from ovarian cancer patients belongs to a family of

transmembrane proteins crucial in the formation and function of tight junc-

tions, the most apical contact between polarized cells [62]. MVs in ascites

may serve as stores of active proteinases and, as such, may aid in metastatic pro-

cesses. ECM-degrading proteinases, including uPA, MMP-2, and MMP-9,

play a crucial role in metastasis by facilitating the invasion of epithelial ovarian

cells [59].MMPs degrade basementmembrane collagen,whereas uPA catalyzes

the conversion of plasminogen to plasmin, a broad spectrum serine protease that

degrades numerous components of ECM, including fibrin, laminin, fibronec-

tin, and vitronectin. Plasmin has also been implicated in the activation of some

MMPzymogens, aswell as in the conversion of pro-uPA to its two-chain active

form. In addition to its proteolytic role, uPA stimulates the proliferation of

epithelial ovarian carcinoma cells [66]. Taken together, MV shedding might

be related to tumor progression andmaybe an importantmechanismof cell–cell

interaction and cell-ECM degradation.

3.1.2 The effect of MVs on the evasion of immunological surveillance
Tumor MVs may be important for the modulation of and escape from anti-

tumor immune response [31,67]. The escape mechanisms of tumor cells

include failure in tumor antigen presentation, expression of proapoptotic

signals, and inhibitory cytokine secretion, possibly to induce immune

tolerance and insensitivity to antitumor drugs [31].

The immunosuppressive effect of MVs from ovarian carcinoma cells was

partially revealed by the group of Valenti [67]. When MVs from ascites of

ovarian cancer were added to monocytes, they skewed the process of normal

differentiation into defective dendritic cells. Their phenotype is character-

ized by the maintenance of CD14 surface expression, diminished expression

of human leukocyte antigene (HLA) class II (HLA-DR negativity), and a

lack of costimulatory molecule upregulation. Most importantly, these cells

gain the ability spontaneously to secrete TGF-b. TGF-b inhibits not only

the proliferation and effector function of T and B lymphocyte but also

the induction of tumor cells apoptosis. One further form of escape from anti-

tumor response established by tumor cells is the induction of apoptosis of T

cells by proapoptotic molecules expressed on tumor cells. Ascites-derived

epithelial ovarian cancer cells do not have membranal Fas ligand but consti-

tutively secrete whole, intracellular Fas ligand via MV shedding [68]. MVs
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expressing Fas ligand suppress T-cell signaling molecules (CD3 and Janus-

activated kinase-3) and induce apoptosis [58]. Tumor cells not only induce

cell death but also can escape themselves. Although the ovarian carcinoma

cells in ascites are surrounded by a functional complement system, they are

protected against complement activation [69]. They can avoid complement-

induced immune destruction through vesicle shedding of the membrane at-

tack complex that accumulates in the cell membrane [31].

MVs released by tumor cells may also represent a pathway for expelling

toxic metabolites that could impair cell survival and growth. MVs may there-

fore play a role in the chemoresistance of tumor cells. Cisplatin and doxoru-

bicin have been reported to accumulate in vesicles of ovarian carcinoma cells,

which then shed from the cells, thus promoting an efficient drug efflux and the

consequent evasion of any cytotoxic effect on tumor cells [70,71].

3.1.3 MVs and inflammation
MVs affect not only other tumor cells but also various cell types in the mi-

croenvironment of the developing tumor. Ascites MVs from ovarian carci-

noma patients display phosphatidylserine in the outer phospholipid layer,

which attract and stimulate macrophages [33], which can contribute to

the induction of inflammation. The pelvic peritoneum exhibits a general

pattern of chronic inflammation in epithelial ovarian cancer, represented

primarily by differentiated monocytes/macrophages, distinct from that in

benign conditions [21]. There is an increasing awareness of the role of in-

flammation in ovarian cancer. In The Lancet Oncology, Lin and colleagues

report an association between pelvic inflammatory disease and ovarian can-

cer. Data were obtained from 67,936 women with pelvic inflammatory dis-

ease and 135,872 controls [72]. In the case of inflammation, macrophages are

already in the immediate surroundings of tumor cells and help to create a

beneficial microenvironment for tumor cells through their TGF-b1 secre-

tion. Complementary to this, phagocytes and T lymphocytes were found to

expose phosphatidylserine binding receptors, which help to capture MVs.

Further macrophages from a longer distance can thus be recruited and acti-

vated [31]. In addition to immune cells, platelets, fibroblasts, and other cells

release MVs in the hematopoietic environment of an inflammation. MVs

secreted by activated platelets bind to endothelial cells, inducing the produc-

tion of pro-inflammatory cytokines and products of the arachidonic acid

pathway. In turn, pro-inflammatory cytokines (TNF-a, IL-1b) or the ter-
minal complement complex C5b-9 can induce MV shedding of inflamma-

tory cells [73]. These upregulate adhesion molecules in the endothelium and
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leukocytes [74,75]. Taken together, the interplay between various cells and

MVs of different origins modulates the cellular response in inflammation,

which further influences the behavior of the tumor cells.

3.2. MMPs and ovarian cancer
The prognostic relevance of MMPs in ovarian cancer is still uncertain.

Among the most studied MMPs as biomarkers for ovarian cancer are

MMP-2, MMP-9, and MT1-MMP. MMP-2 and MMP-9 degrade type

IV collagen, a major component of the basement membrane, and are asso-

ciated with active neovascularization [76]. MT1-MMP cleaves pro-MMP-2

and is the key activator of MMP-2, and its colocalization has been well

documented. MT1-MMP may also directly stimulate VEGF-A expression

via the Src tyrosine kinase signaling pathway [77]. Importantly, the cellular

source of MMPs must be considering when assessing their value as ovarian

cancer biomarkers. MMPs can be produced by tumor cells, as well as the

surrounding stromal cells, such as fibroblasts, infiltrating macrophage

and endothelial cells [78]. As with other MMPs, MMP-2, MMP-9, and

membrane-associated MT1-MMP cleave not only the components of the

ECM, but also a number of nonmatrix substrates (Table 8.2) [79].

MMP-9 is induced through the clustering of collagen binding integrins

(a2b1- and a3b1-integrin) on cancer cells, which cleaves the E-cadherin

ectodomain, contributing to the loosening of cell–cell adhesion and allowing

the transformedcells to shed as single cells or spheroids into ascites [80].Davidson

et al. reported thatMMP-9mRNAexpression in tumorcellswas an independent

poor prognostic variable of survival in 45 patients with epithelial ovarian cancer

(p¼0.011) [81]. Kamat et al., who assessed tissue specimens from 90 epithelial

ovarian cancers, reported that high epithelial and stromal expression of MMP-

9 is significantly associated with shorter disease-specific survival (p<0.01) on

univariate analysis, and high stromal expression ofMMP-9 (p¼0.01)was a poor

predictor on multivariate analysis [78]. Sillanpaa et al., who analyzed 292 tumor

specimens from epithelial ovarian cancer patients, found that strongMMP-9 in

cancer cells was related to a longer 10-year disease-related survival (p¼0.05),

whereas high stromal expression was associated with a poor prognosis

(p¼0.01) [82]. According to these data, MMP-9 might have a dual role in

ovarian cancer, promoting tumor progression when expressed in the stroma

and acting against tumor growth when expressed in the tumor epithelium.

MMP-2 is expressed by the majority of multicellular aggregates collected

from ascites, which plays a major role in early metastasis. The spheroids
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Table 8.2 Extracellular matrix (ECM) substrates, non-ECM substrates, and resultant
effectors of matrix metalloproteinases (MMP-2, MMP-9) and membrane-type MMP
(MT1-MMP)
Classification
(trivial names) ECM substrate Non-ECM substrate

Resultant
effector

MMP-2

(gelatinase A)

Gelatin Decorin Bioavailable

TGFb

Elastin Pro-TGF-b2 TGF-b2

Fibronectin Pro-IL-b Active IL-b

Collagen I/IV/V/

VII/X/XI

MCP-3 Inactive

MCP-3

Laminin IGFBP-3/5 Bioavailable

IGF

Aggrecan Pro-TNFa TNFa

Vitronectin FGF-R1 Active

FGF-R1

Pro-MMP-1, 2, 13 MMP-1, 2, 13

MMP-9

(gelatinase B)

Gelatin Unknown Bioavailable

VEGF

Elastin Pro-TGF-b2 TGF-b2

Fibronectin Pro-IL-b Active IL-b

Collagen I/IV/V/

VII/X/XI

Cell surface-bound

IL-2RA

Release of

IL-2RA

Laminin Plasminogen Angiostatin

Aggrecan a1-Proteinase Inactive serpin

Vitronectin Inhibitor

Pro-TNFa TNFa

MMP-14

(MT1-MMP)

Gelatin Pro-MMP-2, 13 MMP-2, 13

Fibronectin Cell surface-bound

CD44

Release of

CD44

Vitronectin Cell surface-bound

tTG

Release of

tTG

Collagen I/II/III

Aggrecan

TGF, transforming growth factor; IL, interleukin; MCP, monocyte chemoattractant protein; IGFBP,
insulin-like growth factor-binding protein; FGF-R, fibroblast growth factor receptor; MMP, metall-
oproteinase; interleukin-2 receptor; tTG, tissue transglutaminase. Adapted from Ref. [79].



secrete more pro-MMP-2 than a monolayer culture made up of the same

ovarian carcinoma cells. MMP-2 perhaps promotes the fast disaggregation

of the spheroids on adhesion to the surface mesothelial cell layer. When an

ovarian carcinoma attaches to mesothelial cells, the cancer cells upregulate

MMP-2, which then cleaves the ECM proteins and vitronectin into smaller

fragments. The cancer cells adhere much more strongly to these smaller frag-

ments, using the fibronectin (a5b1-integrin) and vitronectin (avb3-integrin)
receptors [15]. Torng et al. found that stromal MMP-2 expression was a poor

predictor of disease-specific survival for patients with endometrioid ovarian

cancer but not for those with a serous histology [83]. Kamat et al., who assessed

tissue specimens from 90 epithelial ovarian cancers, reported that high epithe-

lial and stromal expression of MMP-2 is significantly associated with shorter

disease-specific survival (p<0.01) on univariate analysis [78].

Active MT1-MMP on cancer cells cleaves a3-integrin, contributing to

the detachment of the spheroids from the primary tumor [15]. Patients with

strong tumor epithelial MT1-MMP expression had the worst prognosis with

the shortest disease-specific survival [78].

3.3. ADAMs and ovarian cancer
The ability of diverse extracellular signals (e.g., growth factors, cytokines,

GPCRs, inflammatory stimuli, oxidative stress, etc.) to stimulate ADAMs

proteolytic activity not only provides a mechanism for cells to sense their

extracellular environment and to achieve the appropriate cellular response

but also suggests that this mode of signal transduction may have a broader

impact on the pathogenesis of inflammation and cancer. For example,

ADAM-17 and ADAM-10 have been implicated in ectodomain processing

and activation of several key signaling molecules associated with cancer

development and tumor progression, including ErbB receptors and

ligands, Notch and several cell adhesion molecules [84]. Deregulation of

key chemokine/cytokine receptor signaling pathways, which are critical

mediators of innate and adaptive immune responses, can lead to sustained

exposure of pro-inflammatory stimuli. The fact that many cytokines and

inflammatory stimuli (e.g., oxidative stress) associated with an immune re-

sponse can also stimulate ADAM proteolytic activity suggests that inflamma-

tory signals involved in chronic inflammation may promote ADAM-signaling

events associated with an increased risk of carcinogenesis [84,85].

ADAM-17 or tumor necrosis factor-a-converting enzyme has been

identified by its ability to cleave the transmembrane form of tumor necrosis
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factor a (TNF-a) at its physiological processing site [86]. Results from an-

imal studies show that TNF-a is involved in the initiation of ovarian cancer.

ADAM-17 takes part in the shedding of ALCAM from epithelial ovarian

cancer cells in vitro and in vivo, leading to the generation of a soluble ALCAM

(sALCAM). sALCAM has been found in ascites and serum from epithelial

ovarian carcinoma patients [87]. Cytoplasmic localization of ALCAM is a

marker of a poorer outcome in ovarian carcinoma patients, as compared

with its membrane expression [88]. ALCAM proteolysis may act in different

ways to downregulate ALCAM-mediated intercellular adhesion, thus con-

trolling the transition between cell clustering and cell movement. ALCAM

shedding can be enhanced by stimuli, such as EGF or phorbol esters [87].

ADAM-15 is unique among ADAM proteins since it contains the

integrin-binding motif Arg-Gly-Asp within its disintegrin region. An

integrin-binding capacity for ADAM-15 has been observed, for example,

for integrin avb3 and a9b1. Human ovarian carcinoma cell line OV-MZ-

6 expresses both avb3 and ADAM-15. OV-MZ-6, in an avb3-dependent
fashion, binds to ECMprotein vitronectin, which is one of themost abundant

adhesion substrates in a normal ovarian epithelium, as well as in differentiated

ovarian tumors. In addition to the implication of avb3 in tumor angiogenesis,

several lines of evidence point to its role during ovarian cancer invasion. In

primary ovarian cancer, avb3 is detected at significantly higher levels than

in ovarian tumors of low malignant potential. Cells (over)expressing

ADAM-15-RGB exhibit a significantly reduced avb3-mediated adhesion

to vitronectin, thereby loosening tumor cell adhesion to ECM and regulating

mediating tumor cell migration and invasion [89].

ADAM-10, also called Kuzbanian, was the first disintegrin–metalloprotease

to have a known proteolytic function [90]. ADAM-10 is the principal sheddase

for several molecules associated with cancer proliferation, differentiation,

adhesion, and migration, such as Notch, E-cadherin, CD44, L1CAM, and

ErbB ligands, such as betacellulin in EGF [91]. ADAM-10 has been found in

exosomes isolated from body fluids of ovarian cancer patients and from media

of human ovarian carcinoma cell lines [33,56].

3.4. Alternative splicing and ovarian cancer
Up to 10 different CD isoforms have been documented for cell transmem-

brane glycoprotein CD44. CD44 is implicated in cell adhesion, motility, and

metastases of ovarian cancer. Soluble forms of CD44 (sCD44) are generated

via alternative splicing and have been found in ascites of ovarian cancer
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patients. Gadducci et al., who analyzed serum levels from 51 epithelial ovar-

ian cancer patients, reported significantly lower sCD44-v5 and sCD44-v6

levels in advanced ovarian cancer (FIGO stages III–IV) than in stage I disease

(p<0.001 and p¼0.001), while standard CD44 isoforms (sCD44-st) were

not related to the most common clinopathological variables of epithelial

ovarian cancer [92]. Aberrant alternative splicing frequently occurs in can-

cers [93,94], but a direct link between alternative splicing and ovarian cancer

progression has not been established.

4. PROTEIN SECRETION RATES AND BLOOD
BIOMARKERS’ LEVEL

Proteins secreted by cells are expected finally to reach the circulation.

Secreted proteins, therefore, in contrast to intracellular proteins, may be

more likely to be detectable in plasma. The distribution of proteins may vary

because of differences in a number of factors, such as physicochemical char-

acteristics of molecules (size/shape, lipid solubility/hydrophobicity, charge/

polarity), access to systemic circulation, tissue vascularization and inter-

individual variation (e.g., ethnicity, age, genetic factors, hormones, disease).

Stimuli that create stress in a patient may also influence protein distribution

[95,96]. Additionally, the mechanism of secretion of a protein from the cell

influences its stability. In this regard, proteins may be shed in a soluble form

or in MVs, the former representing a more stable environment.

Important features of secreted or shed proteins that may serve as bio-

markers include high secretion rates, specifically by tumor cells, and a

low baseline concentration in normal plasma. A recent mathematical model

has derived estimates of the balance between tumor biomarker secretion into

and removal from the intravascular compartment, which takes into account

protein secretion rates by tumor cells [97]. This model was primarily based

on data available for the ovarian cancer biomarker CA-125. The study in-

troduced a linear one-compartment mathematical model that allows the es-

timation of minimal detectable tumor size based on a blood tumor

biomarker assay. The secretion rate of CA-125 secretion 130 U/105

cells/20 h/2 ml was used for the model. This value is based on in vitro data

for the secretion rate of CA-125 into cell culture medium by selected human

ovarian carcinoma cell lines (OVCAR-3, SK-OV-8, SK-OV-3, which se-

crete 2–13 U/105 cells/20 h/2 ml medium) [98]. In order to account for the

potential enhancing influence of the tumor environment on actual tumor

biomarker secretion in vivo, a higher secretion rate was used for the model.
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Not all of the protein secreted by cells into the extracellular compartment

will reach circulation. The model assumed that a range of 0.1–20% mean

percentage of secreted biomarker reach the blood. In the plasma, the protein

of interest has a distinct half-life, owing, for example, to degradation by pro-

teases, hepatic metabolism or, in the case of a smaller protein, because of fil-

tration by the kidney. More tumor biomarker must be secreted by tumor

cells if the half-life is shorter. The half-life for CA-125 is 151 h [97]. Assuming

biomarker secretion by tumor cells only, 10% of secreted tumor biomarker

reaching the plasma and assay sensitivity of 1.45 U/ml (clinically realistic con-

ditions), the calculated minimally detectable tumor size ranged between 0.11

and 3610.14 mm3. If the tumor biomarker is secreted by tumor cells only, the

test assay sensitivity basically defines the cutoff between healthy and diseased.

When biomarker secretion by healthy cells and tumor cells was assumed, the

calculated tumor size leading to positive test results ranged between 116.7 and

152�106 mm3. If there is secretion by healthy cells, the cutoff value for dis-

tinction between healthy and diseased must be set at a point that offers a high

specificity and beyondwhich few of the normal populationwill lie. In order to

include less than 0.1% of the normal population in the range of positive test

results assuming a Gaussian distribution of the CA-125 level, the cutoff value

was therefore set at 3.09 times the standard deviation above the mean normal

protein serum level in healthy women (34.11 U/ml). The calculated mini-

mum detectable tumor size on the assumption of tumor marker secretion

by healthy cells (it is known that healthy mesothelial cells secrete CA-125

[98]) is in qualitative agreement with the performance of CA-125 in clinical

applications [97]. CA-125 tests are positive in up to 80% of patients with ad-

vanced stage disease (e.g., tumor volumes 106 mm3 are reported for advanced

ovarian cancer with peritoneal metastasis [99]) but are negative in up to 50% of

patients with stage I disease, when the tumor burden is still limited [100].

Applying this model, it has been calculated that the secretion rates of

TIMP-1, measured in human ovarian carcinoma cell lines CaOV3 and

ES2, are in the order of nanograms of protein per million cells, per hour.

This secretion rate suggests that a tumor approximately 2 cm in diameter

would result in a detectable 50% increase in the serum level. The TIMP-

1 level that occurs in normal serum is 87–524 ng/ml. Assumptions for the

calculations were (i) a half-life in blood of 48 h; (ii) 50% of secreted protein

reaching the blood [101].

A mathematical model developed by Lutz et al. may address the potential

and limitations of tumor biomarkers, help prioritize biomarkers, and guide

investments into early cancer detection research.
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5. MVs AND SHEDDASES AS POTENTIAL THERAPEUTIC
TARGETS

Given the important roles that MMPs, ADAMs, and MVs play in tu-

mor growth, metastasis, and the deregulated angiogenesis that drives them,

significant attention has been paid to the development of clinically useful

agents that target MMPs, ADAMs, and MVs.

5.1. MVs as therapeutic targets
Considering that MVs are involved in tumorigenesis at multiple levels, and

that drugs themselves can be excreted from tumor cells via MVs, interfering

with the formation, release and propagation of these vesicles could be a

novel approach in cancer treatment.

MVs’ formation and release can be influenced by disturbing the exocytosis

of exosomes and the budding of larger MVs. Paclitaxel and vinca alkaloids not

only inhibit cell division but additionally decrease exosome release by

inhibiting microtubule formation. Using proton pump inhibitors, exosome

formation can be blocked in the absence of a gradually acidic milieu [102].

A large number of proteins participate in the complex cell biological process

of vesicle trafficking. Of these, at least 21 have been implicated in tumorigen-

esis [103,104]. Normal vesicle physiology is a prerequisite for cell life, so the

broad effects may have adverse effects in healthy cells, unless a tumor specific

agent can be found. Independently of the rug mechanism for diminishing

exosome release by tumor cells, the crucial point is to prove that this effect

will improve the immunogenicity of cancer cells [102].

The idea of MV vaccination is based on the finding that exosomes effi-

ciently transfer tumor antigens from tumor cells to other antigen-presenting

cells, mostly to dendritic cells, allowing initiation and amplification of an

antitumor response. Chaput and her group proposed an active “vaccination”

method that involves the isolation of ascites-derived exosomes from patients

with ovarian cancer, the addition of adjuvant, and the exosomes are then

reinjected into the patient s.c. at different sites far from the existing tumor’s

immunosuppressive environment. “Adoptive transfer of tumor specific cy-

totoxic T-lymphocyte” also involves isolation of ascites-derived exosomes,

which would first be added to dendritic cells isolated from the patient’s

blood, so that the exosome containing dendritic cells can then present the

tumor antigen to specific T cells, which, after culturing, represent a specific

cytotoxic T-cell clone against the tumor. The cytotoxic T cells would be
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injected to the patient i.v./i.p. [105]. The effects of tumor-derived exosome

vaccine alone are at least questionable, if not counterproductive, since the

exosome might act as a vehicle for suppressive signals and have negative ef-

fects on antitumor immune response [102].

Ichim and his group proposed a physical approach in order to remove

exosomes from the body fluids of patients. The method is an extracorporeal

“dialysis” through a so-called HemopurifierTM. The immunosuppressive

activity normally found in the ascites of patients with ovarian cancer was

completely removed by the HemopurifierTM [106].

5.2. MMPs as therapeutic targets
The discovery of cell surface-localized MMPs started more than 20 years ago

[107]. Today’s challenge is to distinguish the action of MMPs that contribute

to tumor progression from those that are crucial for host defense, as blocking

the latter would worsen the clinical outcome. One of the major problems with

targeting MMPs is that this enzyme family is highly similar, particularly in the

vicinity of an active site. Importantly, the sameMMPmayplay a contrasting role

at different stages of cancer progression. TIMPs may actually be more effective

when administrated at earlier stages of cancer progression, which may also pro-

vide the opportunity to use a lower drug dose, thereby perhaps limiting the tox-

icity that has so hampered clinical trials [43]. Novel mechanism-based TIMPs

have also been reported. One possible mechanism is the participation ofMMPs

in thehostdefense against a tumorbymodulating theactivitiesof chemokineand

cytokines [108]. Inhibitors that target MMP exosites have been developed and

show enhanced selectivity for specific MMPs and MMP activities [109].

While intraperitoneal administration of TIMPs in vivo resulted in pro-

longed survival of mice carrying human ovarian xenografts, its application

to the clinical setting using nonselective TIMPs (batimastat and marimastat)

was limited by significant toxicity, probably due to a lack of specificity in

targeting tumor-associated MMP [26].

5.3. ADAMs as therapeutic targets
Several small-molecule inhibitors targeted specifically at the ADAM family of

enzymes have also been evaluated. Of these, inhibitors of ADAM-10 and

ADAM-17 have reached the clinical stage of development [110], but not

for ovarian cancer. Such inhibitors could prove to be particularly useful in

targeting EGFR signaling, either as single agent or in a synergistic manner

with currently approved tyrosine kinase inhibitors. Unlike the first-generation
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TIMPs, they did not induce a muscoskeletal adverse effect in initial animal

studies [111]. Several inhibitors of ADAM-17 have failed during clinical trials,

especially because promising in vitro nanomolar range inhibitors do not always

show efficacy in vivo [110].

6. CONCLUSIONS

Increasing efforts and financial resources are being invested in early

ovarian cancer detection research. Blood assays detecting tumor biomarkers

promise noninvasive and financially reasonable screening for early cancer,

with a high potential positive impact on patient survival and quality of life.

In spite of intense work in this field, there is not a lot to show. One approach

for future research would be systematically to characterize sets of proteins

whose locationmakes them especially relevant to diagnosis and treatment, no-

tably proteins on the cell surface or those released into the extracellular milieu.

Proteins with high secretion rates or proteins that are extensively cleaved from

the cell surface, specifically from tumor cells, are a potential source of circu-

lating markers. Proteins that are resistant to shedding and are detected exclu-

sively on the cell surface have potential as imaging or therapeutic targets,

including integrins and several other receptors and adhesion molecules.

Sheddases (e.g., MMPs, ADAMs) involved in protein secretion may be a

biomarker themselves or have potential as therapeutic targets. MVs that are

extensively shed from tumor cells represent an additional release mechanism

of a largenumber of proteins and lipids. Since their concentration in body fluids

of ovarian patients increases with the progression of disease, they may serve as

prognosticmarkers. Interferingwith the formation, releaseorpropaginationsof

MVs can be considered as a new approach in ovarian cancer therapy.
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Abstract

We describe the origin and significance of electrical and mechanical observations on
nerves. To this end, we compare two models for neural activity, which are the
established Hodgkin–Huxley model and the more recent soliton theory, respectively.
While the Hodgkin–Huxley model focuses particularly on the electrical aspects
of the neural membranes, the soliton model is based on hydrodynamic and thermo-
dynamic properties of the membrane, thus including changes in all thermodynamic
variables.
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1. INTRODUCTION

The action potential is a propagating voltage pulse traveling along the

nerve axon. Since the first description of its electrical features by Luigi

Galvani [1] and Volta [2] in the past decade of the eighteenth century, its

nature has been in the focus of intense studies during the recent 200 years.

Starting from a famous paper by Bernstein [3] in 1902, it has been assumed

that the permeability of the neural membrane for ions is a necessary prereq-

uisite for the propagation of the nervous impulse in excitable membranes.

Bernstein based his considerations on the electrochemistry of semipermeable

walls, leading to a voltage difference across a membrane upon uneven dis-

tribution of positive and negative ions (Nernst potentials). While Bernstein

assumed that the permeability for ions breaks down in a nonspecific manner,

the later Hodgkin–Huxley (HH) model [4] is based on the assumption that

the membrane contains proteins that selectively conduct sodium and potas-

sium ions in a time- and voltage-dependent manner. This model was at the

basis of a rapid development in molecular biology, leading to numerous

studies on ion channel proteins. Until today, permeation studies on ion

channel proteins have been in the center of interest of molecular biology.

The HHmodel treats the nerve axon as an electrical circuit in which the

proteins are resistors and the membrane is a capacitor. Ion currents flow

through the membrane and along the nerve axon leading to a propagating

pulse. The voltage dependence of the channel proteins results a characteristic

spike (Fig. 9.1) described by a partial differential equation that exclusively

contains electrical parameters.While theHHmodel describes various aspects

of the action potential in a satisfactory manner (e.g., its velocity and the pulse

amplitude), it fails to describe several other aspects of the nerve pulse that are
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Figure 9.1 The action potential. Left: The action potential in a squid axon, adapted from
Ref. [5]. Right: Extracellular recording of action potential from grasshopper nerves.
Adapted from Ref. [6].
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of nonelectrical nature. For instance, it is known that nerves display thickness

and length variations under the influence of the action potential [7–13].

Interestingly, the action potential can be excited by a mechanical stimulus,

indicating that the nerve pulse possesses a mechanical component. An even

more important observation is the heat production of a nerve during the

nerve pulse. During the first phase of the nerve pulse, heat is released from

the membrane, while it is reabsorbed during the second phase [7,14–18].

The integrated exchange of heat is zero within experimental accuracy,

indicating that the action potential is an adiabatic phenomenon. This later

observation is in conflict with the HH model that is based on irreversible

dissipative processes (currents through resistors) and should lead to

dissipation of heat [19]. This, however, is not observed in nerves. In this

context, it is interesting to note that a nerve pulse can also be stimulated by

local cooling [20], indicating that heat changes take place during the action

potential. Summarizing, it seems as if the mechanical and the heat

signatures rather indicate that the nerve pulse is an adiabatic and reversible

phenomenon such as the propagation of a mechanical wave.

To rationalize the above phenomena, it has been proposed that the prop-

agating nerve pulse is an electromechanical soliton rather than a breakdown

of membrane resistance [6,21–23]. The soliton theory is an alternative

explanation of the nerve pulse based on the thermodynamics of the

membrane and naturally includes all thermodynamic variables including

volume, area, and enthalpy changes. In the context of this model, the

pulse velocity is close to the velocity of sound in the membrane, and the

experimentally observed reversible heat corresponds to the reversible

heating of compressible media during the propagation of adiabatic waves.

In the present contribution, we review and compare the HH model and

the soliton theory for neuronal signal propagation and discuss the implica-

tions of each model. A particular focus is on the collision of pulses.

2. LIPIDS AND PROTEINS IN NEURONAL MEMBRANES

The basic components of the nervous system are cells called neurons.

Neurons transmit information by firing and propagating electrical impulses.

These pulses (called action potentials) display typical amplitudes of 100 mV,

velocities between 1 and 100 m/s, and display a characteristic timescale of

about 1 ms.

The major units of a neuron are the soma (the cell body) including most

organelles, the dendrites (receiving the signals), the axon (propagating
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the signal), and synapses (chemical or electrical connections to other cells).

Neurons possess a wide variety of shapes, sizes, and electrochemical prop-

erties [24]. They are similar to other eukaryotic cells which contain a nucleus

and organelles surrounded bymembranes [24]. These membranes are mainly

composed of two classes of molecules: lipids and proteins.

2.1. The lipid membrane
The plasma membrane acts as the outer boundary of a neuron. It regulates

the permeation of substances into and out of the cell. The membrane is

composed of a lipid bilayer into which proteins are embedded [25]

(Fig. 9.2C). Typical lipid/protein mass ratios of biomembranes are around

one [27] (including the peripheral parts of the proteins).

The lipid bilayer consists of various small amphiphilic molecules ranging

from phospholipids (Fig. 9.2A) and sphingolipids to cholesterol. The hydro-

phobic tails of these lipids are directed toward the membrane center and

away from extra- and intracellular fluid. In contrast, head groups are zwit-

terionic, polar, or charged. Therefore, the head groups are exposed to the

aqueous medium and are in contact with extra- and intracellular fluid.

The lipid membrane displays order transitions as a function of temperature,

Figure 9.2 Schematic diagrams of a phospholipid (A) of the KscA potassium channel
protein embedded in a lipid membrane (B) and the biomembrane in the presence
of proteins and compositional separation of lipids into domains (C). Reproduced with
permission from Ref. [26].
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pressure, pH, or voltage. In these transitions, the number of configurations

of individual lipid molecules increases dramatically. In the melting regime,

one finds coexisting domains of ordered and disordered lipid. Figure 9.2C

shows a membrane with coexisting domains of different physical states.

Proteins are associated with the membrane.

2.2. Membrane proteins
While the lipid bilayer is often believed tomainly determine the basic structure

of the plasmamembrane, the embedded proteins are thought to be responsible

for its function.They are involved in transport process into andout of the cell.

A particular class of proteins abundant in neuronal membranes are the

so-called channel proteins that are believed to form pores for particular ions.

They contribute to the passive transport of ions. For instance, the Naþ-
channel has been reported to display a specific conductance for sodium,while

Kþ-channel has been reported to show potassium conductance along con-

centration gradients between the inside and the outside of the cells.

Figure 9.2B displays the crystal structure of the KscA potassium channel

proteins embedded into a lipid membrane. Such ion channel proteins are

considered to be responsible for the ion currents observed in conduction

experiments on nerve membranes. The presently accepted model for nerve

pulse generation and propagation proposed by Hodgkin and Huxley in

1952 [4] is basedonvoltage- and time-dependent properties of such ion chan-

nels.Wewill discuss the experimental results that lead to the theory as well as

to the model in more detail in the next section.

However, it will be shown below that the lipid membrane itself plays a

much more active role in biological processes than hitherto believed.

3. ELECTRICAL CIRCUITS AND THE HH MODEL

The present understanding of the nerve membrane is based on some

important experimental works from the 1930s to the 1950s. The association

of the action potential in nerves with a large increase in membrane conduc-

tance, first proposed by LudwigBernstein, was confirmed byCole andCurtis

[5] in 1939. These recordings demonstrated that the action potential is not

just a reduction of the membrane potential due to an unspecific breakdown

of membrane resistance during the action potential but involves a change in

sign (overshoot), implying a more sophisticated mechanism. Hodgkin and

Katz [28] explained the overshooting action potential as a result of an increase
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in sodium permeability, thus supporting the suggestion of Overton [29].

Finally, Hodgkin, Huxley, and Katz developed the voltage-clamp circuit

to facilitate quantitative measurement of ionic currents from squid axon.

Hodgkin and Huxley proposed that the membrane can be selectively per-

meable for either sodium or potassium in a voltage- and time-dependent

manner. This mechanism ultimately leads to the famous HH model [4].

Hodgkin and Huxley studied the conductance properties of nerve axons

from squid in voltage-clamp experiments [30]. In such experiments, an elec-

trode is inserted into a nerve axon such that the voltage difference between

inside and outside is constant along the whole axon. Under such conditions

no pulse can propagate. The voltage-clamp experiments by Hodgkin and

Huxley showed that a stepwise depolarization (reduction of transmembrane

voltage) of the membrane by electrodes first triggered an inward current

(against the applied field) followed by an outward current (along the external

field). With the aid of ionic substitution, they demonstrated that the net cur-

rent could be separated into two distinct components: a fast inward current

carried by Naþ ions, and a more slowly activated outward current carried by

Kþ ions. They concluded that these two currents result from independent

permeation mechanisms for Naþ and Kþ involving time- and voltage-

dependent conductances of particular objects in the membrane. This new

concept was named the “ionic hypothesis” [31]. The schematic diagram

for the electrical circuit in the voltage-clamp experiment is shown in Fig. 9.3.

In the HH picture, three different ion currents contribute to the voltage

signal of the neuron, that is, a sodium current, a potassium current, and a leak

current that consists mainly of Cl– ions. The flow of these ions through the

cell membrane is controlled by their respective voltage-dependent ion
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Figure 9.3 Schematic diagram of Hodgkin–Huxley circuit in a voltage-clamp experiment
adapted from Ref. [32].
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channels. The leak current also takes care of other channel types which are

not described in particular. The most remarkable achievement of this theory

was the self-consistent agreement of the experimental voltage-clamp data (in

the absence of a pulse) with a quantitative model for the propagating nerve

pulse [4], whichmade it the very first complete description of the excitability

of a single neuron.

The semipermeable cell membrane separates the interior of the cell from

the extracellular liquid. The lipid membrane is considered an insulator that

acts as a capacitor with constant capacitance, Cm. The proteins are consid-

ered being resistors described by conductances gi (i being the index for a

particular channel and ion). Upon change of voltage, Vm, two currents

can be observed—a capacitive current charging the capacitor and ohmic

currents through the protein. The total current through the membrane,

Im, is the sum of these two currents. The equivalent circuit is shown

in Fig. 9.3. The time-dependent membrane current Im is given by the

following equation:

ImðtÞ¼Cm

dVm

dt
þ gNaðVm�ENaÞþ gKðVm�EKÞþ gLðVm�ELÞ ð9:1Þ

The last term in this equation accounts for small leak currents and will be

omitted in the following. The quantities ENa, EK (and EL) are the Nernst

potentials of different ions. The concentrations of ions on the inner and

outer side of the cell (cin and cout) are different (K
þ concentrations of the giant

squid are 400 mM inside and 20 mM outside. Naþ concentrations are 50

and 440 mM, respectively [33]). As a consequence, current flows even in

the absence of an external voltage due to diffusion along the gradients. This

is taken into account by the Nernst potentials in the above equation:

Ei¼RT

zF
ln
cout

cin
ð9:2Þ

If the external voltage is equal to the Nernst potential, no current flows.

The Nernst potentials are different for different ions.

The functions gNa and gK are the conductances of the ion channel pro-

teins for the respective ions. They are assumed to be functions of voltage and

time. Hodgkin and Huxley parameterized these conductances by using their

voltage-clamp data in the following manner:

gNa¼ gNa;0m
3h,

gK¼ gK0
n4

ð9:3Þ
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introducing the functions m(Vm, t), h(Vm, t), and n(Vm, t) that depend on

voltage and time. These functions range between 0 and 1 and are related

to the likelihood that the channel is open. If m3h¼1, the sodium channel

is open and conducts with the characteristic conductance gNa,0. If n
4¼1,

the potassium channel is open and conducts with its characteristic conduc-

tance gK, 0. The functions m, h, and n are called gating variables. Each of them

follows a simple linear differential equation after changing voltage yielding

an exponential relaxation in time:

dm

dt
¼ amðVmÞð1�mÞ�bmðVmÞm,

dn

dt
¼ anðVmÞð1�nÞ�bnðVmÞn,

dh

dt
¼ ahðVmÞð1�hÞ�bhðVmÞh

ð9:4Þ

The newly introduced functions am(Vm), ah(Vm), an(Vm) and bm(Vm),

bh(Vm), bn(Vm) are voltage-dependent rate constants that cannot be derived

by any theory. Instead, they are fitted to experimental data. Each of the rate

constants requires several parameters to obtain an empirical fit. All together,

one has more than 20 empirical fit parameters. This indicates that the HH

model is not a theory based on first principles but rather a parameterization

of the electrical features of the membrane.

The propagating action potential is now calculated by combining

Eq. (9.1) with cable theory (Fig. 9.4). Using Kirchhoff’s laws, cable theory

describes the spreading of a voltage along a cylindrical membrane as a func-

tion of distance x, the specific resistance of the membrane (Rm) and the spe-

cific inner resistance of the intracellular medium along the cable (Ri). A

central equation originating from cable theory is
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Figure 9.4 Action potential in squid axons simulated by Hodgkin and Huxley in 1952.
The pulse is shown in two different time windows. From Ref. [4].
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@2Vm

@x2
¼ 2Ri

a
Im ð9:5Þ

for a cable with radius a, which together with Eq. (9.1) yields

@2Vm

@x2
¼ 2Ri

a
Cm

dVm

dt
þ gNaðVm�ENaÞþ gKðVm�EKÞ

� �
ð9:6Þ

Finally, it is assumed that a pulse exists that propagates with constant

speed y independent of voltage. This implies that the wave equation

@2Vm

@t2
¼ y2

@2Vm

@x2
ð9:7Þ

can be used. Combining Eq. (9.7) with Eq. (9.6) yields the final equation for

the propagation of the electrical pulse:

a

2Riy
2

@2Vm

@t2
¼Cm

dVm

dt
þ gNaðVm�ENaÞþ gKðVm�EKÞ ð9:8Þ

This partial differential equation has to be solved and yields the HH

action potential.

The HHmodel can reproduce a wide range of data from squid axon, for

instance the shape and propagation of the action potential (see Fig. 9.2), its

sharp threshold, its refractory period, and the hyperpolarization. However, it

has to be noted that the model contains a hidden complexity since the con-

ductances are empirical functions of voltage and time that were parameter-

ized from experiment (see above).

There have been various attempts to simplify the complexity of the equa-

tion, for instance by FitzHugh and Nagumo [34,35] (called the

FitzHugh–Nagumo (FHN) model), Hindmarsh–Rose [36] and Rajagopal

[37]. Such models are widely used in simulating the neural networks in

order to rationalize experimental data.

4. PULSE PROPAGATION BASED ON THE
THERMODYNAMICS OF THE BIOLOGICAL
MEMBRANE: THE SOLITON MODEL

The HH model describes the electrical processes during signal gener-

ation and propagation in the nerves. However, the model fails to explain

several nonelectrical properties observed during experiments. For instance,

it has been observed that one finds a reversible release and reuptake of heat

during the action potential [7,14–18]. The integral over the heat exchange
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during the nerve pulse is zero within the experimental accuracy. While this

is in conflict with a dissipative model based on electrical resistors, it is rather

consistent with an adiabatic wave (e.g., a sound wave). In fact, mechanical

changes during the action potential have been found in various experiments

[7–13], indicating that the action potential is accompanied by a mechanical

pulse. The thickness of the nerve increases, and a simultaneous shortening of

the nerve can be observed. The HH model also fails to explain the effect of

anesthetics on nerve pulse conduction.

In 2005, Heimburg and Jackson proposed a thermodynamic theory of

nerve pulse propagation in which the action potential is a reversible electro-

mechanical soliton [6,19,21,22,38]. It is based on the thermodynamics and

in particular the phase behavior of the lipids which are the major

components of the membrane. In the following, we will refer to this

theory as the “soliton model.” A central prerequisite of this theory is the

chain-melting transition of the lipid membranes, which in biological cells

can be found a few degrees below body temperature (see Fig. 9.5; Refs.

[21,27]). At physiological temperatures, the state of the biological

membranes is fluid. The melting transition is linked to changes in

enthalpy, entropy, but also to changes in volume, area, and thickness.

This implies that the state of the membrane can be influenced not only

by temperature but also by hydrostatic pressure and lateral pressure in the

membrane plane. Due to the fluctuation–dissipation theorem, the

fluctuations in enthalpy, volume, and area in the transition are at a

maximum. Therefore, the heat capacity and the volume compressibility

all reach maxima. Simultaneously, the relaxation timescale reaches a
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Figure 9.5 Heat capacity profile of native Escherichia coli membranes showing a lipid
melting peak below physiological temperature. Adapted from Ref. [26].
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maximum.This implies that the lateral compressionof a fluidmembrane leads

to an increase in compressibility. This effect is known as a nonlinearity. From

experiment, it is known that the compressibility is also frequency dependent,

an effect that is known as dispersion. These two phenomena are necessary

conditions for the propagation of solitons. It can be shown that the features

of lipid membranes slightly above a transition are sufficient to allow the

propagation of mechanical solitons along membrane cylinders [21]. The

solitons consists of a reversible compression of the membrane that is linked

to a reversible release of heat, mechanical changes in the membrane.

Furthermore, the soliton model also implies a mechanism for anesthesia

that lies in the well-understood influence that anesthetics have on the lipid

phase transition [38].

The soliton model starts with the well-known wave equation for area

density changes DrA

@2

@t2
DrA ¼ @

@z
c2

@

@z
DrA

� �
ð9:9Þ

that originates from the Euler equations of compressible media (e.g.,

[39,40]). Here, t is the time, z is the position along the nerve axon, and c

is the sound velocity. If c¼ c0 is constant, one finds the relation for sound

propagation (@ 2r/@ t2)¼ c0
2(@ 2r/@ z2).

However, it has been shown that close to melting transitions in mem-

branes, the sound velocity is a sensitive function of density [41,42]. As

shown in Fig. 9.5, such transitions are found in biomembranes. This is

taken into account by expanding the sound velocity around its value in

the fluid phase

c2 ¼ c20 þpDrAþ qðDrAÞ2þ��� ð9:10Þ
up to terms of quadratic order. The parameters p and q describe the depen-

dence of the sound velocity on density close to the melting transition and are

fitted to experimental data [21].

It is further known that the speed of sound is frequency dependent. This

effect is known as dispersion. In order to take dispersion into account, a sec-

ond term is introduced into Eq. (9.9) that assumes the form:

�h
@4

@z4
DrA ð9:11Þ

where h is a constant. For low-amplitude sound, this term leads to the

most simple dispersion relation c2¼ c0
2þ (h/c0

2)o2¼ c0
2þconst �o2. Lacking
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good data on the frequency dependence of sound in the kilohertz regime,

the term given by Eq. (9.11) is most natural dispersion term.

Combining Eqs. (9.9)–(9.11) leads to the final time and position-

dependent partial differential equation [21,23]:

@2

@t2
DrA¼ @

@z
c20 þpDrAþ qðDrAÞ2þ�� �� � @

@z
DrA

� �
�h

@4

@z4
DrA ð9:12Þ

which describes the propagation of a longitudinal density pulse in a myelin-

ated nerve. In this equation,

• DrA is the change in lateral density of the membrane DrA¼rA�r0
A;

• rA is the lateral density of the membrane;

• r0
A is the equilibrium lateral density of the membrane in the fluid phase;

• c0 is the velocity of small-amplitude sound;

• p and q are the parameters determined from density dependence of the

sound velocity. These two constants parameterize the experimental

shape of the melting transition of the membrane and are given in Ref.

[21];

• h is a parameter describing the frequency dependence of the speed of

sound, that is, the dispersion.

All parameters except h are known from experiment. The empirical equi-

librium value of r0
A is 4.035�10�3g/m2, and the low-frequency sound

velocity c0 is 176.6m/s. The coefficients p and q were fitted to measured

values of the sound velocity as a function of density. The parameter h is

not known experimentally due to difficulties to measure the velocity of

sound in the kilohertz regime. However, Chapter 2 attempts to derive this

parameter theoretically from relaxation measurements.

The nonlinearity and dispersive effects of the lipids can produce a self-

sustaining and localized density pulse (soliton) in the fluid membrane (see

Fig. 9.6). The pulse consists of a segment of the membrane that locally is

found in a solid (gel) state. It preserves its amplitude, shape, and velocity

while propagating along the nerve axon. Further, the pulse propagates over

long distances without loss of energy.

In the following, we work with the dimensionless variables u (dimen-

sionless density change), x, and t defined in Ref. [23] as

u¼DrA

rA0
; x¼ c0

h
z; t¼ c20ffiffiffi

h
p t; B1¼ r0

c20
p; B2¼ r20

c20
q ð9:13Þ
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Equation (9.12) now assumes the following form:

@2u

@t2
¼ @

@x
ðBðuÞÞ@u

@x
�@4u

@x4
ð9:14Þ

with

BðuÞ¼ 1þB1uþB2u
2 ð9:15Þ

B1¼�16.6 and B2¼79.5 were determined experimentally for a syn-

thetic lipid membrane in Ref. [21]. If we consider a density pulse u prop-

agating with constant velocity, we can use the coordinate transformation

x¼x�bt (where b is the dimensionless propagation velocity of the density

pulse) and we yield the following form:

b2
@2u

@x2
¼ @

@x
BðuÞ@u

@x

� �
�@4u

@x4
ð9:16Þ

This is very much in the spirit of Eq. (9.7) used to obtain a propagating

solution. Equation (9.15) displays exponentially localized solitary solutions

which propagate without distortion for a finite range of subsonic velocities

[21,23].

Time (ms)

0.0

0.0

0.00

Dr
A

/r
0A

0.05

0.10

0.15

0.20

0.1 0.2 0.3 0.4

0.5 1.0 1.5 2.0 2.5 3.0

z (m)

Figure 9.6 Calculated solitary density pulse as a function of lateral position calculated
using experimental parameters for a synthetic membrane. The pulse travels with about
100 m/s. From Ref. [43].
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The above differential equation possesses analytical solutions given by

uðxÞ¼ 2aþa�

ðaþþ a�Þþðaþ� a�Þcoshðx
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�b2Þ

q ð9:17Þ

where u¼a� is given by

a� ¼�B1

B2

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2�b20
1�b20

s !
ð9:18Þ

for the velocity range b0<|b|<1 (with 1 being the low-amplitude sound

velocity). There exists a lower limit for the propagation velocity of the pulse

given by b0¼0.649851 for a synthetic membrane. No solitons exist

for slower velocities. The density change u(x) describes the shape of the

propagating soliton, which depends on the velocity b. A typical soliton

generated by Eq. (9.16) is shown in Fig. 9.6. The minimum propagation

velocity b is about 100 m/s, very similar to the measured propagation

velocity of the action potential inmyelinated nerves. Since the pulse describes

a reversible mechanical pulse, it possesses a reversible heat production, a

thickening and a simultaneous shortening of the nerve axon, in agreement

with observation. Due to the electrostatic features of biomembranes,

the pulse possesses a voltage component. Thus, the traveling soliton can

be considered a piezoelectric pulse.

One feature of the solitonmodel not discussed here in detail is that it pro-

vides a mechanism for general anesthesia. It has been shown that general

anesthetics lower the melting points of lipid membranes. At critical dose

(where 50% of the individuals are anesthetized), the magnitude of this shift

is independent of the chemical nature of the anesthetic drugs [38,44].

From this, one can deduce quantitatively how much free energy is

required to trigger a soliton. In the presence of anesthetics, this free energy

requirement is higher. As a result, nerve pulse stimulation is inhibited.

In this respect, it is interesting to note that hydrostatic pressure reverses

anesthesia. For instance, tadpoles anesthetized by ethanol wake up at

pressures around 50 bars [45]. It is also known that hydrostatic pressure

increases melting temperatures of lipid membranes due to the positive excess

volume of the transition [46]. The effects of anesthetics and hydrostatic

pressure are known quantitatively. Therefore, one can also quantitatively

calculate at what pressure the effect of anesthetics is reversed. The resulting

pressures are of the order of 25 bars at critical anesthetic dose, which is of

same order than the observed pressure reversal of anesthesia [19,38].
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Another important aspect discussed elsewhere is that melting of mem-

branes results in quantized conduction events in lipid membranes due to

thermal fluctuations. The conduction events are indistinguishable from pro-

tein ion channel traces [47–50]. Any change in a thermodynamics variable

that is able to trigger a soliton in a nerve membrane is also able to generate

lipid ion channel opening.

5. COMPARISON OF HH AND SOLITON MODELS

The HH model of nerve pulse propagation is a remarkable achieve-

ment in the field of physiology. It has shaped the thinking of a complete dis-

cipline for decades and is in line with the emergence of ion channel proteins

and the influence of many drugs on the excitability of a nerve membrane.

However, as already mentioned above, the HH model cannot explain sev-

eral nonelectrical phenomena such as the finding of reversible heat changes

[7,14–18], changes in nerve thickness, and nerve contraction described

in mechanical and optical experiments [8,10,51–53]. The soliton model

is an alternative model that can convincingly describe some of the

unexplained observations found in the experiments. It also generates ion

channel-like events and provides a mechanism for general anesthesia [38].

In the following, we list some of the major features of the two neural

models:

HH model:

• The action potential is based on the electrical cable theory in which the

pulse is the consequence of voltage- and time-dependent changes of the

conductance for sodium and potassium.

• The nerve pulse consists of a segment of charged membrane capacitor

that propagates driven by dissipative flows of ions.

• The model is consistent with quantized ion currents attributed to open-

ing and closing of specific channel proteins.

• It is consistent with the channel-blocking effects of several poisons, such

as tetrodotoxin.

• The underlying hypothesis is exclusively of electrical nature and does not

refer to changes of any other thermodynamics variables other than charge

and electrical potential.

• The HH model is based on ion currents through resistors (channel pro-

teins) and is therefore of dissipative nature.

289Comparison of the Hodgkin–Huxley Model and the Soliton Theory



• Reversible changes in heat and mechanical changes are not explicitly

addressed, but heat generation would be expected.

• The propagating pulse dissipates a significant amount of free energy [43].

• The HH model generates a refractory period (minimum distance

between pulses) and hyperpolarization as a consequence of the complex

time dependence of channel conduction.

• The theory does not provide an explanation of anesthesia.

Soliton model

• The nerve pulse is a solitary electromechanical soliton coupled to the

lipid transition in the membrane.

• The solitary character is a consequenceof thenonlinearity of theelastic con-

stants close to themelting transitionof the lipidmembraneandofdispersion.

• The theory is based on macroscopic thermodynamics and implies a role

for all thermodynamics variables.

• It does not contain an explicit role of poisons and protein ion channels.

• However, the theory is consistent with channel-like pore formation in

lipid membranes that is indistinguishable from protein conductance

traces [47–49].

• Additional to changes in the electrical potential and the charge of the

membrane, the propagating pulse is associated with changes in all vari-

ables including temperature, lateral pressure, area, and length. As found

in experiments, the nerve pulse is coupled to changes in thickness and

length.

• In agreement with the experiment, the propagating pulse does not dis-

sipate heat because it is based on adiabatic processes.

• The model generates a refractory period and a hyperpolarization that is a

consequence of mass conservation [6].

• The soliton model implies a mechanism for general anesthesia [19,38].

Both the theories describe the existence of voltage pulse in nerve pulse

propagation. In the HH model, the propagating potential change itself is

the signal, while in the soliton model, it is only one inseparable aspect of

a more generic adiabatic pulse that implies changes in all variables.
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5.1. Numerical simulations of pulse collisions
One important difference between the two models is seemingly what they

predict about colliding nerve pulses. Tasaki reported in 1949 that nerve

pulses when colliding in an axon eliminate each other [54]. In the following,

we discuss what the two models predict about pulse collisions. In particular,

we present results of colliding nerve pulses with both models using numer-

ical simulations.

5.1.1 Why performing a collision study?
It has been known since the 1940s that the nerve pulses are blocked upon

collision [54]. In the HH model, the cause of the decay in signal ampli-

tude upon collision is the refractory period. This is the minimum distance

between two pulses that travel in the same direction. It is caused by the

finite relaxation times of the protein conductances of the stimulation of a

pulse. In the so-called refractory zone, a nerve fiber is unexcitable, and

the existence of these zones prevents two colliding pulses from passing

through eachother. Simulations basedon theHHequations support this view

[55,56]. Our own simulations using the FHNmodel lead to the same results.

Figure 9.7 shows that the pulses eliminate each other upon collision.

In contrast, the soliton model does not exhibit a complete annihilation.

The pulses pass through each other almost undisturbed with the generation

of some small-amplitude noise. Thus, soliton model contradicts the descrip-

tion of the cancelation of pulses suggested in the biology literature. The

details of these findings are described in Ref. [23].

Figure 9.8 (left) shows two identical small-amplitude solitons traveling in

opposite directions at a velocity of b¼0.8 (80% of the lateral speed of sound

in fluid membranes) before and after a collision. Small-amplitude noise

travels ahead of the postcollision pulses, indicating a small dissipation of

energy of the order of �1% compared to the soliton energy. The same

was found for solitary pulses with different velocities and amplitudes. Sur-

prisingly, upon the collision of solitons approaching the minimum velocity

(maximum amplitude), the solitons fall apart in a sequence of lower ampli-

tude solitons and some high-frequency noise (Fig. 9.8, right). This effect is

more pronounced the closer the velocity is to the minimum velocity [23].

Only for the case of solitons approaching minimum velocity and maximum

amplitude, the fraction of energy lost into smaller amplitude solitons and

small-amplitude noise is significant (Fig. 9.9). Thus, we observed that

most of the energy of the major soliton was conserved in collisions even

if a maximum density was enforced.
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Interestingly, soliton-like regimes can be also found in the HH model

[55]. The term soliton is used here in a more mathematical sense meaning

that one can generate pulses that reflect or penetrate each other when using

certain parameters. Since the HH and the FHN models are based on

dissipative processes, these are not solitons in a physical sense as in the soliton

model.

Aslanidi and Mornev demonstrated that in excitable media under certain

conditions, one can expect the emergence of a soliton-like regimes that

corresponds to reflection (or loss-free penetration) of colliding waves.

Figure 9.10 shows that EK¼�12mV that colliding pulses annihilate. In

contrast, a soliton-like regime was found for �2.50mV<EK<2.46mV

(Fig. 9.10). Furthermore, the pulses can also collide with the fiber bound-

aries and be reflected [55]. The authors of this study concluded that the

soliton-like regime is described by spatially nonuniform time-periodic solu-

tions of the HH equations. Themechanism of pulse reflection is explained as
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follows [55]: “In the soliton-like regime the traveling pulse presents a dou-

blet consisting of a high-amplitude pulse-leader and a low-amplitude wave

following this pulse. When doublets interact, the leaders are annihilated, and

the collision of the low-amplitude waves after a short delay leads to their
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summation. As a result of the summation, the potential V at the site of the

collisions reaches a super-threshold value, causing regeneration of the dou-

blets, which thereafter move apart in opposite directions. The process of re-

flection of excitation pulses from impermeable fiber ends evolves according

to the same scenario.”

It was also noticed that low-amplitude waves can give rise to new extra

pulses which also take part in interactions. When a doublet was initiated

at the left end of a fiber, the amplitude of the following pulse rapidly

increases while traveling. It reaches threshold value and initiates two “extra

pulses.” These pulses travel apart to the opposite ends of the axon and

are reflected from them. This complex regime was observed for

�2.46mV<EK<2.40mV.

Summarizing, the soliton model does not lead to annihilation of pulses,

while the HH model allows for both annihilation and penetration

depending on parameters.

5.2. Can the two models be combined?
It seems tempting to combine the two approaches such that the respective

strengths of each model can be taken advantage of. Both models account for

the occurrence of channel-like conduction events through membranes and

the voltage pulse. The behavior upon collision of pulses is somewhat unclear

in both models. But there are clear differences.
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Figure 9.10 Collision of pulses in the HH model. Left: Annihilation of colliding nerve
pulses at the standard value EK¼�12.0mV. Right: Reflection (or penetration) of pulses
at EK¼�2.5 mV. From Ref. [55] with permission.
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The protein-based picture of Hodgkin and Huxley provides a discrete

target for poisons such as tetrodotoxin that eliminate the nerve pulse. Toxic

substances are thought to block the ion channel proteins that are the primary

players in this model. In contrast, the soliton model requires a more indirect

role of poisons on the physics of membranes that has yet to be demonstrated

experimentally. In the case of anesthetics, such an effect has been found in

experiments and the effect is understood theoretically—but this is not the

case for strong poisons. On the other hand, the soliton model provides a

beautifully self-consistent explanation for mechanical and heat changes that

occur under the influence of the nerve pulse. One would be inclined to keep

this feature in a complete theory for the nerve pulse.

The main argument that lets it seem difficult to combine the models is

the measured reversible heat production of the nerve pulse. The HHmodel

is based on dissipative processes that should be related to heat dissipation at

the site of the membrane. The soliton model, in contrast, is based on revers-

ible processes and therefore consistent with the reversible heat production.

The combination of a dissipative and a reversible model would still be of

dissipative nature. The reversible heat observed during the nervous impulse

is significantly larger than the capacitive energy of the membrane. This

means that one has to assume that there exist relevant processes during

the nerve pulse beyond the charging of a capacitor, which is the only process

in the HH model associated with work and heat. The least one would have

to conclude is that the mechanical (adiabatic) propagation phenomena are by

far the dominating processes such that dissipative features are not readily vis-

ible in an experiment. Taking the reversible heat of the nerve pulse serious,

one is inclined to state that the HH model in itself cannot be correct. The

same argument would hold for a combination of bothmodels. Thus, it seems

necessary that any protein-based picture would still operate on the basis of

reversible processes, for instance, by employing capacitive currents rather

than ohmic currents, that is, by transporting charges forth and back in a

reversible process. This implies that the HH picture cannot easily be

combined with reversible physics and the soliton model without seriously

changing its mechanism.

6. CONCLUSIONS

We have reviewed the well-known HHmodel and the emerging sol-

iton theory of nerve pulse propagation and compared them in some detail.

The two models are based on completely different assumptions. While the
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HHmodel is based on microscopic consideration about the behavior of sin-

gle proteins, the soliton model is a macroscopic thermodynamics theory.

The HH model mostly considers the electrical aspects of nerve pulse and

rationalizes them within the context of ion channel proteins that can be

influenced by drugs. It is of dissipative nature due to fluxes of ions along gra-

dients. The soliton theory is based on the assumption of an adiabatic density

pulse in the nerve membrane. As typical for adiabatic phenomena, it goes

along with variations in all thermodynamic quantities as thickness, length,

lateral pressure, and temperature.

For both models, we show studies of colliding pulses that may help to

discriminate between aspects of the models. The HH model can exhibit

two regimes of annihilation and reflection (or penetration) depending on

the parameters, whereas the soliton theory exhibits a single regime of reflec-

tion (or penetration). Mini solitons postcollision are observed in both

models. It remains to be tested in experiments what precisely happens under

different experimental conditions when two pulses collide.

Both models have advantages and disadvantages. Summarizing, how-

ever, it has to be concluded that the ionic hypothesis for explaining nerve

pulse propagation (which is at the basis of the HH model) is in conflict with

the experimental finding that the nerve pulse is an adiabatic phenomenon.

In general, the soliton model has more predictive power due to the strict

coupling of different thermodynamic variables. This also implies that it is

easier to falsify.
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Abstract

A method for determining permeability of phospholipid bilayer based on the osmotic
swelling of micrometer-sized giant unilamellar vesicles (GUVs) is presented as an alter-
native to the two established techniques, dynamic light scattering on liposome suspen-
sion and electrical measurements on planar lipid bilayers. In the described technique, an
individual GUV is transferred using a micropipette from a sucrose/glucose solution into
an isomolar solution containing the solute under investigation. Throughout the exper-
iment, vesicle cross-section is monitored and recorded using a digital camera mounted
on a phase-contrast microscope. Using a least-squares procedure for circle fitting,
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vesicle radius R is computed from the recorded images of vesicle cross-section. Two
methods for determining membrane permeability from the obtained R(t) dependence
are described: the first one uses the slope of R(t) for a spherical GUV, and the second one
the R(t) dependence around the transition point at which a flaccid vesicle transforms
into a spherical one. We demonstrate that both methods give consistent estimates
for membrane permeability.

1. INTRODUCTION

The cell membrane physically separates the cell interior from the envi-

ronment. The membrane is selectively permeable: it permits the passage of

some species of molecules or ions to and from the cell, while it blocks the

transport for other species. Around 1900, while studying the working of

general anesthesia, Meyer in Marburg [1] and Overton in Zürich [2] inde-

pendently devised a simple rule to predict membrane permeability. They

established that the more a molecule species is soluble in lipid, the greater

the cell permeability for this molecule species is. While this rule cannot

account for transport processes not known at that time, such as those mediated

by membrane carriers, channels (e.g., aquaporins [3]), or pumps, nor does it

acknowledge membrane inhomogeneities, such as rafts [4] present in the bi-

ological membrane, the Meyer–Overton rule seems to withstand the test of

time [5,6]. At the same time, there is a continuing interest in both basic physics

of general anesthesia [7] and passive membrane permeability [8].

While a significant corpus of publications on permeability properties of

biological cells has been accumulated sinceMeyer andOverton, experimen-

tal access to an isolated lipid bilayer only became available in the early 1960s,

when a technique for preparation of thin films separating two aqueous com-

partments has been devised, known as the black lipid membrane [9]. An

arguably even more influential technique which was developed at roughly

the same time allowed for producing artificial lipid vesicles or liposomes

[10]. Vesicles are osmotically sensitive structures which swell and shrink

in response to changed osmotic conditions. Even though the submicrometer

liposomes which are the easiest to produce cannot be visualized directly,

their size can be estimated via light scattering [11] (see Ref. [12] for a review

on the optical methods in determining membrane permeability).

Both model lipid bilayer systems—planar lipid bilayers and liposomes—

have proved extremely fruitful in the studies of membrane permeability [13].

Planar lipid bilayers are well suited to electrical characterization, as the two
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chambers separated by the bilayer are both easily accessible, which allows

simple placement of macroscopic electrodes. Finkelstein [14] measured

the permeability of a planar lipid bilayer for water and seven other nonelec-

trolytes in an attempt to resolve the mechanism by which neutral molecules

and ions permeate the membrane. One possibility is the solubility–diffusion

mechanism, which assumes that the permeating species dissolves in the

hydrophobic membrane, diffuses across, and leaves by redissolving into

the other aqueous compartment. Another possibility is that permeation

occurs through hydrated transient defects, which appear as a result of thermal

fluctuations. That study concluded that both water and nonelectrolytes cross

the membrane through the solubility–diffusion mechanism. A similar but

more comprehensive study was repeated a few years later by Orbach and

Finkelstein [15]. Walter and Gutknecht [16] examined the correlation

between the membrane permeability for 22 solutes and their partition

coefficient between water and any of the four examined organic solvents

and found a very high correlation with hexadecane and olive oil, and a less

pronounced correlation in the case of octanol and ether.

In an early work [17], Bangham and coworkers made use of the fact that

the total volume of liposomes in the suspension is proportional to the recip-

rocal of the optical extinction, which allowed them to examine the perme-

ability of membrane for water and various solutes via osmotic swelling and

shrinking of liposomes. As early as 1933, Jacobs noticed [18] that the volume

of a cell transferred into a solution of permeant solute transiently decreases,

reaches some minimal value, and then starts increasing. Sha’afi and

coworkers [19] employed this phenomenon and the Kedem–Katchalsky

formalism [20] to compute the permeability of erythrocyte membrane for

urea. de Gier and coworkers used the initial slope of the reciprocal of the

optical extinction for determining membrane permeability of liposomes

[21]. Hill and Cohen [22] brought the “minimal volume” technique to the

experiment with liposomes as well. A comprehensive review of the use of

liposomes in membrane permeability studies is given by de Gier [23]. Using

established techniques, Paula et al. [24] did an extensive study in another

attempt to resolve the standing debate between the solubility–diffusion

mechanism and the hydrated transient defects as a primary pathway and con-

cluded that except for ion permeability of lipid bilayers composed of phos-

pholipids with short chain lengths, solubility–diffusion mechanism seems

to be the dominant effect. Examining the known phenomenon that upon

transfer into a hypotonic medium, vesicles swell, and, if the gradient is large

enough, burst and expel part of their content, Shoemaker and Vanderlick
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studied the influence ofmembrane composition on the extent of leakage [25]

and found out a correlation between themembrane resistance to burst and its

stretching modulus.

Both planar lipid bilayers and liposomes as model bilayer systems have

their drawbacks, too. The original “brush” technique of producing planar

lipid bilayers has been limited by pockets of residual solvent trapped between

the two bilayer leaflets, which affects membrane properties. While an im-

proved deposition method [26] virtually eliminated this problem, the lim-

ited lifetime of the membranes—most often less than 1 h—remains a

persisting problem which limits the duration of the experiment. Liposomes,

on the other hand—in particular large unilamellar vesicles (LUVs) with a

diameter of 100–200 nm—have proved to be extremely stable. The inter-

pretation of dynamic light scattering (DLS) experiments of osmotic shrink-

ing of LUVs is not trivial, as it involves the transformation of shapes

predicted by the area difference elasticity model [27] to the hydrodynamic

radius, which is characterized by DLS [28,29]. Also, it has been argued that

LUVs, which consist exclusively of high-curvature membrane regions,

serve as a poor model of biological cell membranes. An attempt to resolve

the possible dependence of permeability on the membrane curvature [30]

was inconclusive, as the authors ascribe the observed differences in

permeability to the problems they experienced with planar lipid

membranes. Finally, an effect that occurs in both systems, but is more

prominent with the planar lipid bilayer, is the unstirred layer effect [31]. In

general, the concentration of solute adjacent to the membrane differs from

its concentration in bulk. It is the concentration of solute immediately

adjacent to the membrane which determines the permeation of solute

across the membrane, while the concentration in bulk is the one that is

usually known. In both the experiment design and the interpretation of

the experimental findings, one needs to be aware of this discrepancy.

While both planar lipid bilayers and liposomes have been used as model

membrane systems for studies of membrane permeability since 1960s, studies

employing GUVs, which allow for a direct visualization of the process,

appeared decades later [32], chiefly due to a lack of suitable techniques

for preparation and manipulation of GUVs in those early days. In the paper

by Boroske et al. [32], the authors describe the experiment in which GUVs

were prepared in pure water and subsequently transferred into a solution of

either glucose or NaCl (concentrations used ranged from 1.5 to 20 mM),

while their size was monitored using phase-contrast microscopy. Upon

transfer, vesicles shrank in size; the process of shrinking depended on the

304 Primož Peterlin et al.



vesicle size. Vesicles with radius R≲10mm shrank with a linear time depen-

dence: RðtÞ¼R0� �VwPDct, where �Vw is the molar volume of water, P is

the membrane permeability for water (water filtration coefficient), Dc the
solute concentration difference, and t time. Frommeasured data, the authors

inferred the water filtration coefficient, P¼41mm/s. Larger vesicles

(r≳10mm) underwent a phase of “instability” in which the vesicle was flac-

cid, and after which a spherical shape was reestablished. The authors dis-

missed the idea of dissolving lipid molecules into the outer medium as a

plausible explanation for the apparent decrease of vesicle surface area, in par-

ticular since they also noticed the formation of smaller satellite spherical ves-

icles, seemingly connected to the mother vesicle. Instead, they proposed a

mechanism of concerted flipping of lipid molecules from the inner mem-

brane leaflet into the outer membrane leaflet, induced by the flow of water.

Recently, membrane permeability has also been studied of GUVs made of

block copolymers [33,34].

The remaining of this chapter is structured as follows. First, the exper-

imental section introduces the system and presents the immediate experi-

mental results. A section on the theory of membrane permeability offers a

review of the few selected phenomenological models for membrane perme-

ability, with a special emphasis on the influence of membrane elasticity and

the swelling–burst cycle. The section concludes with a theory of the con-

tinuous transition between the “ironing” and the stretching regimes of

the osmotic swelling of a vesicle. Section 4 demonstrates the calculation

of membrane permeability based on the swelling–burst cycle and compares

its result with the calculation based on the analysis of the transition between

the “ironing” and the stretching regimes. We conclude with a discussion of

the merits and limitations of the presented method.

2. EXPERIMENTAL SECTION

2.1. Materials and methods
D-(þ)-Glucose, D-(þ)-sucrose, glycerol, urea, and ethylene glycol were

purchased from Fluka (Buchs, Switzerland). Methanol and chloroform were

purchased from Kemika (Zagreb, Croatia). 1-Palmitoyl-2-oleoyl-sn-glycero-

3-phosphocholine (POPC)was purchased fromAvanti Polar Lipids (Alabaster,

USA). All the solutions were prepared in double-distilled sterile water.

A suspension of POPC GUVs in 0.1 or 0.2 mol/L 1:1 sucrose/glucose

solution was prepared using an electroformation method, described in

Ref. [35] with some modifications [36,37]. Lipids were dissolved in a
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mixture of chloroform/methanol (2:1, v/v) to a concentration of 1 mg/mL.

A volume of 25 mL of the lipid solution was spread onto a pair of Pt

electrodes and dried under reduced pressure (water aspirator;

�60 mmHg) for 2 h. The electrodes were then placed into an

electroformation chamber, which was filled with 0.1 or 0.2 mol/L

sucrose. AC current (8 V, 10 Hz) was applied, and the voltage and

frequency were reduced in steps to the final values of 1 V and 1 Hz [37].

Subsequently, the chamber was first drained into a beaker and then

flushed with an equal volume of isomolar glucose solution, thus resulting

in a suspension of GUVs containing entrapped sucrose in a 1:1 sucrose/

glucose solution, which increases the contrast in a phase-contrast setup

and facilitates vesicle manipulation [38]. This procedure yields mostly

spherical unilamellar vesicles, with diameters of up to 100 mm.

An inverted optical microscope (Nikon Diaphot 200, objective 20/0.40

Ph2 DL) with micro-manipulating equipment (Narishige MMN-1/

MMO-202) and a cooled CCD camera (Hamamatsu ORCA-ER;

C4742-95-12ERG), connected via an IEEE-1394 interface to a PC running

Hamamatsu Wasabi software, was used to obtain phase-contrast micro-

graphs. In the streaming mode, the camera provides 1344�1024 12-bit

grayscale images at a rate of 8.9 images/s.

In the experiment, an individual spherical GUV is selected, fully aspi-

rated into a glass micropipette whose inner diameter exceeds the vesicle’s

diameter, and transferred from a solution containing solutes of very low

membrane permeability (1:1 glucose/sucrose) into an iso-osmolar solution

of a more permeable solute (glycerol, urea, or ethylene glycol), where the

content of the micropipette is released, and the micropipette is subsequently

removed. Vesicle response is recorded using a CCD camera mounted on the

microscope.

2.2. Experimental results
Upon transfer into a solution of permeating solute, vesicles start to swell until

the membrane critical strain is reached. At that point, the membrane

ruptures, and the vesicle ejects part of its internal solution (Fig. 10.1). After

the burst, the membrane reseals, and another cycle of swelling starts.

The observed sequences of swelling–burst cycles ranged from 3 to over

40 successive bursts, with an average in our sample being 15.4.

For a quantitative analysis, the radius of the vesicle cross-section in each

recorded micrograph was determined with a GNU Octave script using a
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least-squares procedure for circle fitting [39]. Figure 10.2 shows a typical

time course of vesicle radius after transfer. In about 80% of all cases, we ob-

served a transient maximum of radius shortly after the transfer. We attribute

this phenomenon to a slight hypertonicity of the target solution. This causes

the vesicle to deflate rapidly, the rate of volume change being determined by

the vesicle size and the permeability of phospholipid membrane for water.

A deflated vesicle changes its shape from spherical into a shape which can be

approximated with an oblate spheroid. Small deviations from this shape,

which originate from the effects of gravity [40], are neglected here. Due

to gravity, the axis of rotational symmetry is aligned with the vertical, which,

in our experimental setup, also coincides with the direction of the optical

axis. Thus, the observed cross-section radius is the oblate spheroid longer
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Figure 10.2 Time dependence of the radius of a vesicle cross-section upon transfer
from a 0.1 mol/L 1:1 glucose/sucrose solution into a 0.1 mol/L solution of ethylene gly-
col. Clearly visible are the initial maximum, followed by a sawtooth pattern of repeated
swelling–burst cycles.

Figure 10.1 A sequence of micrographs showing an individual vesicle burst. Vesicle
radius before the burst was 32.69 mm; immediately after the burst, it shrunk to
30.47 mm. The images were taken at 0.11 s intervals. The bar represents 20 mm.

307Membrane Permeability Determined from Osmotic Swelling



semiaxis, and consequently, it increases with the decreasing volume, while

the membrane area remains unchanged.

Concurrently with the initial vesicle deflation due to the slight hyperto-

nicity, diffusion of permeating solute into the vesicle interior, accompanied

by the osmotic influx of water, also takes place. The rate of this latter process

is, however, dominated by the permeability of the membrane for the given

solute (in our case, glycerol, urea, or ethylene glycol) and is thus much

slower than the initial rapid deflation due to the mismatch in tonicity. With

time, however, the initial trend of vesicle deflation is overturned and the

vesicle starts inflating again. Inflation can be qualitatively divided into

two phases. In the first phase, the vesicle is still partially deflated, and the

influx of solute and the accompanying osmotic influx of water increase

the vesicle volume, all while the membrane area remains unchanged. This

“ironing” phase is characterized by the decrease of the radius of vesicle cross-

section. At some point, the vesicle reaches a spherical shape, which can be

observed as a local minimum of the cross-section radius.

Further permeating of solute into the vesicle interior, accompanied by

the osmotic influx of water, induces the transition into the second phase,

in which the vesicle inflates while maintaining the spherical shape. In this

phase, the increase of vesicle volume can be observed as an increase of vesicle

cross-section. In order to accommodate the increased vesicle volume, the

membrane needs to stretch. This stretching process continues until the crit-

ical strain for the membrane is reached. At this point, the membrane rup-

tures, and part of the vesicle interior is ejected outside. When the vesicle

volume is thus reduced, the membrane reseals again. As the concentration

difference for the permeating solute persists, which serves as a driving force

for the diffusion of the permeating solute into the vesicle interior, this means

that at the same moment, the vesicle volume starts increasing again, and an-

other swelling cycle commences. Repeated swelling–burst cycles give yield

to the characteristic sawtooth pattern, when the vesicle radius is plotted

against the elapsed time (Fig. 10.2).

In total, 47 recordings of vesicle transfer from a 1:1 sucrose/glucose

solution into an isomolar solution of glycerol, urea, or ethylene glycol were

selected for further analysis. Of these, 15 transfers were into glycerol

(5 at 0.1 M and 10 at 0.2 M), 15 transfers into urea (8 at 0.1 M and 7 at

0.2 M), and 17 transfers into ethylene glycol (12 at 0.1 M and 5 at 0.2 M).

Figure 10.3 shows the critical strain (Acrit�A0)/A0¼ (Rcrit/R0)
2�1,

where R0 is the radius of a relaxed spherical vesicle, and Rcrit is the radius

of a critically strained vesicle. The median critical strain obtained for a total
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of 738 recorded vesicle bursts is 0.033, and mean critical strain is 0.038 with

standard deviation 0.024.

A published value for the critical strain is around 0.04 [41,42]. Our own

estimate based on the first burst in the sequence alone is a little higher:

0.055�0.02 [43]. This may indicate that the membrane might not always

perfectly reseal, and that a local defect present in the membrane makes it

more likely to rupture at a lower strain.

3. THEORETICAL SECTION

In this section, we briefly review a few theoretical models used for the

description of solute permeation across cell membrane, starting from the

most general Kedem–Katchalsky formalism, based on nonequilibrium ther-

modynamics [44], then showing how in the case of separate pathways for

water and solute transport it can be simplified into a two-parameter model,

and subsequently when a two-parameter model can be simplified into a one-

parameter model in the case when the membrane permeability for water

greatly exceeds its permeability for solute. We discuss the influence of finite

membrane elasticity on the apparent membrane permeability, review the

work on the repetitive swelling–burst cycles, and conclude with the theory

of the continuous transition between the “ironing” and the stretching

(Acrit − A0)/A0

F
re

qu
en

cy

0.00 0.05 0.10 0.15

50

0

100

150

Figure 10.3 A histogram of experimentally determined critical strain, defined as
(Rcrit/R0)

2�1, where R0 is the initial and Rcrit the final, or critical, radius for each of
the swelling cycles.
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regime of a vesicle which swells osmotically due to the permeation of a

permeable solute.

3.1. Kedem–Katchalsky formalism
Starting from the principles of nonequilibrium thermodynamics, Kedem

and Katchalsky arrived at a model with three parameters [20]. A simple

qualitative argument can be offered why no less than three parameters are

required for the description of the transport of solvent and solute across a

membrane. In the simpler case of free diffusion of a single solute in a solvent,

molecules of solute move relative to the molecules of solvent, and a single

parameter—diffusion coefficient—is required to describe the friction

between the solvent and the solute. In the case of membrane transport,

two additional coefficients are required, one describing the friction between

the molecules of solvent and the membrane, and another describing the

friction between the molecules of solute and the membrane.

As their starting point, Kedem and Katchalsky [20] choose the rate of

entropy production during the permeation of solute and water across the

membrane separating the interior compartment from the exterior,

dS

dt
¼ 1

T
mew�miw
� �dN i

w

dt
þ 1

T
mes �mis
� �dN i

s

dt
: ð10:1Þ

Here, ms and mw denote the chemical potential of solute and solvent

(water), respectively, and dNs
i/dt and dNw

i /dt denote the number of moles

of solvent and water entering the interior compartment per unit time.

Formulating Eq. (10.1) in terms of a dissipation function per unit area,

F¼ (T/A)dS/dt, one obtains

F¼ mew�miw
� �

_nwþ mes �mis
� �

_ns: ð10:2Þ
Here, we have denoted _nw ¼ð1=AÞdN i

w=dt for water and accordingly for
the solute. Equation (10.2) is a particular case of dissipation function, which

in general assumes the form F¼P i JiXi, where Ji represents flows and Xi

represents the corresponding conjugate “forces.” In Eq. (10.2), the differ-

ences in chemical potential act as conjugate forces. We shall now rewrite

Eq. (10.2) in a way where the driving forces will be quantities easier to

evaluate experimentally.

For an ideal solution, the difference in chemical potential can be

expressed as

me�mi¼ �VDpþaD lnx, ð10:3Þ
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where �V denotes the partial molar volume of the constituent, x its mole frac-

tion, Dp the pressure difference between the external and the internal com-

partment, and a¼RT, with R being the molar gas constant and T the

absolute temperature. Assuming a dilute solution, where the volume frac-

tion ’ of the solute is low, ’¼ cs �Vs � 1, with cs¼Ns/Vw being the molal

concentration of solute, one can rewrite Eq. (10.3) for the solute:

mes �mis¼ �VsDpþa
Dcs
cs
, ð10:4Þ

where Dcs¼ cs
e� cs

i is the difference, and cs¼ (cs
eþ cs

i)/2 is the average of the

concentration of solute in both compartments. An analogous relation can

be written for the solvent,

mew�miw ¼ �VwDp�a
Dcs
cw

, ð10:5Þ

with cw ¼ð1�’Þ= �Vw � 1= �Vw. Introducing Eqs. (10.4) and (10.5) into

Eq. (10.2) and rearranging, one arrives at another expression for the

dissipation function:

F¼ _nw �Vwþ _ns �Vsð ÞDpþ _ns
cs
� _ns
cs

� �
aDcs: ð10:6Þ

In Eq. (10.6), Ф is expressed in terms of forces commonly used in the

permeability studies: Xv¼Dp is the hydrostatic pressure, and XD¼aDcs is
the osmotic pressure. The conjugate flows are Jv ¼ _nw �Vwþ _ns �Vs, the total

volume flow per unit area, and JD¼ _ns=cs� _ns=cs, the relative velocity of

solute with respect to solvent, which serves as a measure of exchange flow.

It is assumed that each flow J present in the system in general depends on

all the forcesX acting in the system, and if the forces are sufficiently small, the

relationship is linear:

J1¼L11X1þL12X2,

J2¼L21X1þL22X2:

Here, Lik are phenomenological transport coefficients. TheOnsager rec-

iprocity relations [45,46] state that the matrix of transport coefficients is a

diagonal one, Lki¼Lik.

Applying this formalism to our case, we obtain

Jv ¼LpDpþLpDaDcs, ð10:7Þ
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JD ¼LpDDpþLDaDcs, ð10:8Þ
where we have already taken into account LDp¼LpD. The second law of

thermodynamics requires that the diagonal terms are nonnegative, while

the off-diagonal terms are only constrained by the relation LpLD�LpD
2 >0.

It is the off-diagonal terms though which are responsible for a concentration

difference producing a volume flow, or vice versa.

For easier comparison with the experimental results, it is convenient to

transform {Lp,LD,LpD} to another set of coefficients. One of them is the

reflection coefficient s, introduced with

LpD¼�sLp: ð10:9Þ
Two special cases which can be considered include a nonselective mem-

brane (s¼0) and an ideally selective membrane, permeable only for the sol-

ute (s¼1). Another parameter commonly defined is the mobility of the

solute o:

o¼LpLD�L2
pD

Lp

cs ¼ðLD�Lps2Þcs: ð10:10Þ

It can be shown thato is chosen in such a way that for permeability mea-

surement at constant volume ( Jv¼0), one can write _ns¼oRTDcs.
Expressing the volume flow and the exchange flow in terms of

{Lp,o,s}, one obtains

Jv ¼LpDp�sLpRTDcs, ð10:11Þ
_ns ¼ð1�sÞLpcsDpþ o�sð1�sÞLpcs

� �
RTDcs: ð10:12Þ

Equations (10.11) and (10.12) obtained above pertain to a two-

component system, in which binary solutions of the same solvent and

solute are separated by a membrane. In order to allow for a comparison

with the experimental results, we need to consider a slightly more

complicated system, comprising a membrane separating two ternary

solutions of the same solvent and two different solutes. The membrane is

permeable for the solvent and one of the solutes but impermeable for the

other solute. As in the previous example, we treat the solution as ideal.

For a dilute solution, the difference in the chemical potential for the

solvent (Eq. 10.5) can now be written as

Dmw ¼�a
Dcs
cw

�a
Dcn
cw

þ �VwDp, ð10:13Þ
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where the index s pertains to the permeating solute, and the index n to the

nonpermeating solute. While Eq. (10.4) remains valid, we have to consider

the contribution of the nonpermeating solute to the difference in osmotic

pressure,

DPn¼ aDcn: ð10:14Þ
Considering the same flows as before, one can write the expression for

the dissipation function Eq. (10.2), and when substituting into it the expres-

sions for the difference in the chemical potential for the solute, Eq. (10.4),

and solvent, Eq. (10.13), one obtains the expressions for the forces conjugate

to the flows:

Xv ¼Dp�DPn, ð10:15Þ
XD ¼ aDcsþ’DPn: ð10:16Þ

Using the expressions (10.15) and (10.16), one can obtain expressions

analogous to (10.11) and (10.12), obtained in the case of a binary solution:

Jv ¼LpðDp�DPnÞ�sLpðaDcsþ’DPnÞ, ð10:17Þ
_ns ¼ð1�sÞLpcsðDp�DPnÞþ o�sð1�sÞLpcs

� �ðaDcs
þ’DPnÞ: ð10:18Þ

A more condensed expression of Eq. (10.18) can be obtained if

Eq. (10.17) is taken into account:

_ns ¼ð1�sÞcsJvþoðaDcsþ’DPnÞ: ð10:19Þ
In dilute solutions, ’DPn is often negligible with respect to aDcs. On the

other hand, the contribution DPn is important. In many biologically rele-

vant experiments, Dp¼0, while DPn 6¼0.

3.2. Two-parameter model
Through the reflection coefficient s, the Kedem–Katchalsky formalism re-

solves the competition between solvent and solute being transported

through a shared pathway, for example, a cotransporting channel permeable

to both the solute and the solvent. The formalism itself, however, applies to

any simple transport problem, regardless of whether a cotransporting chan-

nel is present or not [47]. In the latter case, not all three parameters {Lp,o,s}
are independent. It can be shown [20] that in this case, s can be written as

s¼ 1�o �Vs

Lp

: ð10:20Þ
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Introducing Eq. (10.20) into Eqs. (10.17) and (10.19), one obtains the

transport equations for the case where the solute and the solvent do not

compete for the same cotransporting channel, for example, in the case

where they both diffuse through the phospholipid bilayer. Along the

way, we will use the following simplifications: aDcs�’DPn�0, Dp¼0,

and introduce the notation more appropriate for describing the

experimental setup: Jv¼ (1/A)dV/dt, _ns ¼ð1=AÞdNs=dt, Ps¼oa. Here, V

is the total volume of the internal compartment, A is the area of the

membrane, Ns is the number of moles of permeating solute inside the

internal compartment, and Ps is the permeability of the membrane for the

permeating solute. Using the described simplifications, the transport

equations (10.17) and (10.18) can be written as

dV

dt
¼�LpaA cenþ ces

� �� cinþ cis
� �� �þPs

�VsA ces � cis
� �

, ð10:21Þ
dNs

dt
¼�Ps

�VscsA cen� cin
� �þPsA ces � cis

� �
: ð10:22Þ

Two terms contribute to the volume change in Eq. (10.21): the first

one corresponds to the transport of solvent due to the osmotic pressure

gradient, and the second one to the transport of solute. For dilute solu-

tions, the second term is much smaller. Similarly, in Eq. (10.22), the first

term is proportional to �Vscs, which makes this term negligible for dilute

solutions.

As an example, we will apply the two-parameter model to the case which

corresponds to the experimental setup: a single vesicle filled with a non-

permeating solute is transferred to a reservoir filled with an isotonic solution

of a permeating solute. Even though the solutions are isotonic, permeating

solute diffuses into the vesicle, thus causing an osmotic pressure, which is

in turn balanced by the inflow of water. Two cases can be distinguished:

a flaccid vesicle changes its shape and becomes ever more spherical, while

a spherical vesicle has already reached its limiting shape and can only grow

by stretching the membrane. In this case, cn
e¼0, cs

e¼const., and initially,

cs
i¼0, cn

i ¼ cn0
i ; which is equal to cs

e.

In the case of a flaccid vesicle, membrane area A is constant, and the

system can be characterized with the vesicle volume V and the amount of

permeating solute in the vesicle interior, Ns. Using the simplifications

Vw�V, which is appropriate for dilute solutions, Eqs. (10.21) and (10.22)

transform into
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dV

dt
¼�LpaA ces �

Ns

V
� cin0

Vini

V

� �
, ð10:23Þ

dNs

dt
¼PsA ces �

Ns

V

� �
: ð10:24Þ

Here, Vini denotes the initial volume of the vesicle, and cn0
i denotes the

initial partial concentration of the nonpermeating solute inside the vesicle.

Often, the permeability ofmembrane forwater is expressed aswater filtration

coefficient Pf instead of hydraulic conductivity Lp, the two quantities being

bound by the relation Pf ¼ aLp= �Vw. Alternatively, one can use the reduced

volume v¼V/V0, instead ofV, withV0¼A3=2=ð6 ffiffiffi
p

p Þ being the volume of

a sphere with an area equal to A:

dv

dt
¼�Pf

�VwA

V0

ces �
Ns

vV0

� cin0
v0

v

� �
, ð10:25Þ

dNs

dt
¼PsA ces �

Ns

vV0

� �
: ð10:26Þ

Here, v0¼Vini/V0 is the initial reduced volume of the vesicle.

The other case is a spherical vesicle. In this case, neither its area A nor its

volume V is constant; both can be, however, expressed in terms of the ves-

icle radius R, which is a convenient parameter in this case. Substituting

A¼4pR2 and V¼4pR3/3 into Eqs. (10.23) and (10.24), one obtains

dR

dt
¼�Pf �Vw ces � cis� cin0

R0

R

� �3
" #

, ð10:27Þ

dcis
dt

¼ 3Ps

R
ces � cis
� �

: ð10:28Þ

Here, R0 is the initial vesicle radius; V0¼4pR0
3/3.

As Fig. 10.2 shows, both flaccid and spherical regimes can appear in the

course of a single vesicle transfer. The two-parameter model allows us to

mimic the same behavior. Figure 10.4 shows a time course of the radius of

a vesicle cross-section upon transfer into a slightly hypertonic solution of a

solute which can permeate the vesicle membrane. A spherical vesicle with

R0¼10mm is initially filled with a 0.1 mol/L solution of a solute which can-

not permeate themembrane then transferred into a 0.105 mol/L solution of a

solutewhich can permeate themembrane (Ps¼2�10�8m/s).Other param-

eters used were �Vw ¼ 1:806�10�2L=mol and Pf ¼2.23�10�4m/s. Upon
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transfer into a hypertonic solution, two processes are competing: the efflux of

water, driven by the osmotic pressure mismatch, is the quicker of the two,

while the influx of the solute, accompanied by the concomitant influx of

water, is the slower one. Therefore, we first have to solve the system defined

byEqs. (10.23) and (10.24),withV(0)¼V0 andNs(0)¼0 as initial conditions.

A deflated vesicle deforms into an approximate oblate spheroid; since in

the experimental setup, the optical axis is usually aligned with the symmetry

axis of the spheroid, the cross-section radius increases with the decreasing

volume. Introducing v¼V/V0 and x¼R1/R0,R1 being the spheroid visible

semiaxis, one obtains the following relationship between v and x:

2x2þ v2

x4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=x6

p ln
1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� v2=x6
p

1� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v2=x6

p !
¼ 4: ð10:29Þ

After a certain time, the vesicle becomes spherical again. From this point

onward, it starts to grow while maintaining a spherical shape, and its behav-

ior is governed by Eqs. (10.27) and (10.28), with initial conditionsR(0)¼R0

and cs
i(0) equal to the concentration of the permeable solute, which diffused

into the vesicle during the previous step.

3.3. One-parameter model
Vesicle swelling is a two-stepprocess: in the first step, permeating solute diffuses

into vesicle interior and thus causes osmotic nonequilibrium, and in the second

step (which constitutes the bulk of swelling), it is followed by the water influx,
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Figure 10.4 The radius of a vesicle cross-section upon transfer into a hypertonic solu-
tion of a solute which can permeate through the vesicle membrane, as calculated by the
two-parameter model. Calculation parameters are given in the text.
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whichbalances theosmotic nonequilibrium.Equations (10.23) and (10.24) can

be regarded as a kinetic system. In the systems treated here, however, the influx

of water is a much faster process than the solute diffusion, and thus Eq. (10.24)

represents the rate-limiting step. In the case where solute diffusion is a much

slower process than the influx of water, a simpler description can be obtained.

In this simpler description, Eq. (10.24) is retained, while Eq. (10.23) is

replaced by an instantaneous osmotic equilibrium:

ces ¼
NsþNn

V
: ð10:30Þ

With cs
e and Nn being constant, this leads to dNs/dt¼ cs

edV/dt. Taking

this into account and inserting Eq. (10.30) into Eq. (10.24), one obtains

dV

dt
¼PsA

ces

Nn

V
: ð10:31Þ

Equation (10.31) is general in the case that both A and V may vary with

time. Again, two special cases can be considered: flaccid vesicles, where

A¼const., and spherical vesicles, where both A and V can be expressed in

terms of the vesicle radius R. In the latter case, a further simplification is pos-

sible by assuming that initially, the vesicle was spherical and osmotic equilib-

rium, that is, cs
e¼Nn/(4pR0

3/3). In this case, Eq. (10.31) can be rewritten into

dR

dt
¼Ps

R0

R

� �3

, ð10:32Þ

which can be readily integrated:

RðtÞ¼R0 1þ4Pst

R0

� �1=4

: ð10:33Þ

As long as deformations are small, R exhibits linear growth, R(t)�
R0þPst. In this model, which assumes that the membrane permeability

for water exceeds the permeability for solute by such a large margin that

water transport can be considered instantaneous, the only parameter

governing the vesicle volume change is Ps. Despite its simplifications, the

one-parameter model has proved to be useful in certain situations [48,49].

3.4. The influence of membrane elasticity
The treatment of osmotic swelling of spherical vesicles presented so far as-

sumes that the membrane is infinitely “soft” and does not oppose its

stretching as the vesicle swells. In reality, the stretching modulus of a
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phospholipid membrane is finite. This means that the apparent value of

membrane permeability derived from the experiments with osmotic swell-

ing of spherical vesicles is slightly underestimated: because the vesicle mem-

brane opposes its stretching, the radius increases slightly less in a given

interval of time than it would if the limiting factor was the membrane per-

meability alone.

It is common to assume that the membrane area has a certain relaxed area

A0, and expand the free energy of membrane stretching around this value:

W ¼ K

2A0

ðA�A0Þ2: ð10:34Þ

Here, K is the membrane stretching modulus, and A0¼4pR0
2. We con-

sider now the work pdV, needed to increase the radius of a spherical vesicle

by a small amount dR. The corresponding change in the free energy is

dW ¼K
A�A0

A0

dA:

Substituting dV¼4pR2dR, dA¼8pRdR, and equating pdV with the

change in the free energy, one obtains

p¼ 2K

R

R2�R2
0

R2
0

: ð10:35Þ

In the case of osmotic equilibrium, this pressure is balancing the differ-

ence in the osmotic pressure: p¼DP.

When the pressure exerted by the membrane is taken into account,

Eq. (10.23) transforms into

dV

dt
¼�LpAðDP�DpÞ: ð10:36Þ

Here,DP¼a(ce� ci) andDp¼pe�pi¼0�p,where ce¼ cs
e, ci¼ cn

i þ cs
i, andp

is defined by Eq. (10.35). In the systemdefined byEqs. (10.27) and (10.28), the

vesicle membrane would in theory grow indefinitely because the osmotic

pressure is never entirely balanced. A membrane which opposes vesicle-

swelling limits the extent of swelling by the condition DP¼Dp.
Rewriting Eq. (10.36) for a spherical vesicle, one obtains an equation

analogous to Eq. (10.28):

dR

dt
¼�Lp a ces � cis� cin0

R0

R

� �3
 !

þ2K

r

R

R0

� �2

�1

 !" #
: ð10:37Þ
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For realistic parameter values, membrane stretching only adds a minor

correction to the vesicle-swelling rate. Figure 10.5 shows the swelling of

a spherical vesicle upon transfer into an isotonic medium of permeating sol-

ute (Ps¼2�10�8m/s), obtained by the numerical solution of the two-

parameter system defined by Eqs. (10.37) and (10.28), with R(0)¼R0 and

cs
i(0)¼0 as initial conditions. The upper curve disregards the membrane

stretching energy (K¼0), while the lower uses the value K¼0.23 Nm�1.

Other parameters used in calculation are cs
e¼ cn0

i ¼0.1mol/L, R0¼20mm,

Lp¼1.645�10�13m/(s Pa), and a¼RT¼2477J/mol at T ¼298K.

3.5. Swelling–burst cycle
In reality, vesicles approximately follow the swelling course shown in Fig. 10.5

only until the critical strain of themembrane is reached.Once the critical strain

is reached, the membrane ruptures, and the vesicle bursts. Subsequently,

the membrane is resealed and another cycle of swelling commences. Experi-

mentally, long trains of �50 vesicle bursts have been observed.

The phenomenon has been predicted and thoroughly worked out from

the theoretical point of view byKozlov andMarkin [50]; apparently unaware

of their work, other authors attempted the same decades later [51]. Exper-

imentally, the effect has been observed on erythrocytes when their

suspendingmedium has been exchanged with a hypotonic one [52], on giant
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Figure 10.5 The radius of a vesicle cross-section upon transfer into a isotonic solution of
a solute which can permeate vesicle membrane, as calculated by the two-parameter
model. The lower curve shows the rate of vesicle growth when the finite membrane
stretching modulus K is taken into account, while the upper curve shows the depen-
dency for K¼0. Calculation parameters are given in the text.
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adhering vesicles [53], on giant vesicles with equinatoxin-II-induced pores

[54], on giant vesicles with photoinduced pores [55], on giant vesicles with

melittin-induced pores [56], and on giant vesicles upon transfer from a

solution of a nonpermeating solute to a solution of a permeating solute [37].

Kozlov and Markin [50] consider a vesicle filled with an osmotically

active solute (i.e., nonpermeating) and write an expression for the osmotic

influx Jinf of water:

Jinf ¼�LpAðDP�DpÞ, ð10:38Þ
where Lp is the permeability of membrane for water (hydraulic conductiv-

ity),A is the membrane area,DP¼Pe�Pi is the difference in osmotic pres-

sure, and Dp¼pe�pi is the difference in the hydraulic pressure.

Equation (10.38) is identical to Eq. (10.36).

The vesicle is treated as spherical, its radius denoted byR. Due to osmotic

swelling, R>R0, where R0 denotes the value of a nonexpanded vesicle.

Denoting R¼R0þDR, the corresponding changes in the vesicle volume

and membrane area are DA/A0�2DR/R0 and DV/V0�3DR/R0, respec-

tively. A stretched membrane creates a pressure inside the vesicle—cf.,

Eq. (10.35), which opposes the swelling,

Dp¼ 2K

R

DA
A0

,

with K being the membrane stretching modulus. The elastic free energy as-

sociated with membrane stretching is given according to Eq. (10.34):

Wa¼K

2

ðDAÞ2
A0

:

A pore present in the membrane lowers DA and thus reduces this energy

term. However, on the other hand, creating a tension pore increases the total

energy by the edge energy, equal to the product of the length of the pore

edge, 2pr, and the linear tension g:

Wp¼ 2pgr: ð10:39Þ
Here, r refers to the radius of a circular tension pore. Equation (10.39) is

an approximate expression, valid for large pores. A consequence of a pore

having a nonzero energy is that the intravesicular pressure does not

drop to zero after the membrane ruptures. Instead, a residual intravesicular

pressure remains:
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Dpr ¼ 2g
R0r

: ð10:40Þ

This residual intravesicular pressure causes the efflux of the intravesicular

solution once the vesicle ruptures. The efflux Jeff is approximately equal to

Jeff ¼ r3Dpr
�

: ð10:41Þ

Here � denotes the viscosity.

Substituting Eq. (10.40) into Eq. (10.36) and integrating it, one obtains

the time course of vesicle volume upon transfer into a hypotonic medium:

DV ðtÞ¼ pR4
0aDcn
K

1�exp �4KLp

R2
0

t

� �	 

: ð10:42Þ

Here, a¼RT. The elastic energy of a vesicle with a pore is the sum of the

membrane stretching energy and the linear energy of the pore:

W ¼K

2

ðDA�ApÞ2
A0

þ2
ffiffiffi
p

p
g
ffiffiffiffi
A

p
: ð10:43Þ

At a given DA, the area of the tension pore Ap adapts in such a way as to

minimize the total energy given by Eq. (10.43). IfW is plotted against pore

radius r for realistic values of K and g and for different values of DV/V0, one

can prove that for low values of DV/V0, W is a monotonously increasing

function of pore radius r (Fig. 10.6). IfDV/V0 is increased, we reach a critical

value D eV=V0 at which W(r) has an inflection point. By increasing DV/V0

even further, a local minimum becomes a global one, meaning that at some

nonzero pore radius, the energy of the vesicle is lower than at r¼0, and by

overcoming the energy barrier, the vesicle can jump from a poreless state

into a state with a pore.

Kozlov andMarkin show that based on the difference between the influx

and the efflux, given by Eqs. (10.38) and (10.41), three different scenarios are

possible:

J inf > Jeff instant efflux of the whole vesicle interior;
J inf ¼ Jeff steadily open pore;
J inf < Jeff pulse�wise regime:

Kozlov and Markin conclude that for realistic parameter values, the

pulse-wise regime is the most probable one, which is consistent with our

own observations.
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In the pulse-wise regime, it is possible to infer some relationships

between relevant quantities during successive bursts by employing two

assumptions:

1. During the swelling phase, the amount of the nonpermeating solute

inside the vesicle remains constant.

2. At burst, partial concentrations of both the permeating and the non-

permeating solute remain constant.

The first assumption is valid if the characteristic time for solute exchange is

long compared with the time course of the experiment; the second assump-

tion assumes that the interior of the vesicle is well mixed.

While the validity of the above assumptions is more general, some simple

formulas can be obtained for the linearized one-parameter case. Let us con-

sider a vesicle in the pulse-wise regime (Fig. 10.7). Due to osmotic swelling,

the vesicle radiusR increases from its relaxed valueR0 until a critical valueRc

is reached, at which the critical strain for the membrane is reached, upon

which membrane ruptures, ejects a part of the internal volume, and reseals

in a relaxed state. As the (Ac�A0)/A0 amounts to a few percent, Eq. (10.33)

can be linearized.

Equation (10.33) is valid only up to the first burst. Deriving it, we

assumed cs
e¼Nn/V0. We can derive the concentration of nonpermeating

solute in subsequent swelling cycles using the assumptions above. Denoting

the amount of nonpermeating solute inside the vesicle after n bursts byNn
(n),
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Figure 10.6 The elastic energy of a vesicle with a pore plotted against reduced pore
radius r/R0 for several different values of DV/V0. Vesicle elastic energy is given by
Eq. (10.43), with R0¼5mm, K¼240mN/m, g¼20 pN.
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the concentration of nonpermeating solute inside the vesicle after n bursts

by cn
(n), V0¼4pR0

3/3, and Vc¼4pRc
3/3, one can write

N ð0Þ
n ¼ cð0Þn V0¼ cð1Þn Vc,

N ð1Þ
n ¼ cð1Þn V0¼ cð2Þn Vc,

. . .

A general expression for cn
(n) is then

cðnÞn ¼ cð0Þn

V0

Vc

� �n

: ð10:44Þ

In our experimental setup, cn
(0)¼ cs

e holds. Substituting cn
i with cn

(n) in the

derivation of Eq. (10.33), one obtains the temporal dependence of vesicle

radius after n bursts:

RðnÞðtÞ¼R0 1þ V0

Vc

� �n
4Pst

R0

	 
1=4
: ð10:45Þ

Or, linearized,R(n)(t)¼R0þ (V0/Vc)
nPst. The time between two succes-

sive bursts is then

tn ¼ V0

Vc

� �n
Rc�R0

Ps

:

Denoting ac¼ (Ac�A0)/A0 and expressing Vc/V0�1þ (3/2)ac,
Rc/R0�1þ (1/2)ac, one obtains after linearization for the time elapsed

between the nth and the nþ1th burst:

tn�R0

Ps
1þac

2
þ3ac

2
n

� �
: ð10:46Þ

Rc

R0
t0 t1 t2 t3 t4 t

R

Figure 10.7 In the pulse-wise regime, vesicle radius R increases due to osmotic swelling
from its relaxed value R0 until it reaches its critical value Rc, at which the critical strain for
the membrane is reached. At that point, membrane ruptures, vesicle ejects part of its
interior, upon which the membrane reseals and the radius returns to its relaxed value.
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In this linear model, the time elapsed between subsequent bursts increases

linearly with n.

As the formation of a tension pore is a stochastic event,Rc is not a constant

but can vary from one burst to another. To account for this, Eq. (10.44) can

be written as

cðnÞn ¼ cð0Þn

Yn�1

j¼0

V0

V
ðjÞ
c

, ð10:47Þ

where the index j denotes each of the n bursts. We have introduced

Vc
(j)¼4pRc

(j)/3, the volume of vesicle at which the critical strain for the

membrane is reached in the jth burst.

3.6. Critical phenomena in osmotic swelling
Upon transfer of vesicles from a solution of a nonpermeating solute into a

solution of a permeating solute, vesicles often exhibit a transient increase

of cross-section radius (Fig. 10.2). We attribute this behavior to a slight

hypertonicity of the target solution, which causes the vesicles to slightly

deflate and change their shapes from an initially spherical shape into an oblate

spheroid. The concentration gradient, however, drives the permeating sol-

ute into the vesicle interior, and the ensuing osmotic pressure difference

serves as a driving force for water, which causes the vesicle to reinflate.

The inflation process has two stages: initially, the vesicle is flaccid and

approaching the spherical shape, while in the second stage, the vesicle is

spherical, its membrane being increasingly stretched.

It has been shown that an inflating vesicle reaches the end of the first stage

critically, through a continuous transition. This was initially demonstrated

for unstretchable membrane [57], and later the theory has been extended

in order to account for membrane stretching [43]. We shall provide a brief

outline of the underlying theory, which employs a thermodynamic frame-

work [58].

Let us consider a vesicle withQ entrapped molecules of a nonpermeating

solute.We assume that the vesicle is brought into a thermal equilibriumwith

the surroundings, characterized by temperature T and pressure p0. Both the

vesicle volumeV and the surface areaA are treated as free, independent ther-

modynamic variables. The Gibbs free energy of the system contains volume

and surface contributions:

G¼G3DþF2D: ð10:48Þ
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Considering the enclosed solution as ideal and dilute, one can write

G3D¼ kBTQ ln
Q �Vw

V
�1

� �
þ p0V : ð10:49Þ

The surface terms comprise the stretching and the bending parts,

F2D¼FsþFb: ð10:50Þ
The stretching part is assumed to have a minimum at some value A0; a

quadratic expansion is used:

Fs ¼K

2

ðA�A0Þ2
A0

:

In regarding the bending free energy, only the contribution from undu-

lation entropy is included, which describes the suppression of bending fluc-

tuations as the vesicle shape approaches a sphere. Assuming small fluctuations

around a spherical shape, it is given by [57]

Fb¼�N

2
kBT lnð1� vÞ: ð10:51Þ

Here,N is the total number of independent bending modes contributing

to the membrane thermodynamics, and v is the vesicle reduced volume. It is

important to note that through the reduced volume (which depends on both

volume and surface area), Fb provides the coupling between the volume

part G3D and the surface part F2D. The number of modes N is not known

in advance and is a parameter extracted from the experiment.

Using Eqs. (10.48)–(10.51), the Gibbs free energy of a vesicle is defined

via (T,p0,Q,N), as well as via A and V. By minimizing G with respect to A

andV, the equilibrium free energy can be obtained. Introducing an intensive

area a¼A/N and its relaxed value a0¼A0/N along the way, one obtains a set

of equations from which a and v can be calculated as

1

2
dN

v

1� v
þ a

a0

� �3=2

v¼ Q

Qc

, ð10:52Þ

2

3

dN
dK

aða� a0Þ
a20

þ a

a0

� �3=2

v¼ Q

Qc

: ð10:53Þ

In Eqs. (10.52) and (10.53), we have defined

Qc ¼ p0V0

kBT
, where V0¼A

3=2
0

6
ffiffiffi
p

p , ð10:54Þ
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and parameters dN and dK, the first one related to the finite vesicle size, and

the second one to the finite membrane stretchability:

dN ¼ N

Qc

/N�1=2, ð10:55Þ

dK ¼ kBT

Ka0
/K�1: ð10:56Þ

Two limiting cases of the described system can be considered. Setting

N!1, dN!0 while keeping the stretching modulus finite brings us to

the usual thermodynamic limit of an infinite system. In this limit,

Eqs. (10.52) and (10.53) are degenerate and yield the expected

equilibration of the internal and the external pressure: QkBT/V¼p0. The

second limiting case corresponds to an unstretchable membrane: K!1,

dK!0. In this case, Eq. (10.53) requires a¼a0, while Eq. (10.52) yields

the behavior studied in Ref. [57], with v exhibiting a critical behavior as

N!1.

Away from either limit, Eqs. (10.52) and (10.53) yield

dK
v

1� v
¼ 4

3

aða� a0Þ
a20

: ð10:57Þ

We can see from Eq. (10.57) that attaining a perfectly spherical shape

(v¼1) would require infinite strain a!1, which is not realistic. The de-

viation of the area from its relaxed state, a�a0, is inversely proportional to

the deviation of the vesicle shape from a sphere, 1�v. As dK�1, it takes a

highly swollen vesicle, 1�v�dK, to produce a significant membrane strain

(a�a0)/a0.

In order to provide an adequate description of the transition, we define

the control parameter q¼Q/Qc�1, proportional to the number of enclosed

molecules, and order parameterM¼1�v, which serves as a measure of the

deviation of vesicle shape from a sphere. Solving Eqs. (10.52) and (10.53) for

M in the vicinity of the transition, one obtains

MðqÞ¼D
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ q

D

� �2r
� q

D

 !
, D¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2dN þ9

2
dK

r
: ð10:58Þ

For q<0, M(q)’|q|, which is appreciable, while for q>0, M(q)�
D/(4q), which is very small. The transition occurs over a region, determined

by D. Thus, both the finite vesicle size and the membrane stretchability con-

tribute to widening of the transition. In the limit D!0, that is, for an
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infinitely large vesicle enclosed by a nonstretchable membrane, dM/dq has a

discontinuity at (q¼0,M¼0). Setting dK¼0 while keeping dN finite yields

back the results obtained in Ref. [57]. Which of the two factors entering D is

dominant, dN or dK, depends on their ratio

dN
dK

�K=R0

p0
:

Using the values from our experiments—R0�20–50 mm,

c0�0.1–0.2 mol/L—as well as K¼240mN/m [59], we obtain dN/dK�
0.01–0.1. Therefore, in our conditions, the transition width is governed by

the finite stretching modulus and can be approximated by

D� 9

2
dK

� �1=2

¼ 9kBT

2Ka0

� �1=2

: ð10:59Þ

While Eq. (10.58) fully describes the law of corresponding states for

osmotic swelling of nearly spherical vesicles, we would like to transform

it into a form which would allow us to compare it with the experiment, that

is, with the function R(t).

The simpler part is the transformation of the time axis. As the concen-

tration of the permeating solute inside the vesicle is approximately two orders

of magnitude lower than its concentration in the surrounding medium, the

former can be neglected, yielding dQ/dt�PA0c0, which further leads to

q¼ð3P=R0Þtþ const: ð10:60Þ
Equation (10.60) gives a simple linear relationship between the time t

and the control parameter q.

The transformation for the radius is less straightforward. Here, we only

reproduce the result, which is worked out in detail in Ref. [43]. Denoting

gexp¼ (R1(t)/R0)
3�1, where R1(t) is the radius of vesicle projected cross-

section, one arrives at the following scale and shift transformation:

f ðxÞ¼
ffiffiffiffiffiffiffiffi
8

15D

r
gexp x�1

4

15

D

� �1=3
 !

�xDþ3

4
15D2
� �1=3" #

, ð10:61Þ

where x¼q/D and q¼ (3P/R0)t. Using the permeability P and the transition

width D as two fitting parameters, one can verify that the experimental data

for all recorded vesicle transfers collapse onto a single universal function,

f ðxÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1þx2

q
�x

� �1=2

: ð10:62Þ

327Membrane Permeability Determined from Osmotic Swelling



Fitting Eq. (10.62) to the recorded data R1(t) of vesicle transfer into an

isotonic solution of urea yields the permeability of membrane for urea,

Ps¼0.013�0.001mm/s. The obtained permeabilities for glycerol and

ethylene glycol, on the other hand, exhibit concentration dependence.

The values obtained for glycerol range from 0.0053 at c0¼0.1M to

0.019�0.006mm/s at 0.2 M, and those for ethylene glycol range from

0.046�0.006mm/s at 0.1 M to 0.085�0.01mm/s at 0.2 M.

4. EXPERIMENTAL ANALYSIS

In this section, we present a method for determining membrane per-

meability for a given solute from the analysis of swelling–burst cycles [39]

and demonstrate that its results are consistent with the analysis of the osmotic

swelling of flaccid vesicles [43].

In Section 3, Eq. (10.45) has been obtained, which, when linearized,

shows that before the first burst, the slope of R(t) equals to the permeability

Ps, and after n bursts, the slope becomes (V0/Vc)
nPs if all bursts are equal, and

Ps

Qn�1
j¼0 V0=V

ðjÞ
c

� �
if they are not. The underlying assumptions are that the

vesicle is spherical at the onset of the first swelling cycle, and the concentra-

tion of the nonpermeating solute in its interior is equal to the concentration

of the permeating solute outside.

These assumptions are not always met. In 37 of 47 recorded vesicle trans-

fers in our experiments, the dependence of the vesicle cross-section radius as

a function of time exhibits an initial transient maximum or “bulge” like the

one seen in Fig. 10.2. In those cases, the vesicle is filled with a mixture of a

nonpermeating and permeating solute already at the onset of the first swell-

ing cycle, and Eq. (10.45) needs a small correction to take that into account.

An estimate of the mole fraction of the nonpermeating and the perme-

ating solute at the onset of the first swelling cycle can be obtained from the

initial transient maximum. If we approximate the shape of a partially deflated

vesicle with an oblate spheroid and denote x¼R1/R0, whereR1 is the radius

of the vesicle cross-section at the crest of the “bulge” and R0 is its value in

the “valley,” that is, at the onset of the first swelling cycle, we can compute

the reduced volume of the vesicle (v) using Eq. (10.29).

We can show that the reduced volume of the vesicle is equal to the mole

fraction of the osmotically active solute at the onset of the first swelling cycle.

At the crest of the bulge, the vesicle is flaccid with a volume V¼vV0<V0,

and containing Nn moles of nonpermeating solute. At the onset of the first

swelling cycle, the vesicle is spherical with a radius R0, and containing Nn
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moles of nonpermeating solute and Ns moles of permeating solute. As the

rapid osmotic exchange of water ensures that the total concentration is equal

in both cases, Nn/V¼ (NnþNs)/V0, it follows

v¼ Nn

NnþNs

¼ xn:

We can amend Eq. (10.45) with this correction, yielding

RðnÞðtÞ¼R0 1þ V0

Vc

� �n
4xnPst

R0

	 
1=4
: ð10:63Þ

Weneed to note that taking the value of xn at the onset of a swelling cycle

is an approximation, as xn actually changes during the course of a swelling

cycle.

Treating the vesicle swelling–burst cycles as piecewise linear, the slope of

the kth cycle can be expressed as

DRðkÞ

DtðkÞ
¼ xnP

ðkÞ
s

Yk�1

j¼0

V0

V
ðjÞ
c

: ð10:64Þ

While membrane permeability for the permeating solute can be in prin-

ciple computed from an individual vesicle-swelling phase between two

bursts, a more reliable estimate is obtained by averaging it over all n bursts

in the cycle:

�Ps ¼ 1

n

Xn
k¼1

1

xn

DRðkÞ

DtðkÞ
Yk�1

j¼0

V0

V
ðjÞ
c

: ð10:65Þ

Equation (10.65) gives the estimate for the membrane permeability based

on a single recording of a vesicle transfer. Averaging over several recordings

of vesicle transfer is needed to obtain a more reliable estimate of membrane

permeability.

Table 10.1 summarizes the permeability data for glycerol, urea, and eth-

ylene glycol, obtained by using two different analyses. The term “burst train”

refers to the analysis presented here, while the term “critical swelling” refers to

the alternative analysis presented in the preceding section [43], where vesicle

transition from a flaccid to a spherical state before the first burst is observed.

One can see that in the case of urea, the estimate for membrane perme-

ability is independent of solute concentration, which is consistent with our

finding in Ref. [43]. On the other hand, both polyols exhibit a
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concentration dependence of the (apparent) membrane permeability, which

is again in agreement with our own recent findings [43]. The trend is even

more apparent in Fig. 10.8. A possible explanation for the concentration de-

pendence of the apparent membrane permeability is strong evidence for the

affinity of polyols to phospholipid headgroups [60,61], which results in the

solute concentration adjacent to the membrane being larger than in the bulk

solution, which consequently leads to an apparent permeability coefficient

which is larger than the actual one. This affinity of polyols to phospholipid

Table 10.1 Permeability estimates for glycerol, urea, and ethylene glycol, determined
from series of micrographs of giant unilamellar vesicles upon transfer from a sucrose/
glucose solution into an isomolar solution of a given solute.
Solute Permeability Ps (mm/s)

“Burst train” “Critical swelling”

0.1 M 0.2 M 0.1 M 0.2 M

Glycerol 0.0077�0.0009 0.016�0.003 0.0053 0.019�0.06

Urea 0.014�0.001 0.013�0.001 0.013�0.001

Ethylene glycol 0.054�0.005 0.10�0.01 0.0460�0.006 0.085�0.01

“Burst train” refers to the analysis presented here, and “critical swelling” to an alternative analysis [43] on
the same data set.
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Figure 10.8 The apparent permeability of POPC membrane for glycerol, urea, and eth-
ylene glycol, obtained by the “burst train” analysis. Figure 6 in Ref. [43] shows analogous
results obtained by the “critical swelling” analysis.
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headgroups may also account for a large scatter of published data on

membrane permeabilities for polyols.

5. DISCUSSION

The existence of reproducible techniques for producing giant

unilamellar vesicles (GUVs) [35,62] and the availability of phase-contrast

microscopy and high-resolution digital cameras, along with the efficient

procedures for automated extraction of vesicle contour from the images

and determination of the radius of vesicle cross-section [39], render the

determination of membrane permeability of GUVs a viable alternative to

the established techniques employing either DLS on submicrometer

vesicles or planar lipid membranes.

GUVs were used before in studies of membrane permeability [32]. The

study by Boroske et al., however, was designed to observe osmotic shrinking

of GUVs, while in our study, vesicles swell osmotically (with the exception

of the initial phase, where a transient osmotic shrinking may be observed).

Osmotic swelling of vesicles in a controlled manner guarantees a simpler

spherical geometry, through which both the vesicle area and its volume

are experimentally accessible variables. By contrast, in the experiment

of Boroske et al., vesicle volume was the only experimentally observable

variable, and the authors had to come up with a plausible explanation for

the apparently “missing” membrane area.

On a very superficial level, the continuous transition between the “iron-

ing” and the stretching regime of a vesicle which swells osmotically due to the

permeation of a permeable solute might seem similar to the “minimal

volume” technique employed by Sha’afi et al. (cf., fig. 3 in Ref. [19] and

fig. 1 in Ref. [43]). However, one needs to be aware of the fact that fig. 3

in Ref. [19] shows vesicle volume as a function of time, while fig. 1 in

Ref. [43] shows the radius of a nonspherical vesicle cross-section, and

throughout the course shown in the diagram, vesicle volume is monotonously

increasing. In our experiment, minimal vesicle volume appears at the top of

the initial bulge (visible around 40 s on the graph in Fig. 10.2). We have not

attempted an analysis analogous to the one performed by Sha’afi et al. [19] or

Hill and Cohen [22] because the initial moment in which the vesicles are

brought in contact with the target solution is not defined as well as in the

stopped flow experiments. The authors of earlier studies, on the other hand,

seem to be unaware of the critical transition between the “ironing” and the

stretching regime in the course of osmotic swelling of a vesicle.
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While offering a direct visualization of osmotic swelling, the method

described here has its limitations. The three solutes tested here—glycerol,

urea, and ethylene glycol—induce significant changes in vesicle size on

the timescale of minutes. With solutes which are much more or much less

permeable, the rate of changes may be either too fast for video camera or so

slow that other effects start to dominate the experiment (e.g., convection in

the measuring chamber). Another limitation is imposed by the refractive in-

dex of the solution. The refractive index of the target solution in general

differs from that of the vesicle interior, and the difference between the

two refractive indices increases with the increasing concentration of solu-

tions. At high enough concentration, the halo around the vesicle becomes

blurred, and the algorithm used to determine vesicle contour [39] fails. With

our present equipment, we estimate that concentrations significantly higher

than 0.2 mol/L are outside our reach.

Finally, we want to compare the results of two techniques dubbed “burst

train” and “critical swelling” in Table 10.1. As can be seen, they produce

consistent results which are within the experimental error of each other.

The experimental error estimates for both methods are also approximately

the same. The “burst train” technique is more forgiving toward minor

glitches, such as vesicle temporarily drifting slightly out of focus, which

results in an overestimate of vesicle radius (seen around 370 s in Fig. 10.2).

However, one needs to keep in mind that the “burst train” technique

requires approximately five times as much data as the “critical swelling,”

and consequently, minor glitches are more likely to occur during a longer

period. We therefore lean toward recommending the “critical swelling”

technique, which is less resource greedy while giving the results with the

same precision. Our recommended procedure is therefore to keep recording

the vesicle transfer up to the first burst (which is easy to notice during the

experiment) and carry out the analysis described in Ref. [43].
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