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Introduction

The idea of representing a complex mathematical object by a simpler
one is as old as mathematics itself. It is particularly useful in classification
problems. For instance, a single linear transformation on a finite dimen-
sional vector space is very adequately characterised by its reduction to its
rational or its Jordan canonical form. It is now generally accepted that the
representation theory of associative algebras traces its origin to Hamilton’s
description of the complex numbers by pairs of real numbers. During the
1930s, E. Noether gave to the theory its modern setting by interpreting rep-
resentations as modules. That allowed the arsenal of techniques developed
for the study of semisimple algebras as well as the language and machinery
of homological algebra and category theory to be applied to representation
theory. Using these, the theory grew rapidly over the past thirty years.

Nowadays, studying the representations of an algebra (which we always
assume to be finite dimensional over an algebraically closed field, associa-
tive, and with an identity) is understood as involving the classification of
the (finitely generated) indecomposable modules over that algebra and the
homomorphisms between them. The rapid growth of the theory and the
extent of the published original literature became major obstacles for the
beginners seeking to make their way into this area.

We are writing this textbook with these considerations in mind: It is
therefore primarily addressed to graduate students starting research in the
representation theory of algebras. It should also, we hope, be of interest to
mathematicians working in other fields.

At the origin of the present developments of the theory is the almost
simultaneous introduction and use on the one hand of quiver-theoretical
techniques by P. Gabriel and his school and, on the other hand, of the theory
of almost split sequences by M. Auslander, I. Reiten, and their students.
An essential rôle in the theory is also played by integral quadratic forms.
Our approach in this book consists in developing these theories on an equal
footing, using their interplay to obtain our main results. Our strong belief
is that this combination is best at yielding both concrete illustrations of the
concepts and the theorems and an easier computation of actual examples.
We have thus taken particular care in introducing in the text as many as
possible of the latter and have included a large number of workable exercises.

vii



viii Introduction

With these purposes in mind, we divide our material into two parts.
The first volume serves as a general introduction to some of the tech-

niques most commonly used in representation theory. We start by showing
in Chapters II and III how one can represent an algebra by a bound quiver
and a module by a linear representation of the bound quiver. We then turn
in Chapter IV to the Auslander–Reiten theory of almost split sequences,
giving various characterisations of these, showing their existence in module
categories, and introducing one of our main working tools, the so-called
Auslander–Reiten quiver. As a first and easy application of these concepts,
we show in Chapter V how one can obtain a complete description of the
representation theory of the Nakayama (or generalised uniserial) algebras.
We return to theory in Chapter VI, giving an outline of tilting theory,
another of our main working tools. A first application of tilting theory
is the classification in Chapter VII of those hereditary algebras that are
representation–finite (that is, admit only finitely many isomorphism classes
of indecomposable modules) by means of the Dynkin diagrams, a result
now known as Gabriel’s theorem. We then study in Chapter VIII a class
of algebras whose representation theory is as “close” as possible to that of
hereditary algebras, the class of tilted algebras introduced by D. Happel
and C. M. Ringel. Besides the general properties of tilted algebras, we give
a very handy criterion, due to S. Liu and A. Skowroński, allowing verifica-
tion of whether a given algebra is tilted or not. The last chapter in this
volume deals with indecomposable modules not lying on an oriented cycle
of nonzero nonisomorphisms between indecomposable modules.

Throughout this volume, we essentially use integral quadratic form tech-
niques. We present them here in the spirit of Ringel [144].

The first volume ends with an appendix collecting, for the convenience
of the reader, the notations and terminology on categories, functors, and
homology and recalling some of the basic facts from category theory and
homological algebra needed in the book. In Chapter I, we introduce the
notation and terminology we use on algebras and modules, and we briefly
recall some of the basic facts from module theory. We introduce the notions
of the radical of an algebra and of a module; the notions of semisimple
module, projective cover, injective envelope, the socle, and the top of a
module, local algebra, primitive idempotent. We also collect basic facts
from the module theory of finite dimensional K-algebras.

The reader interested mainly in linear representations of quivers and
path algebras or familiar with elementary facts on rings and modules can
skip Chapter I.

It is our experience that the contents of the first volume of this book
can be covered during one (eight-month) course.



Introduction ix

The main aim of the second volume, “Representation–Infinite Tilted
Algebras”, is to study some interesting classes of representation-infinite al-
gebras A and, in particular, to give a fairly complete description of the
representation theory of representation-infinite tilted algebras. If the alge-
bra A is tame hereditary, that is, if the underlying graph of its quiver is
a Euclidean diagram, we show explicitly how to compute the regular inde-
composable modules over A, and then over any tame concealed algebra.

It was not possible to be encyclopedic in this work. Therefore many
important topics from the theory have been left out. Among the most
notable omissions are covering techniques, the use of derived categories and
partially ordered sets. Some other aspects of the theory presented here are
discussed in the books [21], [31], [76], [98], [84], [151], and especially [144].

Throughout this book, the symbols N, Z, Q, R, and C mean the sets of
natural numbers, integers, rational, real, and complex numbers, and Mn(K)
means the set of all square n × n matrices over K. The cardinality of a set
X is denoted by |X |.

We take pleasure in thanking all our colleagues and students who helped
us with their comments and suggestions. We wish particularly to express our
appreciation to Sheila Brenner, Otto Kerner, and Kunio Yamagata for their
helpful discussions and suggestions. Particular thanks are due to François
Huard and Jessica Lévesque, and to Mrs. Jolanta Szelatyńska for her help
in preparing a print-ready copy of the manuscript.



Chapter I

Algebras and modules

We introduce here the notations and terminology we use on algebras and
modules, and we briefly recall some of the basic facts from module theory.
Examples of algebras, modules, and functors are presented. We introduce
the notions of the (Jacobson) radical of an algebra and of a module; the
notions of semisimple module, projective cover, injective envelope, the socle
and the top of a module, local algebra, and primitive idempotent. We also
collect basic facts from the module theory of finite dimensional K-algebras.
In this chapter we present complete proofs of most of the results, except
for a few classical theorems. In these cases the reader is referred to the
following textbooks on this subject [2], [6], [49], [61], [131], and [165].

Throughout, we freely use the basic notation and facts on categories and
functors introduced in the Appendix.

The reader interested mainly in linear representations of quivers and
path algebras or familiar with elementary facts on rings and modules can
skip this chapter and begin with Chapter II.

For the sake of simplicity of presentation, we always suppose that K is
an algebraically closed field and that an algebra means a finite dimensional
K-algebra, unless otherwise specified.

1I. . Algebras

By a ring, we mean a triple (A, +, ·) consisting of a set A, two binary
operations: addition + : A × A → A, (a, b) �→ a + b; multiplication
· : A × A → A, (a, b) �→ ab, such that (A, +) is an abelian group, with
zero element 0 ∈ A, and the following conditions are satisfied:

(i) (ab)c = a(bc),
(ii) a(b + c) = ab + ac and (b + c)a = ba + ca

for all a, b, c ∈ A. In other words, the multiplication is associative and both
left and right distributive over the addition. A ring A is commutative if
ab = ba for all a, b ∈ A.

We only consider rings such that there is an element 1 ∈ A where 1 �= 0
and 1a = a1 = a for all a ∈ A. Such an element is unique with respect to
this property; we call it the identity of the ring A. In this case the ring

1



2 Chapter I. Algebras and modules

is a quadruple (A, +, ·, 1). Throughout, we identify the ring (A, +, ·, 1)
with its underlying set A.

A ring K is a skew field (or division ring) if every nonzero element a
in K is invertible, that is, there exists b ∈ K such that ab = 1 and ba = 1.
A skew field K is said to be a field if K is commutative.

A field K is algebraically closed if any nonconstant polynomial h(t)
in one indeterminate t with coefficients in K has a root in K.

If A and B are rings, a map f : A → B is called a ring homomorphism
if f(a + b) = f(a) + f(b) and f(ab) = f(a)f(b) for all a, b ∈ A. If, in
addition, A and B are rings with identity elements we assume that the ring
homomorphism f preserves the identities, that is, that f(1) = 1.

Let K be a field. A K-algebra is a ring A with an identity element
(denoted by 1) such that A has a K-vector space structure compatible with
the multiplication of the ring, that is, such that

λ(ab) = (aλ)b = a(λb) = (ab)λ

for all λ ∈ K and all a, b ∈ A. A K-algebra A is said to be finite dimen-
sional if the dimension dimK A of the K-vector space A is finite.

A K-vector subspace B of a K-algebra A is a K-subalgebra of A if
the identity of A belongs to B and bb′ ∈ B for all b, b′ ∈ B. A K-vector
subspace I of a K-algebra A is a right ideal of A (or left ideal of A) if
xa ∈ I (or ax ∈ I, respectively) for all x ∈ I and a ∈ A. A two-sided ideal
of A (or simply an ideal of A) is a K-vector subspace I of A that is both a
left ideal and a right ideal of A.

It is easy to see that if I is a two-sided ideal of a K-algebra A, then the
quotient K-vector space A/I has a unique K-algebra structure such that
the canonical surjective linear map π : A → A/I, a �→ a = a + I, becomes
a K-algebra homomorphism.

If I is a two-sided ideal of A and m ≥ 1 is an integer, we denote by
Im the two-sided ideal of A generated by all elements x1x2 . . . xm, where
x1, x2, . . . , xm ∈ I, that is, Im consists of all finite sums of elements of the
form x1x2 . . . xm, where x1, x2, . . . , xm ∈ I. We set I0 = A. The ideal I is
said to be nilpotent if Im = 0 for some m ≥ 1.

If A and B are K-algebras, then a ring homomorphism f : A → B
is called a K-algebra homomorphism if f is a K-linear map. Two K-
algebras A and B are called isomorphic if there is a K-algebra isomorphism
f : A → B, that is, a bijective K-algebra homomorphism. In this case we
write A ∼= B.

Throughout this book, K denotes an algebraically closed field.

1.1. Examples. (a) The ring K[t] of all polynomials in the indetermi-
nate t with coefficients in K and the ring K[t1, . . . , tn] of all polynomials
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in commuting indeterminates t1, . . . , tn with coefficients in K are infinite
dimensional K-algebras.

(b) If A is a K-algebra and n ∈ N, then the set Mn(A) of all n × n
square matrices with coefficients in A is a K-algebra with respect to the
usual matrix addition and multiplication. The identity of Mn(A) is the
matrix E = diag(1, . . . , 1) ∈ Mn(A) with 1 on the main diagonal and zeros
elsewhere. In particular Mn(K) is a K-algebra of dimension n2. A K-basis
of Mn(K) is the set of matrices eij , 1 ≤ i, j ≤ n, where eij has the coefficient
1 in the position (i, j) and the coefficient 0 elsewhere.

(c) The subset

Tn(K) =




K 0 . . . 0
K K . . . 0
...

...
. . .

...
K K . . . K




of Mn(K) consisting of all triangular matrices [aij ] in Mn(K) with zeros
over the main diagonal is a K-subalgebra of Mn(K). If n = 3 then the
subset

A =


 K 0 0

0 K 0
K K K




of M3(K) consisting of all lower triangular matrices λ = [λij ] ∈ T3(K) with
λ21 = 0 is a K-subalgebra of M3(K), and also of T3(K).

(d) Suppose that (I; �) is a finite poset (partially ordered set), where
I = {a1, . . . , an} and � is a partial order relation on I. The subset

KI =
{

λ = [λij ] ∈ Mn(K); λst = 0 if as �� at

}
of Mn(K) consisting of all matrices λ = [λij ] such that λij = 0 if the relation
ai � aj does not hold in I is a K-subalgebra of Mn(K). We call KI the
incidence algebra of the poset (I; �) with coefficients in K. The matrices
{eij} with ai � aj form a basis of the K-vector space KI.

Without loss of generality, we may suppose that I = { 1, . . . , n } and
that i � j implies that i ≥ j in the natural order. This can easily be done
by a suitable renumbering of the elements in I. In this case, KI takes the
form of the lower triangular matrix algebra

KI =




K 0 . . . 0
K21 K . . . 0

...
...

. . .
...

Kn1 Kn2 . . . K


 ,

where Kij = K if i � j and Kij = 0 otherwise. For example, if (I; �) is
the poset {1 	 2 	 3 	 · · · 	 n} then the algebra KI is isomorphic to the
algebra Tn(K) in Example 1.1 (c). If (I; �) is the poset {1 	 3 ≺ 2} then
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the incidence algebra KI is isomorphic to the five-dimensional algebra A
in Example 1.1 (c). If the poset (I; �) is given by I = {1, 2, 3, 4} and the
relations {3 	 4 ≺ 2 ≺ 1 	 3} then

KI =




K 0 0 0
K K 0 0
K 0 K 0
K K K K


 .

(e) The associative ring K〈t1, t2〉 of all polynomials in two noncommu-
ting indeterminates t1 and t2 with coefficients in K is an infinite dimensional
K-algebra. Note that, if I is the two-sided ideal in K〈t1, t2〉 generated by
the element t1t2 − t2t1, then the K-algebra K〈t1, t2〉/I is isomorphic to
K[t1, t2].

(f) Let (G, ·) be a finite group with identity element e and let A be a
K-algebra. The group algebra of G with coefficients in A is the K-vector
space AG consisting of all the formal sums

∑
g∈G g λg, where λg ∈ A and

g ∈ G, with the multiplication defined by the formula

(
∑
g∈G

g λg) · (
∑
h∈G

h µh) =
∑

f=gh∈G

fλgµh.

Then AG is a K-algebra of dimension |G| · dimK A (here |G| denotes the
order of G) and the element e = e1 is the identity of AG. If A = K, then
the elements g ∈ G form a basis of KG over K.

For example, if G is a cyclic group of order m, then KG ∼= K[t]/(tm−1).
(g) Assume that A1 and A2 are K-algebras. The product of the

algebras A1 and A2 is the algebra A = A1 ×A2 with the addition and the
multiplication given by the formulas (a1, a2) + (b1, b2) = (a1 + b1, a2 + b2)
and (a1, a2)(b1, b2) = (a1b1, a2b2), where a1, b1 ∈ A1 and a2, b2 ∈ A2. The
identity of A is the element 1 = (1, 1) = e1 +e2 ∈ A1×A2, where e1 = (1, 0)
and e2 = (0, 1).

(h) For any K-algebra A we define the opposite algebra Aop of A to
be the K-algebra whose underlying set and vector space structure are just
those of A, but the multiplication ∗ in Aop is defined by formula a ∗ b = ba.

1.2. Definition. The (Jacobson) radical radA of a K-algebra A is
the intersection of all the maximal right ideals in A.

It follows from (1.3) that radA is the intersection of all the maximal left
ideals in A. In particular, radA is a two-sided ideal.

1.3. Lemma. Let A be a K-algebra and let a ∈ A. The following

conditions are equivalent:

(a) a ∈ radA;
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(a′) a belongs to the intersection of all maximal left ideals of A;

(b) for any b ∈ A, the element 1 − ab has a two-sided inverse;

(b′) for any b ∈ A, the element 1 − ab has a right inverse;

(c) for any b ∈ A, the element 1 − ba has a two-sided inverse;

(c′) for any b ∈ A, the element 1 − ba has a left inverse.

Proof. (a) implies (b′). Let b ∈ A and assume to the contrary that
1 − ab has no right inverse. Then there exists a maximal right ideal I of A
such that 1 − ab ∈ I. Because a ∈ radA ⊆ I, ab ∈ I and 1 ∈ I; this is a
contradiction. This shows that 1 − ab has a right inverse.

(b′) implies (a). Assume to the contrary that a /∈ radA and let I
be a maximal right ideal of A such that a /∈ I. Then A = I + aA and
therefore there exist x ∈ I and b ∈ A such that 1 = x + ab. It follows
that x = 1 − ab ∈ I has no right inverse, contrary to our assumption. The
equivalence of (a′) and (c′) can be proved in a similar way.

The equivalence of (b) and (c) is a consequence of the following two
simple implications:

(i) If (1 − cd)x = 1, then (1 − dc)(1 + dxc) = 1.
(ii) If y(1 − cd) = 1, then (1 + dyc)(1 − dc) = 1.
(b′) implies (b). Fix an element b ∈ A. By (b′), there exists an element

c ∈ A such that (1− ab)c = 1. Hence c = 1− a(−bc) and, according to (b′),
there exists d ∈ A such that 1 = cd = d + abcd = d + ab. It follows that
d = 1 − ab, c is the left inverse of 1 − ab and (b) follows. That (c′) implies
(c) follows in a similar way. Because (b) implies (b′) and (c) implies (c′)
obviously, the lemma is proved. �

1.4. Corollary. Let radA be the radical of an algebra A.

(a) radA is the intersection of all the maximal left ideals of A.

(b) radA is a two-sided ideal and rad(A/radA ) = 0.
(c) If I is a two-sided nilpotent ideal of A, then I ⊆ radA. If, in

addition, the algebra A/I is isomorphic to a product K × · · · × K of copies

of K, then I = radA.

Proof. The statements (a) and (b) easily follow from (1.3).
(c) Assume that Im = 0 for some m > 0. Let x ∈ I and let a be an

element of A. Then ax ∈ I and therefore (ax)r = 0 for some r > 0. It
follows that the equality (1 + ax + (ax)2 + · · ·+ (ax)r−1)(1− ax) = 1 holds
for any element a ∈ A, and, according to (1.3), the element x belongs to
radA. Consequently, I ⊆ radA. To prove the reverse inclusion, assume
that the algebra A/I is isomorphic to a product of copies of K. It follows
that rad(A/I) = 0. Next, the canonical surjective algebra homomorphism
π : A → A/I carries radA to rad(A/I) = 0. Indeed, if a ∈ radA and
π(b) = b + I, with b ∈ A, is any element of A/I then, by (1.3), 1 − ba is
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invertible in A and therefore the element π(1−ba) = 1−π(b)π(a) is invertible
in A/I; thus π(a) ∈ radA/I = 0, by (1.3). This yields radA ⊆ Kerπ = I
and finishes the proof. �

1.5. Examples. (a) Let s1, . . . , sn be positive integers and let A =
K[t1, . . . , tn]/(ts1

1 , . . . , tsn
n ). Because the ideal I = (t1, . . . , tn) of A generated

by the cosets t1, . . . , tn of the indeterminates t1, . . . , tn modulo the ideal
(ts1

1 , . . . , tsn
n ) is nilpotent, then (1.4) yields I ⊆ radA. On the other hand,

there is a K-algebra isomorphism A/I ∼= K. It follows that I is a maximal
ideal and therefore radA = I.

(b) Let I be a finite poset and A = KI be its incidence K-algebra viewed,
as in (1.1)(d), as a subalgebra of the full matrix algebra Mn(K). Then radA
is the set U of all matrices λ = [λij ] ∈ KI with λii = 0 for i = 1, 2, . . . , n,
and the algebra A/radA is isomorphic to the product K × · · · × K of n
copies of K. Indeed, we note that the set U is clearly a two-sided ideal of
KI, it is easily seen that Un = 0 and finally the algebra A/U is isomorphic
to the product of n copies of K, thus (1.4)(c) applies.

(c) By applying the preceding arguments, one also shows that the rad-
ical radA of the lower triangular matrix algebra A = Tn(K) of (1.1)(c)
consists of all matrices in A with zeros on the main diagonal. It follows that
(radA)n = 0.

In the study of modules over finite dimensional K-algebras over an alge-
braically closed field K an important rôle is played by the following theorem,
known as the Wedderburn–Malcev theorem.

1.6. Theorem. Let A be a finite dimensional K-algebra. If the field

K is algebraically closed, then there exists a K-subalgebra B of A such that

there is a K-vector space decomposition A = B ⊕ radA and the restriction

of the canonical surjective algebra homomorphism π : A → A/radA to B is

a K-algebra isomorphism.

Proof. See [61, section VI.2] and [131, section 11.6]. �

2I. . Modules

2.1. Definition. Let A be a K-algebra. A right A-module (or a right
module over A) is a pair (M, ·), where M is a K-vector space and · :
M × A → M , (m, a) �→ ma, is a binary operation satisfying the following
conditions:

(a) (x + y)a = xa + ya;
(b) x(a + b) = xa + xb;
(c) x(ab) = (xa)b;
(d) x1 = x;
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(e) (xλ)a = x(aλ) = (xa)λ

for all x, y ∈ M , a, b ∈ A and λ ∈ K.

The definition of a left A-module is analogous. Throughout, we write
M or MA instead of (M, ·). We write AA and AA whenever we view the
algebra A as a right or left A-module, respectively.

A module M is said to be finite dimensional if the dimension dimK M
of the underlying K-vector space of M is finite.

A K-subspace M ′ of a right A-module M is said to be an A-submodule
of M if ma ∈ M ′ for all m ∈ M ′ and all a ∈ A. In this case the K-vector
space M/M ′ has a natural A-module structure such that the canonical
epimorphism π : M → M/M ′ is an A-module homomorphism.

Let M be a right A-module and let I be a right ideal of A. It is easy to
see that the set MI consisting of all sums m1a1 + . . . + msas, where s ≥ 1,
m1, . . . , ms ∈ M and a1, . . . , as ∈ I, is a submodule of M .

A right A-module M is said to be generated by the elements m1, . . . , ms

of M if any element m ∈ M has the form m = m1a1 + · · ·+ msas for some
a1, . . . , as ∈ A. In this case, we write M = m1A + . . . + msA. A module
M is said to be finitely generated if it is generated by a finite subset of
elements of M .

Let M1, . . . , Ms be submodules of a right A-module M . We define
M1+ . . . + Ms to be the submodule of M consisting of all sums m1 + · · ·+
ms, where m1 ∈ M1, · · · , ms ∈ Ms, and we call it the submodule generated
by M1, . . . , Ms, or the sum of M1, . . . , Ms.

Note that a right module M over a finite dimensional K-algebra A is
finitely generated if and only if M is finite dimensional. Indeed, if x1, . . . , xm

is a K-basis of M , then it is obviously a set of A-generators of M . Con-
versely, if the A-module M is generated by the elements m1, . . . , mn over A
and ξ1, . . . ξs is a K-basis of A then the set {mjξi; j = 1, . . . , n, i = 1, . . . , s}
generates the K-vector space M .

Throughout, we frequently use the following lemma, known as Nakaya-
ma’s lemma.

2.2. Lemma. Let A be a K-algebra, M be a finitely generated right

A-module, and I ⊆ radA be a two-sided ideal of A. If MI = M , then

M = 0.

Proof. Suppose that M = MI and M = m1A + · · · + msA, that is, M
is generated by the elements m1, . . . , ms. We proceed by induction on s.
If s = 1, then the equality m1A = m1I implies that m1 = m1x1 for some
x1 ∈ I. Hence m1(1 − x1) = 0 and therefore m1 = 0, because 1 − x1 is
invertible. Consequently M = 0, as required.

Assume that s ≥ 2. The equality M = MI implies that there are
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elements x1, . . . , xs ∈ I such that m1 = m1x1 + m2x2 + · · · + msxs. Hence
m1(1 − x1) = m2x2 + · · · + msxs and therefore m1 ∈ m2A + · · · + msA
because 1 − x1 is invertible. This shows that M = m2A + · · · + msA and
the inductive hypothesis yields M = 0. �

2.3. Corollary. If A is a finite dimensional K-algebra, then radA is

nilpotent.

Proof. Because dimK A < ∞, the chain

A ⊇ radA ⊇ (radA)2 ⊇ · · · ⊇ (radA)m ⊇ (radA)m+1 ⊇ · · ·

becomes stationary. It follows that (radA)m = (radA)mradA for some m,
and Nakayama’s lemma (2.2) yields (radA)m = 0. �

Let M and N be right A-modules. A K-linear map h : M → N is said
to be an A-module homomorphism (or simply an A-homomorphism) if
h(ma) = h(m)a for all m ∈ M and a ∈ A. An A-module homomorphism
h : M → N is said to be a monomorphism (or an epimorphism) if it is
injective (or surjective, respectively). A bijective A-module homomorphism
is called an isomorphism. The right A-modules M and N are said to be
isomorphic if there exists an A-module isomorphism h : M → N . In this
case, we write M ∼= N . An A-module homomorphism h : M → M is said
to be an endomorphism of M .

The set HomA(M, N) of all A-module homomorphisms from M to N
is a K-vector space with respect to the scalar multiplication (f, λ) �→ fλ
given by (fλ)(m) = f(mλ) for f ∈ HomA(M, N), λ ∈ K and m ∈ M .
If the modules M and N are finite dimensional, then the K-vector space
HomA(M, N) is finite dimensional. The K-vector space

EndM = HomA(M, M)

of all A-module endomorphisms of any right A-module M is an associative
K-algebra with respect to the composition of maps. The identity map 1M

on M is the identity of EndM .
It is easy to check that for any triple L, M , N of right A-modules the

composition mapping · : HomA(M, N)×HomA(L, M) −−−−→ HomA(L, N),
(h, g) �→ hg, is K-bilinear.

It is clear that the kernel Kerh = {m ∈ M |h(m) = 0}, the image
Im h = {h(m) |m ∈ M}, and the cokernel Cokerh = N/Im h of an A-
module homomorphism h : M → N have natural A-module structures.

The direct sum of the right A-modules M1, . . . , Ms is defined to be the
K-vector space direct sum M1⊕· · ·⊕Ms equipped with an A-module struc-
ture defined by (m1, . . . , ms)a = (m1a, . . . , msa) for m1 ∈ M1, . . . , ms ∈ Ms
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and a ∈ A. We set

M s = M ⊕ · · · ⊕ M, (s copies).

A right A-module M is said to be indecomposable if M is nonzero and M
has no direct sum decomposition M ∼= N ⊕ L, where L and N are nonzero
A-modules.

We denote by ModA the abelian category of all right A-modules, that
is, the category whose objects are right A-modules, the morphisms are A-
module homomorphisms, and the composition of morphisms is the usual
composition of maps. The reader is referred to Sections 1 and 2 of the
Appendix for basic facts on categories and functors. Throughout, we freely
use the notation introduced there.

We note that any left A-module can be viewed as a right Aop-module
and conversely. Therefore, throughout the text, the category ModAop is
identified with the category of all left A-modules.

We denote by mod A the full subcategory of ModA whose objects are
the finitely generated modules. It follows that if A is a finite dimensional
K-algebra, then all modules in modA are finite dimensional.

An important idea in the study of A-modules is to view them as sets
of K-vector spaces connected by K-linear maps. This is illustrated by the
following three examples.

2.4. Example. Let A be the lower triangular matrix K-subalgebra

A =

[
K 0
K K

]
of the matrix algebra M2(K). We note that the matrices e1 = (1 0

0 0), e2 =
(0 0
0 1), e21 = (0 0

1 0) form a K-basis of A over K, 1R = e1 + e2, and e1e2 =
e2e1 = 0.

It follows that every module X in mod A, viewed as a K-vector space,
has a direct sum decomposition X = X1 ⊕ X2, where X1, X2 are the
vector spaces Xe1, Xe2 over K. Note that given a =

(
a11 0
a21 a22

)
∈ A and

x = (x1, x2) ∈ X with x1 ∈ X1 and x2 ∈ X2 we have

xa = (x1a11 + x2a21, x2a22) = (x1a11 + fX(x2)a21, x2a22),

where fX : X2 → X1 is the K-linear map given by the formula fX(x2) =
x2e21 = x2e21e11. It follows that X , viewed as a right A-module, can be
identified with the triple (X1

fX
←−X2). Moreover, any A-module homomor-

phism h : X → Y can be identified with the pair (h1, h2 ) of K-linear
maps h1 : X1 → Y1, h2 : X2 → Y2 that are the restrictions of h to,
respectively, X1 and X2. These satisfy the equation h1fX = fY h2.

The converse correspondence to X �→ (X1
fX
←−X2) is defined by as-

sociating to any triple (X1
f

←−X2) with K-vector spaces X1, X2 and
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f ∈ HomK(X2, X1), the K-vector space X = X1 ⊕ X2 endowed with
the right action · : X × A → X of A on X defined by the formula
(x1, x2)

(
a11 0
a21 a22

)
= (x1a11 + f(x2)a21, x2a22), where x1 ∈ X1, x2 ∈ X2,

and
(
a11 0
a21 a22

)
∈ A.

2.5. Example. Let A be the Kronecker algebra

A =

[
K 0
K2 K

]

whose elements are 2 × 2 matrices of the form
(

λ 0
(u1,u2) µ

)
with λ, µ ∈ K,

(u1, u2) ∈ K2, and the multiplication in A is defined by the formula(
d 0

(u1,u2) c

) (
f 0

(v1,v2) e

)
=

(
df 0

(u1f+v1c,u2f+v2c) ce

)
.

Finite dimensional right A-modules are called Kronecker modules. Every
such A-module X can be identified with a quadruple(

X1

ϕ1
←−←−

ϕ2

X2

)
,

where X1, X2 are the K-vector spaces Xe1, Xe2, respectively, e1 = (1 0
0 0),

e2 = (0 0
0 1), ϕ1, ϕ2 are the K-linear maps defined by the formulas

ϕ1(x) = x ·
(
0 0
ξ1 0

)
= x ·

(
0 0
ξ1 0

)
· e1, ϕ2(x) = x ·

(
0 0
ξ2 0

)
= x ·

(
0 0
ξ2 0

)
· e1,

for x ∈ X2, where ξ1 = (1, 0) and ξ2 = (0, 1) are the standard basis vectors
of K2. Any A-module homomorphism c : X ′ → X can be identified with
a pair ( c1, c2 ) of K-linear maps c1 : X ′

1 → X1 and c2 : X ′

2 → X2 such
that c1ϕ

′

1 = ϕ1c2 and c1ϕ
′

2 = ϕ2c2.

The converse correspondence to X �→ (X1

ϕ1
←−←−

ϕ2

X2 ) is defined by

associating to any quadruple (X1

ϕ1
←−←−

ϕ2

X2 ) with finite dimensional K-

vector spaces X1, X2 and ϕ1, ϕ2 ∈ HomK(X2, X1), the K-vector space
X = X1 ⊕ X2 endowed with the right action · : X × A → X of A on X
defined by the formula

(x1, x2)
(

λ 0
(u1,u2) µ

)
= (x1λ + ϕ1(x2)u1 + ϕ1(x2)u2, x2µ),

where x1 ∈ X1, x2 ∈ X2 and
(

λ 0
(u1,u2) µ

)
∈ A.

It follows that the category of Kronecker modules is equivalent to the
category of pairs [ Φ1, Φ2 ] of matrices Φ1, Φ2 over K of the same size,
where the map from [ Φ′

1, Φ
′

2 ] to [ Φ1, Φ2 ] is a pair (C1, C2 ) of matrices
with coefficients in K such that C1Φ

′

1 = Φ1C2 and C1Φ
′

2 = Φ2C2.

2.6. Example. Let K[t] be the K-algebra of all polynomials in the in-
determinate t with coefficients in K. Note that every module V in ModK[t]
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may be viewed as a pair (V, h), where V is the underlying K-vector space
and h : V → V is the K-linear endomorphism v �→ vt. Every K[t]-module
homomorphism f : V → V ′ may be viewed as a K-linear map such that
fh = h′f .

The converse correspondence to V �→ (V, h) is given by attaching to any
pair (V, h), with a K-vector space V and h ∈ EndKV , the K-vector space
V endowed with the right action · : V × K[t] −→ V of K[t] on V given by
the formula

v · (λ0 + tλ1 + · · · + tmλm) = vλ0 + h(v)λ1 + · · · + hm(v)λm,

where v ∈ V and λ0, . . . , λm ∈ K. The reader is referred to [49] for details.

2.7. Example. Assume that A = A1 × A2 is the product of two K-
algebras A1 and A2. The identity of A is the element 1 = (1, 1) = e1 + e2 ∈
A1 × A2, where e1 = (1, 0) and e2 = (0, 1). Note that e1e2 = e2e1 = 0. If
XA is a right A-module, then Xe1 is a right A1-module, Xe2 is a right A2-
module and there is an A-module direct sum decomposition X = Xe1⊕Xe2,
where Xej is viewed as a right A-module via the algebra projection A → Aj

for j = 1, 2. Then the same type of arguments as in the previous examples
shows that the correspondence XA �→ (Xe1, Xe2) defines an equivalence of
categories Mod(A1 ×A2) ∼= ModA1 ×Mod A2, which we use throughout as
an identification.

2.8. A matrix notation. In presenting homomorphisms between di-
rect sums of A-modules, we use the following matrix notation. Given a
set of A-module homomorphisms f1 : X1 → Y, . . . , fn : Xn → Y and
g1 : Y → Z1, . . . , gm : Y → Zm in ModA we define two A-module homo-
morphisms

f = [f1 . . . fn] : X1⊕· · ·⊕Xn −−−→ Y, g =

[
g1...
gm

]
: Y −−−→ Z1⊕· · ·⊕Zm

by the following formulas f(x1, . . . , xn) = f1(x1) + . . . + fn(xn) and g(y) =
(g1(y), . . . , gm(y)) for xj ∈ Xj and y ∈ Y . It is easy to see that f and
g are the unique A-module homomorphisms in ModA such that fuj = fj

for j = 1, . . . , n and pig = gi for i = 1, . . . , m, where uj : Xj → X1 ⊕
· · · ⊕ Xn is the jth summand embedding xj �→ (0, . . . , 0, xj, 0, . . . , 0) and
pi : Z1 ⊕ · · · ⊕ Zm → Zi is the ith summand projection (z1, . . . , zm) �→
zi. If X = X1 ⊕ · · · ⊕ Xn and Z = Z1 ⊕ · · · ⊕ Zm, then any A-module
homomorphism h : X → Z in ModA can be written in the form of an
m × n matrix

h = [hij ] =

[
h11 h12 ... h1n
h21 h22 ... h2n...

...
. . .

...
hm1 hm2 ... hmn

]
,

where hij = pihuj ∈ HomA(Xj , Zi).
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2.9. Standard dualities. Let A be a finite dimensional K-algebra.
We define the functor

D : mod A −−−−→ modAop

by assigning to each right module M in mod A the dual K-vector space

M∗ = HomK(M, K)

endowed with the left A-module structure given by the formula (aϕ)(m) =
ϕ(ma) for ϕ ∈ HomK(M, K), a ∈ A and m ∈ M , and to each A-module ho-
momorphism h : M → N the dual K-homomorphism D(h) = HomK(h, K) :
D(N) −→ D(M), ϕ �→ ϕh, of left A-modules. One shows that D is a dual-
ity of categories, called the standard K-duality. The quasi-inverse to the
duality D is also denoted by

D : mod Aop −−−−→ mod A

and is defined by attaching to each left A-module Y the dual K-vector space
D(Y ) = Y ∗ = HomK(Y, K) endowed with the right A-module structure
given by the formula (ϕa)(y) = ϕ(ay) for ϕ ∈ HomK(Y, K), a ∈ A and
y ∈ Y . A straightforward calculation shows that the evaluation K-linear
map ev : M → M∗∗ given by the formula ev(m)(f) = f(m), where m ∈ M
and f ∈ D(M), defines natural equivalences of functors 1modA

∼= D ◦ D
and 1modAop

∼= D ◦ D.

Any right A-module M is a left module over the algebra EndM with
respect to the left multiplication (EndM)×M → M , (ϕ, m) �→ ϕm = ϕ(m).
It is easy to check that M is an (EndM)–A-bimodule in the following sense.

2.10. Definition. Let A and B be two K-algebras. An A-B-bimodule
is a triple AMB = (M, ∗, ·), where AM = (M, ∗) is a left A-module, MB =
(M, ·) is a right B-module, and (a∗m) · b = a∗ (m · b) for all m ∈ M , a ∈ A,
b ∈ B. Throughout, we write simply am and mb instead of a ∗m and m · b,
respectively.

For any A-B-bimodule AMB and for any right B-module XB, the K-
vector space HomB(AMB, XB) of all B-module homomorphisms from MB

to XB is a right A-module with respect to the A-scalar multiplication
(f, a) �→ fa given by (fa)(m) = f(am) for f ∈ HomB(MB, XB), a ∈ A
and m ∈ M . If M and X are finite dimensional over K, then so is
HomB(AMB, XB).

Important examples of functors are the Hom-functors HomB(AMB, −)
and HomB(−, AMB). We define the covariant Hom-functor

HomB(AMB, −) : ModB −−−−→ Mod A
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by associating to XB in ModB the K-vector space HomB(AMB, XB) en-
dowed with the right A-module structure defined earlier. If ϕ : XB → YB

is a homomorphism of B-modules, we define the induced homomorphism
HomB(AMB, ϕ) : HomB(AMB, XB) → HomB(AMB, YB) of right A-modules
by the formula f �→ ϕf . The contravariant Hom-functor

HomB(−, AMB) : ModB −−−−→ Mod Aop

is defined by XB �→ HomB(XB, AMB) and by assigning to any homo-
morphism ψ : XB −→ YB of right B-modules the induced homomorphism
HomB(ψ, AMB) : HomB(YB , AMB) → HomB(XB, AMB), f �→ fψ, of left
A-modules.

We recall also that, given an A-B-bimodule AMB, the covariant tensor
product functors

(−)⊗AMB : ModA −−−→ ModB, AM⊗B (−) : ModBop −−−→ Mod Aop

are defined by associating to any right A-module XA and to any left B-
module BY the tensor products X ⊗A MB and AM ⊗B Y endowed with the
natural right B-module and left A-module structure, respectively. It is well
known that there exists an adjunction isomorphism

HomB(X ⊗A MB, ZB) ∼= HomA(XA, HomB(AMB, ZB)) (2.11)

given by attaching to a B-module homomorphism ϕ : X ⊗A MB −−→ ZB

the A-module homomorphism

ϕ : XA −−→ HomB(AMB, ZB)

adjoint to ϕ defined by the formula ϕ(x)(m) = ϕ(x ⊗ m), where x ∈ X
and m ∈ M . A straightforward calculation shows that the inverse to ϕ �→ ϕ
is defined by ψ �→ (x ⊗ m �→ ψ(x)(m)), where x ∈ X and m ∈ M .

Formula (2.11) shows that the functor (−) ⊗A MB is left adjoint to
the functor HomB(−, AMB), and that HomB(−, AMB) is right adjoint to
(−) ⊗A MB (see (A.2.3) of the Appendix).

3I. . Semisimple modules and the radical

of a module

Throughout, we assume that K is an algebraically closed field and that
A is a finite dimensional K-algebra. A right A-module S is simple if S
is nonzero and any submodule of S is either zero or S. A module M is
semisimple if M is a direct sum of simple modules.

3.1. Schur’s lemma. Let S and S′ be right A-modules, and f : S → S′

be a nonzero A-homomorphism.
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(a) If S is simple, then f is a monomorphism.

(b) If S′ is simple, then f is an epimorphism.

(c) If S and S′ are simple, then f is an isomorphism.

Proof. Because f : S → S′ is an A-module homomorphism, Kerh
and Imh are A-submodules of S and S′, respectively. Then f �= 0 yields
Kerh = 0 if S is simple, and Imh = S′ if S′ is simple. The lemma follows.

�

3.2. Corollary. If S is a simple A-module, then there is a K-algebra

isomorphism EndS ∼= K.

Proof. It follows from Schur’s lemma that any nonzero element in
EndS is invertible and therefore EndS is a skew field. Because S is sim-
ple, S is a cyclic A-module and therefore dimK S is finite. It follows that
dimK EndS is finite and, for any nonzero element ϕ ∈ EndS, the elements
1S , ϕ, ϕ2, . . . , ϕm, . . . are linearly dependent over K. Consequently, there
exists an irreducible nonzero polynomial f(t) ∈ K[t] such that f(ϕ) = 0.
Because the field K is algebraically closed, f is of degree 1 and therefore
ϕ acts on S as the multiplication by a scalar λϕ ∈ K. The correspondence
ϕ �→ λϕ establishes a K-algebra isomorphism EndS ∼= K. �

3.3. Lemma. (a) A finite dimensional right A-module M is semi-

simple if and only if for any A-submodule N of M there exists a submodule

L of M such that L ⊕ N = M .

(b) A submodule of a semisimple module is semisimple.

Proof. (a) Assume that M = S1⊕· · ·⊕Sm, where S1, . . . .Sm are simple
modules. Let N be a nonzero A-submodule of M and let {Sj1 , . . . , Sjt

} be a
maximal family of modules in the set {S1, . . . , Sm} such that the intersection
of N with the module L = Sj1⊕· · ·⊕Sjt

is zero. It follows that N∩(L+St) �=
0, for all t /∈ {j1, . . . , jm}. This implies that (L + N) ∩ St �= 0 and hence
we conclude that St ⊆ L + N , for all t /∈ {j1, . . . , jm}, because St is simple.
Consequently, we get M = L + N and therefore M = L⊕ N . The converse
implication follows easily by induction on dimK M .

Because (b) is an immediate consequence of (a), the lemma is proved.�

For any right A-module M , the submodule socM of M generated by all
simple submodules of M is a semisimple module (see [2], [131]); it is called
the socle of M . The main properties of the socle are listed in Exercise I.17.

Throughout, we frequently use the following well-known result.

3.4. Wedderburn–Artin theorem. For any finite dimensional al-

gebra A over an algebraically closed field K the following conditions are

equivalent:
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(a) The right A-module AA is semisimple.

(b) Every right A-module is semisimple.

(a′) The left A-module AA is semisimple.

(b′) Every left A-module is semisimple.

(c) radA = 0.
(d) There exist positive integers m1, . . . , ms and a K-algebra isomor-

phism

A ∼= Mm1
(K) × · · · × Mms

(K).

Proof. See [2], [49], [61], [131], and [164]. �

A finite dimensional K-algebra A is called semisimple if one of the
equivalent conditions in the Wedderburn–Artin theorem (3.4) is satisfied.

By (3.4), the commutative algebra A = K[X1, . . . , Xn]/(Xs1

1 , . . . , Xsn
n )

of Example 1.5(a), where s1, . . . , sn are positive integers and n ≥ 1, is
semisimple if and only if s1 = . . . = sn = 1.

In view of Example 1.5(b), the incidence K-algebra KI of a poset I is
semisimple if and only if ai �� aj for every pair of elements ai �= aj of I.

The semisimple group algebras KG are characterised as follows.

3.5. Maschke’s theorem. Let G be a finite group and let K be a field.

Then the group algebra KG is semisimple if and only if the characteristic

of K does not divide the order of G.

Proof. See [61], [131], [164] and Section 5 of Chapter V. �

We now define the radical of a module.

3.6. Definition. Let M be a right A-module. The (Jacobson) radical
radM of M is the intersection of all the maximal submodules of M .

It follows from (1.2) that the radical radAA of the right A-module AA

is the radical radA of the algebra A.
The main properties of the radical are collected in the following propo-

sition.

3.7. Proposition. Suppose that L, M , and N are modules in mod A.

(a) An element m ∈ M belongs to radM if and only if f(m) = 0 for

any f ∈ HomA(M, S) and any simple right A-module S.

(b) rad(M ⊕ N) = radM ⊕ radN .

(c) If f ∈ HomA(M, N), then f(radM) ⊆ radN .

(d) MradA = radM .

(e) Assume that L and M are A-submodules of N. If L ⊆ radN and

L + M = N , then M = N .

Proof. The statement (a) follows immediately from the definition, be-
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cause L ⊆ M is a maximal submodule if and only if M/L is simple. The
statements (b) and (c) follow immediately from (a). We leave them as an
exercise.

(d) Take m ∈ M and define a homomorphism fm : A → M of right
A-modules by the formula fm(a) = ma for a ∈ A. It follows from (c) that
for a ∈ radA we get ma = fm(a) ∈ fm(radA) ⊆ radM and therefore
MradA ⊆ radM . To prove the inclusion radM ⊆ MradA we note that
(M/MradA)radA = 0 and therefore the A-module M/MradA is a module
over the algebra A/radA with respect to the action (m + MradA) · (a +
radA) = ma + MradA. By the Wedderburn–Artin theorem (3.4), the
algebra A/radA is semisimple and the finite dimensional A/radA-module
M/MradA is a direct sum of simple modules. Because the radical of any
simple module is zero, (b) yields rad(M/MradA) = 0. By (c), the canonical
A-module epimorphism π : M → M/MradA carries radM to zero, that is,
radM ⊆ Kerπ = MradA and we are done.

(e) Assume that L ⊆ radN and L + M = N , and suppose to the
contrary that M �= N . Because N is finite dimensional, M is a submodule
of a maximal submodule X �= N of N . It follows that L ⊆ radN ⊆ X and
we get N = L + M ⊆ X + M = X , contrary to our assumption. �

3.8. Corollary. Suppose that M is a module in mod A.

(a) The A-module M/radM is semisimple and it is a module over the

K-algebra A/radA.

(b) If L is a submodule of M such that M/L is semisimple, then

radM ⊆ L.

Proof. (a) We recall from (3.7)(d) that radM = MradA. It follows
that (M/radM)radA = 0 and therefore the A-module M/radM is a mod-
ule over A/radA with respect to the action (m + MradA) · (a + radA) =
ma + MradA. Now, by (3.4), the algebra A/radA is semisimple, and the
module M/radM is semisimple.

(b) Assume that L is a submodule of M such that M/L is semisimple.
Consider the canonical epimorphism ε : M → M/L. Because (3.7)(c) yields
ε(radM) ⊆ rad(M/L) = 0, radM ⊆ Ker ε = L, and (b) follows. �

It follows from (3.7)(d) that (M/radM)radA = 0 and therefore the
module

top M = M/radM,

called the top of M , is a right A/radA-module with respect to the action
of A/radA defined by the formula (m+radM) · (a+radA) = ma+radM .

We remark that if f : M → N is an A-homomorphism, then f(radM) ⊆
radN and therefore f induces a homomorphism top f : topM −→ top N



I.3. Semisimple modules and the radical of a module 17

of A/radA-modules defined by the formula (top f)(m + radM) = f(m) +
radN .

3.9. Corollary. (a) A homomorphism f : M → N in mod A is surjec-

tive if and only if the homomorphism top f : top M −→ top N is surjective.

(b) If S is a simple A-module, then SradA = 0 and S is a simple

A/radA-module.

(c) An A-module M is semisimple if and only if radM = 0.

Proof. (a) Assume that top f is surjective. Then Im f + radN = N
and therefore f is surjective, because (3.7)(e) yields Im f = N . Because the
converse implication is easy, (a) follows.

(b) Because S �= 0 and S is simple, S is cyclic and, by Nakayama’s
lemma (2.2), S �= SradA. Hence SradA = 0 and (b) follows.

(c) If M is semisimple, then (b) yields radM = 0. The converse impli-
cation is a consequence of (3.7)(d) and (3.8)(a). �

Suppose that A is a finite dimensional K-algebra. If M is a module in
mod A, then there exists a chain 0 = M0 ⊂ M1 ⊂ M2 ⊂ . . . ⊂ Mm = M
of submodules of M such that the module Mj+1/Mj is simple for j =
0, 1, . . . , m− 1 (see [2], [61], and [131]). This chain is called a composition
series of M and the simple modules M1/M0, . . . , Mm/Mm−1 are called the
composition factors of M .

3.10. Jordan–Hölder theorem. If A is a finite dimensional K-

algebra and

0 = M0 ⊂ M1 ⊂ M2 ⊂ . . . ⊂ Mm = M ,

0 = N0 ⊂ N1 ⊂ N2 ⊂ . . . ⊂ Nn = M

are two composition series of a module M in mod A, then m = n, and there

exists a permutation σ of {1, . . . , m} such that, for any j ∈ {0, 1, . . . , m−1},
there is an A-isomorphism Mj+1/Mj

∼= Nσ(j+1)/Nσ(j).

Proof. See [2], [61], [131], and [164]. �

It follows from (3.10) that the number m of modules in a composition
series 0 = M0 ⊂ M1 ⊂ M2 ⊂ · · · ⊂ Mm = M of M depends only on M ; it
is called the length of M and is denoted by �(M).

As an immediate consequence of (3.10) we get the following.

3.11. Corollary. (a) If N is an A-submodule of M in mod A, then

�(M) = �(N) + �(M/N).

(b) If L and N are A-submodules of M in mod A, then �(L + N) +
�(L ∩ N) = �(L) + �(N). �
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4I. . Direct sum decompositions

In the study of indecomposable modules over a K-algebra A, an im-
portant rôle is played by idempotent elements of A. An element e ∈ A is
called an idempotent if e2 = e. The idempotent e is said to be central if
ae = ea for all a ∈ A. The idempotents e1, e2 ∈ A are called orthogonal
if e1e2 = e2e1 = 0. The idempotent e is said to be primitive if e cannot
be written as a sum e = e1 + e2, where e1 and e2 are nonzero orthogonal
idempotents of A.

Every algebra A has two trivial idempotents 0 and 1. If the idempotent
e of A is nontrivial, then 1− e is also a nontrivial idempotent, the idempo-
tents e and 1 − e are orthogonal, and there is a nontrivial right A-module
decomposition AA = eA ⊕ (1 − e)A. Conversely, if AA = M1 ⊕ M2 is a
nontrivial A-module decomposition and 1 = e1 + e2, ei ∈ Mi, then e1, e2 is
a pair of orthogonal idempotents of A, and Mi = eiA is indecomposable if
and only if ei is primitive.

If e is a central idempotent, then so is 1−e, and hence eA and (1−e)A are
two-sided ideals and they are easily shown to be K-algebras with identity
elements e ∈ eA and 1 − e ∈ (1 − e)A, respectively. In this case the
decomposition AA = eA⊕ (1− e)A is a direct product decomposition of the
algebra A.

Because the algebra A is finite dimensional, the module AA admits
a direct sum decomposition AA = P1 ⊕ · · · ⊕ Pn, where P1, . . . , Pn are
indecomposable right ideals of A. It follows from the preceding discus-
sion that P1 = e1A, . . . , Pn = enA, where e1, . . . , en are primitive pair-
wise orthogonal idempotents of A such that 1 = e1 + · · · + en. Con-
versely, every set of idempotents with the preceding properties induces
a decomposition AA = P1 ⊕ · · · ⊕ Pn with indecomposable right ideals
P1 = e1A, . . . , Pn = enA.

Such a decomposition is called an indecomposable decomposition
of A and such a set {e1, · · · , en} is called a complete set of primitive
orthogonal idempotents of A.

We say that an algebra A is connected (or indecomposable) if A is not
a direct product of two algebras, or equivalently, if 0 and 1 are the only
central idempotents of A.

4.1. Example. The K-subalgebra A =

[
K 0 0
0 K 0
K K K

]
of M3(K) defined

in (1.1)(c) is connected, dimK A = 5, and AA has an indecomposable de-

composition AA = e1A⊕ e2A⊕ e3A, where e1 =

[
1 0 0
0 0 0
0 0 0

]
, e2 =

[
0 0 0
0 1 0
0 0 0

]
,

e3 =

[
0 0 0
0 0 0
0 0 1

]
are primitive orthogonal idempotents of A such that 1A =
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e1 + e2 + e3. The right ideal ejA consists of all matrices λ = [λst] in A
with λst = 0 for s �= j, that is, λst = 0 outside the jth row. The right
A-modules e1A and e2A are one-dimensional; hence they are simple. We
also note that the right A-module M = e3A is of length 3. Indeed, the sub-
space M1 of M consisting of the matrices λ ∈ M such that λ33 = λ32 = 0 is
a one-dimensional submodule of M (isomorphic to the simple ideal e11A),
the subspace M2 consisting of the matrices λ ∈ M such that λ33 = 0 is
a two-dimensional submodule of M containing M1, dimK M2/M1 = 1 and
dimK M/M2 = 1; hence 0 ⊂ M1 ⊂ M2 ⊂ M is a composition series of M
and therefore �(M) = 3. �

Assume that e ∈ A is an idempotent and that M is a right A-module.
It is easy to check that the K-vector subspace eAe of A is a K-algebra and
that e is the identity element of eAe. Note that eAe is a subalgebra of A if
and only if e = 1. The K-vector subspace Me of M is a right eAe-module
if we set (me) · (eae) = meae for all m ∈ M and a ∈ A. In particular,
Ae is a right eAe-module and eA is a left eAe-module. It follows that the
K-vector space HomA(eA, M) is a right eAe-module with respect to the
action (ϕ · eae)(x) = ϕ(eaex) for x ∈ eA, a ∈ A, ϕ ∈ HomA(eA, M).

The following useful fact is frequently used.

4.2. Lemma. Let A be a K-algebra, e ∈ A be an idempotent, and M
be a right A-module.

(a) The K-linear map

θM : HomA(eA, M) −→ Me, (4.3)

defined by the formula ϕ �→ ϕ(e) = ϕ(e)e for ϕ ∈ HomA(eA, M), is an

isomorphism of right eAe-modules, and it is functorial in M .

(b) The isomorphism θeA : End eA
�
−→ eAe of right eAe-modules in-

duces an isomorphism of K-algebras.

Proof. It is easy to see that the map θM is a homomorphism of right
eAe-modules and it is functorial at the variable M . We define a K-linear
map θ′M : Me → HomA(eA, M) by the formula θ′M (me)(ea) = mea for
a ∈ A and m ∈ M . A straightforward calculation shows that, given m ∈ M ,
the map θ′M (me) : eA → M is well-defined (does not depend of the choice
of a in the presentation ea), it is a homomorphism of A-modules, moreover
θ′M is a homomorphism of eAe-modules and θ′M is an inverse of θM . This
proves (a). The statement (b) easily follows from (a). �

We also need the following technical but useful result.

4.4. Lemma (lifting idempotents). For any K-algebra A the idem-

potents of the algebra B = A/radA can be lifted modulo radA, that is, for
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any idempotent η = g + radA ∈ B, g ∈ A, there exists an idempotent e of

A such that g − e ∈ radA.

Proof. It follows from (2.3) that (radA)m = 0 for some m > 1. Be-
cause η2 = η, g − g2 ∈ radA and therefore (g − g2)m = 0. Hence, by
Newton’s binomial formula, we get 0 = (g − g2)m = gm − gm+1t, where

t =
m∑

j=1

(−1)j−1

(
m
j

)
gj−1. It follows that

(i) gm = gm+1t;

(ii) gt = tg.

We claim that the element e = (gt)m is the idempotent lifting η. First, we
note that e = gmtm = gm+1tm+1 = · · · = g2mt2m = ((gt)m)2 = e2 and
therefore e is an idempotent. Next, we note that

(iii) g − gm ∈ radA,

because the relation g−g2 ∈ radA yields the equalities g−gm = g(1− gm−1)
= g(1 − g)(1 + g + · · · + gm−2) = (g − g2)(1 + g + · · · + gm−2) ∈ radA.
Moreover, we have

(iv) g − gt ∈ radA,

because equalities (i)–(iii) yield

g+radA = gm +radA = gm+1t+radA = (gm+1 +radA)(t+radA) =

= (gm+radA)(g+radA)(t+radA) = (g+radA)(g+radA)(t+radA) =

= (g2 + radA)(t + radA) = (g + radA)(t + radA) = gt + radA.

Consequently, we get e+radA = (gt)m+radA=(gt+radA)m =(g+ radA)m

= gm + radA = g + radA and our claim follows. �

4.5. Proposition. Let B = A/radA. The following statements hold.

(a) Every right ideal I of B is a direct sum of simple right ideals of the

form eB, where e is a primitive idempotent of B. In particular, the right

B-module BB is semisimple.

(b) Any module N in mod B is isomorphic to a direct sum of simple

right ideals of the form eB, where e is a primitive idempotent of B.

(c) If e ∈ A is a primitive idempotent of A, then the B-module top eA is

simple and rad eA = eradA ⊂ eA is the unique maximal proper submodule

of eA.

Proof. (a) Let S be a nonzero right ideal of B contained in I that is
of minimal dimension. Then S is a simple B-module and S2 �= 0, because
otherwise, in view of (1.4)(c), 0 �= S ⊆ radB = 0 and we get a contradiction.
Hence S2 = S and there exists x ∈ S such that xS �= 0, S = xS and
x = xe for some nonzero e ∈ S. Then, according to Schur’s lemma, the
B-homomorphism ϕ : S → S given by the formula ϕ(y) = xy is bijective.
Because ϕ(e2 − e) = x(e2 − e) = xee − xe = xe − xe = 0, e2 − e = 0,
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the element e ∈ S is a nonzero idempotent, and S = eB. It follows that
B = eB ⊕ (1− e)B and I = S ⊕ (1− e)I. Because dimK(1− e)I < dimK I,
we can assume by induction that (a) is satisfied for (1 − e)I and therefore
(a) follows.

(b) Let N be a B-module generated by the elements n1, . . . , ns and
consider the B-module epimorphism h : Bs → N defined by the formula
h(ξi) = ni, where ξ1, . . . , ξs is the standard basis of the B-module Bs. If N
is simple, then s = 1 and (a) together with (3.3)(a) yields N ∼= eB, where e
is a primitive idempotent of B. Now suppose that N is arbitrary. Then, by
(a), Bs is a direct sum of simple right ideals of the form eB, where e is a
primitive idempotent of B, and it follows from (3.3)(a) that Bs = Kerh⊕L
for some B-submodule L of Bs. Then h induces an isomorphism L ∼= N
and (b) follows from (3.3)(b).

(c) The element e = e + radA is an idempotent of B and top eA ∼= eB.
Assume to the contrary that eB is not simple. It follows from (a) that
eB = e1B ⊕ e2B, where e1, e2 are nonzero idempotents of B such that
e = e1 + e2 and e1e2 = e2e1 = 0. Because e1 = e2

1 = (e − e2)e1 =
ee1, e1 = g1 + radA for some g1 ∈ eA. By (4.4), there exist t ∈ A and
m ∈ N such that the element e1 = (g1t)

m is an idempotent of A and
e1 = e1 +radA. It follows that top eA = eB = e1B⊕e2B. Because g1 ∈ eA,
e1 ∈ eA and e1A ⊆ eA. Then the decomposition AA = e1A ⊕ (1 − e1)A
induces the decomposition eA = e1A ⊕ {(1 − e1)A ∩ eA}. It follows that
eA = e1A, because the primitivity of e implies that eA is indecomposable.
Hence eB = top eA = top e1A = e1B and therefore e2B = 0, contrary to
our assumption. Consequently, the module top eA is simple and therefore
rad eA = (eA)radA is a maximal proper A-submodule of eA. Now, if L is a
proper A-submodule of eA that is not in rad eA, then L + rad eA = eA and
(3.7)(e) yields L = eA, a contradiction. This shows that rad eA contains all
proper A-submodules of eA and finishes the proof. �

An algebra A is said to be local if A has a unique maximal right ideal,
or equivalently, if A has a unique maximal left ideal, see (4.6).

An example of a local algebra is the commutative algebra

A = K[X1, . . . , Xn]/(Xs1

1 , . . . , Xsn
n ),

where s1, . . . , sn are nonzero natural numbers and n ≥ 1. Indeed, it was
shown in Example 1.5(a) that the radical rad A of A is a maximal ideal. It
follows that rad A is the unique maximal ideal of A, that is, the algebra A
is local.

Note that, in view of Example 1.5(b), the incidence K-algebra KI of a
finite poset I is not local if |I| ≥ 2.

Now we give a characterisation of algebras having only trivial idempo-
tents.
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4.6. Lemma. Let A be a finite dimensional K-algebra. The following

conditions are equivalent:

(a) A is a local algebra.

(a′) A has a unique maximal left ideal.

(b) The set of all noninvertible elements of A is a two-sided ideal.

(c) For any a ∈ A, one of the elements a or 1 − a is invertible.

(d) A has only two idempotents, 0 and 1.

(e) The K-algebra A/radA is isomorphic to K.

Proof. (a) implies (b). Because A is local, radA is a unique proper
maximal right ideal of A. It follows that x ∈ radA if and only if x has no
right inverse. Hence we conclude that any right invertible element x ∈ A
is invertible. Indeed, if xy = 1 then (1 − yx)y = 0. It follows that y has a
right inverse and 1− yx = 0, because otherwise y ∈ radA, in view of (1.3),
the element 1 − yx is invertible and we get y = 0, which is a contradiction.

This shows that x ∈ radA if and only if x has no right inverse, or
equivalently, if and only if x is not invertible. Then (b) follows.

That (a′) implies (b) follows in a similar way, and it is easy to see that
(b) implies (c).

(c) implies (d). If e ∈ A is an idempotent, then so is 1− e and we have
e(1 − e) = 0. It follows from (c) that e = 0 or e = 1.

(d) implies (e). Because, by (4.4), the idempotents of A/radA can
be lifted modulo radA, the semisimple algebra B = A/radA has only two
idempotents 0 and 1. By (4.5)(a), the right B-module BB is simple and,
in view of (3.2), there is a K-algebra isomorphism EndBB

∼= K. Hence we
get K-algebra isomorphisms B ∼= HomB(BB , BB) ∼= K and (e) follows.

In view of (1.4), the statement (e) implies that radA is the unique
proper maximal right ideal and the unique proper maximal left ideal of A.
Hence it follows that (e) implies (a) and that (e) implies (a′). The proof is
complete. �

We note that infinite dimensional algebras with only two idempotents
0 and 1 are not necessarily local. An example of such an algebra is the
polynomial algebra K[t], which is not local and has only two idempotents
0 and 1.

4.7. Corollary. An idempotent e ∈ A is primitive if and only if the

algebra eAe ∼= End eA has only two idempotents 0 and e, that is, the algebra

eAe is local. �

4.8. Corollary. Let A be an arbitrary K-algebra and M a right A-

module.

(a) If the algebra EndM is local, then M is indecomposable.
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(b) If M is finite dimensional and indecomposable, then the algebra

EndM is local and any A-module endomorphism of M is nilpotent or is

an isomorphism.

Proof. (a) If M decomposes as M = X1 ⊕ X2 with both X1 and X2

nonzero, then there exist projections pi : M → Xi and injections ui : Xi →
M (for i = 1, 2) such that u1p1 + u2p2 = 1M . Because u1p1 and u2p2 are
nonzero idempotents in EndM, the algebra EndM is not local, because
otherwise 1M belongs to the unique proper maximal ideal of EndM , a
contradiction.

(b) Assume that M is finite dimensional and indecomposable. If EndM
is not local then, according to (4.6), the algebra EndM has a pair of nonzero
idempotents e1, e2 = 1− e1 and therefore M ∼= Im e1 ⊕ Im e2 is a nontrivial
direct sum decomposition. Consequently, the algebra EndM is local. By
(4.6), every noninvertible A-module endomorphism f : M → M belongs
to the radical of EndM and therefore f is nilpotent, because EndM is
finite dimensional, and it follows from (2.3) that the radical of EndM is
nilpotent. �

We note that infinite dimensional indecomposable modules over finite
dimensional algebras do not necessarily have local endomorphism rings. An
example of such a module over the Kronecker algebra (2.5) is presented in
Exercise 4.15 of Chapter III.

4.9. Example. Let A = T3(K) =

[
K 0 0
K K 0
K K K

]
be the K-subalgebra

of M3(K) defined in (1.1)(c), and let B be the subalgebra of A consisting

of all matrices λ =

[
λ11 0 0
λ21 λ22 0
λ31 λ32 λ33

]
in A such that λ11 = λ22 = λ33. The

algebra B is noncommutative and local; because radB consists of all matri-

ces

[
0 0 0

λ21 0 0
λ31 λ32 0

]
in B, there is an algebra isomorphism B/radB ∼= K and

(4.6) applies (compare with (1.5)(c)).

The following result is fundamental for the representation theory of finite
dimensional algebras.

4.10. Unique decomposition theorem. Let A be a finite dimen-

sional K-algebra.

(a) Every module M in mod A has a decomposition M ∼= M1⊕· · ·⊕Mm,
where M1, . . . , Mm are indecomposable modules and the endomorphism K-

algebra EndMj is local for each j = 1, . . . , m.

(b) If M ∼=
m⊕

i=1

Mi
∼=

n⊕
j=1

Nj , where Mi and Nj are indecomposable,
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then m = n and there exists a permutation σ of {1, . . . , n} such that Mi
∼=

Nσ(i) for each i = 1, . . . , n.

Proof. (a) Because dimK M is finite, M has an indecomposable de-
composition, that is, a decomposition into a direct sum of indecomposable
modules. In view of (4.8), the endomorphism algebra of every indecom-
posable direct summand of M is local. Then M has a decomposition as
required.

(b) Without loss of generality, we may suppose that M =
m⊕

i=1

Mi =

n⊕
j=1

Nj. We proceed by induction on m. If m = 1, then M is inde-

composable and there is nothing to show. Assume that m > 1 and put
M ′

1 =
⊕
i>1

Mi. Denote the injections and projections associated to the

direct sum decomposition M = M1 ⊕ M ′

1 by u, u′, p, p′ and those as-

sociated to the direct sum decomposition M =
n⊕

j=1

Nj by uj, pj (with

1 ≤ j ≤ n). We have 1M1
= pu = p

(∑n
j=1 ujpj

)
u =

∑n
j=1 pujpju. Be-

cause End M1 is local, by (4.6)(c), there exists j with 1 ≤ j ≤ n such
that v = pujpju is invertible. Rearranging the indices if necessary, we may
suppose that j = 1. Then w = v−1pu1 : N1 → M1 satisfies wp1u = 1M1

so that p1uw ∈ EndN1 is an idempotent. Because EndN1 is local, it
must equal 1N1

or 0, because of (4.6)(d). If p1uw = 0, then p1u = 0
(because w is an epimorphism), a contradiction, because v = pu1p1u is
invertible. Thus p1uw = 1N1

and f11 = p1u ∈ HomA(M1, N1) is an
isomorphism. Setting N ′

1 =
⊕
j>1

Nj , we can put the identity homomor-

phism 1M : M1 ⊕ M ′

1
�
−→ N1 ⊕ N ′

1 in the matrix form f =
[

f11 f12

f21 f22

]
. The

wanted result would then follow from the induction hypothesis if we could
show that M ′

1
∼= N ′

1. Because the composite A-module homomorphism

g =
[

1 0
−f21f−1

11
1

]
f =

[
f11 f12

0 f ′

22

]
, where f ′

22 = −f21f
−1
11 f12 + f22, is an iso-

morphism M1 ⊕ M ′

1
�

−→ N1 ⊕ N ′

1, f ′

22 : M ′

1
�

−→ N ′

1 is also an isomorphism
and the proof is complete. �

It follows that if AA = P1⊕· · ·⊕Pn is an indecomposable decomposition,
then it is unique in the sense of the unique decomposition theorem.

We end this section by defining representation-finite algebras, a class we
study in detail in the following chapters.

4.11. Definition. A finite dimensional K-algebra A is defined to be
representation–finite (or an algebra of finite representation type)
if the number of the isomorphism classes of indecomposable finite dimen-
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sional right A-modules is finite. A K-algebra A is called representation–
infinite (or an algebra of infinite representation type) if A is not
representation–finite.

It follows from the standard duality D : mod A −→ mod Aop that this
definition is right-left symmetric. One can prove that if A is representation–
finite then the number of the isomorphism classes of all indecomposable left
A-modules is finite, or equivalently, that every indecomposable right (and
left) A-module is finite dimensional (see [12], [13], [69], [147], and [151]).

5I. . Projective and injective modules

We start with some definitions. Let h : M → N and u : L → M be
homomorphisms of right A-modules. We call an A-homomorphism s :N →
M a section of h if hs = 1N , and we call an A-homomorphism r : M → L
a retraction of u if ru = 1L. If s is a section of h, then h is surjective, s is
injective, there are direct sum decompositions M = Im s⊕Kerh ∼= N⊕Kerh,
and h is a retraction of s. Similarly, if r is a retraction of u, then r is
surjective, u is injective, u is a section of r, and there exist direct sum
decompositions M = Im u ⊕ Ker r ∼= L ⊕ Ker r.

An A-homomorphism h : M → N is called a section (or a retraction)
if h admits a retraction (or a section, respectively).

A sequence · · · −→ Xn−1
hn−1

−→Xn
hn−→Xn+1

hn+1

−→Xn+2 −→ · · · (infinite or
finite) of right A-modules connected by A-homomorphisms is called exact
if Kerhn = Im hn−1 for any n. In particular

0 −→ L
u

−→M
r

−→N −→ 0

is called a short exact sequence if u is a monomorphism, r is an epi-
morphism and Ker r = Im u. Note that the homomorphism u admits a
retraction p : M → L if and only if r admits a section v : N → M . In this
case there are direct sum decompositions M = Im u⊕ Ker p = Im v ⊕ Ker r
of M , and we say that the short exact sequence splits.

The following lemma is frequently used.

5.1. Snake lemma. Assume that the following diagram

0 −→ L
u

−→ M
v

−→ N −→ 0�f

�g

�h

0 −→ L′ u′

−→ M ′ v′

−→ N ′ −→ 0

in modA has exact rows and is commutative. Then there exists a connecting

A-homomorphism δ : Kerh → Coker f such that the induced sequence
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0 −→ Ker f
u

−→ Ker g
v

−→ Kerh

δ
−→ Coker f

u′

−→ Coker g
v′

−→ Cokerh −→ 0

is exact.

Proof. See [49] , [112], [131], and [149]. �

5.2. Definition. (a) A right A-module F is free if F is isomorphic to
a direct sum of copies of the module AA.

(b) A right A-module P is projective if, for any epimorphism h : M →
N , the induced map HomA(P, h) : HomA(P, M) −→ HomA(P, N) is surjec-
tive, that is, for any epimorphism h : M → N and any f ∈ HomA(P, N),
there is an f ′ ∈ HomA(P, M) such that the following diagram is commuta-
tive P

f ′

↙
�f

M
h

−−−−→N −−−→ 0

(c) A right A-module E is injective if, for any monomorphism u :
L → M , the induced map HomA(u, E) : HomA(M, E) −→ HomA(L, E)
is surjective, that is, for any monomorphism u : L → M and any g ∈
HomA(L, E), there is a g′ ∈ HomA(M, E) such that the following diagram
is commutative

0−−−→L
u

−−−−→ M

g

� ↙g′

E

5.3. Lemma. (a) A right A-module P is projective if and only if there

exist a free A-module F and a right A-module P ′ such that P ⊕ P ′ ∼= F .

(b) Suppose that AA = e1A ⊕ · · · ⊕ enA is a decomposition of AA into

indecomposable submodules. If a right A-module P is projective, then P =
P1 ⊕ · · · ⊕ Pm, where every summand Pj is indecomposable and isomorphic

to some esA.

(c) Let M be an arbitrary right A-module. Then there exists an exact

sequence

· · · → Pm
hm−→Pm−1 → · · · → P1

h1−→P0
h0−→M → 0 (5.4)

in ModA, where Pj is a projective right A-module for any j ≥ 0. If, in

addition, M is in mod A, then there exists an exact sequence (5.4), where

Pj is a projective module in mod A for any j ≥ 0.

Proof. (a) It is easy to check that any free module is projective and
that a direct summand of a free module is a projective module. Conversely,
suppose that P is a projective module generated by elements {mj ; j ∈ J}.
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If F =
⊕
j∈J

xjA is a free module with the set {xj , j ∈ J} of free generators

and f : F → P is the epimorphism defined by f(xj) = mj , then, by the
projectivity of P , there exists a section s : P → F of f and therefore
F ∼= P ⊕ Ker f .

(b) Let P be a projective module. By (a), there exist a free A-module
F and a right A-module P ′ such that P ⊕ P ′ ∼= F . By our assumption,
F is a direct sum of copies of the indecomposable modules e1A, . . . , enA.
Because by (4.8) the algebra End ejA is local for each j = 1, . . . , n, (b) is a
consequence of the unique decomposition theorem (4.10).

(c) It was shown in (a) that, for any module M (or M in mod A), there
is an epimorphism f : F → M , where F is a free module in ModA (or in
mod A, respectively). We set P0 = F and h0 = f . Let f1 : F1 → Kerh0 be
an epimorphism with a free module F1 in ModA. We set P1 = F1 and we
take for h1 the composition of f1 with the embedding Kerh0 ⊆ P0. If M
is in mod A, then the free module F1 can be chosen in mod A, because A
is finite dimensional, hence dimK M and dimK F0 are finite, and therefore
Kerh0 is in mod A. Continuing this procedure, we construct by induction
the required exact sequence (5.4). �

We define a projective resolution of a right A-module M to be a
complex

P• : · · · → Pm
hm−→Pm−1 → · · · → P1

h1−→P0 → 0

of projective A-modules together with an epimorphism h0 : P0
h0−→M of right

A-modules such that the sequence (5.4) is exact. For the sake of simplicity,
we call the sequence (5.4) a projective resolution of the A-module M . By
(5.3), any module M in mod A has a projective resolution in modA.

We define an injective resolution of M to be a complex

I• : 0 → I0 d1

−→I1 → · · · → Imdm+1

−→ Im+1 → · · ·

of injective A-modules together with a monomorphism d0 : M → I0 of right
A-modules such that the sequence

0 → M
d0

−→I0 d1

−→I1 → · · · → Imdm+1

−→ Im+1 → · · ·

is exact. For the sake of simplicity, we call this sequence an injective res-
olution of the A-module M . We show later that any module M in mod A
has an injective resolution in modA.

First, we show that if A is a finite dimensional K-algebra, then any
module M in mod A admits an exact sequence (5.4) in mod A, where the
epimorphisms hj : Pj → Im hj are minimal for all j ≥ 0 in the following
sense.

5.5. Definition. (a) An A-submodule L of M is superfluous if for
every submodule X of M the equality L + X = M implies X = M.
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(b) An A-epimorphism h : M → N in mod A is minimal if Kerh is
superfluous in M . An epimorphism h : P → M in mod A is called a
projective cover of M if P is a projective module and h is a minimal
epimorphism.

It follows from (3.7)(e) that the submodule radM of M is superfluous
if M is a finitely generated module over a finite dimensional algebra.

Now we give a useful characterisation of projective covers.

5.6. Lemma. An epimorphism h : P → M is a projective cover of an

A-module M if and only if P is projective and for any A-homomorphism

g : N → P the surjectivity of hg implies the surjectivity of g.

Proof. Assume that h : P → M is a projective cover of M and let
g : N → P be a homomorphism such that hg is surjective. It follows that
Im g+Kerh = P and therefore g is surjective, because by assumption Kerh
is superfluous in P . This shows the sufficiency.

Conversely, assume that h : P → M has the stated property. Let N
be a submodule of P such that N + Kerh = P . If g : N ↪→ P is the
natural inclusion, then hg : N → M is surjective. Hence, by hypothesis, g
is surjective. This shows that Kerh is superfluous and finishes the proof. �

5.7. Definition. (a) An exact sequence

P1
p1
−→ P0

p0
−→M −→ 0

in mod A is called a minimal projective presentation of an A-module M
if the A-module homomorphisms P0

p0
−→M and P1

p1
−→Ker p0 are projective

covers.
(b) An exact sequence (5.4) in mod A is called a minimal projective

resolution of M if hj : Pj → Im hj is a projective cover for all j ≥ 1 and
P0

h0−→M is a projective cover.

It follows from the next result that any module M in mod A admits
a minimal projective presentation and a minimal projective resolution in
mod A.

5.8. Theorem. Let A be a finite dimensional K-algebra and let AA =
e1A⊕· · ·⊕enA, where {e1, . . . , en} is a complete set of primitive orthogonal

idempotents of A.

(a) For any A-module M in mod A there exists a projective cover

P (M)
h

−→ M −→ 0

where P (M) ∼= (e1A)s1 ⊕ · · · ⊕ (enA)sn and s1 ≥ 0, . . . , sn ≥ 0. The

homomorphism h induces an isomorphism P (M)/radP (M) ∼= M/radM .
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(b) The projective cover P (M) of a module M in mod A is unique in

the sense that if h′ : P ′ → M is another projective cover of M , then there

exists a commutative diagram
0�

P (M)
h

−−−−→M −−−→ 0

g↖
�h′

P ′

where g is an isomorphism.

Proof. We set B = A/radA, ej = ej + radA ∈ B and let p : A → B
be the residual class K-algebra epimorphism. Because {e1, . . . , en} is a
complete set of primitive orthogonal idempotents of A, {e1, . . . , en} is a
complete set of primitive orthogonal idempotents of B and BB = e1B ⊕
· · ·⊕enB is an indecomposable decomposition. It follows from (4.5)(c) that
rad ejA ⊂ ejA is the unique maximal A-submodule of ejA, then top ejA ∼=
ejB is a simple B-module and the epimorphism pj : ejA → top ejA induced
by p is a projective cover of top ejA.

Let M be a module in modA. Then topM = M/radM is a module in
mod B and, according to (3.8) and (4.5), there exist B-module isomorphisms

top M ∼= (e1B)s1 ⊕ · · · ⊕ (enB)sn ∼= (top e1A)s1 ⊕ · · · ⊕ (top enA)sn ,

for some s1 ≥ 0, . . . , sn ≥ 0. We set P (M) = (e1A)s1⊕· · ·⊕(enA)sn . By the
projectivity of the module P (M), there exists an A-module homomorphism
h : P (M) → M making the diagram

P (M)
h

−−−−−→ M�t

�t′

top P (M)
top h

−−−−−→ top M

commutative, where t and t′ are the canonical epimorphisms. It follows that
toph is an isomorphism and, from (3.9)(a), we infer that h is an epimor-
phism. Moreover, the commutativity of the diagram yields

Kerh ⊆ Ker t = (rad e1A)s1 ⊕ · · · ⊕ (rad enA)sn = radP (M).

Because, according to (3.7)(e), the module radP (M) is superfluous in P (M),
Kerh is also superfluous in P (M). Therefore the epimorphism h is a pro-
jective cover of M .

(b) The existence of a homomorphism g : P ′ → P (M) making the dia-
gram shown in (b) commutative follows from the projectivity of P ′. Because
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hg = h′ is surjective, Im g +Kerh = P (M) and therefore g is surjective, be-
cause Kerh is superfluous in P (M). It follows that �(P ′) ≥ �(P (M)). The
preceding argument with P (M) and P ′ interchanged shows that �(P (M)) ≥
�(P ′). Hence g is an isomorphism and the proof is complete. �

Remark. The proof of (5.8) gives us a recipe for constructing the
projective cover P (M) → M of any module in modA. We also refer simply
to the module P (M) as being a projective cover of M .

5.9. Corollary. If P is a projective module in mod A, then the canoni-

cal epimorphism t : P → top P is a projective cover of top P and there exists

an A-isomorphism P ∼= (e1A)s1⊕· · ·⊕(enA)sn for some s1 ≥ 0, . . . , sn ≥ 0.
�

5.10. Corollary. Let A be a K-algebra. Any module M in mod A ad-

mits a minimal projective presentation and a minimal projective resolution

in mod A.

Proof. Let M be a module in modA. By (5.8), there is a projective
cover p0 : P0 → M in mod A. Then Ker p0 is finite dimensional and,
according to (5.8), there is a projective cover p1 : P0 → Ker p0. This yields
a minimal projective presentation P1

p1
−→ P0

p0
−→M −→ 0 of M . Continuing

this procedure, we get by induction a minimal projective resolution of M in
mod A. �

Now we shift our attention from projective to injective modules. For
this purpose we recall from (2.9) that the functor D(−) = HomK(−, K)
defines two dualities

mod A
D
−→ mod Aop D

−→ mod A

such that there are natural equivalences of functors D ◦ D ∼= 1mod A and
D ◦ D ∼= 1mod Aop . This allows us to study the injective modules in modA
by means of the projective modules in modAop.

We start by recalling the following important result.

5.11. Baer’s criterion. A right A-module E is injective if for any

right ideal I of A and any A-homomorphism f : I → E there exists an

A-homomorphism f ′ : AA → E such that f = f ′u, where u is the inclusion

u : I ↪→ A.

Proof. See [2], [48], and [149]. �

The notions dual to minimal epimorphism and to projective cover are
defined as follows.

5.12. Definition. An A-module monomorphism u : L → M in mod A
is minimal if every nonzero submodule X of M has a nonzero intersection
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with Im u. A monomorphism u : L → E in mod A is called an injective en-
velope of L if E is an injective module and u is a minimal monomorphism.

Now we are able to state the main transfer theorem via the standard
duality.

5.13. Theorem. Let A be a finite dimensional K-algebra and

let D : mod A −→ mod Aop be the standard duality D(−) = HomK(−, K)
(2.9). Then the following hold.

(a) A sequence 0 −→ L
u

−→N
h

−→M −→ 0 in mod A is exact if and only

if the induced sequence 0 −→ D(M)
D(h)
−→ D(N)

D(u)
−→ D(L) −→ 0 is exact in

mod Aop.

(b) A module E in mod A is injective if and only if the module D(E)
is projective in mod Aop. A module P in mod A is projective if and only if

the module D(P ) is injective in mod Aop.

(c) A module S in mod A is simple if and only if the module D(S) is

simple in mod Aop.

(d) A monomorphism u : M → E in mod A is an injective envelope if

and only if the epimorphism D(u) : D(E) → D(M) is a projective cover in

mod Aop. An epimorphism h : P → M in mod A is a projective cover if

and only if the D(h) : D(M) → D(P ) is an injective envelope in modAop.

Proof. This is straightforward and left to the reader (see [61]). �

5.14. Corollary. Every module M in mod A has an injective envelope

u : M → E(M) and the module E(M) is uniquely determined by M , up to

isomorphism.

Proof. Let M be a module in modA. By (5.8), the left A-module
D(M) has a projective cover h : P → D(M). It follows from (5.13)(d) that
the monomorphism M ∼= DD(M)

D(h)
−→ D(P ) is an injective envelope of M

in mod A. We set E(M) = D(P ). By (5.8), the left A-module P is uniquely
determined by D(M), up to isomorphism. It follows that the right module
E(M) = D(P ) is uniquely determined by M , up to isomorphism. �

We refer simply to the module E(M) as being an injective envelope
of M .

5.15. Definition. (a) An exact sequence 0 −→ N
u0

−→ I0 u1

−→ I1 is a
minimal injective presentation of an A-module N if the monomorphisms
u0 : N → I0 and Imu1 ↪→ I1 are injective envelopes.

(b) An injective resolution 0 → M
d0

−→I0 d1

−→I1 → · · · → Imdm+1

−→ Im+1 →
· · · of a module M in mod A is said to be minimal if Im dm → Im is an
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injective envelope for all m ≥ 1 and d0 : M → I0 is an injective envelope.

5.16. Corollary. Every module M in mod A has a minimal injective

presentation and a minimal injective resolution in mod A.

Proof. Let M be a module in modA. By (5.8), the left A-module
D(M) has a minimal projective presentation and a minimal projective
resolution in modAop. It follows from (5.13) that the standard duality
D : modAop −→mod A carries a minimal projective presentation and a
minimal projective resolution of D(M) to a minimal injective presentation
and a minimal injective resolution of the module M ∼= DD(M), respectively.

�

5.17. Corollary. Suppose that AA = e1A⊕· · ·⊕enA is a decomposition

of A into indecomposable submodules.

(a) Every simple right A-module is isomorphic to one of the modules

S(1) = top e1A, . . . , S(n) = top enA.

(b) Every indecomposable projective right A-module is isomorphic to

one of the modules

P (1) = e1A, P (2) = e2A, . . . , P (n) = enA.

Moreover, eiA ∼= ejA if and only if S(i) ∼= S(j).
(c) Every indecomposable injective right A-module is isomorphic to one

of the modules

I(1) = D(Ae1) ∼= E(S(1)), . . . , I(n) = D(Aen) ∼= E(S(n)),

where E(S(j)) is an injective envelope of the simple module S(j).

Proof. Apply (4.5), (4.7), (4.10), (5.9), and (5.13). �

5.18. Example. Let A = M2(K) and let e1 = (1 0
0 0), e2 = (0 0

0 1). Then
e1, e2 are primitive orthogonal idempotents of A such that 1A = e1 + e2

and AA = e1A ⊕ e2A. The algebra A is semisimple, S(1) = P (1) = I(1) ∼=
S(2) = P (2) = I(2) and dimK S(1) = dimK S(2) = 2. �

6I. . Basic algebras and embeddings of

module categories

Throughout, we need essentially the following class of algebras (see [73],
[125], and [131] for historical notes).

6.1. Definition. Assume that A is a K-algebra with a complete set
{e1, . . . , en} of primitive orthogonal idempotents. The algebra A is called
basic if eiA �∼= ejA, for all i �= j.
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It is clear that every local finite dimensional algebra is basic. It follows
from the following proposition that the algebras of Examples (1.1)(c) and
(1.1)(d) are basic.

6.2. Proposition. (a) A finite dimensional K-algebra A is basic if and

only if the algebra B = A/radA is isomorphic to a product K×K×· · ·×K
of copies of K.

(b) Every simple module over a basic K-algebra is one-dimensional.

Proof. (a) Let AA = e1A ⊕ · · · ⊕ enA be an indecomposable decom-
position of A. Then {e1, . . . , en} is a complete set of primitive orthogo-
nal idempotents of A, the element ej = ej + radA is an idempotent of
B = A/radA, and in view of (4.5)(c) ejB = top ejA is a simple B-module.
Hence BB = e1B ⊕ · · · ⊕ enB is an indecomposable decomposition of BB.
By (5.9), ejA ∼= P (ejB) and therefore ejA ∼= eiA if and only if ejB ∼= eiB.

It follows that if A is basic, then B is basic. Moreover, Schur’s lemma
(3.1) yields HomB(eiB, ejB) = 0 for i �= j, and (3.2) yields End ejB ∼= K for
j = 1, . . . , n. Hence, given an element b ∈ B and j ≤ n, the multiplication
map bj : ejB → BB defined by the formula bj(y) = ejby, for y ∈ ejB,
induces a homomorphism b′j : ejB → ejB of right B-modules and the K-
algebra homomorphism σj : B → End ejB ∼= K defined by the formula
σj(b) = b′j . Hence we get the K-algebra homomorphism

σ : B −→ End(e1B) × · · · × End(enB) ∼= K × · · · × K

defined by σ(b) = (σ1(b), . . . , σn(b)), for b ∈ B. Because σ is obviously
injective, by comparing the dimensions, we see that it is bijective. The
sufficiency part of (a) follows.

Assume now that B is a product K × · · · × K. Then B is commutative
and e1, . . . , en are central primitive pairwise orthogonal idempotents of B.
It follows that eiB �∼= ejB for i �= j and (5.8) yields eiA ∼= P (eiB) �∼=
P (ejB) ∼= ejA. Consequently A is basic and (a) follows.

The statement (b) follows from (a) because, by (3.9)(b), any simple A-
module S is a module over the quotient algebra B = A/radA and, by (a),
B is isomorphic to a product K × · · · × K if A is basic. Hence dimK S = 1
and the proof is complete. �

6.3. Definition. Assume that A is a K-algebra with a complete set
{e1, . . . , en} of primitive orthogonal idempotents. A basic algebra associ-
ated to A is the algebra

Ab = eAAeA,

where eA = ej1 + · · · + eja
, and ej1 , . . . , eja

are chosen such that eji
A �∼=

ejt
A for i �= t and each module esA is isomorphic to one of the modules

ej1A, . . . , eja
A.
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Example 6.4. Let A = Mn(K) and {e1, . . . , en} be the standard set of
matrix orthogonal idempotents of A. Then eiA ∼= ejA for all i, j, eA = e1

and Ab ∼= K.

6.5. Lemma. Let Ab = eAAeA be a basic algebra associated to A.

(a) The idempotent eA ∈ Ab is the identity element of Ab and there is

a K-algebra isomorphism Ab ∼= End(ej1A ⊕ · · · ⊕ eja
A).

(b) The algebra Ab does not depend on the choice of the sets e1, . . . , en

and ej1 , . . . , eja
, up to a K-algebra isomorphism.

Proof. (a) By (4.2) applied to the A-module M = eAA, there is a K-
algebra isomorphism End eAA ∼= eAAeA. Because there exists an A-module
isomorphism eAA ∼= ej1A ⊕ · · · ⊕ eja

A, we derive K-algebra isomorphisms

Ab = eAAeA
∼= HomA(eAA, eAA) ∼= End(ej1A ⊕ · · · ⊕ eja

A).

(b) It follows from the unique decomposition theorem (4.10) that the A-
module eAA depends only on A and not on the choice of the sets {e1, . . . , en}
and {ej1 , . . . , eja

}, up to isomorphism of A-modules. Then the statement
(b) is a consequence of the K-algebra isomorphisms Ab ∼= End eAA ∼=
End(ej1A ⊕ · · · ⊕ eja

A). �

We will show in (6.10) that the algebra Ab is basic and that there is an
equivalence of categories mod A ∼= mod Ab.

In the study of modA we frequently use two embeddings of module
categories induced by an algebra idempotent defined as follows.

Suppose that e ∈ A is an idempotent in a finite dimensional K-algebra
A and consider the algebra B = eAe ∼= End eA with the identity element
e ∈ B. We define three additive K-linear covariant functors

mod B
Te, Le−−−−−−−−→←−−−−−−−−rese

mod A (6.6)

by the formulas

rese(−) = (−)e, Te(−) = −⊗B eA, Le(−) = HomB(Ae,−).

If f : X → X ′ is a homomorphism of A-modules, we define a homomorphism
of B-modules rese(f) : rese(X) → rese(X

′) by the formula xe �→ f(x)e, that
is, rese(f) is the restriction of f to the subspace Xe of X . We call rese the
restriction functor. The K-linear functors Te, Le are called idempotent
embedding functors.

Example 6.7. Suppose that A = KI ⊆ Mn(K) is the incidence algebra
of a poset (I, �), where I = {1, . . . , n} (see (1.1)(d)). Let J be a subposet
of I and take for e the idempotent eJ =

∑
j∈J

ej ∈ KI, where e1, . . . , en ∈ KI
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are the standard matrix idempotents. A simple calculation shows that if
λ′ = [λ′

pq] ∈ KI and λ = eJλ′eJ , then λ has an n × n matrix form λ =
[λpq] ∈ KI, where λpq = 0 whenever p ∈ I \ J or q ∈ I \ J . This shows
that eJ(KI)eJ is the K-vector subspace of KI consisting of all matrices
λ = [λpq ] ∈ KI with λpq = 0 whenever p ∈ I \ J or q ∈ I \ J . Therefore
there is a K-algebra isomorphism eJ(KI)eJ

∼= KJ .

The following result is very useful in applications.

Theorem 6.8. Suppose that A is a finite dimensional K-algebra and

that e ∈ A is an idempotent, and let B = eAe. The functors Te, Le (6.6)
associated to e ∈ A satisfy the following conditions.

(a) Te and Le are full and faithful K-linear functors such that reseTe
∼=

1mod B
∼= reseLe, the functor Le is right adjoint to rese and Te is left adjoint

to rese, that is, there are functorial isomorphisms

HomA(XA, Le(YB)) ∼= HomB(rese(XA), YB)

HomA(Te(YB), XA) ∼= HomB(YB, rese(XA))

for every A-module XA and every B-module YB .

(b) The restriction functor rese is exact, Te is right exact, and Le is left

exact.

(c) The functors Te and Le preserve indecomposability, Te carries pro-

jectives to projectives, and Le carries injectives to injectives.

(d) A module XA is in the category Im Te if and only if there is an exact

sequence P1
h

−→ P0 −→ XA −→ 0, where P1 and P0 are direct sums of

summands of eA.

Proof. (a) By (4.2), the map θX , f �→ f(e) = f(e)e, is a functorial B-
module isomorphism HomA(eA, XA)

�
−→Xe. Hence, in view of the adjoint

formula (2.11), we get

HomA(Te(YB), XA) = HomA(Y ⊗B eA, XA)
∼= HomB(Y, HomA(eA, XA))
∼= HomB(Y, Xe) ∼= HomB(YB , rese(XA)),

and similarly we get the first isomorphism required in (a). Moreover, there
are isomorphisms reseTe(YB) = (Y ⊗B eA)e ∼= Y ⊗B (eAe) = Y ⊗B B ∼= YB

and reseLe(YB) ∼= YB. As a consequence, we get functorial isomorphisms

HomB(YB , Y ′

B) ∼= HomB(YB , reseTe(Y
′

B))
∼= HomA(Te(YB), Te(Y

′

B))
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and HomB(YB , Y ′

B) ∼= HomA(Le(YB), Le(Y
′

B)) such that f �→ Te(f) and
f �→ Le(f), respectively. This proves that Te and Le are full and faithful
and (a) follows.

(b) The exactness of the functor rese is obvious. The functor Te is right
exact, because the tensor product functor is right exact. Because the functor
HomA(M,−) is left exact, the functor Le is left exact and (b) follows.

(c) It follows from (a) that Le and Te induce the algebra isomorphisms
EndX ∼= EndLeX and EndX ∼= EndTeX . Hence they preserve indecom-
posability, because of (4.8).

Now assume that P is a projective module in modB and let h : M → N
be an epimorphism in modA. In view of the natural isomorphism in (6.8)(a)
for the functor Te, there is a commutative diagram

HomA(Te(P ), M)
HomA(Te(P ),h)
−−−−−−−−−−→ HomA(Te(P ), N)

∼=
� ∼=

�
HomB(P, rese(M))

HomB(P,rese(h))
−−−−−−−−−−→ HomB(P, rese(N)).

Because P is projective, the homomorphism HomB(P, rese(h)) is surjective.
It follows that HomA(Te(P ), h) is also surjective and therefore the A-module
Te(P ) is projective. If E is injective, then we show that Le(E) is injective.

(d) Assume that e = ej1 + . . .+ ejs
and ej1 , . . . , ejs

are primitive orthog-
onal idempotents. It follows that B = ej1B ⊕ . . . ⊕ ejs

B and the modules
ej1B, . . . , ejs

B are indecomposable.
First, we show that the multiplication map

mji
: eji

B ⊗B eA → eji
A, (6.9)

eji
x⊗ ea �→ eji

xea, is an A-module isomorphism for i = 1, . . . , s. It is clear
that mji

is well-defined and an A-module epimorphism. Because mji
is the

restriction of the A-module isomorphism m : B⊗B eA → eA, x⊗ea �→ xea,
to the direct summand eji

B ⊗B eA of B ⊗B eA ∼= eA, mji
is injective and

we are done.
To prove (d), assume that P 1 → P 0 → YB → 0 is an exact sequence in

mod B, where P 0, P 1 are projective. Then the induced sequence

P 1 ⊗B eA → P 0 ⊗B eA → Y ⊗B eA → 0

in mod A is exact and the modules P1 = P 1 ⊗B eA, P0 = P 0 ⊗B eA satisfy
the conditions required in (d) because, according to (5.3), the modules P 1

and P 0 are direct sums of indecomposable modules isomorphic to some of
the modules ej1B, . . . , ejs

B, and the preceding observation applies.
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Conversely, assume there is an exact sequence P1
h

−→ P0 → XA → 0, in
mod A with P0, P1 direct sums of summands of eA. Then P0e and P1e are
obviously finite dimensional projective B-modules and by the observation,
there are A-module isomorphisms Te(P0e) = P0e ⊗B eA ∼= P0, Te(P1e) =
P1e⊗BeA ∼= P1. If YB denotes the cokernel of the restriction he : P1e → P0e
of h to rese(P1) = P1e, then we derive a commutative diagram

P1 −→ P0 −→ XA −→ 0

f1

�∼= f0

�∼=

Te(P1e) −→ Te(P0e) −→ Te(YB) −→ 0

with exact rows and bijective vertical maps f1, f0. Hence we get an isomor-
phism XA

∼= Te(YB) induced by f0 and the proof is complete. �

6.10. Corollary. Let Ab = eAAeA be a basic K-algebra associated with

A (see (6.3)). The algebra Ab is basic and the functors

mod Ab TeA−−−−−−−−→←−−−−−−−−
reseA

mod A

are K-linear equivalences of categories quasi-inverse to each other.

Proof. Assume that {e1, . . . , en} is a complete set of primitive orthog-
onal idempotents of A, eA = ej1 + · · ·+ eja

and ej1 , . . . , eja
are chosen as in

(6.3). Then ej1 , . . . , eja
are orthogonal idempotents of Ab,

Ab = eAAb = ej1A
b ⊕ . . . ⊕ eja

Ab,

and ejt
Abejt

= ejt
eAAeAejt

= ejt
Aejt

for all t. It follows from (4.7) that
the algebra End ejt

Ab ∼= ejt
Abejt

is local, because ejt
A is indecomposable in

mod A. Hence ejt
is a primitive idempotent of Ab. To show that the algebra

Ab is basic, assume that ejt
Ab ∼= ejr

Ab. Because we have shown in (6.9) that
the multiplication map mji

: eji
Ab ⊗Ab eAA → eji

A, eji
x⊗ eAa �→ eji

xeAa,
is an A-module isomorphism for i = 1, . . . , a, we get A-module isomorphisms

ejt
A ∼= ejt

Ab ⊗Ab eAA ∼= ejr
Ab ⊗Ab eAA ∼= ejr

A

and therefore t = r by the choice of ej1 , . . . , eja
in (6.3).

By (6.8), the functor TeA
is full and faithful. Because

eAA ∼= ej1A ⊕ · · · ⊕ eja
A,

each ejt
A is isomorphic to a summand of eAA. This, together with (6.3)

and (6.8), shows that every module X in mod A admits an exact sequence
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P ′ → P → X → 0, where P and P ′ are direct sums of summands of eAA.
It then follows from (6.8)(d) that any module XA belongs to the image of
the functor TeA

. Consequently, TeA
is dense, and according to (A.2.5) of

the Appendix, the full and faithful K-linear functor TeA
is an equivalence

of categories. Therefore reseA
is a quasi-inverse of TeA

. �

6.11. Corollary. Let A be a K-algebra. For each n ≥ 1, there exists a

K-linear equivalence of categories mod A ∼= mod Mn(A).

Proof. Let B = Mn(A) and let ξ1, . . . , ξn ∈ B be the standard set of
matrix idempotents in B, that is, ξj is the matrix with 1 on the position (j, j)
and zeros elsewhere. Because B = ξ1B⊕· · ·⊕ξnB, ξ1B ∼= ξ2B ∼= · · · ∼= ξnB
and ξ1Bξ1

∼= A, applying (6.8) to e = ξ1 ∈ B, we conclude as in the proof

of (6.10) that the composite functor mod A ∼= mod ξ1Bξ1

Tξ1−→ mod Mn(A)
is an equivalence of categories. �

7I. . Exercises

1. Let f : A → B be a homomorphism of K-algebras. Prove that
f(radA) ⊆ radB.

2. Let A be the polynomial K-algebra K[t1, t2]. Prove that
(a) the algebra A is not local,
(b) the elements 0 and 1 are the only idempotents of A, and
(c) the radical of A is zero.

3. Prove that a homomorphism u : L → M of right A-modules admits a
retraction p : M → L if and only if u is injective and M = Im u⊕N , where
N is a submodule of M .

4. Prove that a homomorphism r : M → N of right A-modules admits
a section v : N → M if and only if r is surjective and M = L⊕Ker r, where
L is a submodule of M .

5. Suppose that the sequence 0 −→ L
u

−→M
r

−→N −→ 0 of right A-
modules is exact. Prove that the homomorphism u admits a retraction
p : M → L if and only if r admits a section v : N → M .

6. Let N be a submodule of a right A-module M . Prove that
(a) rad(M/N) ⊇ (N + radM)/N , and
(b) if N ⊆ radM , then rad(M/N) = (radM)/N .

7. Let A = K[t]. Prove that the cyclic A-module M = K[t]/(t3) has no
projective cover in ModA.
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8. Let A be a K-algebra and let Z(A) be the centre of A, that is, the
subalgebra of A consisting of all elements a ∈ A such that ay = ya for all
y ∈ A. Show that the following three conditions are equivalent:

(a) The algebra A is connected.
(b) The algebra Z(A) is connected.
(c) The elements 0 and 1 are the only central idempotents of A.

9. Assume that A is a K-algebra, e ∈ A is an idempotent of A, and M
is a right A-module. Prove the following statements:

(a) The K-subspace eAe of A is a K-algebra with respect to the multi-
plication of A, and e is the identity element of eAe.

(b) The K-vector space Me is a right eAe-module, and the K-vector
space HomA(eA, M) is a right eAe-module with respect to the multiplication
(f, a) �→ fa for f ∈ HomA(eA, M) and a ∈ A, where we set (fa)(x) = f(xa)
for all x ∈ eA.

(c) The K-linear map θM : HomA(eA, M) −→ Me, f �→ f(e), is an
isomorphism of right eAe-modules, and it is functorial in M .

(d) The map θeA : HomA(eA, eA) −→ eAe is a K-algebra isomorphism.
(e) The map M ⊗A Ae −→ Me, m ⊗ x �→ mx, is an isomorphism of

right eAe-modules, and it is functorial in M .

10. Assume that A is a finite dimensional K-algebra. Prove that A is
local if and only if every element of A is invertible or nilpotent.

11. Let KI be the incidence K-algebra of a poset (I,�) (see (1.5)(d))
and let B be the K-subalgebra of KI consisting of the matrices λ = [λij ] ∈
KI such that λii = λjj for all i, j ∈ I. Prove the following statements:

(a) The algebra KI is basic, and KI is semisimple if and only if ai �� aj

for every pair of elements ai �= aj of I.
(b) The algebra KI is local if and only if |I| = 1.
(c) The subalgebra B of KI is local.
(d) The algebra B is noncommutative if and only if there is a triple

ai, aj , as of pairwise different elements of I such that ai ≺ aj ≺ as.

12. Let M be a module in modA. Prove that there is a functorial
isomorphism socDM

�
−→D(M/radM), where D is the standard duality.

13. Let A = Mn(K), where n ≥ 1, and let M be an indecomposable
A-module. Show that �(M) = 1 and dimK M = n.

14. Let A be a basic finite dimensional algebra over an algebraically
closed field K, and let M be a finite dimensional right A-module. Show
that �(M) = dimK M .

15. Let A be a finite dimensional K-algebra over an algebraically closed
field K. Prove that the following three conditions are equivalent:
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(a) The algebra A is basic.
(b) Every simple right A-module is one-dimensional.
(c) dimK M = �(M), for any module M in mod A.
Hint: Apply (6.2).

16. Let A be any of the two subalgebras




K 0 0 0
K K 0 0
K 0 K 0
K K K K


 ⊂




K 0 0 0
K K 0 0
K K K 0
K K K K




of the full matrix algebra M4(K) defined in Examples 1.1(c) and 1.1(d).
Let e1 = e11, e2 = e22, e3 = e33, e4 = e44 be the standard complete set of
primitive orthogonal idempotents in A. Show that

(a) the algebra A is basic,
(b) there is an isomorphism Ae1

∼= D(e4A) of left A-modules, where D
is the standard duality,

(c) the right ideal S(1)=e1A of A is simple and soc AA =




K 0 0 0
K 0 0 0
K 0 0 0
K 0 0 0


,

and
(d) the indecomposable projective right ideal P (4) = e4A is an injective

envelope of S(1), and the indecomposable projective right ideals P (1) =
e1A, P (2) = e2A and P (3) = e3A are not injective.

17. Assume that A is a finite dimensional K-algebra, f : M → N is a
homomorphism in mod A, and M �= 0. Prove the following statements:

(a) The socle socM of M is a nonzero semisimple submodule of M and
f(socM) ⊆ socN .

(b) If f(socM) �= 0, then f �= 0.
(c) The inclusion homomorphism socM ⊆ M induces an A-module

isomorphism E(soc M)
�
−→E(M) of the injective envelopes E(soc M) and

E(M) of soc M and M , respectively.
(d) The module M is indecomposable if and only if the injective enve-

lope E(M) of M is indecomposable.
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Quivers and algebras

In this chapter, we show that to each finite dimensional algebra over
an algebraically closed field K corresponds a graphical structure, called
a quiver, and that, conversely, to each quiver corresponds an associative
K-algebra, which has an identity and is finite dimensional under some con-
ditions. Similarly, as will be seen in the next chapter, using the quiver asso-
ciated to an algebra A, it will be possible to visualise a (finitely generated)
A-module as a family of (finite dimensional) K-vector spaces connected
by linear maps (see Examples (I.2.4)–(I.2.6)). The idea of such a graph-
ical representation seems to go back to the late forties (see Gabriel [70],
Grothendieck [82], and Thrall [167]) but it became widespread in the early
seventies, mainly due to Gabriel [72], [73]. In an explicit form, the notions
of quiver and linear representation of quiver were introduced by Gabriel
in [72]. It was the starting point of the modern representation theory of
associative algebras.

1II. . Quivers and path algebras

This first section is devoted to defining the graphical structures we are
interested in and introducing the related terminology. We shall then be able
to show how one can associate an algebra to each such graphical structure
and study its properties.

1.1. Definition. A quiver Q = (Q0, Q1, s, t) is a quadruple consisting
of two sets: Q0 (whose elements are called points, or vertices) and Q1

(whose elements are called arrows), and two maps s, t : Q1 → Q0 which
associate to each arrow α ∈ Q1 its source s(α) ∈ Q0 and its target t(α) ∈
Q0, respectively.

An arrow α ∈ Q1 of source a = s(α) and target b = t(α) is usually
denoted by α : a → b. A quiver Q = (Q0, Q1, s, t) is usually denoted briefly
by Q = (Q0, Q1) or even simply by Q.

Thus, a quiver is nothing but an oriented graph without any restriction
as to the number of arrows between two points, to the existence of loops

41
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or oriented cycles. There are two main reasons for using the term quiver
rather than graph: the first one is that the former has become generally
accepted by specialists; the second is that the latter is used in so many
different contexts and even senses (a graph can be oriented or not, with or
without multiple arrows or loops) that it may lead, for our purposes at least,
to certain ambiguities. When drawing a quiver, we agree to represent each
point by an open dot, and each arrow will be pointing towards its target.
With these conventions, the following are examples of quivers:

◦

↖
◦−−−−−−−−→◦←−−−−−−−−◦

↗
◦

, ◦←−−−−−−−−◦←−−−−−−−−−−−−−−−−→◦,

◦−−−−−−−−→−−−−−−−−→◦ ◦

A subquiver of a quiver Q = (Q0, Q1, s, t) is a quiver Q′ = (Q′
0, Q

′
1, s

′, t′)
such that Q′

0 ⊆ Q0, Q
′
1 ⊆ Q1 and the restrictions s |Q′

1
, t |Q′

1
of s, t to Q′

1

are respectively equal to s′, t′ (that is, if α : a → b is an arrow in Q1 such
that α ∈ Q′

1 and a, b ∈ Q′
0, then s′(α) = a and t′(α) = b). Such a subquiver

is called full if Q′
1 equals the set of all those arrows in Q1 whose source and

target both belong to Q′
0, that is,

Q′
1 = {α ∈ Q1 | s(α) ∈ Q′

0 and t(α) ∈ Q′
0}.

In particular, a full subquiver is uniquely determined by its set of points.
A quiver Q is said to be finite if Q0 and Q1 are finite sets. The un-

derlying graph Q of a quiver Q is obtained from Q by forgetting the
orientation of the arrows. The quiver Q is said to be connected if Q is a
connected graph.

Let Q = (Q0, Q1, s, t) be a quiver and a, b ∈ Q0. A path of length
� ≥ 1 with source a and target b (or, more briefly, from a to b) is a sequence

(a | α1, α2, . . . , α� | b),

where αk ∈ Q1 for all 1 ≤ k ≤ �, and we have s(α1) = a, t(αk) = s(αk+1)
for each 1 ≤ k < �, and finally t(α�) = b. Such a path is denoted briefly by
α1α2 . . . α� and may be visualised as follows

a = a0
α1−−−−→ a1

α2−−−−→ a2 −−−−→ · · ·
α�−−−−→ a� = b.

We denote by Q� the set of all paths in Q of length �. We also agree to
associate with each point a ∈ Q0 a path of length � = 0, called the trivial
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or stationary path at a, and denoted by

εa = (a ‖ a).

Thus the paths of lengths 0 and 1 are in bijective correspondence with the
elements of Q0 and Q1, respectively. A path of length � ≥ 1 is called a
cycle whenever its source and target coincide. A cycle of length 1 is called
a loop. A quiver is called acyclic if it contains no cycles.

We also need a notion of unoriented path, or a walk. To each arrow
α : a → b in a quiver Q, we associate a formal reverse α−1 : b → a, with the
source s(α−1) = b and the target t(α−1) = a. A walk of length � ≥ 1 from a
to b in Q is, by definition, a sequence w = αε1

1 αε2

2 . . . αε�

� with εj ∈ {−1, 1},
s(αε1

1 ) = a, t(αε�

� ) = b and t(α
εj

j ) = s(α
εj+1

j+1 ), for all j such that 1 ≤ j ≤ �.

If there exists in Q a path from a to b, then a is said to be a predecessor
of b, and b is said to be a successor of a. In particular, if there exists an
arrow a → b, then a is said to be a direct (or immediate) predecessor of
b, and b is said to be a direct (or immediate) successor of a. For a ∈ Q0,
we denote by a− (or by a+) the set of all direct predecessors (or successors,
respectively) of a. The elements of a+∪a− are called the neighbours of a.

Clearly, the composition of paths is a partially defined operation on the
set of all paths in a quiver. We use it to define an algebra.

1.2. Definition. Let Q be a quiver. The path algebra KQ of Q is
the K-algebra whose underlying K-vector space has as its basis the set of
all paths (a | α1, . . . , α� | b) of length � ≥ 0 in Q and such that the product
of two basis vectors (a | α1, . . . , α� | b) and (c | β1, . . . , βk | d) of KQ is
defined by

(a | α1, . . . , α� | b)(c | β1, . . . , βk | d) = δbc(a | α1, . . . , α�, β1, . . . , βk | d),

where δbc denotes the Kronecker delta. In other words, the product of two
paths α1 . . . α� and β1 . . . βk is equal to zero if t(α�) �= s(β1) and is equal to
the composed path α1 . . . α�β1 . . . βk if t(α�) = s(β1). The product of basis
elements is then extended to arbitrary elements of KQ by distributivity.

In other words, there is a direct sum decomposition

KQ = KQ0 ⊕ KQ1 ⊕ KQ2 ⊕ . . . ⊕ KQ� ⊕ . . .

of the K-vector space KQ, where, for each � ≥ 0, KQ� is the subspace
of KQ generated by the set Q� of all paths of length �. It is easy to see
that (KQn) · (KQm) ⊆ KQn+m for all n, m ≥ 0, because the product in
KQ of a path of length n by a path of length m is either zero or a path of
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length n+m. This is expressed sometimes by saying that the decomposition
defines a grading on KQ or that KQ is a graded K-algebra.

1.3. Examples. (a) Let Q be the quiver

1◦ α

consisting of a single point and a single loop. The defining basis of the path
algebra KQ is {ε1, α, α2, . . . , α�, . . .} and the multiplication of basis vectors
is given by

ε1α
� = α�ε1 = α� for all � ≥ 0, and

α�αk = α�+k for all �, k ≥ 0,

where α0 = ε1. Thus KQ is isomorphic to the polynomial algebra K[t] in
one indeterminate t, the isomorphism being induced by the K-linear map
such that

ε1 �→ 1 and α �→ t.

(b) Let Q be the quiver

α ◦
1

β

consisting of a single point and two loops α and β. The defining basis of
KQ is the set of all words on {α, β}, with the empty word equal to ε1:
this is the identity of the path algebra KQ. Also, the multiplication of
basis vectors reduces to the multiplication in the free monoid over {α, β}.
Thus KQ is isomorphic to the free associative algebra in two noncommuting
indeterminates K〈t1, t2〉, the isomorphism being the K-linear map such that

ε1 �→ 1, α �→ t1, and β �→ t2.

More generally, let Q = (Q0, Q1) be a quiver such that Q0 has only
one element, then each β ∈ Q1 is a loop and we have similarly that KQ is
isomorphic to the free associative algebra in the indeterminates (Xβ)β∈Q1

.
(c) Let Q be the quiver

◦
α

←−−−−−−−−◦.
1 2

The path algebra KQ has as its defining basis the set {ε1, ε2, α} with the
multiplication table
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ε1 ε2 α
ε1 ε1 0 0
ε2 0 ε2 α
α α 0 0

Clearly, KQ is isomorphic to the 2 × 2 lower triangular matrix algebra

T2(K) =

[
K 0
K K

]
=

{[
a 0
b c

]
| a, b, c ∈ K

}
where the isomorphism is induced by the K-linear map such that

ε1 �→ [1 0
0 0], ε2 �→ [0 0

0 1], α �→ [0 0
1 0].

(d) Let Q be the quiver
◦2

α↙
β

1◦←−−◦3

γ↖
◦4

One can easily show, as above, that there is a K-algebra isomorphism

KQ ∼=


K 0 0 0
K K 0 0
K 0 K 0
K 0 0 K

 .

1.4. Lemma. Let Q be a quiver and KQ be its path algebra. Then

(a) KQ is an associative algebra,

(b) KQ has an identity element if and only if Q0 is finite, and

(c) KQ is finite dimensional if and only if Q is finite and acyclic.

Proof. (a) This follows directly from the definition of multiplication
because the product of basis vectors is the composition of paths, which is
associative.

(b) Clearly, each stationary path εa = (a ‖ a) is an idempotent of KQ.
Thus, if Q0 is finite,

∑
a∈Q0

εa is an identity for KQ. Conversely, suppose that

Q0 is infinite, and suppose to the contrary that 1 =
m∑

i=1

λiwi is an identity

element of KQ (where the λi are nonzero scalars and the wi are paths in
Q). The set Q′

0 of the sources of the wi has at most m elements and in
particular is finite. Let thus a ∈ Q0\Q

′
0, then εa · 1 = 0, a contradiction.

(c) If Q is infinite, then so is the basis of KQ, which is therefore infinite
dimensional. If w = α1α2 . . . α� is a cycle in Q then, for each t ≥ 0, we have
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a basis vector wt = (α1α2 . . . α�)
t, so that KQ is again infinite dimensional.

Conversely, if Q is finite and acyclic, it contains only finitely many paths
and so KQ is finite dimensional. �

1.5. Corollary. Let Q be a finite quiver. The element 1 =
∑

a∈Q0

εa is

the identity of KQ and the set {εa | a ∈ Q0} of all the stationary paths

εa = (a ‖ a) is a complete set of primitive orthogonal idempotents for KQ.

Proof. It follows from the definition of multiplication that the εa are
orthogonal idempotents for KQ. Because the set Q0 is finite, the element
1 =

∑
a∈Q0

εa is the identity of KQ. There remains to show that the εa are

primitive or, what amounts to the same, that the only idempotents of the
algebra εa(KQ)εa are 0 and εa; see (I.4.7). Indeed, any idempotent ε of
εa(KQ)εa can be written in the form ε = λεa + w, where λ ∈ K and w is
a linear combination of cycles through a of length ≥ 1. The equality

0 = ε2 − ε = (λ2 − λ)εa + (2λ − 1)w + w2

gives w = 0 and λ2 = λ, thus λ = 0 or λ = 1. In the former case, ε = 0 and
in the latter ε = εa. �

Clearly, the set {εa | a ∈ Q0} is usually not the unique complete set of
primitive orthogonal idempotents for KQ. For instance, in Example 1.3 (c),
besides the set {ε1, ε2}, the set {ε1 + α, ε2 − α} is also a complete set of
primitive orthogonal idempotents for KQ.

The following lemma reduces the connectedness of an algebra to a parti-
tion of a complete set of primitive orthogonal idempotents for this algebra.
It will allow us to characterise connected path algebras, then, in Section 2,
connected quotients of path algebras.

1.6. Lemma. Let A be an associative algebra with an identity and

assume that {e1, . . . , en} is a (finite) complete set of primitive orthogonal

idempotents. Then A is a connected algebra if and only if there does not

exist a nontrivial partition I∪̇J of the set {1, 2, . . . , n} such that i ∈ I and

j ∈ J imply eiAej = 0 = ejAei.

Proof. Assume that there exists such a partition and let c =
∑
j∈J

ej.

Because the partition is nontrivial, c �= 0, 1. Because the ej are orthogonal
idempotents, c is an idempotent. Moreover, cei = eic = 0 for each i ∈ I,
and cej = ejc = ej for each j ∈ J . Let now a ∈ A be arbitrary. By
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hypothesis, eiaej = 0 = ejaei whenever i ∈ I and j ∈ J . Consequently

ca = (
∑
j∈J

ej)a = (
∑
j∈J

eja) · 1 = (
∑
j∈J

eja)(
∑
i∈I

ei +
∑
k∈J

ek)

=
∑

j,k∈J

ejaek = (
∑
j∈J

ej +
∑
i∈I

ei)a(
∑
k∈J

ek) = ac.

Thus c is a central idempotent, and A = cA×(1−c)A is a nontrivial product
decomposition of A. Conversely, if A is not connected, it contains a central
idempotent c �= 0, 1. We have

c = 1 · c · 1 = (
n∑

i=1

ei)c(
n∑

j=1

ej) =
n∑

i,j=1

eicej =
n∑

i=1

eicei,

because c is central. Let ci = eicei ∈ eiAei. Then c2
i = (eicei)(eicei) =

eic
2ei = ci, so that ci is an idempotent of eiAei. Because ei is primitive,

ci = 0 or ci = ei. Let I = {i | ci = 0} and J = {j | cj = ej}. Because
c �= 0, 1, this is indeed a nontrivial partition of {1, 2, . . . , n}. Moreover,
if i ∈ I, we have eic = cei = 0 and, if j ∈ J , we have ejc = cej = ej .
Therefore, if i ∈ I and j ∈ J , we have eiAej = eiAcej = eicAej = 0 and
similarly ejAei = 0. �

1.7. Lemma. Let Q be a finite quiver. The path algebra KQ is con-

nected if and only if Q is a connected quiver.

Proof. Assume that Q is not connected and let Q′ be a connected
component of Q. Denote by Q′′ the full subquiver of Q having as set of
points Q′′

0 = Q0\Q
′
0. By hypothesis, neither Q′ nor Q′′ is empty. Let

a ∈ Q′
0 and b ∈ Q′′

0 . Because Q is not connected, an arbitrary path w in Q
is entirely contained in either Q′ or (a connected component of) Q′′. In the
former case, we have wεb = 0 and hence εawεb = 0. In the latter case, we
have εaw = 0 and hence again εawεb = 0. This shows that εa(KQ)εb = 0.
Similarly, εb(KQ)εa = 0. By (1.6), KQ is not connected.

Suppose now that Q is connected but KQ is not. By (1.6), there exists a
disjoint union partition Q0 = Q′

0∪̇Q′′
0 such that, if x ∈ Q′

0 and y ∈ Q′′
0 , then

εx(KQ)εy = 0 = εy(KQ)εx. Because Q is connected, there exist a ∈ Q′
0

and b ∈ Q′′
0 that are neighbours. Without loss of generality, we may suppose

that there exists an arrow α : a → b. But then we have

α = εaαεb ∈ εa(KQ)εb = 0,

a contradiction that completes the proof of the lemma. �

To summarise, we have shown that if Q is a finite connected quiver, the
path algebra KQ of Q is a connected associative K-algebra with an identity,
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which admits {εa = (a ‖ a) | a ∈ Q0} as a complete set of primitive or-
thogonal idempotents. We shall now characterise it by a universal property.

1.8. Theorem. Let Q be a finite connected quiver and A be an asso-

ciative K-algebra with an identity. For any pair of maps ϕ0 : Q0 → A and

ϕ1 : Q1 → A satisfying the folowing conditions:

(i) 1 =
∑

a∈Q0

ϕ0(a), ϕ0(a)2 = ϕ0(a), and ϕ0(a)·ϕ0(b) = 0, for all a �= b,

(ii) if α : a → b then ϕ1(α) = ϕ0(a)ϕ1(α)ϕ0(b),
there exists a unique K-algebra homomorphism ϕ : KQ → A such that

ϕ(εa) = ϕ0(a) for any a ∈ Q0 and ϕ(α) = ϕ1(α) for any α ∈ Q1.

Proof. Indeed, assume there exists a homomorphism ϕ : KQ → A
of K-algebras extending ϕ0 and ϕ1, and let α1α2 . . . α� be a path in Q.
Because ϕ is a K-algebra homomorphism, we have

ϕ(α1α2 . . . α�) = ϕ(α1)ϕ(α2) . . . ϕ(α�)

= ϕ1(α1)ϕ1(α2) . . . ϕ1(α�).

This shows uniqueness. On the other hand, this formula clearly defines a
K-linear mapping from KQ to A that is compatible with the composition
of paths (thus preserves the product) and is such that

ϕ(1) = ϕ(
∑

a∈Q0

εa) =
∑

a∈Q0

ϕ(εa) =
∑

a∈Q0

ϕ0(a) = 1,

that is, it preserves the identity. It is therefore a K-algebra homomorphism.
�

We now calculate the radical of the path algebra of a finite, connected,
and acyclic quiver. We need the following definition.

1.9. Definition. Let Q be a finite and connected quiver. The two-sided
ideal of the path algebra KQ generated (as an ideal) by the arrows of Q is
called the arrow ideal of KQ and is denoted by RQ. Whenever this can
be done without ambiguity we shall use the notation R instead of RQ.

Note that there is a direct sum decomposition

RQ = KQ1 ⊕ KQ2 ⊕ . . . ⊕ KQ� ⊕ . . .

of the K-vector space RQ, where KQ� is the subspace of KQ generated by
the set Q� of all paths of length �. In particular, the underlying K-vector
space of RQ is generated by all paths in Q of length � ≥ 1. This implies
that, for each � ≥ 1,

R�
Q =

⊕
m≥�

KQm
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and therefore R�
Q is the ideal of KQ generated, as a K-vector space, by the

set of all paths of length ≥ �. Consequently, the K-vector space R�
Q/R�+1

Q is
generated by the residual classes of all paths in Q of length (exactly) equal
to � and there is an isomorphism of K-vector spaces R�

Q/R�+1
Q

∼= KQ�.

1.10. Proposition. Let Q be a finite connected quiver, R be the arrow

ideal of KQ and εa = (a ‖ a) for a ∈ Q0. The set {εa = εa + R | a ∈ Q0}
is a complete set of primitive orthogonal idempotents for KQ/R, and the

latter is isomorphic to a product of copies of K. If, in addition, Q is acyclic,

then radKQ = R and KQ is a finite dimensional basic algebra.

Proof. Clearly, there is a direct sum decomposition

KQ/R =
⊕

a,b∈Q0

εa(KQ/R)εb

as a K-vector space. Because R contains all paths of length ≥ 1, this
becomes

KQ/R =
⊕

a∈Q0

εa(KQ/R)εa.

Then KQ/R is generated, as a K-vector space, by the residual classes of the
paths of length zero, that is, by the set {εa = εa +R | a ∈ Q0}. Clearly, this
set is a complete set of primitive orthogonal idempotents of the quotient
algebra KQ/R. Moreover, for each a ∈ Q0, the algebra εa(KQ/R)εa is
generated, as a K-vector space, by εa and consequently is isomorphic, as a
K-algebra, to K. This shows that the quotient algebra KQ/R is isomorphic
to a product of |Q0| copies of K.

Assume now that Q is acyclic (so that, by (1.4), KQ is a finite dimen-
sional algebra). There exists a largest � ≥ 1 such that Q contains a path
of length �. But this implies that any product of � + 1 arrows is zero, that
is, R�+1 = 0. Consequently, the ideal R is nilpotent and hence, by (I.1.4),
R ⊆ radKQ. Because KQ/R is isomorphic to a product of copies of K,
it follows from (I.1.4) and (I.6.2) that radKQ = R and the algebra KQ is
basic. �

We remark that if Q is not acyclic, it is generally not true that radKQ =
RQ. For instance, let Q be the quiver

1◦ α

As we have seen before, KQ ∼= K[t]. Thus radKQ = 0, because the field K
is algebraically closed (and hence infinite); then the set {t − λ | λ ∈ K} is
an infinite set of irreducible polynomials, which generates an infinite set of
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maximal ideals with zero intersection. On the other hand, RQ =
⊕
�>0

Kα�

as a K-vector space and thus is certainly nonzero.
We summarise our findings in the following corollary.

1.11. Corollary. Let Q be a finite, connected, and acyclic quiver. The

path algebra KQ is a basic and connected associative finite dimensional

K-algebra with an identity, having the arrow ideal as radical, and the set

{εa = (a ‖ a) | a ∈ Q0} as a complete set of primitive orthogonal idempo-

tents.

Proof. The statement collects results from (1.4), (1.5), (1.7), and (1.10).
�

We now give a construction showing that an algebra as in (1.11) can
always be realised as an algebra of lower triangular matrices. We start
by recalling a classical construction for generalised matrix algebras. Let
(Ai)1≤i≤n be a family of K-algebras and (Mij)1≤i,j≤n be a family of Ai-Aj-
bimodules such that Mii = Ai, for each i. Moreover, assume that we have
for each triple (i, j, k) an Ai-Ak-bimodule homomorphism

ϕj
ik : Mij ⊗ Mjk → Mik

satisfying, for each quadruple (i, j, k, �), the “associativity” condition

ϕk
i�

(
ϕj

ik ⊗ 1
)

= ϕj
i�(1 ⊗ ϕk

j�),

that is, the following square is commutative:

Mij ⊗ Mjk ⊗ Mkl

1⊗ϕk
jl

−−−−−−−−→ Mij ⊗ Mjl�ϕ
j

ik
⊗1

�ϕ
j

il

Mik ⊗ Mkl

ϕk
il−−−−−−−−→ Mil

Then it is easily verified that the K-vector space of n × n matrices

A =


M11 M12 . . . M1n

M21 M22 . . . M2n

...
...

...
Mn1 Mn2 . . . Mnn

 =
{
[xij ] | xij ∈ Mij for all 1 ≤ i, j ≤ n

}

becomes a K-algebra if we define its multiplication by the formula

[xij ] · [yij ] =

[
n∑

k=1

ϕk
ij(xik ⊗ ykj)

]
.
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Assume that Q is a finite and acyclic quiver. Let n = |Q0| be the number
of points in Q. It is easy to see that we may number the points of Q from
1 to n such that, if there exists a path from i to j, then j ≤ i.

1.12. Lemma. Let Q be a connected, finite, and acyclic quiver with

Q0 = {1, 2, . . . , n} such that, for each i, j ∈ Q0, j ≤ i whenever there exists

a path from i to j in Q. Then the path algebra KQ is isomorphic to the

triangular matrix algebra

A =


ε1(KQ)ε1 0 . . . 0

ε2(KQ)ε1 ε2(KQ)ε2 . . . 0

...
...

...

εn(KQ)ε1 εn(KQ)ε2 . . . εn(KQ)εn

 ,

where εa = (a ‖ a) for any a ∈ Q0, the addition is the obvious one, and the

multiplication is induced from the multiplication of KQ.

Proof. Because {εa = (a ‖ a) | a ∈ Q0} is a complete set of primi-
tive orthogonal idempotents for KQ (by (1.11)), we have a K-vector space
decomposition of KQ

KQ =
⊕

a,b∈Q0

εa(KQ)εb.

It follows from the hypothesis that if εi(KQ)εj �= 0, then j ≤ i. For
each point i ∈ Q0, the absence of cycles through i implies that the algebra
εi(KQ)εi is isomorphic to K. The definition of the multiplication in KQ
implies that, for each pair (j, i) such that j ≤ i, εi(KQ)εj is an εi(KQ)εi-
εj(KQ)εj-bimodule and, for each triple (k, j, i) such that k ≤ j ≤ i, there
exists a K-linear map

ϕj
ik : εi(KQ)εj ⊗ εj(KQ)εk → εi(KQ)εk,

where the tensor product is taken over εj(KQ)εj. It is easily seen that the

ϕj
ik are actually εi(KQ)εi–εk(KQ)εk-bimodule homomorphisms satisfying

the “associativity” conditions ϕk
i�(ϕ

j
ik ⊗ 1) = ϕj

i�(1⊗ϕk
j�) whenever i ≤ j ≤

k ≤ �. We may thus construct a generalised matrix algebra as done earlier.
Now, by associating to each path from i to j in KQ the corresponding
element of A (that is, basis element of the bimodule εi(KQ)εj), we get a K-
algebra isomorphism KQ ∼= A. Indeed, the algebras A and KQ are clearly
isomorphic as K-vector spaces and the bijection between the basis vectors is
compatible with the algebra multiplications (by definition of the ϕj

ik), thus
this vector space isomorphism is a K-algebra isomorphism. �

In particular, if Q has no multiple arrows and its underlying graph is
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a tree, then there is at most one path between two given points of Q so
that, for all j ≤ i, we have dimK(εi(KQ)εj) ≤ 1. Consequently, KQ is
isomorphic to a subalgebra of the full lower triangular matrix algebra

Tn(K) =


K 0 . . . 0
K K . . . 0
...

...
. . .

...
K K . . . K

 .

1.13. Examples. (a) Let Q be the quiver

◦←−−−−−−◦←−−−−−−◦←−−−−−− · · ·←−−−−−−◦←−−−−−−◦
1 2 3 n−1 n

This construction gives the algebra isomorphism KQ ∼= Tn(K).
(b) Let Q be the Kronecker quiver

1 ◦ ←−−−−−−−−←−−−−−−−− ◦ 2

Then there is an algebra isomorphism

KQ ∼=

[
K 0
K2 K

]
,

where K2 is considered as a K-K-bimodule in the obvious way

a · (x, y) = (ax, ay), (x, y) · b = (xb, yb)

for all a, b, x, y ∈ K. The path algebra of the Kronecker quiver is called
the Kronecker algebra. Its module category is studied in detail later (see
also (I.2.5)).

We remark that the expression of KQ as an algebra of lower triangu-
lar matrices (1.12) is not unique. For instance, the Kronecker algebra is
isomorphic to the subalgebra

A =

{[
a 0 0
b d 0
c 0 d

]
| a, b, c, d ∈ K

}
of T3(K). An algebra isomorphism between A and the Kronecker algebra
is given by [

a 0 0
b d 0
c 0 d

]
�→

[
a 0

(b, c) d

]
.

(c) Let Q be the quiver ◦←−−−−−−−−◦←−−−−−−−−←−−−−−−−−←−−−−−−−−◦−−−−−−−−→◦
1 2 4 3

. Then

KQ ∼=


K 0 0 0
K K 0 0
0 0 K 0

K3 K3 K K

 ,
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where the multiplication is defined in a manner analogous to the one used
in example (b).

2II. . Admissible ideals and quotients of the

path algebra

Let Q be a finite quiver. By (1.4), the path algebra KQ of Q is an
associative algebra with an identity and is finite dimensional if and only if
Q is acyclic. Our objective in this section is to study the finite dimensional
quotients of a not necessarily finite dimensional path algebra. We see in
particular that they correspond to certain ideals we call admissible.

2.1. Definition. Let Q be a finite quiver and RQ be the arrow ideal of
the path algebra KQ. A two-sided ideal I of KQ is said to be admissible
if there exists m ≥ 2 such that

Rm
Q ⊆ I ⊆ R2

Q.

If I is an admissible ideal of KQ, the pair (Q, I) is said to be a bound
quiver. The quotient algebra KQ/I is said to be the algebra of the bound
quiver (Q, I) or, simply, a bound quiver algebra.

It follows directly from the definition that an ideal I of KQ, contained
in R2

Q, is admissible if and only if it contains all paths whose length is large
enough. It can be shown that this is the case if and only if, for each cycle
σ in Q, there exists s ≥ 1 such that σs ∈ I.

If, in particular, Q is acyclic, any ideal contained in R2
Q is admissible.

2.2. Examples. (a) For any finite quiver Q and any m ≥ 2, the ideal
Rm

Q is admissible.
(b) The zero ideal is admissible in KQ if and only if Q is acyclic. Indeed,

the zero ideal is admissible if and only if there exists m ≥ 2 such that
Rm

Q = 0, that is, any product of m arrows in KQ is zero. This is the case
if and only if Q is acyclic.

(c) Let Q be the quiver

2
◦

β↙ ↖α

λ1◦ ←−−−− ◦4

δ↖ ↙γ
◦
3

The ideal I1 = 〈αβ − γδ〉 of the K-algebra KQ is admissible, but I2 =
〈αβ − λ〉 is not; indeed, αβ − λ /∈ R2

Q.
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(d) Let Q be the quiver

λ

2
◦

β↙ ↖α

1 ◦ ◦4

δ↖ ↙γ
◦
3

The ideal I = 〈αβ − γδ, βλ, λ3〉 is admissible. Indeed, it is clear that
I ⊆ R2

Q. We show that R4
Q ⊆ I. Every path of length ≥ 4 and source 1,

2, or 3 contains the product λ3 and hence lies in I. The paths of length
≥ 4 and source 4 contain a path of the form αβλ2 or γδλ2 and hence lie
in I, in the first case, because βλ ∈ I, and in the second, because γδλ2 =
(γδ−αβ)λ2+αβλ2 ∈ I. This completes the proof that I = 〈αβ−γδ, βλ, λ3〉
is admissible. Another example of an admissible ideal is 〈λ5〉. On the other
hand, 〈βλ, αβ − γδ〉 is not admissible.

(e) Let Q be the quiver ◦
β

←−−−−−−−−←−−−−−−−−
γ

◦
α

←−−−−−−◦.
1 2 3

Each of the ide-

als I1 = 〈αβ〉 and I2 = 〈αβ − αγ〉 is clearly admissible. The bound
quiver algebras KQ/I1 and KQ/I2 are isomorphic under the isomorphism
KQ/I1 → KQ/I2 induced by the correspondence εi �→ εi for i = 1, 2, 3;
α �→ α, β �→ β − γ, and γ �→ γ.

The preceding examples show that it is convenient to define an admis-
sible ideal in terms of its generators. These are called relations.

2.3. Definition. Let Q be a quiver. A relation in Q with coefficients
in K is a K-linear combination of paths of length at least two having the
same source and target. Thus, a relation ρ is an element of KQ such that

ρ =

m∑
i=1

λiwi,

where the λi are scalars (not all zero) and the wi are paths in Q of length
at least 2 such that, if i �= j, then the source (or the target, respectively) of
wi coincides with that of wj .

If m = 1, the preceding relation is called a zero relation or a monomial
relation. If it is of the form w1 − w2 (where w1, w2 are two paths), it is
called a commutativity relation.

If (ρj)j∈J is a set of relations for a quiver Q such that the ideal they
generate 〈ρj | j ∈ J〉 is admissible, we say that the quiver Q is bound by
the relations (ρj)j∈J or by the relations ρj = 0 for all j ∈ J .

For instance, in Example 2.2 (d), the ideal I is generated by one commu-
tativity relation ρ1 = αβ − γδ and two zero relations ρ2 = βλ and ρ3 = λ3;
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we thus say that Q is bound by the relations αβ = γδ, βλ = 0, and λ3 = 0.

2.4. Lemma. Let Q be a finite quiver and I be an admissible ideal

of KQ. The set {ea = εa + I | a ∈ Q0} is a complete set of primitive

orthogonal idempotents of the bound quiver algebra KQ/I.

Proof. Because ea is the image of εa under the canonical homomor-
phism KQ → KQ/I, it follows from (1.5) that the given set is indeed a
complete set of orthogonal idempotents. There remains to check that each
ea is primitive, that is, the only idempotents of ea(KQ/I)ea are 0 and
ea. Indeed, any idempotent e of ea(KQ/I)ea can be written in the form
e = λεa + w + I, where λ ∈ K and w is a linear combination of cycles
through a of length ≥ 1. The equality e2 = e gives

(λ2 − λ)εa + (2λ − 1)w + w2 ∈ I.

Let RQ be the arrow ideal of KQ. Because I ⊆ R2
Q, we must have λ2−λ = 0,

so that λ = 0 or λ = 1. Assume that λ = 0, then e = w + I, where w is
idempotent modulo I. On the other hand, because Rm

Q ⊆ I for some m ≥ 2,
we must have wm ∈ I, that is, w is also nilpotent modulo I. Consequently,
w ∈ I and e is zero. On the other hand, if λ = 1, then ea − e = −w + I is
also an idempotent in ea(KQ/I)ea so that w is again idempotent modulo
I. Because, as before, it is also nilpotent modulo I, it must belong to I.
Consequently, ea = e. �

2.5. Lemma. Let Q be a finite quiver and I be an admissible ideal

of KQ. The bound quiver algebra KQ/I is connected if and only if Q is a

connected quiver.

Proof. If Q is not a connected quiver, KQ is not a connected algebra
(by (1.7)). Hence KQ contains a central idempotent γ not equal to 0 or 1
that may, by the proof of (1.6), be chosen to be a sum of paths of length
zero, that is, of points. But then c = γ + I is not equal to I. On the
other hand, c = 1 + I implies 1 − γ ∈ I, which is also impossible (because
I ⊆ R2

Q). Because it is clear that c is a central idempotent of KQ/I, we
infer that the latter is not a connected algebra.

The reverse implication is shown exactly as in (1.7). Assume that Q is
a connected quiver but that KQ/I is not a connected algebra. By (1.6)
(and (2.4)), there exists a nontrivial partition Q0 = Q′

0∪̇Q′′
0 such that x ∈

Q′
0 and y ∈ Q′′

0 imply ex(KQ/I)ey = 0 = ey(KQ/I)ex. Because Q is
connected, there exist a ∈ Q′

0 and b ∈ Q′′
0 that are neighbours. Without loss

of generality, we may suppose that there exists an arrow α : a → b. But then
α = εaαεb implies that α = α + I satisfies α = eaαeb ∈ ea(KQ/I)eb = 0.
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As α �= I (because I ⊆ R2
Q), we have reached a contradiction. �

2.6. Proposition. Let Q be a finite quiver and I be an admissible ideal

of KQ. The bound quiver algebra KQ/I is finite dimensional.

Proof. Because I is admissible, there exists m ≥ 2 such that Rm ⊆ I,
where R is the arrow ideal RQ of KQ. But then there exists a surjective
algebra homomorphism KQ/Rm → KQ/I. Thus it suffices to prove that
KQ/Rm is finite dimensional. Now the residual classes of the paths of
length less than m form a basis of KQ/Rm as a K-vector space. Because
there are only finitely many such paths, our statement follows. �

If I is not admissible, the algebra KQ/I is generally not finite di-
mensional or even not right noetherian, that is, it may contain a right
ideal that is not finitely generated. The following classical example, due
to J. Dieudonné (see [48], p. 16) shows a finitely generated (even cyclic)
module that has a submodule that is not finitely generated.

2.7. Example. Let Q be the quiver

α ◦
1

β

and I = 〈βα, β2〉. It is clear that I is not admissible, because αm /∈ I for
any m ≥ 1. Let A = KQ/I and J be the subspace of A (considered as a
K-vector space) generated by the elements of the form αnβ, for all n ≥ 1
(where, as usual, α = α + I, β = β + I). Then J is a right ideal of A.
Indeed, it suffices to show that Jα ⊆ J and Jβ ⊆ J , and this follows from

the equalities αnβα = 0 and αnβ
2

= 0 for all n ≥ 1. In particular, JA is
a submodule of the cyclic module AA but is not finitely generated (indeed,
let m be the largest exponent of α among the elements of a finite set J
of generators of J , then αm+1β ∈ J cannot be a K-linear combination of
elements from J ).

2.8. Lemma. Let Q be a finite quiver. Every admissible ideal I of KQ
is finitely generated.

Proof. Let R be the arrow ideal of KQ and m ≥ 2 be an integer such
that Rm ⊆ I. We have a short exact sequence 0 → Rm → I → I/Rm → 0
of KQ-modules.

It thus suffices to show that Rm and I/Rm are finitely generated as
KQ-modules. Obviously, Rm is the KQ-module generated by the paths of
length m. Because there are only finitely many such paths, Rm is finitely
generated. On the other hand, I/Rm is an ideal of the finite dimensional al-
gebra KQ/Rm (see(2.6)). Therefore I/Rm is a finite dimensional K-vector
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space, hence a finitely generated KQ-module. �

2.9. Corollary. Let Q be a finite quiver and I be an admissible ideal

of KQ. There exists a finite set of relations {ρ1, . . . , ρm} such that I =
〈ρ1, . . . , ρm〉.

Proof. By (2.8), an admissible ideal I of KQ always has a finite generat-
ing set {σ1, . . . , σt}. The elements σi of such a set are generally not relations,
because the paths composing σi do not necessarily have the same sources
and targets. On the other hand, for any i such that 1 ≤ i ≤ t and a, b ∈ Q0,
the term εaσiεb is either zero or a relation. Because σi =

∑
a,b∈Q0

εaσiεb, for

i ≤ t, the nonzero elements among the set {εaσiεb | 1 ≤ i ≤ t; a, b ∈ Q0}
form a finite set of relations generating I. �

2.10. Lemma. Let Q be a finite quiver, RQ be the arrow ideal of KQ,

and I be an admissible ideal of KQ. Then rad(KQ/I) = RQ/I. Moreover,

the bound quiver algebra KQ/I is basic.

Proof. Because I is an admissible ideal of KQ, there exists m ≥ 2 such
that Rm ⊆ I, where R = RQ. Consequently, (R/I)m = 0 and R/I is a
nilpotent ideal of KQ/I. On the other hand, the algebra (KQ/I)/(R/I) ∼=
KQ/R is isomorphic to a direct product of copies of K, by (1.10). This
implies both assertions, by (I.1.4). �

2.11. Corollary. For each � ≥ 1, we have rad�(KQ/I) = (RQ/I)�. �

It follows from Lemma 2.10 and Corollary 2.11 that the K-vector space

rad(KQ/I)/rad2(KQ/I) = (RQ/I)/(RQ/I)2 ∼= RQ/R2
Q

admits as basis the set α+rad2(KQ/I), where α = α+KQ/I and α ∈ Q1.
This remark is crucial for the understanding of Section 3.

We summarise our findings in the following corollary.

2.12. Corollary. Let Q be a finite connected quiver, RQ be the arrow

ideal of KQ, and I be an admissible ideal of KQ. The bound quiver algebra

KQ/I is a basic and connected finite dimensional algebra with an identity,

having RQ/I as radical and {ea | a ∈ Q0} as complete set of primitive

orthogonal idempotents.

Proof. The statement collects results from (2.4), (2.5), (2.6), and (2.10).

�

2.13. Examples. (a) Let Q be the quiver ◦
β

←−−−−−−−−◦
α

←−−−−−−−−◦
1 2 3

.
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We have seen in (1.13)(a) that

KQ ∼= T3(K) =

 K 0 0
K K 0
K K K

 .

The ideal I = 〈αβ〉 is admissible and actually equal to R2
Q, that is,

I ∼= rad2
T3(K) =

 0 0 0
0 0 0
K 0 0

 .

Thus KQ/I is isomorphic to the quotient of T3(K) by the square of its
radical.

(b) Let Q be the quiver

2
◦

β↙ ↖α

1◦ ◦4

δ↖ ↙γ
◦
3

The ideal I of KQ generated by the commutativity relation αβ−γδ is admis-
sible. Thus KQ/I is a finite dimensional K-algebra, and {e1, e2, e3, e4, α, β,
γ, δ, αβ} is its K-vector space basis. Using the construction in (1.12), we
see that

KQ/I ∼=


K 0 0 0
K K 0 0
K 0 K 0
K K K K


under the isomorphism defined by

e1 �→

[
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

]
, e2 �→

[
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

]
, e3 �→

[
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

]
,

e4 �→

[
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

]
, α �→

[
0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0

]
, β �→

[
0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

]
,

γ �→

[
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0

]
, δ �→

[
0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0

]
, αβ �→

[
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0

]
.

(c) Let Q be the quiver

1◦ α
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We have seen in (1.3)(a) that KQ ∼= K[t] (which is infinite dimensional).
For each m ≥ 2, the ideal 〈αm〉 is admissible (and actually any admissible
ideal of KQ is of this form). Thus KQ/I ∼= K[t]/〈tm〉 is m-dimensional.

(d) Let Q be the quiver

α ◦
1

β

We have seen in (1.3)(b) that KQ ∼= K〈t1, t2〉. The ideal I generated by
αβ − βα, β2, α2 is admissible. Indeed, it is clear that I ⊆ R2

Q. On the

other hand, any path of length 3 belongs to I (and consequently R3
Q ⊆ I).

Indeed, such a path either contains a term of the form α2 or β2 or is of
one of the forms αβα or βαβ; because αβα = (αβ − βα)α + βα2 ∈ I and
βαβ = (βα−αβ)β+αβ2 ∈ I, we are done. The bound quiver algebra KQ/I
is four-dimensional, with basis given by {e1, α, β, αβ}. In fact, KQ/I ∼=
K[t1, t2]/〈t

2
1, t

2
2〉, under the isomorphism defined by the formulas

e1 �→ 1 + 〈t21, t
2
2〉, α �→ t1 + 〈t21, t

2
2〉, β �→ t2 + 〈t21, t

2
2〉, αβ �→ t1t2 + 〈t21, t

2
2〉.

3II. . The quiver of a finite dimensional

algebra

Let A be a finite dimensional (associative) algebra (with an identity) over
an algebraically closed field K. As seen in (I.6.10), it may be assumed, from
the point of view of studying the representation theory of A, that A is basic
and connected. We now show that, under these hypotheses, A is isomorphic
to a bound quiver algebra KQ/I, where Q is a finite connected quiver and I
is an admissible ideal of KQ. We start by associating, in a natural manner,
a finite quiver to each basic and connected finite dimensional algebra A.

3.1. Definition. Let A be a basic and connected finite dimensional
K-algebra and {e1, e2, . . . , en} be a complete set of primitive orthogonal
idempotents of A. The (ordinary) quiver of A, denoted by QA, is defined
as follows:

(a) The points of QA are the numbers 1, 2, . . . , n, which are in bijective
correspondence with the idempotents e1, e2, . . . , en.

(b) Given two points a, b ∈ (QA)0, the arrows α : a → b are in bi-
jective correspondence with the vectors in a basis of the K-vector space
ea(radA/rad2A)eb.

Because A is finite dimensional, so is every vector space of the form
ea(radA/rad2A)eb (with a, b ∈ (QA)0). Consequently, QA is finite. The
term “ordinary quiver”, sometimes used for QA, comes from the fact that
other quivers are also used to study A, as will be seen later. Now, QA
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is constructed starting from a given complete set of primitive orthogonal
idempotents. We must thus show that it does not depend on the particular
set we have chosen.

3.2. Lemma. Let A be a finite dimensional, basic, and connected

algebra.

(a) The quiver QA of A does not depend on the choice of a complete set

of primitive orthogonal idempotents in A.

(b) For any pair ea, eb of primitive orthogonal idempotents of A the K-

linear map ψ : ea(radA)eb/ea(rad2A)eb −→ ea(radA/rad2A)eb, defined by

the formula eaxeb + ea(rad2A)eb �→ ea(x + rad2A)eb, is an isomorphism.

Proof. (a) The number of points in QA is uniquely determined, because
it equals the number of indecomposable direct summands of AA, and the
latter is unique by the unique decomposition theorem (I.4.10). On the
other hand, the same theorem says that the factors of this decomposition
are uniquely determined up to isomorphism, that is, if

AA =
n⊕

a=1
eaA =

n⊕
b=1

e′bA

then we can renumber the factors so that eaA ∼= e′aA, for each a with
1 ≤ a ≤ n. We must show that this implies dimK ea(radA/rad2A)eb =
dimK e′a(radA/rad2A)e′b, for every pair (a, b). A routine calculation shows
that the A-module homomorphism ϕ : ea(radA) → ea(radA/rad2A) given
by eax �→ ea(x + rad2A) admits ea(rad2A) as a kernel. Consequently

ea(radA/rad2A) ∼= ea(radA)/ea(rad2A) ∼= rad (eaA)/rad2(eaA).

We thus have a sequence of K-vector space isomorphisms

ea(radA/rad2A)eb
∼= [rad(eaA)/rad2(eaA)]eb

∼= HomA(ebA, rad(eaA)/rad2(eaA))
∼= HomA(e′bA, rad(e′aA)/rad2(e′aA)]
∼= [rad(e′aA)/rad2(e′aA)]e′b
∼= e′a(radA/rad2A)e′b.

(b) It is obvious that the K-linear map ea(radA)eb → ea(radA/rad2A)eb

defined by the formula eaxeb �→ ea(x + rad2A)eb admits ea(rad2A)eb as a
kernel. Hence we conclude that the map ψ defined in the statement is an
isomorphism. This finishes the proof. �

We now show that the connectedness of the algebra A implies that of
its quiver QA. By definition, there exists a basis {xα}α of radA/rad2A,
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where α ranges over the set (QA)1 of arrows of QA. For each α ∈ (QA)1,
let xα ∈ radA be such that xα = xα +rad2A. We show that we can express
all the elements of radA in terms of the xα and the paths in QA.

3.3. Lemma. For each arrow α : i → j in (QA)1, let xα ∈ ei(radA)ej

be such that the set {xα +rad2A | α : i → j} is a basis of ei(radA/rad2A)ej

(see (3.2)(a) ). Then

(a) for any two points a, b ∈ (QA)0, every element x ∈ ea(radA)eb can

be written in the form: x =
∑

xα1
xα2

. . . xα�
λα1α2...α�

, where λα1α2...α�
∈ K

and the sum is taken over all paths α1α2 . . . α� in QA from a to b; and

(b) for each arrow α : i → j, the element xα uniquely determines a

nonzero nonisomorphism x̃α ∈ HomA(ejA, eiA) such that x̃α(ej) = xα,

Im x̃α ⊆ ei(radA) and Im x̃α �⊆ ei(rad2A).

Proof. (a) Because, as a K-vector space, radA ∼= (radA/rad2A) ⊕
rad2A, we have ea(radA)eb

∼= ea(radA/rad2A)eb ⊕ ea(rad2A)eb. Thus x
can be written in the form

x =
∑

α:a→b

xαλα modulo ea(rad2A)eb

(where λα ∈ K for every arrow α from a to b) or, more formally,

x′ = x −
∑

α:a→b

xαλα ∈ ea(rad2A)eb.

The decomposition radA =
⊕
i,j

ei(radA)ej implies that

ea(rad2A)eb =
∑

c∈(QA)0

[ea(radA)ec][ec(radA)eb]

so that x′ =
∑

c∈(QA)0

x′
cy

′
c where x′

c ∈ ea(radA)ec and y′
c ∈ ec(radA)eb. By

the preceding discussion, we have expressions of the form x′
c =

∑
β:a→c

xβλβ

and y′
c =

∑
γ:c→b

xγλγ modulo rad2A, where λβ , λγ ∈ K. Hence

x =
∑

α:a→b

xαλα +
∑

β:a→c

∑
γ:c→b

xβxγλβλγ modulo ea(rad3A)eb.

We complete the proof by an obvious induction using the fact that radA is
nilpotent.

(b) By our assumption, the element xα ∈ ei(radA)ej is nonzero and
maps to a nonzero element x̃α by the K-linear isomorphism ei(radA)ej

∼=
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HomA(ejA, ei(radA)) (I.4.3). It follows that x̃α(ej) = xα, Im x̃α ⊆ ei(radA),
and Im x̃α �⊆ ei(rad2A). This finishes the proof. �

3.4. Corollary. If A is a basic and connected finite dimensional algebra,

then the quiver QA of A is connected.

Proof. If this is not the case, then the set (QA)0 of points of QA can
be written as the disjoint union of two nonempty sets Q′

0 and Q′′
0 such that

the points of Q′
0 are not connected to those of Q′′

0 . We show that, if i ∈ Q′
0

and j ∈ Q′′
0 , we have eiAej = 0 and ejAei = 0. Then (1.6) will imply that

A is not connected, a contradiction. Because i �= j, (I.4.2) yields

eiAej
∼= HomA(ejA, eiA) ∼= HomA(ejA, rad eiA)
∼= (rad eiA)ej

∼= ei(radA)ej .

The conclusion follows at once from (3.3). �

3.5. Examples. (a) If A = K[t]/〈tm〉, where m ≥ 1, then QA has only
one point, because the only nonzero idempotent of A is its identity. We have
radA = 〈t〉, where t = t + 〈tm〉; indeed, 〈t〉m = 0 and A/〈t〉 ∼= K. Conse-

quently, rad2A = 〈t
2
〉 and dimK(radA/rad2A) = 1. A basis of radA/rad2A

is given by the class of t in the quotient 〈t〉/〈t
2
〉. Thus QA is the quiver

1◦ α

(b) Let A =

 K 0 0
K K 0
K 0 K

 be the algebra of the lower triangular

matrices [λij ] ∈ M3(K), with λ32 = 0 and λpq = 0, for p > q. An obvious
complete set of primitive orthogonal idempotents of A is given by the three
matrix idempotents:

e1 =

[
1 0 0
0 0 0
0 0 0

]
, e2 =

[
0 0 0
0 1 0
0 0 0

]
, e3 =

[
0 0 0
0 0 0
0 0 1

]
.

As in Example 3.5 (a), we show that radA =

 0 0 0
K 0 0
K 0 0

 and rad2A = 0.

A straightforward calculation shows that e2(radA)e1 and e3(radA)e1

are one-dimensional and all remaining spaces of the form ei(radA)ej are
zero (because dimK(radA) = 2). Therefore QA is the quiver

1
◦

α↗ ↖β

2◦ ◦3

(c) An obvious generalisation of (b) is as follows. Let A be the algebra
of n × n lower triangular matrices
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A =


K 0 0 . . . 0
K K 0 . . . 0
K 0 K . . . 0
...

...
. . .

...
K 0 0 . . . K

 ,

that is, an element of A might have a nonzero coefficient only in the first
column or the main diagonal and has zero everywhere else. Then QA is the
quiver

◦
1

◦
2

◦
n

◦
3

◦
n−1

◦
4

◦
n−2

· · ·

(d) Let A be the algebra of 3 × 3 lower triangular matrices

A =

{[
a 0 0
c b 0
e d a

]
| a, b, c, d, e ∈ K

}
and I be the ideal

I =

{[
0 0 0
0 0 0
e 0 0

]
| e ∈ K

}
.

A complete set of primitive orthogonal idempotents for the algebra
B = A/I consists of two elements

e1 =

[
1 0 0
0 0 0
0 0 1

]
+ I and e2 =

[
0 0 0
0 1 0
0 0 0

]
+ I.

Also, radB =

{[
0 0 0
c 0 0
0 d 0

]
+ I | c, d ∈ K

}
and rad2B = 0. Thus the

K-vector spaces e2(radB)e1 and e1(radB)e2 are both one-dimensional and

QB is the quiver 1 ◦
α−−−−−−−−→←−−−−−−−−
β

◦ 2.

3.6. Lemma. Let Q be a finite connected quiver, I be an admissible

ideal of KQ, and A = KQ/I. Then QA = Q.

Proof. By (2.4), the set {ea = εa + I | a ∈ Q0} is a complete set
of primitive orthogonal idempotents of A = KQ/I. Thus the points of
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QA are in bijective correspondence with those of Q. On the other hand,
by (2.11) and the remark following it, the arrows from a to b in Q are in
bijective correspondence with the vectors in a basis of the K-vector space
ea(radA/rad2A)eb, thus with the arrows from a to b in QA. �

3.7. Theorem. Let A be a basic and connected finite dimensional K-

algebra. There exists an admissible ideal I of KQA such that A ∼= KQA/I.

Proof. We first construct an algebra homomorphism ϕ : KQA → A,
then we show that ϕ is surjective and its kernel I = Ker ϕ is an admissible
ideal of KQA.

For each arrow α : i → j in (QA)1, let xα ∈ radA be chosen so that {xα+
rad2A | α : i → j} forms a basis of ei(radA/rad2A)ej . Let ϕ0 : (QA)0 → A
be the map defined by ϕ0(a) = ea for a ∈ (QA)0, and ϕ1 : (QA)1 → A be the
map defined by ϕ1(α) = xα for α ∈ (QA)1. Thus the elements ϕ0(a) form
a complete set of primitive orthogonal idempotents in A, and if α : a → b,
we have ϕ0(a)ϕ1(α)ϕ0(b) = eaxαeb = xα = ϕ1(α).

By the universal property of path algebras (1.8), there exists a unique
K-algebra homomorphism ϕ : KQA → A that extends ϕ0 and ϕ1.

We claim that ϕ is surjective. Because its image is clearly generated
by the elements ea (for a ∈ (QA)0) and xα (for α ∈ (QA)1), it suffices
to show that these same elements generate A. Because K is algebraically
closed, it follows from the Wedderburn–Malcev theorem (I.1.6) that the
canonical homomorphism A → A/radA splits, that is, A is a split extension
of the semisimple algebra A/radA by radA. Because the former is clearly
generated by the ea, it suffices to show that each element of radA can be
written as a polynomial in the xα and this follows from (3.3).

There remains to show that I = Ker ϕ is admissible. Let R denote the
arrow ideal of the algebra KQA. By definition of ϕ, we have ϕ(R) ⊆ radA
and hence ϕ(R�) ⊆ rad�A for each � ≥ 1. Because radA is nipotent, there
exists m ≥ 1 such that radmA = 0 and consequently Rm ⊆ Ker ϕ = I. We
now prove that I ⊆ R2. If x ∈ I, then we can write

x =
∑

a∈(QA)0

εaλa +
∑

α∈(QA)1

αµα + y,

where λa, µα ∈ K and y ∈ R2. Now ϕ(x) = 0 gives

0 =
∑

a∈(QA)0

eaλa +
∑

α∈(QA)1

xαµα + ϕ(y).

Hence
∑

a∈(QA)0

eaλa = −
∑

α∈(QA)1

xαµα − ϕ(y) ∈ radA. Because radA is

nilpotent, and the ea are orthogonal idempotents, we infer that λa = 0,
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for any a ∈ (QA)0. Similarly
∑

α∈(QA)1

xαµα = −ϕ(y) ∈ rad2A. Hence the

equality
∑

α∈(QA)1

(xα + rad2A)µα = 0 holds in radA/rad2A. But the set

{xα + rad2A | α ∈ (QA)1} is, by construction, a basis of radA/rad2A.
Therefore µα = 0 for each α ∈ (QA)1 and so x = y ∈ R2. �

3.8. Definition. Let A be a basic and connected finite dimensional
K-algebra. An isomorphism A ∼= KQA/I, where I is an admissible ideal of
KQA (such as the one constructed in Theorem 3.7) is called a presentation
of the algebra A (as a bound quiver algebra).

3.9. Examples. (a) In Example 3.5 (a), the K-algebra homomorphism
ϕ : KQA → A is defined by ϕ(ε1) = 1, ϕ(α) = t. Clearly, ϕ is surjective,
and Ker ϕ = 〈αm〉.

(b) In Example 3.5 (b), the K-algebra homomorphism ϕ : KQA → A
is defined by

ϕ(ε1) =

[
1 0 0
0 0 0
0 0 0

]
, ϕ(ε2) =

[
0 0 0
0 1 0
0 0 0

]
, ϕ(ε3) =

[
0 0 0
0 0 0
0 0 1

]
,

ϕ(α) =

[
0 0 0
1 0 0
0 0 0

]
, ϕ(β) =

[
0 0 0
0 0 0
1 0 0

]
.

Here, ϕ is an isomorphism so that A ∼= KQA. Later we characterise the al-
gebras (such as A) that are isomorphic to the path algebras of their ordinary
quivers.

(c) In Example 3.5 (d), the K-algebra homomorphism ϕ : KQB → B
is defined by

ϕ(ε1) =

[
1 0 0
0 0 0
0 0 1

]
+ I, ϕ(ε2) =

[
0 0 0
0 1 0
0 0 0

]
+ I,

ϕ(α) =

[
0 0 0
1 0 0
0 0 0

]
+ I, ϕ(β) =

[
0 0 0
0 0 0
0 1 0

]
+ I.

We see that Ker ϕ = 〈αβ, βα〉 = R2
Q and hence B ∼= KQB/R2

Q, where
Q = QB.

3.10. Remark. Usually, an algebra has more than one presentation as
a bound quiver algebra; see, for instance, Example 2.2 (e).

4II. . Exercises

1. Let Q = (Q0, Q1, s, t) be a quiver. The opposite quiver Qop is the
quiver Qop = (Q0, Q1, s

′, t′) where, for α ∈ Q1, s′(α) = t(α) and t′(α) =
s(α). Show that (KQ)op ∼= KQop.

2. Let Q be a finite quiver. Show that:
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(a) KQ is semisimple if and only if |Q1| = 0,
(b) KQ is simple if and only if |Q0| = 1 and |Q1| = 0.

If, moreover, Q is connected, show that:
(c) KQ is local only if |Q0| = 1 and |Q1| = 0,
(d) KQ is commutative if and only if |Q0| = 1 and |Q1| ≤ 1.

3. For each of the following quivers, give a basis of the path algebra,
then write the multiplication table of this basis, and finally write the path
algebra as a triangular matrix algebra:

(a) ◦←−−−−−− ◦ −−−−−−→◦

(b) ◦−−−−−−→ ◦←−−−−−−◦

(c) ◦←−−−−−−−−←−−−−−−−− ◦←−−−−−−◦

(d) ◦−−−−−−→ ◦←−−−−−− ◦←−−−−−−◦

(e)

◦
↙

◦←−−−◦
↘
◦

(f)

◦
↙

◦−−−→◦−−−→◦
↘
◦

(g)

◦ ◦
↘ ↙
◦

↗ ↖
◦ ◦

(h)
◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦�

◦

4. Let E = {1, 2, . . . , n} be partially ordered as follows: 1 � i for all
1 ≤ i ≤ n, and for each pair (i, j) with 2 ≤ i, j ≤ n, we have i � j if and
only if i = j. Show that the incidence K-algebra of (E,�) is isomorphic to
the path algebra KQ of a quiver Q (to be determined).

5. Let Q = (Q0, Q1) be a finite and acyclic quiver. Show that KQ is
connected if and only if KQ/R2 is connected, where R is the arrow ideal of
KQ.

6. Let Q be the quiver

1◦ α

Show that the arrow ideal RQ of the path K-algebra KQ is infinite dimen-
sional, and radKQ = 0.
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7. Let Q = (Q0, Q1) be the quiver

α ◦
β

−−−−−−−−→←−−−−−−−−
γ

◦

Show that each of the following ideals of KQ is admissible:
(a) I1 = 〈α2 − βγ, γβ − γαβ, α4〉,
(b) I2 = 〈α2 − βγ, γβ, α4〉.

8. Let Q be a quiver and I an admissible ideal in KQ. Construct an
admissible ideal Iop of KQop such that KQop/Iop ∼= (KQ/I)op.

9. Let Q′ = (Q′
0, Q

′
1) be a full subquiver of Q = (Q0, Q1) such that if

α : a → b is an arrow in Q with a ∈ Q′
0, then b ∈ Q′

0 and α ∈ Q′
1. Let I be

an admissible ideal of KQ and ε =
∑

a∈Q′

0
εa.

(a) Show that KQ′ = ε(KQ)ε and that I ′ = εIε is an admissible ideal
of KQ′.

(b) Show that A′ = KQ′/I ′ is isomorphic to the quotient of A = KQ/I
by J = 〈εa + I | a �∈ Q′

0〉.

10. Let A be an algebra such that rad2A = 0. Show that if {e1, . . . , en}
is a complete set of primitive orthogonal idempotents, then eiAej �= 0 for
i �= j if and only if there exists an arrow i → j in QA.

11. Describe, up to isomorphism, all basic three-dimensional algebras.

12. Let A =

[
K[t]/(t2) 0

K[t]/(t2) K

]
and view A as a K-algebra with the usual

matrix multiplication. Show that A ∼= KQ/I, where Q is the quiver

β ◦
γ

←−−−−◦

and I is the ideal of KQ generated by one zero relation β2.

13. Let A =

[
K 0 0
0 K 0
K K K

]
be the K-subalgebra of M3(K) defined in

(I.1.1)(c) and let B be the subalgebra of A consisting of all matrices

λ =

[
λ11 0 0
0 λ22 0

λ31 λ32 λ33

]
in A such that λ11 = λ22 = λ33. Show that the

algebra B is commutative and local and that radB consists of all matri-

ces λ =

[
0 0 0
0 0 0

λ31 λ32 0

]
in B. Prove that there are K-algebra isomorphisms

B ∼= K[t1, t2]/(t1, t2)
2 ∼= KQ/I, where Q is the quiver

α ◦
1

β
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and I = 〈α2, β2, αβ, βα〉.

14. Let A = T3(K) =

[
K 0 0
K K 0
K K K

]
be as in (I.1.1) and let C be the

subalgebra of A consisting of all matrices λ =

[
λ11 0 0
λ21 λ22 0
λ31 λ32 λ33

]
in A such that

λ11 = λ22 = λ33. Show that the algebra C is noncommutative and local and
that there are K-algebra isomorphisms C ∼= K〈t1, t2〉/(t21, t

2
2, t2t1) = KQ/I,

where Q is the quiver

α ◦
1

β

and I = (α2, β2, βα).

15. Write a bound quiver presentation of each of the following algebras: K 0 0 0 0
K K 0 0 0
K 0 K 0 0
K 0 K K 0
K K K K K

 ,

 K 0 0 0 0
K K 0 0 0
K 0 K 0 0
K 0 0 K 0
K K K K K

 ,

 K 0 0 0 0
0 K 0 0 0
K K K 0 0
K 0 0 K 0
K K K K K

 .

16. The hypothesis that the base field is algebraically closed is necessary
for Theorem 3.7 to be valid. Hint: Show that the R-algebra C is two-
dimensional, basic, and connected but that there is no quiver Q such that
C ∼= RQ/I with I an admissible ideal of RQ.

17. The following three examples show that generators of an admissible
ideal are not uniquely determined in general:

(a) Let Q = (Q0, Q1) be the quiver
◦

β↙ ↖α

◦ ◦

δ↖ ↙γ
◦

and I1 = 〈αβ+γδ〉, I2 = 〈αβ−γδ〉 two-sided ideal of KQ. Show that I1 and
I2 are admissible and distinct and that there is a K-algebra isomorphism
KQ/I1

∼= KQ/I2, if charK �= 2.
(b) Same exercise with Q = (Q0, Q1), I1, I2 as in Exercise 7, charK �= 2.

(c) Same exercise with Q = (Q0, Q1) of the form ◦
γ

←−−−−−−◦
α←−−−−−−−−←−−−−−−−−
β

◦,

I1 = 〈αγ − βγ〉, I2 = 〈αγ〉, but the characteristic of K is arbitrary.

18. Let A be a finite dimensional commutative algebra. Show that A is
a finite product of commutative local algebras.

19. Let A be a finite dimensional basic and connected algebra. Show
that QAop = (QA)op and that there exists an admissible ideal Iop of KQAop

such that Aop ∼= (KQAop)/Iop.



Chapter III

Representations and modules

As we saw in Chapter II, quivers provide a convenient way to visualise
finite dimensional algebras. In this chapter we explain how quivers may
be used to visualise modules. This idea has been illustrated by Examples
(I.2.4)–(I.2.6).

Using a bound quiver (Q, I) associated to an algebra A, we visualise
any (finite dimensional) A-module M as a K-linear representation of (Q, I),
that is, a family of (finite dimensional) K-vector spaces Ma, with a ∈ Q0,
connected by K-linear maps ϕα : Ma −→ Mb corresponding to arrows α :
a −→ b in Q, and satisfying some relations induced by I. This description
of A-modules is a powerful tool in the study of A-modules and is playing a
fundamental rôle in the modern representation theory of finite dimensional
algebras.

1III. . Representations of bound quivers

1.1. Definition. Let Q be a finite quiver. A K-linear representation

or, more briefly, a representation M of Q is defined by the following data:
(a) To each point a in Q0 is associated a K-vector space Ma.
(b) To each arrow α : a −→ b in Q1 is associated a K-linear map ϕα :

Ma −→ Mb.
Such a representation is denoted as M = (Ma, ϕα)a∈Q0,α∈Q1

, or simply
M = (Ma, ϕα). It is called finite dimensional if each vector space Ma is
finite dimensional.

Let M = (Ma, ϕα) and M ′ = (M ′
a, ϕ′

α) be two representations of Q. A
morphism (of representations) f : M → M ′ is a family f = (fa)a∈Q0

of K-
linear maps (fa : Ma −→ M ′

a)a∈Q0
that are compatible with the structure

maps ϕα, that is, for each arrow α : a −→ b, we have ϕ′
αfa = fbϕα or,

equivalently, the following square is commutative:

Ma
ϕα

−−−−→ Mb�fa

�fb

M ′
a

ϕ′

α−−−−→ M ′
b

69
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Let f : M → M ′ and g : M ′ → M ′′ be two morphisms of representations
of Q, where f = (fa)a∈Q0

and g = (ga)a∈Q0
. Their composition is defined

to be the family gf = (gafa)a∈Q0
. Then gf is easily seen to be a morphism

from M to M ′′.
We have thus defined a category Rep(Q) of K-linear representations of

Q. We denote by rep(Q) the full subcategory of Rep(Q) consisting of the
finite dimensional representations.

1.2. Example. Let Q be the Kronecker quiver 1 ◦
α←−−−−−−−−←−−−−−−−−
β

◦ 2.

A representation M of Q is given by

K2
[10]←−−−−−−−−←−−−−−−−−
[01]

K

Another representation M ′ is given by

K2
[1 0
0 1]←−−−−−−−−←−−−−−−−−
[0 0
1 0]

K2

Both are finite dimensional. We have a morphism M → M ′ defined by

K2
[10]←−−−−−−−−←−−−−−−−−
[01]

K�[1 0
0 1]

�[10]

K2
[1 0
0 1]←−−−−−−−−←−−−−−−−−
[0 0
1 0]

K2

Indeed, it is readily verified that[
1 0
0 1

] [
1
0

]
=

[
1 0
0 1

] [
1
0

]
and

[
1 0
0 1

] [
0
1

]
=

[
0 0
1 0

] [
1
0

]
.

We now prove that the categories RepK(Q) and repK(Q) are abelian.
As we will show later, this is not surprising because they are equivalent to
module categories. The straightforward verification will, however, allow us
to describe the main features of these categories.

1.3. Lemma. Let Q be a finite quiver. Then RepK(Q) and repK(Q)
are abelian K-categories.

Proof. (a) Let f : M → M ′ and g : M → M ′ be two morphisms
in RepK(Q), with f = (fa)a∈Q0

and g = (ga)a∈Q0
. The formula f + g =

(fa+ga)a∈Q0
clearly defines a morphism from M to M ′. With this definition,

the set of all morphisms from M to M ′ becomes an abelian group. Further,
this addition is compatible with the composition of morphisms, that is,
h′(f + g) = h′f + h′g for each morphism h′ of source M ′, and (f + g)h =
fh + gh for each morphism h of target M .
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(b) Given two representations M = (Ma, ϕα) and M ′ = (M ′
a, ϕ′

α) of Q,
the representation

M ⊕ M ′ =

(
Ma ⊕ M ′

a,

[
ϕα 0
0 ϕ′

α

])
is easily verified to be the direct sum of M and M ′ in RepK(Q).

(c) Let f : M → M ′ be a morphism in RepK(Q), where M = (Ma, ϕα)
and M ′ = (M ′

a, ϕ′
α). For each a ∈ Q0, let La denote the kernel of fa :

Ma → M ′
a and, for each arrow α : a → b, let ψα : La → Lb denote the

restriction of ϕα to La. Then the representation L = (La, ψα) is the kernel
of f in RepK(Q) and similarly for the cokernel of f .

(d) The construction in (c) implies that a morphism f : M → M ′ is
a monomorphism (or an epimorphism) if and only if each fa : Ma → M ′

a

is injective (or surjective, respectively). Thus every morphism in RepK(Q)
admits a canonical factorisation. We have shown that RepK(Q) is an abelian
K-category.

If M and M ′ belong to repK(Q) (that is, dimK Ma < ∞ and dimK M ′
a <

∞, for each a ∈ Q0), the representation M ⊕ M ′ also belongs to repK(Q).
Moreover, if f : M → M ′ is a morphism between objects in repK(Q), the
construction in (c) shows that the kernel and the cokernel of f also belong
to repK(Q). Therefore repK(Q) is also an abelian K-category. �

1.4. Definition. Let Q be a finite quiver and M = (Ma, ϕα) be a
representation of Q. For any nontrivial path w = α1α2 . . . α� from a to b in
Q, we define the evaluation of M on the path w to be the K-linear map
from Ma to Mb defined by

ϕw = ϕα�
ϕα�−1

. . . ϕα2
ϕα1

.

The definition of evaluation extends to K-linear combinations of paths
with a common source and a common target; thus let

ρ =

m∑
i=1

λiwi

be such a combination, where λi ∈ K and wi is a path in Q, for each i, then

ϕρ =

m∑
i=1

λiϕwi
.

We are now able to define a notion of representation of a bound quiver.
Let thus Q be a finite quiver and I be an admissible ideal of KQ. A repre-
sentation M = (Ma, ϕα) of Q is said to be bound by I, or to satisfy the

relations in I, if we have

ϕρ = 0, for all relations ρ ∈ I.
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If I is generated by the finite set of relations {ρ1, . . . , ρm}, the represen-
tation M is bound by I if and only if ϕρj

= 0, for all j such that 1 ≤ j ≤ m.
We denote by RepK(Q, I) (or by repK(Q, I) the full subcategory of

RepK(Q) (or of repK(Q), respectively) consisting of the representations of
Q bound by I.

1.5. Example. Let Q be the quiver
3
◦

β↙ ↖α
2

1◦
λ

←−◦ ◦5

δ↖ ↙γ
◦
4

bound by the commutativity relation αβ = γδ. We consider the represen-
tations M and N of Q given by

K
[10]↙ ↖

K
[1 1]

←−−−K2 0

[01]
↖ ↙

K

and

K
1↙ ↖1

K
1

←−−−K K

1↖ ↙1
K

respectively. It is clear that M and N are bound by αβ = γδ. On the other
hand, the following representation of Q is not bound by αβ = γδ

0

↙ ↖
K

1
←−−−K K

1↖ ↙1
K

We are now in a position to justify the introduction of the preceding
concepts. Our objective is to study the category modA, where A is a finite
dimensional K-algebra, which we can assume, without loss of generality, to
be basic and connected. We have seen that there exists a finite connected
quiver QA and an admissible ideal I of KQA such that A ∼= KQA/I. We
now show that the category modA of finitely generated right A-modules
is equivalent to the category repK(QA, I) of finite dimensional K-linear
representations of QA bound by I.

1.6. Theorem. Let A = KQ/I, where Q is a finite connected quiver

and I is an admissible ideal of KQ. There exists a K-linear equivalence of

categories

F : ModA
�
−→ RepK(Q, I)

that restricts to an equivalence of categories F : mod A
�
−→ repK(Q, I).

Proof. (a) Construction of a functor F : ModA → RepK(Q, I). Let
MA be an A-module. We define the K-linear representation F (M) =
(Ma, ϕα)a∈Q0,α∈Q1

of (Q, I) as follows: if a belongs to Q0, let ea = εa+I be
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the corresponding primitive idempotent in A = KQ/I, then set Ma = Mea;
if α : a → b belongs to Q1 and α = α + I is its class modulo I, de-
fine ϕα : Ma → Mb by ϕα(x) = xα(= xeaαeb) for x ∈ Ma. Because M
is an A-module, ϕα is a K-linear map. Then F (M) is bound by I: let

ρ =
m∑

i=1

λiwi be a relation from a to b in I, where wi = αi,1αi,2 . . . αi,�i
; we

have
ϕρ(x) =

m∑
i=1

λiϕwi
(x)

=
m∑

i=1

λiϕαi,�i
. . . ϕαi,1

(x)

=
m∑

i=1

λi(xαi,1 . . . αi,�i
)

= x ·
∑m

i=1 λi(αi,1 . . . αi,�i
)

= x · ρ = x0 = 0.
This defines our functor on the objects.

Let f : MA → M ′
A be an A-module homomorphism. We want to define

a morphism F (f) : F (M) → F (M ′) of RepK(Q, I). For a ∈ Q0 and
x = xea ∈ Mea = Ma, we have f(xea) = f(xe2

a) = f(xea)ea ∈ M ′ea = M ′
a.

Thus the restriction fa of f to Ma is a K-linear map fa : Ma → M ′
a. We

then put F (f) = (fa)a∈Q0
. We now verify that for any arrow α : a → b,

we have ϕ′
αfa = fbϕα; this will show that F (f) is indeed a morphism of

representations. Let x ∈ Ma, then

fbϕα(x) = fb(xα) = f(xα) = f(x)α = fa(x)α = ϕ′
αfa(x).

Finally, it is trivially checked that F : ModA → RepK(Q, I) is a K-linear
functor and that F restricts to a K-linear functor mod A−→ repK(Q, I).

(b) We construct a K-linear functor

G : RepK(Q, I) → ModA, (1.6′)

which is a quasi-inverse of F as follows. Let M = (Ma, ϕα) be an object of
RepK(Q, I). We set G(M) =

⊕
a∈Q0

Ma, and we define an A-module structure

on the K-vector space G(M) as follows. Because A = KQ/I, we start by
defining a KQ-module structure of G(M), then show it is annihilated by I.
Let thus x = (xa)a∈Q0

belong to G(M). To define a KQ-module structure
on G(M), it suffices to define the products of the form xw, where w is a
path in Q. If w = εa is the stationary path in a, we put

xw = xεa = xa.

If w = α1α2 . . . α� is a nontrivial path from a to b, we consider the
K-linear map ϕw = ϕα�

. . . ϕα1
: Ma → Mb. We put

(xw)c = δbcϕw(xa),
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where δbc denotes the Kronecker delta. In other words, xw is the element of
G(M) =

⊕
a∈Q0

Ma whose only nonzero coordinate is (xw)b = ϕw(xa) ∈ Mb.

This shows that G(M) is a KQ-module. Moreover, it follows from the
definition of G(M) that, for each ρ ∈ I and x ∈ G(M), we have xρ = 0.
Thus G(M) becomes a KQ/I-module under the assignment x(v + I) = xv
for x ∈ G(M) and v ∈ KQ. This defines our functor G on the objects.

Let now (fa)a∈Q0
be a morphism from M = (Ma, ϕα) to M ′ = (M ′

a, ϕ′
α)

in RepK(Q, I). We want to construct a homomorphism f : G(M) → G(M ′)
of A-modules. Because G(M) =

⊕
a∈Q0

Ma and G(M ′) =
⊕

a∈Q0

M ′
a as K-vector

spaces, there exists a K-linear map f =
⊕

a∈Q0

fa : G(M) → G(M ′). We

claim that f is an A-module homomorphism, that is, for any x ∈ G(M) and
any w ∈ KQ/I, we have f(xw) = f(x)w. It suffices to show the statement
for x = xa ∈ Ma and w = w + I, where w is a path from a to b in Q. Then

f(xw) = f(xaw) = fbϕw(xa) = ϕ′
wfa(xa) = fa(xa)w = f(x)w

and our claim follows.

Finally, it is evident that G is a K-linear functor and that G restricts
to a K-linear functor mod A−→ repK(Q, I). It is easy to check that
FG ∼= 1RepK(Q,I) and GF ∼= 1ModA. The second statement of the theorem
follows from the fact that, because Q is finite, for a K-linear representa-
tion M = (Ma, ϕα) of (Q, I), we have dimK(

⊕
a∈Q0

Ma) < ∞ if and only if

dimK Ma < ∞ for all a ∈ Q0. �

1.7. Corollary. Let Q be a finite, connected, and acyclic quiver. There

exists an equivalence of categories ModKQ ∼= RepK(Q) that restricts to an

equivalence mod KQ ∼= repK(Q).

Proof. Because Q is acyclic, by (II.1.4), the algebra KQ is finite di-
mensional. The statement follows by letting I = 0 in Theorem 1.6. �

Another consequence of the theorem is the (trivial) remark that the
categories RepK(Q, I) and repK(Q, I) are abelian.

We conclude this section with an example showing how one can verify
whether a given representation of a quiver is indecomposable. By (I.4.8), it
suffices to verify whether its endomorphism algebra is local.

In the following example and throughout this book we denote by Jm,λ

the m × m Jordan block corresponding to the eigenvalue λ ∈ K, that is,
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Jm,λ =


λ . . . . . . 0

1
. . .

...
...

. . .
. . .

...
0 . . . 1 λ

 .

1.8. Example. Let Q be the Kronecker quiver 1 ◦
α←−−−−−−−−←−−−−−−−−
β

◦ 2 and

M be the representation of Q defined by K3 1←−−−−−−−−←−−−−−−−−
J3,0

K3, where 1 de-

notes, as usual, the identity and J3,0 =

[
0 0 0
1 0 0
0 1 0

]
the 3 × 3 nilpotent

Jordan block (identified with a linear map K3 → K3 defined by J3,0 in the
standard basis of K3). We claim that M is indecomposable. An endomor-
phism of M is given by a pair of 3× 3 matrices (f1, f2) compatible with the
structure maps. Writing down the two compatibility conditions, we obtain
f1 · 1 = 1 · f2 and f1 · J3,0 = J3,0 · f2. The first one says that

f1 = f2 =

 a1 a2 a3

b1 b2 b3

c1 c2 c3

 (say),

whereas the second gives the matrix equation a1 a2 a3

b1 b2 b3

c1 c2 c3

 0 0 0
1 0 0
0 1 0

 =

 0 0 0
1 0 0
0 1 0

 a1 a2 a3

b1 b2 b3

c1 c2 c3

 ,

that is,  a2 a3 0
b2 b3 0
c2 c3 0

 =

 0 0 0
a1 a2 a3

b1 b2 b3

 .

Thus a2 = a3 = b3 = 0, a1 = b2 = c3 = a (say) and b1 = c2 = b (say).
Setting c1 = c, we get

f1 = f2 =

 a 0 0
b a 0
c b a

 .

We have thus shown that

EndM ∼=

{[
a 0 0
b a 0
c b a

]
| a, b, c ∈ K

}
.

The ideal

I =

{[
0 0 0
b 0 0
c b 0

]
| b, c ∈ K

}
of EndM satisfies I3 = 0. Because (End M)/I ∼= K, then I is a maximal
ideal of EndM . By (I.1.4), I = rad(EndM) and EndM is local, and from
(I.4.8), it follows that M is indecomposable.
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We observe that we have a K-algebra isomorphism EndM ∼= K[t]/〈t3〉

given by

[
a 0 0
b a 0
c b a

]

→ a + bt + ct

2
, where t = t + 〈t3〉.

One shows exactly as earlier that, for any m ≥ 1, the representation

of Q defined by Km 1←−−−−−−−−←−−−−−−−−
Jm,0

Km is indecomposable, where 1 denotes

the identity map on Km and Jm,0 is the nilpotent m × m Jordan block
corresponding to the eigenvalue λ = 0.

2III. . The simple, projective, and

injective modules
Throughout this section, (Q, I) will always denote a finite connected

quiver Q having | Q0 |= n points and bound by an admissible ideal I of
KQ. We denote by A the bound quiver algebra A = KQ/I. As seen in
(II.2.12), A is a basic and connected finite dimensional K-algebra with an
identity, having R/I as radical (where R denotes, as usual, the arrow ideal of
KQ) and {ea | a ∈ Q0} as complete set of primitive orthogonal idempotents.
Throughout, we identify A-modules and K-linear representations of (Q, I)
along the functor F defined in (1.6). The aim of this section is to present
an explicit computation of the simple, the indecomposable projective, and
the indecomposable injective A-modules as bound representations of (Q, I).
We also deduce several interesting consequences of this description.

Let a ∈ Q0; we denote by S(a) the representation (S(a)b, ϕα) of Q
defined as follows

S(a)b =

{
0 if b �= a
K if b = a,

ϕα = 0 for all α ∈ Q1.

Clearly, S(a) is a bound representation of (Q, I) (for any I), and we have
the following lemma.

2.1. Lemma. Let A = KQ/I be the bound quiver algebra of (Q, I).
(a) For any a ∈ Q0, S(a) viewed as an A-module is isomorphic to the

top of the indecomposable projective A-module eaA.

(b) The set {S(a) | a ∈ Q0} is a complete set of representatives of the

isomorphism classes of the simple A-modules.

Proof. For any a ∈ Q0, the K-vector space S(a) is one-dimensional and
hence defines a simple representation of (Q, I) and a simple A-module. Be-
cause by the proof of (1.6), we have HomA(eaA, S(a)) ∼= S(a)ea

∼= S(a)a �=
0, then there exists a nonzero A-module homomorphism from the indecom-
posable projective A-module eaA onto the simple A-module S(a). This
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proves (a), because eaA has a simple top (by (I.4.5)). On the other hand, if
a �= b, it is clear that HomA(S(a), S(b)) = 0 and in particular S(a) �∼= S(b).
Thus the simple modules S(a), a ∈ Q0, are pairwise nonisomorphic. Be-
cause, by (I.5.17), there exists a bijection between a complete set of primi-
tive orthogonal idempotents and a complete set of pairwise nonisomorphic
simple A-modules given by ea 
→ top(eaA), (b) follows. �

We say in the sequel that S(a) is the simple A-module corresponding to
the point a ∈ Q0.

We warn the reader that, in contrast to the description of the sim-
ple modules of (finite dimensional) bound quiver algebras KQ/I given in
(2.1)(b), any path algebra A = KQ of a finite quiver Q with an oriented
cycle has infinitely many pairwise nonisomorphic simple modules of finite
dimension, distinct from the modules S(a), with a ∈ Q0 (see Exercise 14).

An example of such an algebra is the path algebra A = KQ of the quiver

Q : 1 ◦
α−−−−−−−−→←−−−−−−−−
β

◦ 2. Indeed, the A-modules S(1) = (K
0−−−−−−−−→←−−−−−−−−
0

0),

S(2) = (0
0−−−−−−−−→←−−−−−−−−
0

K), and Sλ = (K
1−−−−−−−−→←−−−−−−−−
λ

K), with λ ∈ K, are all

simple, and one easily checks that Sλ �∼= Sµ whenever λ �= µ.

2.2. Lemma. Let M = (Ma, ϕα) be a bound representation of (Q, I).

(a) M is semisimple if and only if ϕα = 0 for every α ∈ Q1.

(b) soc M = N , where N = (Na, ψα) with Na = Ma if a is a sink,

whereas

Na =
⋂

α:a→b

Ker(ϕα : Ma → Mb)

if a is not a sink, and ψα = ϕα |Na
= 0 for every arrow α of source a.

(c) radM = J , where J = (Ja, γα) with Ja =
∑

α:b→a

Im(ϕα : Mb → Ma)

and γα = ϕα |Ja
for every arrow α of source a.

(d) topM = L, where L = (La, ψα) with La = Ma if a is a source,

whereas La =
∑

α:b→a

Coker(ψα : Mb → Ma) if a is not a source and ψα = 0

for every arrow α of source a.

Proof. (a) The first part follows easily from the fact that ϕα = 0 for
every α ∈ Q1 if and only if M ∼=

⊕
a∈Q0

S(a)dimK Ma .

(b) Because ψα = ϕα |Na
, N is a submodule of M . Because ψα = 0

for each α, N is semisimple. Let SA be a simple submodule of M . There
exists a ∈ Q0 such that S ∼= S(a). We thus have, for each α : a → b, a
commutative square:
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K = S(a)a −→ S(a)b = 0� �
Ma

ϕα
−→ Mb

Hence S(a)a ⊆ Ker ϕα for each α : a → b, and so S(a)a ⊆ Na. This shows
that S(a) ⊆ N and therefore N = socM .

(c) Let R be the arrow ideal of KQ. Because radA = R/I is generated
as a two-sided ideal by the residual classes modulo I of the arrows α ∈ Q1,
it follows from (I.3.7) that

J = radM = M · radA = M · (R/I) =
∑

α∈Q1

Mα,

where α = α + I. Hence, for any a ∈ Q0, we have Ja =
∑

α:b→a Mα, where
the sum is taken over all arrows of target a. For such an arrow α : b → a, the
definition of the functor F in (1.6) yields Mα = Mebα = Mbα = ϕα(Mb) =
Im ϕα, because the action of ϕα corresponds to the right multiplication by
α. Hence Ja =

∑
α:b→a Im(ϕα : Mb → Ma). Because J is a submodule of

M , we have γα = ϕα |Ja.
(d) Follows from (c), because L = M/(MradA) = M/radM. �

2.3. Examples. (a) Let Q be the Kronecker quiver 1 ◦
α←−−−−−−−−←−−−−−−−−
β

◦ 2.

The simple KQ-modules are given by the representations

S(1) = (K ←−−−−−−−−←−−−−−−−− 0) and S(2) = (0 ←−−−−−−−−←−−−−−−−− K)

Let M be given by the representation Km−1
πα←−−−−−−−−←−−−−−−−−
πβ

Km, where m ≥ 2

and πα, πβ are the projections given by the (m − 1) × m matrices

πα =


1 0 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...

...
...

...
...

0 0 0 0 . . . 1

 and πβ =


0 1 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...

...
...

...
...

0 0 0 0 . . . 1

 .

Then socM = radM =
(
Km−1 ←−−−−−−−−←−−−−−−−− 0

)
= S(1)m−1, while

top M = (0 ←−−−−−−−−←−−−−−−−− Km) = S(2)m.

(b) Let Q be the quiver 1 ◦
β

←−−−−−−−−←−−−−−−−−
δ

◦
α←−−−−−−−−←−−−−−−−−
γ

◦ 3,
2

bound by

αβ = 0, γδ = 0, and let M be the bound quiver representation

K
[0 1 0]

←−−−−−−−−←−−−−−−−−
[0 0 1]

K3

»
1
0
0

–
←−−−−−−−−←−−−−−−−−»

0
1
0

– K

Then
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socM =
(
K

0←−−−←−−−
0

K ←−−−←−−− 0
)

∼= S(1) ⊕ S(2),

radM =

(
K

[0 1]
←−←−
[0 0]

K2 ←−−−←−−− 0

)
∼= S(2) ⊕

(
K

1←−−−←−−−
0

K ←−−−←−−− 0
)

,

top M =
(
0←−−−←−−−K

0←−−−←−−−
0

K
)

∼= S(2) ⊕ S(3).

Moreover, an easy computation (as in example (1.8)) shows that EndM is
local so that M is indecomposable. However, EndM is not a field, because
S(2) occurs as a summand of both the top and the socle of M , so there
exist nonzero morphisms p : M → S(2) and j : S(2) → M , and hence the
composition jp : M → M is a nonzero endomorphism that is not invertible.

We now show how to compute the indecomposable projective A-modules.
Because A is basic and {ea | a ∈ Q0} is a complete set of primitive orthogo-
nal idempotents of A, the decomposition AA =

⊕
a∈Q0

eaA is a decomposition

of AA as a direct sum of pairwise nonisomorphic indecomposable projective
A-modules. We wish to describe the modules P (a) = eaA, with a ∈ Q0.

2.4. Lemma. Let (Q, I) be a bound quiver, A = KQ/I, and P (a) =
eaA, where a ∈ Q0.

(a) If P (a) = (P (a)b, ϕβ), then P (a)b is the K-vector space with basis

the set of all the w = w + I, with w a path from a to b and, for an arrow

β : b → c, the K-linear map ϕβ : P (a)b → P (a)c is given by the right

multiplication by β = β + I.

(b) Let radP (a) = (P ′(a)b, ϕ
′
β). Then P ′(a)b = P (a)b for b �= a, P ′(a)a

is the K-vector space with basis the set of all w = w + I, with w a non-

stationary path from a to a, ϕ′
β = ϕβ for any arrow β of source b �= a and

ϕ′
α = ϕα|P ′(a)a

for any arrow α of source a.

Proof. (a) It follows from the definition of the functor F in (1.6) that
the representation corresponding via F to the A-module P (a)A = eaA is
such that, for each b ∈ Q0, we have

P (a)b = P (a)eb = eaAeb = ea(KQ/I)eb = (εa(KQ)εb)/(εaIεb).

Moreover, if β : b → c is an arrow of Q, then ϕβ : eaAeb → eaAec is given
by the right multiplication by the residual class β = β + I, that is, if w is
the residual class of a path w from a to b, then ϕβ(w) = wβ.

The statement (b) is a consequence of (a) and (2.2). �

We say in the sequel that P (a) is the indecomposable projective A-
module corresponding to the point a ∈ Q0. It follows from (2.1) that S(a)
is isomorphic to the simple top of P (a), and from (2.4)(b) that the radical of
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P (a) is given by (P ′(a)b, ϕ
′
β), where P ′(a)b is the subspace of P (a)b spanned

by the residual classes of paths of length at least one, and ϕ′
β = ϕβ |P ′(a)b

.
An important particular case is when Q is acyclic and I = 0. In this case,
P (a)b is equal to the vector space having as basis the set of all paths from
a to b.

2.5. Examples. (a) Let Q be the quiver

1
◦

α↗ ↖β

2◦ ◦3

The indecomposable projective KQ-modules are given by

P (1) = S(1) =
K

↗ ↖
0 0

, P (2) =
K

1↗ ↖
K 0

and P (3) =
K

↗ ↖1

0 K

Here radP (1) = 0, whereas radP (2) ∼= radP (3) ∼= P (1).

(b) Let Q be the quiver 1 ◦
β

←−−−−−−−−←−−−−−−−−
δ

◦
α←−−−−−−−−←−−−−−−−−
γ

◦ 3
2

bound by

αβ = 0, γδ = 0. The indecomposable projective A-modules are given by
P (1) = S(1),

P (2) = (K2
[10]←−−−←−−−
[01]

K←−−−←−−− 0) and P (3) = (K2
[0 1
0 0]←−−−←−−−
[0 0
1 0]

K2
[10]←−−−←−−−
[01]

K).

Here, radP (1) = 0, radP (2) = S(1)2, whereas

radP (3) ∼= (K
1←−−−←−−−
0

K ←−−−←−−− 0) ⊕ (K
0←−−−←−−−
1

K ←−−−←−−− 0).

We note that the two indecomposable summands of P (3) are not isomorphic.

(c) Let Q be the quiver 1 ◦
α−−−−−−−−→←−−−−−−−−
β

◦ 2, bound by αβ = 0, βα = 0.

Then

P (1) = (K
1−−−−−−−−→←−−−−−−−−
0

K) and P (2) = (K
0−−−−−−−−→←−−−−−−−−
1

K).

Here radP (1) ∼= S(2), while radP (2) ∼= S(1).

(d) Let Q be the quiver

λ

2
◦

β↙ ↖α

1 ◦ ◦4

δ↖ ↙γ
◦
3

bound by αβ = γδ, βλ = 0, and λ3 = 0. Then
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P (1) =
»
0 1 0
0 0 1
0 0 0

–
0

0↙ ↖0

K3 0,

0↖ ↙0
0

radP (1) = [0 1
0 0 ]

0
0↙ ↖0

K2 0;

0↖ ↙0
0

P (2) = 0

K
1↙ ↖0

K 0,

0↖ ↙0
0

radP (2) ∼= S(1);

P (3) =
»
0 1 0
0 0 1
0 0 0

–
0

0↙ ↖0

K3 0,»
0
0
1

–↖ ↙0

K

radP (3) ∼= P (1);

P (4) = 0

K
1↙ ↖1

K K,

1↖ ↙1
K

radP(4) ∼= 0

K
1↙ ↖0

K 0.

1↖ ↙0
K

In this example, we note that for each indecomposable projective module
P , the module radP is also indecomposable.

We now describe explicitly the indecomposable injective A-modules. By
(I.5.17), a complete list of pairwise nonisomorphic indecomposable injective
A-modules is given by the modules I(a) = D(Aea) (with a ∈ Q0), where
D = HomK(−, K) denotes, as usual, the standard duality between the right
and left A-modules.

2.6. Lemma. (a) Given a ∈ Q0, the simple module S(a) is isomorphic

to the simple socle of I(a).

(b) If I(a) = (I(a)b, ϕβ), then I(a)b is the dual of the K-vector space

with basis the set of all w = w + I, with w a path from b to a and, for an

arrow β : b → c, the K-linear map ϕβ : I(a)b → I(a)c is given by the dual

of the left multiplication by β = β + I.

(c) Let I(a)/S(a) = (Lb, ψβ). Then Lb is the quotient space of I(a)b

spanned by the residual classes of paths from b to a of length at most one,

and ψβ is the induced map.

Proof. (a) We can apply (2.2)(b), or by dualising (2.1)(a) we get the
isomorphisms soc I(a) ∼= P (a)/radP (a) ∼= S(a) of right A-modules.

(b) Because there are isomorphisms

I(a)b = I(a)eb = D(Aea)eb
∼= D(ebAea) ∼= D(εb(KQ)εa/εbIεa),

the first statement follows from (2.4). Similarly, if β : b → c is an arrow, the
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K-linear map ϕβ : D(εb(KQ)εa/εbIεa) → D(εc(KQ)εa/εcIεa) is defined
as follows: let µβ : (εc(KQ)εa/εcIεa) → (εb(KQ)εa/εbIεa) be the left
multiplication w 
→ βw, then ϕβ = D(µβ) is given by ϕβ(f) = fµβ for f ∈
D(εb(KQ)εa/εbIεa). In other words, ϕβ(f)(w) = f(βw). The statement
(c) is a consequence of (b). �

We say in the sequel that I(a) is the indecomposable injective A-module
corresponding to the point a ∈ Q0. An important particular case is when
Q is acyclic and I = 0. In this case, I(a)b is nothing but the dual of the
vector space with basis the set of all paths from b to a.

2.7. Examples. (a) Let Q be the quiver
1
◦

α↗ ↖β

2◦ ◦3

The indecomposable injective KQ-modules are I(2) = S(2), I(3) = S(3),
and

I(1) =
K

1↗ ↖1

K K

Thus I(2)/S(2) = 0, I(3)/S(3) = 0, whereas I(1)/S(1) ∼= S(2)
⊕

S(3).

(b) Let Q be the quiver 1 ◦
β

←−−−−−−−−←−−−−−−−−
δ

◦
α←−−−−−−−−←−−−−−−−−
γ

◦ 3,
2

bound by

αβ = 0, γδ = 0. The indecomposable injective KQ-modules are given by
I(3) = S(3),

I(2) = (0←−−−←−−−K
[1 0]
←−−−←−−−
[0 1]

K2) and I(1) = (K
[1 0]
←−−−←−−−
[0 1]

K2
[0 0
1 0]←−−−←−−−
[0 1
0 0]

K2).

Here, I(3)/S(3) = 0, I(2)/S(2) ∼= S(3)2, and

I(1)/S(1) ∼= (0←−−−←−−−K
1←−−−←−−−
0

K) ⊕ (0←−−−←−−−K
0←−−−←−−−
1

K).

Again, the two indecomposable summands of I(1)/S(1) are not isomorphic.
(c) Let Q be the quiver 1 ◦

α−−−−−−−−→←−−−−−−−−
β

◦ 2, bound by αβ = 0, βα = 0,

then I(1) ∼= P (2), I(2) ∼= P (1), I(1)/S(1) ∼= S(2), and I(2)/S(2) ∼= S(1).
This shows that A = KQ/I is a self-injective algebra, that is, the module
AA is injective.

(d) Let Q be the quiver

λ

2
◦

β↙ ↖α

1 ◦ ◦4

δ↖ ↙γ
◦
3

bound by αβ = γδ, βλ = 0, λ3 = 0. Then I(4) = S(4), I(4)/S(4) = 0, and
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I(3) = 0

0
0↙ ↖0

0 K

0↖ ↙1
K

, I(3)/S(3) ∼= S(4);

I(2) = 0

K
0↙ ↖1

0 K

0↖ ↙0
0

, I(2)/S(2) ∼= S(4);

I(1) =
»
0 1 0
0 0 1
0 0 0

–
K»

1
0
0

–
↙ ↖1

K3 K

1↖ ↙
»
1
0
0

–

K3

, I(1)/S(1) ∼= [0 1
0 0]

K
0↙ ↖1

K2 K

[0 1 0
0 0 1]

↖ ↙
»
1
0
0

–

K3

.

In particular, I(1)/S(1) is easily seen to be the direct sum of two indecom-
posable representations given respectively by

[0 0
1 0]

0
0↙ ↖0

K2 0

1↖ ↙0

K2

and 0

K
0↙ ↖1

0 K

0↖ ↙1
K

The previous results show that to each point a ∈ Q0 correspond an
indecomposable projective A-module P (a) and an indecomposable injective
A-module I(a). The connection between them can be expressed by means
of an endofunctor of the module category.

2.8. Definition. The Nakayama functor of mod A is defined to be
the endofunctor ν = DHomA(−, A) : mod A → mod A.

There is another possible definition for the Nakayama functor.

2.9. Lemma. The Nakayama functor ν is right exact and is functorially

isomorphic to −
⊗

A DA.

Proof. The right exactness of ν follows from the fact that ν is equal
to the composition of two contravariant left exact functors. Consider the
functorial morphism φ : −

⊗
A DA → ν = DHomA(−, A), defined on an

A-module M by

φM : M ⊗A DA → DHomA(M, A), x ⊗ f 
→ (ϕ 
→ f(ϕ(x))),

for x ∈ M, f ∈ DA, and ϕ ∈ HomA(M, A). Clearly, φM is an isomorphism
if MA = AA. Because both functors are K-linear, φM is an isomorphism if
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MA is a projective A-module. Let now M be arbitrary, and

P1
p1

−−−→P0
p0

−−−→M−−−→0

be a projective presentation for M . Because −⊗A DA and ν are both right
exact, we have a commutative diagram with exact rows:

P1 ⊗A DA
p1⊗DA
−−−−→ P0 ⊗A DA

p0⊗DA
−−−−→ M ⊗A DA −→ 0�φP1

�φP0

�φM

νP1
νp1

−−−−→ νP0
νp0

−−−−→ νM −→ 0

Because φP1
and φP0

are isomorphisms, so is φM . �

2.10. Proposition. The restriction of the Nakayama functor ν :
mod A → mod A to the full subcategory projA of mod A whose objects

are the projective modules induces an equivalence between projA and the

full subcategory inj A of mod A whose objects are the injective modules.

The quasi-inverse of this restriction is given by ν−1 = HomA(D(AA),−) :
injA → projA.

Proof. For any a ∈ Q0, we have νP (a) = DHomA(eaA, A) ∼= D(Aea) =
I(a). Hence the image of proj A under ν lies in inj A. On the other hand,

HomA(D(AA), I(a)) = HomA(D(AA), D(Aea))

∼= HomAop(Aea, A) ∼= eaA = P (a). �

2.11. Lemma. Let A = KQ/I be a bound quiver algebra. For ev-

ery A-module M and a ∈ Q0, the K-linear map (I.4.3) induces functorial

isomorphisms of K-vector spaces

HomA(P (a), M)
�
−→ Mea

�
−→ DHomA(M, I(a)).

Proof. By (I.4.2), the K-linear map HomA(P (a), M)
∼
−→Mea given by

the formula f 
→ f(ea) is a functorial isomorphism. The second isomorphism
is the composition

DHomA(M, I(a)) = DHomA(M, D(Aea)) ∼= DHomAop(Aea, DM)
∼= D(eaDM) ∼= D(DM)ea

∼= Mea. �

As a consequence, we obtain an expression of the quiver of A in terms
of the extensions between simple modules.

2.12. Lemma. Let A = KQ/I be a bound quiver algebra and let

a, b ∈ Q0.
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(a) There exists an isomorphism of K-vector spaces

Ext1A(S(a), S(b)) ∼= ea(radA/rad2A)eb.

(b) The number of arrows in Q from a to b is equal to the dimension

dimK Ext1A(S(a), S(b)) of Ext1A(S(a), S(b)).

Proof. (a) Let . . .−→P2
p2
−→ P1

p1
−→ P0

p0
−→ S−→0 be a minimal pro-

jective resolution of the simple module S. We wish to compute Ext1A(S, S′),
where S′ is another simple module. Using the definition of Ext1A(−, S′)

as a right-derived functor, we consider the deleted complex . . .−→P2
p2
−→

P1
p1
−→ P0−→0 to which we apply the functor HomA(−, S′), thus obtaining

the complex

0 −→ HomA(P0, S
′)

HomA(p1,S′)
−−−−−−−−→ HomA(P1, S

′)
HomA(p2,S′)
−−−−−−−−→

HomA(P2, S
′)

HomA(p3,S′)
−−−−−−−−→ HomA(P3, S

′)
HomA(p4,S′)
−−−−−−−−→ · · ·

We claim that HomA(pi+1, S
′) = 0 for every i ≥ 0. Let f ∈ HomA(Pi, S

′)
be a nonzero homomorphism. Because S′ is simple, f is surjective so
there exists an indecomposable summand P ′ of Pi such that f equals the
composition of the canonical projection Pi −→ P ′, the canonical homo-
morphism P ′ −→ P ′/radP ′, and an isomorphism P ′/radP ′ ∼= S′. Now
Im pi+1 = Ker pi ⊆ radPi, by definition of the minimal projective resolu-
tion. Hence

HomA(pi+1, S
′)(f)(x) = (fpi+1)(x) ∈ f(Im pi+1) ⊆ f(radPi) = 0,

for any x ∈ Pi. Therefore HomA(pi+1, S
′)(f) = 0 and our claim follows.

In particular, we get Ext1A(S, S′) ∼= Ker HomA(p2, S
′)/Im HomA(p1, S

′) ∼=
HomA(P1, S

′).
If S = S(a) and we write radP (a)/rad2P (a) =

⊕
c∈Q0

S(c)nc , a minimal

projective resolution of S(a) is of the form

. . .→
⊕

c∈Q0

P (c)nc →P (a)→S(a)→0,

so that

Ext1A(S(a), S(b)) ∼= HomA(
⊕

c∈Q0

P (c)nc , S(b))

∼= HomA(radP (a)/rad2P (a), S(b))
∼= HomA(radP (a)/rad2P (a), I(b))
∼= DHomA(P (b), radP (a)/rad2P (a))
∼= DHomA(ebA, ea(radA/rad2A))
∼= D(ea(radA/rad2A)eb)
∼= ea(radA/rad2A)eb.
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(b) By definition, the number of arrows from a to b in the quiver Q is
equal to dimK(ea(radA/rad2A)eb). Then (b) follows from (a). �

3III. . The dimension vector of a module and

the Euler characteristic

In this section, we attach to each A-module a vector with integral coor-
dinates, called its dimension vector. This will allow us to use methods of
linear algebra when studying modules over finite dimensional algebras.

Let A be a basic and connected finite dimensional K-algebra and A ∼=
KQ/I be a bound quiver presentation of A, where Q is a finite, connected
quiver and I is an admissible ideal of KQ. Throughout this section, we
assume that the points of the quiver Q of A are numbered as {1, . . . , n}.
As usual, we denote by ej the primitive idempotent of A corresponding to
j ∈ Q0 and by P (j) = ejA (or I(j) = D(Aej), or S(j) = top(ejA)) the cor-
responding indecomposable projective A-module (or indecomposable injec-
tive, or simple, respectively), where D is the standard duality. In particular,
there is an indecomposable decomposition AA = e1A ⊕ · · · ⊕ enA.

We recall from (1.6) and (2.11) that if M is viewed as a K-linear rep-
resentation (Mj , ϕβ) of the bound quiver (Q, I), then we have K-vector
space isomorphisms Mj = Mej

∼= HomA(P (j), M) ∼= DHomA(M, I(j)).
This leads us to the following definition.

3.1. Definition. Let A ∼= KQ/I be a K-algebra and let M be a
module in modA. The dimension vector of M is defined to be the vector

dimM =

 dimK Me1
...

dimK Men

 = [dimK Me1 . . . dimK Men]
t

in Z
n, where e1, . . . , en are primitive orthogonal idempotents of A corre-

sponding to the points 1, . . . , n of Q0.

Thus, the dimension vector of the simple module S(j) is the jth canon-
ical basis vector of the group Z

n. Note also that (2.11) yields

dimM =

 dimK HomA(P (1), M)
...

dimK HomA(P (n), M)

 =

 dimK HomA(M, I(1))
...

dimK HomA(M, I(n))

 .

It follows from the unique decomposition theorem (I.4.10) that the vector
dimM does not depend on the choice of a complete set {e1, . . . , en} of
primitive orthogonal idempotents of A, up to permutation of its coordinates.
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Throughout, by dimM , we mean the dimension vector of M defined
with respect to a given complete set {e1, . . . , en} of primitive orthogonal
idempotents of A.

3.2. Example. In Examples 2.5 (d) and 2.7 (d), the dimension vectors
of the indecomposable projective and injective modules are the vectors

dimP (1) = [3 0 0 0]
t
, dim I(1) = [3 1 3 1]

t
,

dimP (2) = [1 1 0 0]
t
, dim I(2) = [0 1 0 1]

t
,

dimP (3) = [3 0 1 0]t , dim I(3) = [0 0 1 1]t ,
dimP (4) = [1 1 1 1]

t
, dim I(4) = [0 0 0 1]

t
.

It is sometimes convenient to represent dimension vectors in a more
suggestive way, following the shape of the quiver, as follows

dim I(1) = 1
3 1

3
dim I(4) = 0

0 1
0

3.3. Lemma. If A ∼= KQ/I and 0 → L → M → N → 0 is a short

exact sequence of A-modules, then dimM = dimL + dimN .

Proof. By applying the exact functor HomA(P (j),−) to the given short
exact sequence 0 → L → M → N → 0 we get the exact sequence of
K-vector spaces 0 → Lej → Mej → Nej → 0. Hence dimK Mej =
dimK Lej + dimK Nej for each j ∈ Q0 and the statement follows. �

The property of the previous lemma is sometimes expressed by saying
that dim is an additive function. This brings us to another interpretation
of the dimension vector of a module in terms of the Grothendieck group of
mod A in the following sense.

3.4. Definition. Let A be a K-algebra. The Grothendieck group

of A (or more precisely, of mod A), is the abelian group K0(A) = F/F ′,
where F is the free abelian group having as basis the set of the isomorphism
classes M̃ of modules M in modA and F ′ is the subgroup of F generated
by the elements M̃ − L̃ − Ñ corresponding to all exact sequences

0 → L → M → N → 0

in modA. We denote by [M ] the image of the isomorphism class M̃ of the
module M under the canonical group epimorphism F → F/F ′.

We remark that F is a set, because each A-module M of a given dimen-
sion m admits an A-module epimorphism Am → M .

Now we show that the group K0(A) is itself free and in fact isomorphic
to the free group Z

n.

3.5. Theorem. Let A be a basic finite dimensional K-algebra and let

S(1), . . . , S(n) be a complete set of the isomorphism classes of simple right

A-modules. Then the Grothendieck group K0(A) of A is a free abelian group
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having as a basis the set {[S(1)], . . . , [S(n)]} and there exists a unique group

isomorphism dim : K0(A) → Z
n such that dim [M ] = dimM for each

A-module M .

Proof. We first show that the set {[S(1)], . . . , [S(n)]} generates the
group K0(A). Let M be a module in modA and let 0 = M0 ⊂ M1 ⊂
M2 ⊂ · · · ⊂ Mt = M be a composition series for M . By the definition of
K0(A), we have

[M ] = [Mt/Mt−1] + [Mt−1] = · · · =
n∑

j=1

[Mj/Mj−1] =
n∑

i=1

ci(M)[S(i)],

where ci(M) is the number of composition factors Mj/Mj−1 of M that are
isomorphic to S(i). This shows that {[S(1)], . . . , [S(n)]} generates the group
K0(A).

It is clear that M ∼= N implies dimM = dimN . Moreover, the ad-
ditivity of dim (see (3.3)) implies the existence of a unique group homo-
morphism dim : K0(A) → Z

n such that dim [M ] = dimM for all M in
mod A. Because the image of the generating set {[S(1)], . . . , [S(n)]} under
the homomorphism dim is the canonical basis of the free group Z

n, this set
is Z-linearly independent in K0(A). It follows that K0(A) is free and that
the homomorphism dim : K0(A) → Z

n is an isomorphism. �

As a consequence, we show that the dimension vector of a module M
can also be regarded as a record of the number of simple composition factors
of M that are isomorphic to each simple module.

3.6. Corollary. Let A ∼= KQ/I be a K-algebra and let S(j), with

j ∈ Q0, be a fixed simple A-module. For any module M in mod A the number

cj(M) of simple composition factors of M that are isomorphic to S(j) is

dimK Mej, and the composition length 
(M) of M is given by 
(M) =∑
j∈Q0

dimK Mej = dimK M.

Proof. As we have seen, the equality [M ]=
n∑

i=1

ci(M)[S(i)] holds. Hence

we get dimM = dim [M ] =
n∑

i=1

ci(M)dim [S(i)] =
n∑

i=1

ci(M)dimS(i).

Because {dimS(1), . . . ,dimS(n)} is the canonical basis of the abelian
group Z

n, we get, by equating coordinates, the required equality cj(M) =
dimK Mej. This also yields 
(M) =

∑
j∈Q0

ci(M) =
∑

j∈Q0
dimK Mej =

dimK M. �

In particular, putting together the dimension vectors of the indecompos-
able projective (or injective) A-modules yields a square matrix with integral
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coefficients, called the Cartan matrix of A.

3.7. Definition. Let A be a basic finite dimensional K-algebra with a
complete set {e1, . . . , en} of primitive orthogonal idempotents. The Cartan

matrix of A is the n × n matrix

CA =

 c11 . . . c1n
...

. . .
...

cn1 . . . cnn

 ∈ Mn(Z),

where cji = dimK eiAej , for i, j = 1, . . . , n.

It follows from the unique decomposition theorem (I.4.10) that if C′
A is

the Cartan matrix of A with respect to another complete set {e′1, . . . , e
′
n}

of primitive orthogonal idempotents of A, then C′
A is obtained from CA by

a permutation of its rows and columns and therefore the matrices CA and
C′

A are Z-conjugate. Throughout, by the Cartan matrix of A we mean the
Cartan matrix defined with respect to a given complete set {e1, . . . , en} of
primitive orthogonal idempotents of A.

Because we have, by (2.10) and (2.11), K-vector space isomorphisms
ebAea

∼= HomA(P (a), P (b)) ∼= HomA(I(a), I(b)), the Cartan matrix of A
records the number of linearly independent homomorphisms between the in-
decomposable projective A-modules and the number of linearly independent
homomorphisms between the indecomposable injective A-modules.

We record some elementary facts on the Cartan matrix in the following
result.

3.8. Proposition. Let CA be the Cartan matrix of a basic K-algebra

A ∼= KQ/I.

(a) The ith column of CA is dimP (i).
(b) The ith row of CA is [dim I(i)]t.
(c) dimP (i) = CA · dimS(i).
(d) dim I(i) = Ct

A · dimS(i).

Proof. The statement (a) follows from the definition and the obvious
equality eiAej = P (i)ej for all i, j. The statement (b) follows from the
definition and from the equalities dimK I(i)ej = dimK ejAei = cij for all
i, j (apply (2.11)). The equalities (c) and (d) follow from (a), (b), and the
fact that the vectors dimS(1), . . . ,dimS(n) form the standard basis of the
free abelian group Z

n, where n = |Q0|. �

3.9. Examples. (a) The Cartan matrix of the Kronecker algebra
A =

(
K 0
K2 K

)
has the form CA = (1 2

0 1).
(b) If A is given by the quiver of (2.5)(a), (2.5)(b), (2.5)(c), or (2.5)(d)

respectively, then the Cartan matrix CA of A is, respectively, the matrix
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[
1 1 1
0 1 0
0 0 1

]
,

[
1 2 2
0 1 2
0 0 1

]
,

[
1 1
1 1

]
, or

[
3 1 3 1
0 1 0 1
0 0 1 1
0 0 0 1

]
.

3.10. Proposition. Let A ∼= KQ/I be an algebra of finite global

dimension. Then det CA ∈ {−1, 1}. In particular the Cartan matrix CA

of A is invertible in the matrix ring Mn(Z), that is, CA ∈ Gl(n, Z) =
{A ∈ Mn(Z); detA ∈ {−1, 1} }.

Proof. Let n = |Q0| and a ∈ Q0. By our hypothesis, the simple module
S(a) has a projective resolution 0 → Pma

→ · · · → P1 → P0 → S(a) → 0

in modA, where ma is finite. It follows that dimS(a) =
ma∑
i=0

(−1)jdimPj .

By the unique decomposition theorem (I.4.10), each of the modules Pj is the
direct sum of finitely many copies of the modules P (1), . . . , P (n). Therefore
the ath standard basis vector dimS(a) of Z

n is a linear combination of the
vectors dimP (1), . . . ,dimP (n) ∈ Z

n with integral coefficients. It follows
from (3.8)(a) that there exists B ∈ Mn(Z) such that

E = [dimS(1) | · · · | dimS(n)] = [dimP (1) | · · · | dimP (n)]B = CAB,

where E is the identity matrix, and we denote by [v1 | . . . | vn] the matrix
having as respective columns the vectors v1, . . . , vn ∈ Z

n. Consequently,
CA · B = E and the result follows. �

We now use the Cartan matrix CA to define a nonsymmetric Z-bilinear
form on the group Z

n.

3.11. Definition. Let A be a basic K-algebra of finite global dimen-
sion, and let CA be the Cartan matrix of A with respect to a complete set
{e1, . . . , en} of primitive orthogonal idempotents of A.

The Euler characteristic of A is the Z-bilinear (nonsymmetric) form
〈−,−〉A : Z

n × Z
n −→Z defined by 〈x,y〉A = xt(C−1

A )ty, for x,y ∈ Z
n.

The Euler quadratic form of an algebra A is the quadratic form
qA : Z

n −→Z defined by qA(x) = 〈x,x〉A, for x ∈ Z
n.

The definition makes sense, because the matrix CA is invertible in the
matrix ring Mn(Z), by (3.10).

3.12. Examples. (a) If A =
(
K 0
K2 K

)
is the Kronecker algebra, then

n = 2, CA = (1 2
0 1), (C−1

A )t =
(

1 0
−2 1

)
, and the Euler characteristic of A is

given by 〈x,y〉A = x1y1 + x2y2 − 2x1y2.
(b) Let A and B be as in Examples 2.5 (a) and 2.5 (b), respectively.

Then n = 3,

(C−1
A )t =

[
1 0 0

−1 1 0
−1 0 1

]
, and (C−1

B )t =

[
1 0 0

−2 1 0
2 −2 1

]
.
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Hence the Euler characteristics of A and B are given by

〈x,y〉A = x1y1 + x2y2 + x3y3 − x2y1 − x3y1,
〈x,y〉B = x1y1 + x2y2 + x3y3 − 2x2y1 + 2x3y1 − 2x3y2.

(c) The algebras of Examples 2.5 (c) and 2.5 (d) have infinite global
dimension and hence their Euler characteristics are not defined. This follows
from (3.10) or directly from the fact that in (2.5)(c), the minimal projective
resolution of the simple module S(1) is infinite and has the form

. . . → P (1) → P (2) → P (1) → P (2) → P (1) → S(1) → 0.

Similarly, in (2.5)(d), the minimal projective resolution of the simple module
S(1) is infinite and has the form

. . . → P (1) → P (1) → P (1) → P (1) → P (1) → S(1) → 0.

We also note that the Cartan matrices of these algebras are not invertible
over Z.

The following proposition gives a homological interpretation of the Euler
characteristic.

3.13. Proposition. Let A be a basic K-algebra of finite global dimen-

sion and 〈−,−〉A be the Euler characteristic of A. Then, for any pair M ,

N of modules in mod A, we have

(a) 〈dimM,dimN〉A =
∞∑

j=0

(−1)j dimK Extj
A(M, N), and

(b) qA(dimM) =
∞∑

j=0

(−1)j dimK Extj
A(M, M).

Proof. Because qA(dimM) = 〈dimM,dimM〉A, it is sufficient to
prove the statement (a). We prove it by induction on d = pd M < ∞.
Because both sides of the required equality are additive, we may, without
loss of generality, assume that M is indecomposable.

Assume that d = 0. Then M is projective, say M ∼= P (i) = eiA for
some i ∈ {1, . . . , n}. By (3.8) and (2.11), we have

〈dimM,dimN〉A = 〈dimP (i),dimN〉A
= [dimP (i)]t(C−1

A )tdimN
= [(C−1

A )dimP (i)]tdimN
= [dimS(i)]tdimN
= dimK Nei

= dimK HomA(P (i), N).

This shows the statement (a) if d = 0. Assume now that d ≥ 1 and that
the result holds for all modules M ′ with pd M ′ = d − 1. Consider a short
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exact sequence 0 → L → P → M → 0 with P projective. It follows that
pdL = d−1 and, according to (A.4.5) of the Appendix, the sequence induces
a long exact Ext-sequence

0 −→ HomA(M, N) −→ HomA(P, N) −→ HomA(L, N)
δ0−→ Ext1A(M, N) −→ Ext1A(P, N) −→ Ext1A(L, N)

...
...

...
· · ·

δm−1

−→ ExtmA (M, N) −→ Extm
A (P, N) −→ ExtmA (L, N)

δm−→ Extm+1
A (M, N) −→ · · · .

Counting dimensions and using the induction hypothesis yields

〈dimM,dimN〉A = 〈dimP − dimL,dimN〉A
= 〈dimP,dimN〉A − 〈dimL,dimN〉A

=
∞∑

j=0

(−1)j dimK Extj
A(P, N)

−
∞∑

j=0

(−1)j dimK ExtjA(L, N)

=
∞∑

j=0

(−1)j dimK Extj
A(M, N),

because dimM = dimP − dimL, by (3.3). This finishes the proof. �

Another matrix with integral coefficients is useful for us. This is the
Coxeter matrix, defined as follows.

3.14. Definition. Let A be a basic K-algebra of finite global di-
mension, and let CA be the Cartan matrix of A with respect to a complete
set {e1, . . . , en} of primitive orthogonal idempotents of A. The Coxeter

matrix of A is the matrix

ΦA = −Ct
AC−1

A .

The group homomorphism ΦA : Z
n −→ Z

n defined by the formula ΦA(x) =
ΦA ·x, for all x = [x1 . . . xn]t ∈ Z

n, is called the Coxeter transformation

of A.

3.15. Examples. (a) If A =
(
K 0
K2 K

)
is the Kronecker K-algebra, then

ΦA =
(
−1 2
−2 3

)
.

(b) Let A be as in Examples 2.5 (a) or 2.5 (b). Then ΦA is the matrix[
−1 1 1
−1 0 1
−1 1 0

]
or

[
−1 2 −2
−2 3 −2
−2 2 −1

]
,

respectively.
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(c) The algebras of Examples 2.5 (c) and 2.5 (d) have infinite global
dimension, hence their Coxeter matrices are not defined. �

We record some elementary properties of the Coxeter matrix in the fol-
lowing lemma.

3.16. Lemma. (a) ΦA ·dimP (i) = −dim I(i), for each i ∈ {1, . . . , n}.
(b) 〈x,y〉A = −〈y,ΦAx〉A = 〈ΦAx,ΦAy〉A, for all x,y ∈ Z

n.

Proof. (a) By applying (3.8), we get dimS(i) = C−1
A dimP (i) and

hence dim I(i) = Ct
AdimS(i) = Ct

AC−1
A dimP (i) = −ΦA · dimP (i).

(b) 〈x,y〉A = xt(C−1
A )ty = ((ytC−1

A )x)t = ytC−1
A x = yt(C−1

A )tCt
AC−1

A x

= yt(C−1
A )t(−ΦA)x = −〈y,ΦAx〉A. This gives the first equality. The

second follows on applying the first twice. �

Part (a) of (3.16) can be expressed by means of the Nakayama func-
tor ν; see (2.8). Because, according to (2.10), for each i ∈ Q0, we have
νP (i) ∼= I(i), we deduce that ΦA · dimP = −dim νP , for every projective
A-module P .

An application of the Coxeter transformation ΦA in Auslander–Reiten
theory is presented in (IV.2.8) and (IV.2.9) of Chapter IV.

4III. . Exercises

1. Let M = (Ma, ϕα) be a K-linear representation of the bound quiver
(Q, I). The support supp M of M is the full subquiver of Q such that
(suppM)0 = {b ∈ Q0 |Mb �= 0}. Show that if M is indecomposable, then
supp M is connected (but the converse is not true).

2. Let Q be a not necessarily acyclic quiver. Show that
(a) There exists an equivalence of categories Mod KQ ∼= RepK(Q).
(b) This equivalence restricts to an equivalence modKQ ∼= repK(Q) if

and only if Q is acyclic.

3. Let (Q, I) be a bound quiver, A = KQ/I and Qop, Iop be as in
Exercises 1 and 8 of Chapter II. We have two equivalences of categories
G : repK(Q, I) → mod A, F : mod Aop → repK(Qop, Iop) so that we have
a duality FDG : repK(Q, I) → repK(Qop, Iop) (with D = HomK(−, K),
which we also denote by D).

(a) Let M = (Ma, ϕα) be an object in repK(Q, I). For each a ∈ Q
let M∗

a = HomK(Mα, K) be the dual space and, for each α ∈ Q1, let
ϕ∗

α = HomK(ϕα, K). Show that DM ∼= (M∗
a , ϕ∗

α).
(b) Let f : M → M ′ be a morphism in repK(Q, I). Describe the mor-

phism Df : DM ′ → DM in repK(Qop, Iop).
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4. In each of the following examples, describe the simple modules, the
indecomposable projectives and their radicals, and the indecomposable in-
jectives and their quotients by their socle.

(a) Q :
◦

↙◦−−−−−−−−→◦
↖
◦

I = 0

(b) Q :
◦�

◦
α

−−−−−−−−→◦
β

−−−−−−−−→◦
αβ = 0

(c) Q : ◦←−−−− ◦←−−−− ◦←−−−− ◦←−−−−◦ I = rad2KQ

(d) Q :

◦ ◦
α

� �δ

◦
γ

−−−−−−−−→◦
β

� �ε

◦ ◦

γε = 0 = δε

(e) Q :

◦ ◦
β↙ ↖α λ↙
◦ ◦

δ↖ ↙γ µ↖
◦ ◦

µα = 0, µγ = 0,
λα = 0, αβ = γδ

(f) Q :
◦

β
←−−−−−−◦

α
←−−−−−−◦

λ

� µ

� ν

�
◦

δ
←−−−−−−◦

γ
←−−−−−−◦

αµ = νγ, βλ = µδ,
αβ = 0, γδ = 0

(g) Q : ◦
β

←−−−−−−−−←−−−−−−−−
γ

◦
α

←−−−−−−◦ αβ = αγ

(h) Q :
◦

α
−−−−−−→◦

δ

� β

�
◦

γ
←−−−−−−◦

γδ = 0, βγ = 0,
αβ = 0

5. Let Q be the quiver
◦ 3

↗
�

◦−→ ◦
1 2

and M be the representation

K

↗1

�[0 1]

K−→K2

[10]
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of Q. Compute topM , socM , and radM . Show that the algebra EndM is
not a field, but that M is indecomposable.

6. Let Q be the quiver ◦←−−−−−−−−←−−−−−−−−◦, n ≥ 1, and M (n) be the repre-
sentation

K[T ]/〈T n〉 1←−−−−−−−−←−−−−−−−−
χ

K[T ]/〈T n〉

of Q, where χ is the K-linear map defined by χ(f + 〈T n〉) = T · f + 〈T n〉
for f ∈ K[T ]. Show that EndM (n) ∼= K[T ]/〈T n〉 (hence M (n) is indecom-
posable).

7. Let Q be the quiver
◦

δ↙ ↖γ

◦ ◦

β↖ ↙α
◦

bound by αβ = 0. Show that the representation

K
1↙ ↖1

K K

[1 0]↖ ↙[
0
1

]
K2

is indecomposable.

8. Let Q be the Kronecker quiver ◦←−−−−−−−−←−−−−−−−−◦. We define the repre-

sentation Hλ of Q by K
1←−−−−−−−−←−−−−−−−−
λ

K, for every λ ∈ K. Show that, for

every λ ∈ K, Hλ is indecomposable and that Hλ
∼= Hµ if and only if λ = µ.

9. Let a ∈ Q0 be a point in a finite quiver Q = (Q0, Q1).
(a) Show that the projective KQ-module P (a) is simple if and only if a

is a sink.
(b) Show that the injective KQ-module I(a) is simple if and only if a is

a source.
(c) Characterise the points a ∈ Q0 such that radP (a) is simple.
(d) Characterise the points a ∈ Q0 such that I(a)/S(a) is simple.

10. Let Q be the quiver ◦
α−−−−−−−−→←−−−−−−−−
β

◦ bound by I = 〈αβ, βα〉. Show

that the global dimension of the bound quiver algebra A = KQ/I is infinite,
by completing the arguments given in (3.12)(c).

11. Let Q = (Q0, Q1) be a finite quiver, I be an admissible ideal of
KQ, and A = KQ/I. For each a ∈ Q0, let P (a) = eaA. Show that
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(a) the top of P (b) is a composition factor of P (a) if and only if there
exists a path w : a → · · · → b with w �∈ I, and

(b) a, b ∈ Q0 are in the same connected component of Q if and only if
there exists a sequence a = a1, a2, . . . , at = b (t > 1) of vertices in Q such
that, for each 1 ≤ i < t, P (ai) and P (ai+1) have some composition factor
in common.

12. Compute the global dimension and the Cartan matrix of each of
the algebras of Exercise 4.

13. Let A = KQ, where Q is the quiver 1 ◦
α−−−−−−−−→←−−−−−−−−
β

◦ 2. Show that

(a) the A-modules S(1) = K
0−−−−−−−−→←−−−−−−−−
0

0, S(2) = 0
0−−−−−−−−→←−−−−−−−−
0

K, and

S(1, 2)λ = K
1−−−−−−−−→←−−−−−−−−
λ

K, with λ ∈ K, are simple and that S(1, 2)λ �∼=

S(1, 2)µ whenever λ �= µ, and
(b) every finite dimensional and simple right A-module is isomorphic to

S(1), S(2), or to S(1, 2)λ, where λ ∈ K.
Hint: The field K is algebraically closed.

14. Let Q be a finite quiver with at least one cycle. Show that the
path algebra A = KQ has infinitely many pairwise nonisomorphic simple
modules of finite dimension.

15. Let A be the path K-algebra of the Kronecker quiver ◦
α←−−−−−−−−←−−−−−−−−
β

◦

and MA be the representation K[t]
ϕα←−−−−−−−−←−−−−−−−−
ϕβ

K[t] viewed as a right A-

module, where ϕα is the identity map and ϕβ is the multiplication by the
indeterminate t. Show that the infinite dimensional A-module MA is inde-
composable and the algebra EndM is not local.

Hint: Find K-algebra isomorphisms EndM ∼= EndK[t] ∼= K[t] and
note that the algebra K[t] is not local and has only two idempotents 0
and 1.

16. Assume that Q is a finite and acyclic quiver.
(a) Let P (a) = (P (a)b, ϕβ) be the indecomposable projective corre-

sponding to a ∈ Q0. Show that, for each arrow β, the map ϕβ is injective.
(b) Dually, let I(a) = (I(a)b, ψβ) be the indecomposable injective cor-

responding to a ∈ Q0. Show that for each arrow β the map ψβ is surjective.

17. Determine the Coxeter matrix of the K-algebra A =
(
K K2

0 K

)
. Com-

pare it with Example 3.15.

18. Determine the Coxeter matrix of the K-algebras defined in Exercise
15 of Chapter II.



Chapter IV

Auslander–Reiten theory

As we saw in the previous chapter, quiver-theoretical techniques provide
a convenient way to visualise finite dimensional algebras and their modules.
However, to actually compute the indecomposable modules and the homo-
morphisms between them, we need other tools. Particularly useful in this
context are the notions of irreducible morphisms and almost split sequences.
These were introduced by Auslander [13] and Auslander and Reiten [19],
[20] while presenting a categorical proof of the first Brauer–Thrall conjec-
ture (see Section 5 and [136] for a historical account). Their main theorem
may be stated as follows.

Let A be a finite dimensional K-algebra and NA be a finite dimensional
indecomposable nonprojective A-module. Then there exists a nonsplit short
exact sequence

0 −→ L
f

−→ M
g

−→ N −→ 0

in mod A such that
(a) L is indecomposable noninjective;
(b) if u : L → U is not a section, then there exists u′ : M → U such

that u = u′f ; and
(c) if v : V → N is not a retraction, then there exists v′ : V → M such

that v = gv′.
Further, the sequence is uniquely determined up to isomorphism. Dually,

if LA is indecomposable noninjective, a nonsplit short exact sequence as
preceding exists, with N indecomposable nonprojective and satisfying the
properties (b) and (c). It is again unique up to isomorphism.

Such a sequence is called an almost split sequence ending with N (or
starting with L). In this chapter, we introduce the notions of irreducible
morphisms and almost split morphisms, then prove the preceding existence
theorem for almost split sequences in module categories. This allows us
to define a new quiver, called the Auslander–Reiten quiver, which can be
considered as a first approximation for the module category. We then apply
these results to prove the first Brauer–Thrall conjecture.

Throughout this chapter, we let A denote a finite dimensional K-algebra,
K denote an algebraically closed field, and all A-modules are, unless other-
wise specified, right finite dimensional A-modules.

97
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1IV. . Irreducible morphisms and

almost split sequences

This first section is devoted to introducing the notions of irreducible,
minimal, and almost split morphisms in the category modA of finite di-
mensional right A-modules. We recall that the ultimate aim of the repre-
sentation theory of algebras is, given an algebra A, to describe the finite
dimensional A-modules and the homomorphisms between them.

By the unique decomposition theorem (I.4.10), any module in modA is a
direct sum of indecomposable modules and such a decomposition is unique
up to isomorphism and a permutation of its indecomposable summands.
It thus suffices to describe the latter and the A-module homomorphisms
between them.

Before stating the following definitions, we recall that an A-homomor-
phism is a section (or a retraction) whenever it admits a left inverse (or
a right inverse, respectively).

1.1. Definition. Let L, M, N be modules in mod A.
(a) An A-module homomorphism f : L → M is called left minimal if

every h ∈ EndM such that hf = f is an automorphism.
(b) An A-module homomorphism g : M → N is called right minimal

if every k ∈ EndM such that gk = g is an automorphism.
(c) An A-module homomorphism f : L → M is called left almost

split if
(i) f is not a section and
(ii) for every A-homomorphism u : L → U that is not a section there

exists u′ : M → U such that u′f = u, that is, u′ makes the following triangle
commutative L

f
−→ M�u ↙u′

U
(d) An A-homomorphism g : M → N is called right almost split if
(i) g is not a retraction and
(ii) for every A-homomorphism v : V → N that is not a retraction,

there exists v′ : V → M such that gv′ = v, that is, v′ makes the following
triangle commutative

V

v′

↙
�v

M
g

−→ N
(e) An A-module homomorphism f : L → M is called left minimal

almost split if it is both left minimal and left almost split.
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(f) An A-module homomorphism g : M → N is called right minimal
almost split if it is both right minimal and right almost split.

Clearly, each “right-hand” notion is the dual of the corresponding “left-
hand” notion. As a first observation, we prove that left (or right) minimal
almost split morphisms uniquely determine their targets (or sources, respec-
tively).

1.2. Proposition. (a) If the A-module homomorphisms f : L → M
and f ′ : L → M ′ are left minimal almost split, then there exists an isomor-
phism h : M → M ′ such that f ′ = hf .

(b) If the A-module homomorphisms g : M → N and g′ : M ′ → N are
right minimal almost split, then there exists an isomorphism k : M → M ′

such that g = g′k.

Proof. We only prove (a); the proof of (b) is similar. Because f and
f ′ are almost split, there exist h : M → M ′ and h′ : M ′ → M such that
f ′ = hf and f = h′f ′. Hence f = h′hf and f ′ = hh′f ′. Because f and
f ′ are minimal, hh′ and h′h are automorphisms. Consequently, h is an
isomorphism. �

We now see that almost split morphisms are closely related to indecom-
posable modules.

1.3. Lemma. (a) If f : L → M is a left almost split morphism in
mod A, then the module L is indecomposable.

(b) If g : M → N is a right almost split morphism in modA, then the
module N is indecomposable.

Proof. We only prove (a); the proof of (b) is similar. Assume that
L = L1 ⊕ L2, with both L1 and L2 nonzero and let pi : L → Li (with
i = 1, 2) denote the corresponding projections. For any i (with i = 1, 2),
the homomorphism pi is not a section. Hence there exists a homomorphism

ui : M → Li such that uif = pi. But then u =

[
u1

u2

]
: M → L satisfies

uf = 1L, and this contradicts the fact that f is not a section. �

1.4. Definition. A homomorphism f : X → Y in mod A is said to be
irreducible provided:

(a) f is neither a section nor a retraction and
(b) if f = f1f2, either f1 is a retraction or f2 is a section

X
f

−−−−−−−−−−−−→ Y

f2↘ ↗f1

Z
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Clearly, this notion is self-dual. An irreducible morphism in modA is
either a proper monomorphism or a proper epimorphism: indeed, if f :
X → Y is irreducible but is not a proper epimorphism, and f = jp is
its canonical factorisation through Im f , then j is not a retraction, and
consequently p is a section, so that f is a proper monomorphism. The same
argument shows that the irreducible morphisms are precisely those that
admit no nontrivial factorisation.

1.5. Example. (a) Let e ∈ A be a primitive idempotent. Then the
right A-module eA is indecomposable and the inclusion rad eA ↪→ eA is right
almost split and is an irreducible morphism. Indeed, if v ∈ HomA(V, eA)
and v is not a retraction, then Im v is a proper submodule of eA. It follows
from (I.4.5)(c) that Im v ⊆ rad eA, that is, v : V → eA factors through
rad eA, and consequently, rad eA ↪→ eA is right almost split. It follows
from the maximality of rad eA in eA that rad eA ↪→ eA is an irreducible
morphism.

(b) Let S be a simple A-module, and let E = EA(S) be the injective
envelope of S in mod A. Then the canonical epimorphism p : E → E/S is
left almost split and is an irreducible morphism. This follows from (a) by
applying the duality functor D : mod A −→ mod Aop and (I.5.13).

We now reformulate the definition of irreducible morphisms using the
notion of radical radA of the category mod A introduced in Section A.3
of the Appendix.

We recall that radA = radmod A denotes the radical radC of the category
C = mod A. If X and Y are indecomposable modules in modA, then
radA(X, Y ) is the K-vector space of all noninvertible homomorphisms from
X to Y . Thus, if X is indecomposable, radA(X, X) is just the radical of the
local algebra EndX . Further, if X and Y are arbitrary modules in modA,
then radA(X, Y ) is an EndY –EndX-subbimodule of HomA(X, Y ). This
implies that radA(−,−) is a subfunctor of the bifunctor HomA(−,−).

Similarly, if X and Y are modules in mod A, we define rad2
A(X, Y )

to consist of all A-module homomorphisms of the form gf , where f ∈
radA(X, Z) and g ∈ radA(Z, Y ) for some (not necessarily indecomposable)
object Z in mod A. It is clear that rad2

A(X, Y ) ⊆ radA(X, Y ) and even that
rad2

A(X, Y ) is an EndY –EndX-subbimodule of radA(X, Y ).

The next lemma shows that the quotient space radA(X, Y )/rad2
A(X, Y )

measures the number of irreducible morphisms between indecomposable
modules X and Y .

1.6. Lemma. Let X, Y be indecomposable modules in mod A. A mor-
phism f : X → Y is irreducible if and only if f ∈ radA(X, Y ) \ rad2

A(X, Y ).
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Proof. Assume that f is irreducible. Then, clearly, f ∈ radA(X, Y ). If
f ∈ rad2

A(X, Y ), then f can be written as f = gh, where h ∈ radA(X, Z) and
g ∈ radA(Z, Y ) for some Z in mod A. Decomposing Z into indecomposable

summands as Z =
t⊕

i=1

Zi, we can write h =


 h1

...
ht


 : X −−−−−→

t⊕
i=1

Zi and

g = [g1 . . . gt] :
t⊕

i=1

Zi −−−−−→ Y. Because f is irreducible, h is a section or g

is a retraction. Assume the former, and let h′ = [h′
1 . . . h′

t] :
t⊕

i=1

Zi −→ X be

such that 1X = h′h =
t∑

i=1

h′
ihi. Because hi is not invertible (for any i), h′

ihi

is not invertible either, and so h′
ihi ∈ radA(X, X) = radEndX . Because

EndX is local, we infer that 1X ∈ radEndX , a contradiction. Conse-
quently, h is not a section. Similarly, g is not a retraction. This contradic-
tion shows that f �∈ rad2

A(X, Y ).

Conversely, assume that f ∈ radA(X, Y )\rad2
A(X, Y ). Because X , Y are

indecomposable and f is not an isomorphism, it is clearly neither a section
nor a retraction. Suppose that f = gh, where h : X → Z, g : Z → Y .

Decompose Z into indecomposable summands as Z =
t⊕

i=1

Zi and write

h =


 h1

...
ht


 : X −−−−−−−→

t⊕
i=1

Zi and g = [g1 . . . gt] :
t⊕

i=1

Zi −−−−−→ Y

so that f =
t∑

i=1

gihi. Because f �∈ rad2
A(X, Y ), there is either an index i

such that hi is invertible or an index j such that gj is invertible. In the first
case, h is a section; in the second, g is a retraction. �

In the following lemma, we characterise irreducible monomorphisms (or
epimorphisms) in modA by means of their cokernels (or kernels, respec-
tively).

1.7 Lemma. Let 0 → L
f

−→ M
g

−→ N → 0 be a nonsplit short exact
sequence in mod A.

(a) The homomorphism f : L → M is irreducible if and only if, for
every homomorphism v : V → N , there exists v1 : V → M such that
v = gv1 or v2 : M → V such that g = vv2.

(b) The homomorphism g : M → N is irreducible if and only if, for
every homomorphism u : L → U , there exists u1 : M → U such that
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u = u1f or u2 : U → M such that f = u2u.

Proof. We only prove (a); the proof of (b) is similar. Assume first
that f : L → M is irreducible, and let v : V → N be arbitrary. We have
a commutative diagram

0 −→ L
f ′

−→ E
g′

−→ V −→ 0�1L

�u

�v

0 −→ L
f

−→ M
g

−→ N −→ 0

with exact rows, where E denotes the fibered product of V and M over N .
Because f = uf ′ is irreducible, f ′ is a section or u is a retraction. In the
first case, g′ is a retraction and there exists v1 : V → M such that gv1 = v.
If u′ : V → E is such that g′u′ = 1V , then v1 = uu′ satisfies gv1 = v. In the
second case, there exists v2 : M → V such that g = vv2.

Conversely, assume that the stated condition is satisfied. Because the
given sequence is not split, f is neither a section nor a retraction. Sup-
pose that f = f1f2, where f2 : L → U , f1 : U → M . Because f is a
monomorphism, so is f2 and we have a commutative diagram

0 −→ L
f2
−→ U

u
−→ V −→ 0�1L

�f1

�v

0 −→ L
f

−→ M
g

−→ N −→ 0

with exact rows, where V = Coker f2. In particular, by (A.5.3) of the
Appendix, the module U is isomorphic to the fibered product of V and M
over N . If there exists v1 : V → M such that v = gv1, then the universal
property of the fibered product implies that u is a retraction and so f2 is a
section. If there exists v2 : M → V such that g = vv2, then, similarly, f1 is
a retraction. This shows that f is irreducible. �

As a first application of Lemma 1.7, we show that irreducible morphisms
provide a useful method to construct indecomposable modules.

1.8. Corollary. (a) If f : L → M is an irreducible monomorphism,
then N = Coker f is indecomposable.

(b) If g : M → N is an irreducible epimorphism, then L = Ker g is
indecomposable.

Proof. We only prove (a); the proof of (b) is similar. Let g : M → N be
the cokernel of f and assume that N = N1 ⊕ N2 with N1 and N2 nonzero.
Let qi : Ni → N (with i = 1, 2) denote the corresponding inclusions. If
there exists a morphism ui : M → Ni such that g = qiui, then, because g
is an epimorphism, qi is also an epimorphism and hence an isomorphism,



IV.1. Irreducible morphisms 103

contrary to the fact that N1 �= 0 and N2 �= 0. Then, by (1.7), there exists,
for each i = 1, 2, a homomorphism vi : Ni → M such that gvi = qi. Thus
v = [v1 v2] : N1 ⊕ N2 → M satisfies gv = 1N , so that g is a retraction. But
then f is a section, and this contradicts the fact that f is irreducible. �

The following easy lemma is needed in the proof of the next theorem.

1.9. Lemma. (a) Let f : L → M be a nonzero A-module homo-
morphism, with L indecomposable. Then f is not a section if and only if
Im HomA(f, L) ⊆ radEndL.

(b) Let g : M → N be a nonzero A-module homomorphism, with N
indecomposable. Then g is not a retraction if and only if Im HomA(N, g) ⊆
radEndN .

Proof. We prove (a); the proof of (b) is similar. Because L is inde-
composable, EndL is local. If Im HomA(f, L) �⊆ radEndL, there exists
h : M → L such that k = HomA(f, L)(h) = hf is invertible. But then
k−1hf = 1L shows that f is a section. Conversely, if there exists h such
that hf = 1L, then HomA(f, L)(h) = 1L shows that HomA(f, L) is an epi-
morphism. �

We now relate the previous notions, showing that one may think of
irreducible morphisms as components of minimal almost split morphisms.

1.10. Theorem. (a) Let f : L → M be left minimal almost split in
mod A. Then f is irreducible. Further, a homomorphism f ′ : L → M ′ of
A-modules is irreducible if and only if M ′ �= 0 and there exists a direct sum
decomposition M∼=M ′ ⊕ M ′′ and a homomorphism f ′′ : L → M ′′ such that[

f ′

f ′′

]
: L −−−→ M ′ ⊕ M ′′ is left minimal almost split.

(b) Let g : M → N be right minimal almost split in mod A. Then
g is irreducible. Further, a homomorphism g′ : M ′ → N of A-modules is
irreducible if and only if M ′ �= 0 and there exists a direct sum decomposition
M ∼= M ′ ⊕ M ′′ and a homomorphism g′′ : M ′′ → N such that [g′ g′′] :
M ′ ⊕ M ′′ −−−→ N is right minimal almost split.

Proof. We prove (a); the proof of (b) is similar. Let f : L → M be
a left minimal almost split homomorphism in modA. By definition, f is
not a section. Because, by (1.3), L is indecomposable and f is not an
isomorphism, f is not a retraction either. Assume that f = f1f2, where
f2 : L → X and f1 : X → M . We suppose that f2 is not a section and
prove that f1 is a retraction. Because f is left almost split, there exists
f ′
2 : M → X such that f2 = f ′

2f . Hence f = f1f2 = f1f
′
2f . Because f is left

minimal, f1f
′
2 is an automorphism and so f1 is a retraction. This proves

the first statement.



104 Chapter IV. Auslander–Reiten theory

Let now f ′ : L → M ′ be an irreducible morphism in modA. Then
clearly, M ′ �= 0. Also, f ′ is not a section, hence there exists h : M → M ′

such that f ′ = hf . Because f ′ is irreducible and f is not a section, h
is a retraction. Let M ′′ = Kerh. Then there exists a homomorphism

q : M → M ′′ such that

[
h

q

]
: M → M ′ ⊕ M ′′ is an isomorphism. It follows

that

[
h

q

]
f =

[
f
′

qf

]
: L → M ′ ⊕ M ′′ is left minimal almost split.

Conversely, assume that f ′ satisfies the stated condition; we must show
that it is irreducible. Because L is indecomposable and f ′ is not an isomor-
phism, f ′ is not a retraction. On the other hand, if there exists h such that

hf ′ = 1L, then [h 0]

[
f ′

f ′′

]
= 1L implies that

[
f ′

f ′′

]
is a section, a contradic-

tion. Thus, f ′ is not a section. Assume that f ′ = f1f2, where f2 : L → X
and f1 : X → M ′. We suppose that f2 is not a section and show that f1 is

a retraction. We have

[
f ′

f ′′

]
=

[
f1 0

0 1

] [
f2

f ′′

]
, where

[
f2

f ′′

]
: L → X ⊕ M ′′

and

[
f1 0

0 1

]
: X ⊕ M ′′ → M ′ ⊕ M ′′. Because f2 is not a section, it follows

from (1.9) that Im HomA(f2, L) ⊆ radEndL. Similarly Im HomA(f ′′, L) ⊆

radEndL. Consequently, Im HomA

( [
f2

f ′′

]
, L

)
⊆ radEndL, hence, again

by (1.9),

[
f2

f ′′

]
is not a section. Because

[
f ′

f ′′

]
is left minimal almost split

and hence irreducible,

[
f1 0

0 1

]
is a retraction, and this implies that f1 is a

retraction. The proof is now complete. �

We now define a particular type of short exact sequence, which is par-
ticularly useful in the representation theory of algebras.

1.11. Definition. A short exact sequence in mod A

0 −→ L
f

−→ M
g

−→ N −→ 0

is called an almost split sequence provided:

(a) f is left minimal almost split and
(b) g is right minimal almost split.

While the existence of almost split sequences is far from obvious, it
follows from (1.3) that if such a sequence exists, then L and N are indecom-
posable modules. Also, an almost split sequence is never split (because f is
not a section and g is not a retraction) so that L is not injective, and N is
not projective. Finally, an almost split sequence is uniquely determined (up
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to isomorphism) by each of its end terms; indeed, if 0 → L → M → N → 0
and 0 → L′ → M ′ → N ′ → 0 are two almost split sequences in mod A, then
(1.2) implies that the following assertions are equivalent:

(a) The two sequences are isomorphic.
(b) There is an isomorphism L ∼= L′ of A-modules.
(c) There is an isomorphism N ∼= N ′ of A-modules.

1.12. Lemma. Let

0 −→ L
f

−→ M
g

−→ N −→ 0�u

�v

�w

0 −→ L
f

−→ M
g

−→ N −→ 0

be a commutative diagram in mod A, where the rows are exact and not split.
(a) If L is indecomposable and w is an automorphism, then u and hence

v are automorphisms.
(b) If N is indecomposable and u is an automorphism, then w and hence

v are automorphisms.

Proof. We only prove (a); the proof of (b) is similar. We may suppose
that w = 1N . If u is not an isomorphism, it must be nilpotent (because
End L is local) and so there exists m such that um = 0. Then vmf =
fum = 0 and so vm factors through the cokernel N of f , that is, there
exists h : N → M such that vm = hg. Because gvm = g, we deduce that
ghg = g and consequently gh = 1N (because g is an epimorphism). This
contradicts the fact that the given sequence is not split. �

We end this section by giving several equivalent characterisations of
almost split sequences.

1.13. Theorem. Let 0 −→ L
f

−→ M
g

−→ N −→ 0 be a short exact
sequence in mod A. The following assertions are equivalent:

(a) The given sequence is almost split.
(b) L is indecomposable, and g is right almost split.
(c) N is indecomposable, and f is left almost split.
(d) The homomorphism f is left minimal almost split.
(e) The homomorphism g is right minimal almost split.
(f) L and N are indecomposable, and f and g are irreducible.

Proof. By definition of almost split sequence, (a) implies (d) and (e).
By (1.3), (a) implies (b) and (c). By (1.10) and (1.3), (a) implies (f) as well.
To prove the equivalence of the first five conditions, we start by proving that
(e) implies (b). Dually, (d) implies (c). Thus, the equivalence of the first
three conditions implies that of the first five conditions. We show that (b)
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implies (c); the proof that (c) implies (b) is similar, and we prove that both
conditions together imply (a). Finally, we show that (f) implies (b), which
will complete the proof of the theorem.

Assume (e), that is, g is right minimal almost split. By (1.10), g is
irreducible. Hence, by (1.8), L = Ker g is indecomposable. Thus, (e) im-
plies (b).

To show that (b) implies (c), it suffices, by (1.3), to show that f is left
almost split. Because g is not a retraction, f is not a section. Let u : L → U
be such that u′f �= u for all u′ : M → U . We must prove that u is a section.
It follows from (A.5.3) of the Appendix that there exists a commutative
diagram

0 −→ L
f

−→ M
g

−→ N −→ 0�u

�v

�1N

0 −→ U
h

−→ V
k

−→ N −→ 0

with exact rows, where V is the amalgamed sum. The lower sequence is
not split and hence k is not a retraction. Because g is right almost split,
there exists v : V → M such that k = gv, and hence we get a commutative
diagram

0 −→ L
f

−→ M
g

−→ N −→ 0�uu

�vv

�1N

0 −→ L
f

−→ M
g

−→ N −→ 0

with exact rows, where u is derived from v and 1N by passing to the kernels.
By (1.12), uu is an automorphism. Hence u is a section.

Now, assume that both (b) and (c) hold; we must prove that f and g
are minimal. To prove that f is left minimal, let h ∈ EndM be such that
hf = f . We have a commutative diagram

0 −→ L
f

−→ M
g

−→ N −→ 0�1L

�h

�1N

0 −→ L
f

−→ M
g

−→ N −→ 0

with exact rows. By (1.12), h is an automorphism. Hence f is left minimal.
Similarly, g is right minimal.

We now prove that (f) implies (b). By hypothesis, L is indecomposable
and g is not a retraction. Assume that v : V → N is not a retraction.
We may suppose that V is indecomposable (replacing it, if necessary, by
one of its indecomposable summands). Because f is irreducible, (1.7) gives
v′ : V → M such that v = gv′ (and then we are done), or else h : M → V
such that g = vh. But in this case, because g is irreducible and v is not
a retraction, h must be a section. Because V is indecomposable, h is an
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isomorphism. But then v′ = h−1 satisfies v = gv′ and we have completed
the proof of our theorem. �

2IV. . The Auslander–Reiten translations

In this section and the next, we prove the existence of almost split sequences
in the category mod A of finite dimensional A-modules, for A a finite di-
mensional K-algebra. We first consider the A-dual functor

(−)t = HomA(−, A) : mod A −−−−−−→ mod Aop.

We note that if PA is a projective right A-module, then P t = HomA(P, A)
is a projective left A-module; indeed, if PA

∼= eA, with e ∈ A a primitive
idempotent, then P t = HomA(eA, A) ∼= Ae, and our statement thus follows
from the additivity of (−)t. Moreover, one shows easily that the evaluation
homomorphism εM : M → M tt defined by εM (z)(f) = f(z) (for z ∈ M and
f ∈ M t) is functorial in M and is an isomorphism whenever M is projective.
Thus, the functor (−)t induces a duality, also denoted by (−)t, between the
category proj A of projective right A-modules, and the category proj Aop of
projective left A-modules. We use this new duality to define a duality on an
appropriate quotient of modA, and this duality is called the transposition.

We start by approximating each module MA by projective modules. Let
thus

P1
p1
−→ P0

p0
−→ M −→ 0

be a minimal projective presentation of M , that is, an exact sequence such
that p0 : P0 → M and p1 : P1 → Ker p0 are projective covers. Applying the
(left exact, contravariant) functor (−)t, we obtain an exact sequence of left
A-modules

0 −→ M t pt
0−→ P t

0

pt
1−→ P t

1 −→ Cokerpt
1 −→ 0.

We denote Coker pt
1 by Tr M and call it the transpose of M .

We observe that the left A-module TrM is uniquely determined up to
isomorphism; this indeed follows from the fact that projective covers (and
hence minimal projective presentations) are uniquely determined up to iso-
morphism.

We now summarise the main properties of the transpose Tr .

2.1. Proposition. Let M be an indecomposable module in mod A.
(a) The left A-module Tr M has no nonzero projective direct summands.
(b) If M is not projective, then the sequence

P t
0

pt
1−→ P t

1 −→ Tr M −→ 0

induced from the minimal projective presentation P1
p1
−→ P0

p0
−→ M → 0

of M is a minimal projective presentation of the left A-module TrM .
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(c) M is projective if and only if TrM = 0. If M is not projective, then
TrM is indecomposable and Tr (Tr M) ∼= M .

(d) If M and N are indecomposable nonprojective, then M ∼= N if and
only if TrM ∼= TrN .

Proof. If M is projective, then the term P1 in the minimal projective
presentation of M is zero, and therefore TrM = 0. Conversely, if Tr M = 0,
then pt

1 is an epimorphism, hence a retraction (because A(P t
1) is projective).

Thus, p1 is a section, and M is projective. This shows the first part of (c).
Assume that M is not projective. Then Tr M �= 0. The sequence given in

(b) is certainly a projective presentation of the left module Tr M . We claim
it is minimal. Indeed, if this is not the case, there exist nontrivial direct
sum decompositions P t

0 = E′
0 ⊕ E′′

0 , P t
1 = E′

1 ⊕ E′′
1 and an isomorphism

v : E′′
0

�
−→ E′′

1 such that this sequence is isomorphic to the sequence

E′
0 ⊕ E′′

0

[u 0
0 v]−−−−→ E′

1 ⊕ E′′
1 −−−−→ Tr M −−−−→ 0,

where u : E′
0 → E′

1 is a homomorphism of left A-modules. But then apply-
ing (−)t yields a projective presentation of M of the form

E′t
1

ut

−→ E′t
0 −→ M −→ 0,

and this contradicts the minimality of the projective presentation of M .
This shows our claim. Moreover, if Tr M has a nonzero projective di-
rect summand, the homomorphism pt

1 has a direct summand of the form
(0 → E), with AE projective. But, as earlier, this implies that p1 has a
direct summand of the form (Et → 0), and we obtain another contradiction.
We have thus shown (a) and (b).

Applying now (−)t to the exact sequence in (b), we get a commutative
diagram

P1
p1
−→ P0

p0
−→ M −→ 0

εP1

�∼= εP0

�∼=

P tt
1

ptt
1−→ P tt

0

ptt
0−→ TrTr M −→ 0

with exact rows. Hence there is an isomorphism M ∼= TrTr M making the
right square commutative. This proves (c), and (d) follows immediately. �

We have shown that the transpose Tr maps modules of modA to mod-
ules of modAop but does not define a duality modA → mod Aop, because it
annihilates the projectives. In order to make this correspondence a duality,
we thus need to annihilate the projectives from modA and modAop. This
motivates the following construction.

For two A-modules M , N , let P(M, N) denote the subset of HomA(M, N)
consisting of all homomorphisms that factor through a projective A-module.
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We claim that this defines an ideal P in the category mod A. First, for
two modules M , N , the set P(M, N) is a subspace of the K-vector space
HomA(M, N); indeed, if f , f ′ ∈ P(M, N), then f and f ′ can be respectively
written as f = hg and f ′ = h′g′, where the targets P of g and P ′ of g′ are
projective; consequently

f + f ′ = hg + h′g′ = [h h′]

[
g
g′

]
factors through the projective module P ⊕P ′. On the other hand, if λ ∈ K
and f ∈ P(M, N), then λf ∈ P(M, N). Next, if f ∈ P(L, M) and g ∈
HomA(M, N), then gf ∈ P(L, N) and similarly, if f ∈ HomA(L, M) and
g ∈ P(M, N), then gf ∈ P(L, N). This completes the proof that P is an
ideal of modA.

We may thus consider the quotient category

mod A = mod A/P

called the projectively stable category. Its objects are the same as those
of mod A, but the K-vector space HomA(M, N) of morphisms from M to
N in mod A is defined to be the quotient vector space

HomA(M, N) = HomA(M, N)/P(M, N)

of HomA(M, N) with the composition of morphisms induced from the com-
position in modA. There clearly exists a functor mod A → mod A that is
the identity on objects and associates to a homomorphism f : M → N in
mod A its residual class modulo P(M, N) in mod A.

Dually, one may construct an ideal I in mod A by considering, for each
pair (M, N) of A-modules, the K-subspace I(M, N) of HomA(M, N) con-
sisting of all homomorphisms that factor through an injective A-module.
The quotient category

mod A = mod A/I

is called the injectively stable category. Its objects are the same as
those of mod A, but the K-vector space HomA(M, N) of morphisms from
M to N in mod A is given by the quotient vector space

HomA(M, N) = HomA(M, N)/I(M, N)

of HomA(M, N) with the composition of morphisms induced from the com-
position in modA. One again defines in the obvious way the residual class
functor mod A → mod A.

We now see that, although the correspondence M 
→ TrM does not
define a duality between modA and modAop, it does define one between
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the quotient categories mod A and mod Aop.

2.2. Proposition. The correspondence M 
→ Tr M induces a K-linear
duality functor Tr : mod A −−−−−→ mod Aop.

Proof. To construct this duality, we start by giving an alternative con-
struction of mod A as a quotient category. Let

−−→
projA denote the category

whose objects are the triples (P1, P0, f), where P1, P0 are projective A-
modules, and f : P1 → P0 is a homomorphism in mod A. (The notation
−−→
projA is meant to suggest that we are dealing with homomorphisms between
projective modules.) We define a morphism (P1, P0, f)−→(P ′

1, P
′
0, f

′) to be
a pair (u1, u0) of homomorphisms in modA such that u1 : P1 → P ′

1 and
u0 : P0 → P ′

0 satisfy f ′u1 = u0f , that is, the following square is commuta-
tive

P1
f

−−→ P0�u1

�u0

P ′
1

f ′

−−→ P ′
0

The composition of the morphisms (u1, u0) : (P1, P0, f) −−−−→ (P ′
1, P

′
0, f

′)
and (u′

1, u
′
0) : (P ′

1, P
′
0, f

′) −−−−→ (P ′′
1 , P ′′

0 , f ′′) in the category
−−→
projA is de-

fined by the formula (u′
1, u

′
0)(u1, u0) = (u′

1u1, u
′
0u0).

Let now F :
−−→
projA −−→ mod A denote the composition of the cokernel

functor
−−→
projA −−→ mod A, given by (P1, P0, f) 
→ Coker f , with the resid-

ual class functor modA −→ mod A. Let (u1, u0) : (P1, P0, f)−→ (P ′
1, P

′
0, f

′)
be a morphism in

−−→
projA. We claim that F (u1, u0) = 0 if and only if there

exists w : P0 → P ′
1 such that f ′wf = u0f . The situation can be visualised

in the following diagram

P1
f

−−→ P0�u1 w

�u0

P ′
1

f ′

−−→ P ′
0

Indeed, assume that such a homomorphism w exists and consider the com-
mutative diagram

P1
f

−−→ P0
g

−−→ M −→ 0�u1 w

�u0 v

�u

P ′
1

f ′

−−→ P ′
0

g′

−−→ M ′ −→ 0

with exact rows, where M and M ′ denote the cokernels of f and f ′, respec-
tively, and u is induced from u1 and u0 by passing to the cokernels. Because
(u0 − f ′w)f = 0, there exists v : M → P ′

0 such that u0 − f ′w = vg. But
then g′vg = g′u0 = ug gives g′v = u (because g is an epimorphism). Hence
u ∈ P(M, M ′) and F (u1, u0) = 0. Conversely, assume that F (u1, u0) = 0.
This means that the homomorphism u induced from u1 and u0 by passing



IV.2. The Auslander–Reiten translations 111

to the respective cokernels of f and f ′ factors through a projective module.
Because g′ is an epimorphism, this implies the existence of v : M → P ′

0

such that u = g′v. But then g′(u0 − vg) = g′u0 − g′vg = g′u0 − ug = 0 and
there exists w : P0 → P ′

1 such that f ′w = u0 − vg. Hence f ′wf = u0f and
we have proved our claim.

This implies at once that the class
−−→
proj1 A of those morphisms (u1, u0)

in
−−→
projA such that F (u1, u0) = 0 forms an ideal in

−−→
projA. To see this,

assume that (u1, u0) : (P1, P0, f) → (P ′
1, P

′
0, f

′) is a morphism in
−−→
proj 1A

and let (v1, v0) : (P ′
1, P

′
0, f

′) → (P ′′
1 , P ′′

0 , f ′′) be any morphism in
−−→
projA. It

follows from the preceding claim that there exists w : P0 → P ′
1 such that

f ′wf = u0f . But then v1w : P0 → P ′′
1 satisfies f ′′(v1w)f = (f ′′v1)wf =

(v0f
′)wf = (v0u0)f so that (v1u1, v0u0) belongs to

−−→
proj1 A. Similarly, if

(u1, u0) is as earlier and (w1, w0) : (Q1, Q0, g) → (P1, P0, f) is any morphism
in

−−→
projA, then (u1w1, u0w0) belongs to

−−→
proj1 A.

The foregoing considerations imply that the category mod A is equiva-
lent to the quotient of

−−→
projA modulo

−−→
proj1 A. Indeed, if M is an object in

mod A, then we can write M = F (P1, P0, f), where P1
f

−→ P0 −→ M −→ 0
is a minimal projective presentation of M and, given a morphism u :
M → M ′ in mod A, where M = F (P1, P0, f) and M ′ = F (P ′

1, P
′
0, f

′),
there exists a morphism (u1, u0) : (P1, P0, f) → (P ′

1, P
′
0, f

′) in
−−→
projA mak-

ing the following diagram commutative

P1
f

−−→ P0 −−→ M −→ 0�u1

�u0

�u

P ′
1

f ′

−−→ P ′
0 −−→ M ′ −→ 0

(where the rows are minimal projective presentations), that is, u = F (u1, u0).
The morphism u equals zero in mod A if and only if F (u1, u0) = 0, that
is, if and only if (u1, u0) belongs to

−−→
proj1 A. This shows that we have an

“exact” sequence

0 −−→
−−→
proj1 A −−→

−−→
projA

F
−−→ mod A −→ 0.

We are now in a position to construct a duality mod A → mod Aop

induced by the correspondence M 
→ Tr M .

The duality (−)t : proj A
F

−−−→ proj Aop induces obviously a dual-

ity
−−→
projA

F
−−−→

−−→
projAop given by the formula (P1, P0, f) 
→ (P t

0 , P t
1 , f t).

We also denote this duality by (−)t. Now we claim that the restriction
of (−)t to

−−→
proj1 A induces a duality

−−→
proj1 A−→

−−→
proj1 Aop. Indeed, let

(u1, u0) : (P1, P0, f) → (P ′
1, P

′
0, f

′) belong to
−−→
proj1 A; we must show that

(ut
1, u

t
0) : (P ′t

0 , P ′t
1 , f ′t) → (P t

0 , P t
1 , f t) belongs to

−−→
proj1 Aop. But the hy-

pothesis implies the existence of a homomorphism w : P0 → P ′
1 such that

f ′wf = u0f . Hence f twtf ′t = f tut
0 = ut

1f
′t, and the conclusion follows.
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We thus have a diagram with “exact rows” and commutative left square

0 −→
−−→
proj1 A −→

−−→
projA −→ mod A −→ 0�(−)t

�(−)t
|

|

↓

0 −→
−−→
proj1 Aop −→

−−→
projAop −→ mod Aop −→ 0

We define Tr : mod A −−−−→ mod Aop to be the unique functor that makes
the right square commutative, namely, if M = F (P1, P0, f), we set TrM =
F (P t

0 , P t
1 , f t) and if u : M → M ′ is a morphism in mod A, where M =

F (P1, P0, f) and M ′ = F (P ′
1, P

′
0, f

′), there exists a commutative diagram

P1
f

−→ P0 −→ M −→ 0�u1

�u0

�u

P ′
1

f ′

−→ P ′
0 −→ M ′ −→ 0

with exact rows. Applying the functor (−)t yields a commutative diagram

P t
0

ft

−→ P t
1 −→ TrM −→ 0
ut

0


ut
1

↑
|

|

P ′t
0

f ′t

−→ P ′t
1 −→ Tr M ′ −→ 0

with exact rows and a commutative left square. Let Tru : TrM ′ → Tr M
be the unique homomorphism that makes the right square commutative. It
follows easily from these considerations that

Tr : mod A −−−−→ mod Aop

is a well-defined functor and, in fact, a duality. �

The duality Tr defined in (2.2) is called the transposition. It trans-
forms right A-modules into left A-modules and conversely. Thus, if we
wish to define an endofunctor of modA, we need to compose it with an-
other duality between right and left A-modules, namely the standard duality
D = HomK(−, K).

2.3. Definition. The Auslander–Reiten translations are defined
to be the compositions of D with Tr , namely, we set

τ = DTr and τ−1 = TrD.

In view of the importance of the translations in the sequel, we present in
the following proposition a construction method for the Auslander–Reiten
translate of a module.
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We first recall that the Nakayama functor (see (III.2.8)),

ν = D(−)t = DHomA(−, A) : mod A −−−−−−−−→ mod A,

induces two equivalences of categories proj A
ν−−−−−−−−→←−−−−−−−−

ν−1
injA, where

ν−1 = HomA(DA,−) is quasi-inverse to ν.

2.4. Proposition. (a) Let P1
p1
−→ P0

p0
−→M −→ 0 be a minimal pro-

jective presentation of an A-module M . Then there exists an exact sequence

0 −→ τM −→ ν P1
ν p1
−→ ν P0

ν p0
−→ ν M −→ 0.

(b) Let 0 −→ N
i0−→ E0

i1−→ E1 be a minimal injective presentation of
an A-module N . Then there exists an exact sequence

0 −→ ν−1N
ν−1i0−−−−→ ν−1E0

ν−1i1−−−−→ ν−1E1 −−−−→ τ−1N −→ 0.

Proof. (a) Applying successively the functors (−)t and D to the given
minimal projective presentation of M , we obtain an exact sequence

0 −→ DTrM −→ ν P1
ν p1
−→ ν P0

ν p0
−→ ν M −→ 0

and (a) follows.
(b) Applying successively the functors D and (−)t to the given minimal

injective presentation of N , we obtain an exact sequence

0 −→ (DN)t (Di0)t

−−−−→ (DE0)
t (Di1)t

−−−−→ (DE1)
t −−−−→ TrDN −→ 0.

For any A-module X we have a composed functorial isomorphism

(DX)t ∼= HomAop(DX, A) ∼= HomA(DA, DDX) ∼= HomA(DA, X) ∼= ν−1X.

This isomorphism induces a commutative diagram

0−−→ (DN)t (Di0)t

−−−−→ (DE0)
t (Di1)

t

−−−−→ (DE1)
t −−−−→ Tr DN −−→ 0�∼=

�∼=

�∼=

0−−→ ν−1N
ν−1i0−−−−→ ν−1E0

ν−1i1−−−−→ ν−1E1

with exact rows. Hence (b) follows. �

2.5. Example. Let A be given by the Kronecker quiver 1◦
α←−−−−−−−−←−−−−−−−−
β

◦2

and MA be the representation K
1←−−−−−−−−←−−−−−−−−
0

K, where 1 denotes, as usual,

the identity homomorphism and 0 the zero homomorphism. Then M is
indecomposable; indeed, an endomorphism f of M is given by a pair (a1, a2)
of scalars such that a1 · 1 = 1 · a2 and a1 · 0 = 0 · a2. These two conditions
yield f = a · 1M , where a = a1 = a2 ∈ K. Thus EndMA

∼= K and so M is
indecomposable. A minimal projective presentation of MA is given by

0 −→ P (1)
p1
−→ P (2)

p2
−→ MA −→ 0,
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where P (1) = S(1) =
(
K ←−−−−−−−−←−−−−−−−− 0

)
and P (2) = (K2

[10]←−−−−−−−−←−−−−−−−−
[01]

K)

are the indecomposable projective A-modules, p1 is an isomorphism of P (1)
onto the direct summand of radP (2) equal to

[
0
1

]
K ←−−−−−−−−←−−−−−−−− 0, and p2

is its cokernel homomorphism. Thus, in particular, MA is not projective.
By (2.4)(a), applying the Nakayama functor ν to this exact sequence, we
get a short exact sequence

0 −−−→ τM −−−→ I(1)
νp1

−−−→ I(2) −−−→ 0,

where I(1) = (K
[1 0]

←−−−−−−−−←−−−−−−−−
[0 1]

K2) and I(2) = S(2) = (0←−−−−−−−−←−−−−−−−−K) are

the indecomposable injective A-modules. An obvious computation shows
that the homomorphism ν p1 induces an isomorphism of the quotient module
of I(1) defined by 0←−−−−−−−−←−−−−−−−−

[
0
1

]
K) onto I(2). Then τM = Ker ν p1 is

given by K
1←−−−−−−−−←−−−−−−−−
0

K, that is, τM ∼= M .

2.6. Example. Let A be given by the quiver

1 4
◦ ◦
↖λ β↙ ↖α

◦ ◦ 6
↙µ 3 δ↖ ↙γ

◦ ◦
2 5

bound by αβ = γδ, δµ = 0, and βλ = 0. Take the simple injective module

S(6) :

0 0
↖↙ ↖

0 K
↙↖ ↙

0 0

The projective cover of S(6) is P (6) and the kernel L of the canonical
epimorphism P (6) → S(6) is the indecomposable module

L :

0 K
↖ 1↙ ↖

K 0
↙ 1↖ ↙

0 K

Because the top of L is isomorphic to S(4)⊕S(5), then the projective cover of
L is isomorphic to P (4)⊕P (5) and therefore the module S(6) has a minimal
projective presentation of the form P (4) ⊕ P (5)

p1
−→ P (6)

p2
−→ S(6) −→ 0

(see (I.5.8)). By (2.4)(a), applying the functor ν to the exact sequence, we
get an exact sequence 0 −→ τS(6) −→ I(4)⊕ I(5)

ν p1
−→ I(6) −→ 0, because

ν p1 �= 0 and I(6) = S(6) is simple. Hence we get
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τS(6) :

0 K
↖↙ ↖1

0 K
↙↖ ↙1

0 K

and obviously τS(6) �∼= S(6).

This proposition yields at once an easy and useful criterion for a module
to have projective, or injective, dimension at most one.

2.7. Lemma. Let M be a module in mod A.
(a) pdAM ≤ 1 if and only if HomA(DA, τM) = 0.
(b) idAM ≤ 1 if and only if HomA(τ−1M, A) = 0.

Proof. We only prove (a); the proof of (b) is similar. Applying the left
exact functor ν−1 = HomA(DA,−) to the exact sequence

0 −→ τM −→ ν P1
ν p1
−→ ν P0

ν p0
−→ ν M −→ 0

given in (2.4) we obtain a commutative diagram

0 −→ ν−1τM −→ ν−1ν P1 −→ ν−1ν P0�∼=

�∼=

0 −→ Ker p1 −→ P1
p1
−→ P0

p0
−→ M −→ 0

with exact rows. Thus HomA(DA, τM) = ν−1τM ∼= Kerp1 vanishes if and
only if pdM ≤ 1. �

The previous results yield formulas for the dimension vector of the
Auslander–Reiten translate in terms of the Coxeter transformation ΦA :
Z

n −−−→Z
n of any algebra A of finite global dimension (see (III.3.14)).

2.8. Lemma. (a) Let M be an indecomposable nonprojective module
in mod A and P1

p1
−→ P0

p0
−→ M −→ 0 be a minimal projective presentation

of M . Then

dim τ M = ΦA(dimM) − ΦA(dimKer p1) + dim ν M.

(b) Let N be an indecomposable noninjective module in mod A and
let 0 −→ N

i0−→ E0
i1−→ E1 be a minimal injective presentation of N .

Then

dim τ−1 N = Φ−1
A (dimN) − Φ−1

A (dimCoker i1) + dim ν−1N.

Proof. We only prove (a); the proof of (b) is similar. The exact se-
quence 0 −→ Kerp1 −→ P1

p1
−→ P0

p0
−→ M −→ 0 yields

dimM − dimKerp1 = −dimP1 + dimP0.
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Applying the Coxeter transformation ΦA and using (III.3.16)(a), we get

ΦA(dimM) − ΦA(dimKer p1) = dim ν P1 − dim ν P0.

Then the injective presentation 0 −→ τ M −→ ν P1 −→ ν P0 −→ ν M −→ 0
of τ M yields dim τ M = dim ν P1 −dim ν P0 +dim ν M = ΦA(dimM)−
ΦA(dimKer p1) + dim ν M. �

2.9. Corollary. (a) If M is an indecomposable module in mod A such
that pdAM ≤ 1 and HomA(M, A) = 0, then dim τ M = ΦA(dimM).

(b) If N is an indecomposable module in mod A such that idAN ≤ 1
and HomA(DA, N) = 0, then dim τ−1 N = Φ−1

A (dimN).

Proof. We only prove (a); the proof of (b) is similar. By our assump-
tion, M is not projective and ν M = DHomA(M, A) = 0. Then (a) is a
consequence of (2.8), because pdAM ≤ 1 implies Ker p1 = 0, in the nota-
tion of (2.8). �

The following proposition records some of the most elementary proper-
ties of Auslander–Reiten translations.

2.10. Proposition. Let M and N be indecomposable modules in
mod A.

(a) The module τM is zero if and only if M is projective.
(a′) The module τ−1N is zero if and only if N is injective.
(b) If M is a nonprojective module, then τM is indecomposable non-

injective and τ−1τM ∼= M .
(b′) If N is a noninjective module, then τ−1N is indecomposable non-

projective and ττ−1N ∼= N .
(c) If M and N are nonprojective, then M ∼= N if and only if there is

an isomorphism τM ∼= τN .
(c′) If M and N are noninjective, then M ∼= N if and only if there is

an isomorphism τ−1M ∼= τ−1N .

Proof. Because the translations τ and τ−1 are compositions of the
transposition Tr and the duality D, the proposition follows directly from
(2.1), (I.5.13), and the definitions. A detailed proof is left as an exercise
(see (IV.7.25)). �

2.11. Corollary. The Auslander–Reiten translations τ and τ−1 induce
mutually inverse equivalences mod A

τ−−−−−−−−→←−−−−−−−−
τ−1

mod A.

Proof. This follows directly from (2.2) and (2.10). �

For an A-module X , we consider the functorial homomorphism

ϕX : (−) ⊗A Xt −→ HomA(X,−)



IV.2. The Auslander–Reiten translations 117

defined on a module YA by

ϕX
Y : Y ⊗A Xt −→ HomA(X, Y )

y ⊗ f 
→ (x 
→ yf(x)),

where x ∈ X , y ∈ Y and f ∈ Xt. It is easily seen that if X is projective, then
ϕX is a functorial isomorphism and that if Y is projective, then ϕX

Y is an
isomorphism. We prove that the cokernel of ϕX

Y coincides with HomA(X, Y ).

2.12. Lemma. For any A-modules X and Y , there is an exact sequence

Y ⊗A Xt ϕX
Y−−−−→ HomA(X, Y ) −−−−→ HomA(X, Y ) −→ 0

with all homomorphisms functorial in both variables.

Proof. For an A-module Y , let f : P → Y be an epimorphism with P
projective. We claim that for any A-module X , there is an exact sequence

HomA(X, P )
HomA(X,f)
−−−−−−−→ HomA(X, Y ) −−−−→ HomA(X, Y ) −→ 0.

Indeed, it is sufficient to show that Im HomA(X, f) = P(X, Y ). Because,
clearly, Im HomA(X, f) ⊆ P(X, Y ), we take g ∈ P(X, Y ). By definition,
there exist a projective module P ′

A and homomorphisms g2 : X → P ′,
g1 : P ′ → Y such that g = g1g2. Because f : P → Y is an epimorphism
and P ′ is projective, there exists h : P ′ → P such that g1 = fh. Then
g = g1g2 = fhg2 = HomA(X, f)(hg2) ∈ Im HomA(X, f) and we have proved
our claim.

Because ϕX
P : P ⊗A Xt → HomA(X, P ) is an isomorphism and ϕX is

functorial, we have a commutative diagram

P ⊗A Xt f⊗Xt

−−−−−−−→ Y ⊗A Xt −−−−→ 0

ϕX
P

�∼= ϕX
Y

�
HomA(X, P )

HomA(X,f)
−−−−−−−→ HomA(X, Y ) −−−−→ HomA(X, Y ) −→ 0

with exact rows. Consequently

Im ϕX
Y = ϕX

Y (f ⊗ Xt)(P ⊗ Xt)
= HomA(X, f)ϕX

P (P ⊗ Xt)
∼= Im HomA(X, f) = P(X, Y )

and therefore CokerϕX
Y

∼= HomA(X, Y ). �

2.13. Theorem (the Auslander–Reiten formulas). Let A be a
K-algebra and M , N be two A-modules in mod A. Then there exist isomor-
phisms
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Ext1A(M, N) ∼= DHomA(τ−1N, M) ∼= DHomA(N, τM)

that are functorial in both variables.

Proof. We only prove the first isomorphism; the proof of the second
is similar. Clearly, it suffices to prove our claim for modules N having no
injective direct summand. In view of (2.10), we can suppose that N = τL,
where L = τ−1N . Let P1

p1
−→ P0

p0
−→ L −→ 0 be a minimal projective

presentation of L. Applying the functor ν = D(−)t, we obtain the exact
sequence (see (2.4)(a))

0 −→ τL −→ DP t
1

Dpt
1−→ DP t

0

Dpt
0−→ DLt −→ 0,

where both DP t
1 and DP t

0 are injective. The functor HomA(M,−) yields
the complex

0→HomA(M, τL)→HomA(M, DP t
1)

p1−→HomA(M, DP t
0)

p0−→HomA(M, DLt),

where, for brevity, we write p1 for HomA(M, Dpt
1) and p0 for HomA(M, Dpt

0).
Thus we have

Ext1A(M, N) = Ext1A(M, τL) = Ker p0/Im p1.

On the other hand, applying the right exact functor DHomA(−, M) to the
minimal projective presentation of L yields an exact sequence

DHomA(P1, M)
ep1
−→DHomA(P0, M)

ep0
−→DHomA(L, M)−→ 0,

where, for brevity, we write p̃1 for DHomA(p1, M) and p̃0 for DHomA(p0, M).
Now associated to an A-module X there exists a functorial morphism ϕX :
(−)⊗AXt −→HomA(X,−) introduced earlier. The composition of the dual
homomorphism DϕX : DHomA(X,−)−→D((−) ⊗A Xt) with the adjunc-
tion isomorphism ηX : D((−)⊗A Xt)

�
−→HomA(−, DXt) yields a functorial

morphism

ωX = ηXDϕX : DHomA(X,−)−→HomA(−, DXt),

which is an isomorphism whenever X is projective. We thus have a com-
mutative diagram with exact lower row

HomA(M, DP t
1)

p1−→ HomA(M, DP t
0)

p0−→ HomA(M, DLt)

ω
P1
M


∼= ω
P0
M


∼= ωL
M



DHomA(P1, M)

ep1
−→ DHomA(P0, M)

ep0
−→ DHomA(L, M) −→ 0

The homomorphism p̃0(ω
P0

M )−1 of A-modules induces a homomorphism ψ :

Ker p0 → KerωL
M . Because p̃0 is an epimorphism and ωP0

M an isomorphism,
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ψ must be an epimorphism. Because Ker p̃0 = Im p̃1 and the maps ωP0

M , ωP1

M

are isomorphisms, we deduce that Kerψ ∼= Im p1. Consequently, we have

Ker p0/Im p1
∼= Ker p0/Kerψ ∼= KerωL

M

= KerDϕL
M

∼= DCokerϕL
M .

Thus there exist an isomorphism Ext1A(M, N) ∼= DCokerϕL
M and, by (2.12),

CokerϕL
M

∼= HomA(L, M) = HomA(τ−1N, M). The proof is complete. �

2.14. Corollary. Let A be a K-algebra and M , N be two modules in
mod A.

(a) If pd M ≤ 1 and N is arbitrary, then there exists a K-linear iso-
morphism

Ext1A(M, N) ∼= DHomA(N, τM).

(b) If id N ≤ 1 and M is arbitrary, then there exists a K-linear iso-
morphism

Ext1A(M, N) ∼= DHomA(τ−1N, M).

Proof. The Auslander–Reiten formulas (2.13) give an isomorphism
Ext1A(M, N) ∼= DHomA(N, τM). Now pdM ≤ 1 gives HomA(DA, τM) =
0 (by (2.7)). Hence I(N, τM) = 0, because every injective module in
mod A is a direct summand of (DA)s, for some s ≥ 1. Consequently,
HomA(N, τM) = HomA(N, τM) and (a) follows. The proof of (b) is similar
to that of (a). �

2.15. Corollary. Let A be a K-algebra and M , N be two modules in
mod A.

(a) If pdM ≤ 1 and id N ≤ 1, then there exists a K-linear isomorphism

HomA(N, τM) ∼= HomA(τ−1N, M).

(b) If pdM ≤ 1, id τN ≤ 1 and N is indecomposable nonprojective,
then there is a K-linear isomorphism

HomA(τN, τM) ∼= HomA(N, M).

(c) If pd τ−1M ≤ 1, id N ≤ 1 and M is indecomposable noninjective,
then there is a K-linear isomorphism

HomA(τ−1N, τ−1M) ∼= HomA(N, M).

Proof. The statement (a) is an immediate consequence of (2.14). Fi-
nally, (b) and (c) follow from (a) and (2.10). �
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3IV. . The existence of almost split

sequences

We are now able, using the results of Section 2, to prove the main exis-
tence theorem for almost split sequences, due to Auslander and Reiten. In
this section, as in the previous one, we let A denote a fixed finite dimen-
sional K-algebra, and we denote by radA the radical of the category modA.

3.1. Theorem. (a) For any indecomposable nonprojective A-module
MA, there exists an almost split sequence 0 → τM → E → M → 0 in
mod A.

(b) For any indecomposable noninjective A-module NA, there exists an
almost split sequence 0 → N → F → τ−1N → 0 in mod A.

Proof. We only prove (a); the proof of (b) is similar. Let M be an in-
decomposable nonprojective A-module. By the Auslander–Reiten formulas
(2.13), there exists an isomorphism

DHomA(L, M) ∼= Ext1A(M, τL)

for any indecomposable module L, which is functorial in both variables. Let
S(L, M) = HomA(L, M)/radA(L, M). Because P(L, M) ⊆ radA(L, M), we
have a canonical K-linear epimorphism pL,M : HomA(L, M) → S(L, M)
and hence a canonical monomorphism DpL,M : DS(L, M) → DHomA(L, M).

Now, M being indecomposable, EndM and hence End M are local.
Because we have an epimorphism

pM,M : End M → S(M, M) = EndM/radEndM,

S(M, M) is isomorphic to the simple top of EndM considered as a left or
right EndM -module, and its image under DpM,M is the simple socle of the
EndM -module DHomA(M, M). Let ξ′ be a nonzero element in DS(M, M)
and ξ be its image in Ext1A(M, τM) ∼= DHomA(M, M). We claim that if ξ
is represented by the short exact sequence

0 −→ τM
f

−→ E
g

−→ M −→ 0,

then this sequence is almost split.
First, this sequence is not split, and by (2.10), the module τM is inde-

composable. It suffices thus, by (1.13), to show that g is right almost split.
Because ξ is a nonzero element in Ext1A(M, τM), g is not a retraction. Let
v : V → M be a homomorphism that is not a retraction. We may assume
that V is indecomposable. Then v is not an isomorphism. It follows from
the functoriality that we have a commutative diagram



IV.3. The existence of almost split sequences 121

DS(M, M)
DpM,M

−−−−−−→ DHomA(M, M)
∼=

−−−−→ Ext1A(M, τM)�DS(M,v)

�DHomA(M,v)

�Ext1A(v,τM)

DS(M, V )
DpM,V

−−−−−−→ DHomA(M, V )
∼=

−−−−→ Ext1A(V, τM)

,

where the vertical maps are induced by v. By hypothesis, v ∈ radA(V, M)
and therefore DS(M, v)(ξ′) = 0. Consequently, the image Ext1A(v, τM)(ξ)
of ξ in Ext1A(V, τM) is zero, that is, there exists a commutative diagram

Ext1A(v, τM)(ξ) : 0 −→ τM
f ′

−→ E′ g′

−→ V −→ 0�1τM

�w

�v

ξ : 0 −→ τM
f

−→ E
g

−→ M −→ 0

with exact rows, where the upper sequence splits. Let thus g′′ : V → E′

be such that g′g′′ = 1V . Then v′ = wg′′ satisfies gv′ = gwg′′ = vg′g′′ = v.
This completes the proof that g is right almost split and hence the proof of
the theorem. �

The next corollary provides examples of almost split sequences.

3.2. Corollary. (a) If 0 → τM → E → M → 0 is an almost split
sequence in mod A then it represents a nonzero element ξ of the simple socle
of the EndM -EndM -bimodule Ext1A(M, τM) ∼= DHomA(M, M).

(b) Let M be an indecomposable nonprojective module in mod A. Then
End M is a skew field if and only if End τM is a skew field, and in this
case, any nonsplit exact sequence 0 → τM → E → M → 0 is almost split
and End M ∼= K.

(c) Let N be an indecomposable noninjective module in mod A. Then
End N is a skew field if and only if End τ−1N is a skew field, and in this
case, any nonsplit exact sequence 0 → N → F → τ−1N → 0 is almost split
and End N ∼= K.

Proof. The statement (a) follows from the proof of (3.1). We only prove
(b); the proof of (c) is similar. The first statement of (a) follows from (2.11).
Assume that End M is a skew field. Because dimK End M is finite and the
field K is algebraically closed, End M ∼= K and Ext1A(M, τM) is a one-
dimensional K-vector space (because it has simple socle, by (a)). Hence, by
the proof of (3.1), any nonsplit extension represents an element in the socle
of Ext1A(M, τM) and thus is almost split. �

3.3. Example. Let A be the K-algebra given by the Kronecker quiver

1 ◦
α←−−−−−−−−←−−−−−−−−
β

◦ 2 and M be the representation K
1←−−−−−−−−←−−−−−−−−
0

K. As we

have seen before, EndM ∼= K and τM ∼= M . It follows from (3.2) that any
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nonsplit extension 0 → M → E → M → 0 is an almost split sequence. Let
E be the representation

K2
[1 0
0 1]←−−−−−−−−←−−−−−−−−
[0 0
1 0]

K2

The subrepresentation E′ of E given by
[
0
1

]
K

1←−−−−−−−−←−−−−−−−−
0

[
0
1

]
K is clearly

isomorphic to M , and moreover E/E′ ∼= M . We thus have a short exact
sequence as required. To prove that it is almost split, we show it is not split,
and it suffices to show that E is indecomposable. To do this, we observe

that any endomorphism f of E is given by a pair of matrices
(
a b
c d

)
,
(

a′ b′

c′ d′

)
such that (

a b
c d

)
(1 0
0 1) = (1 0

0 1)
(

a′ b′

c′ d′

)
, and

(
a b
c d

)
(0 0
1 0) = (0 0

1 0)
(

a′ b′

c′ d′

)
.

These two conditions yield a = a′ = d = d′, b = b′ = 0, and c = c′.
Thus f = a · 1E + g, where a ∈ K and g ∈ EndE is nilpotent. Let
now I = {f ∈ EndE | a = 0}. Then I is a nilpotent ideal of EndE.
Because moreover (End E)/I ∼= K, I is a maximal ideal of EndE. Therefore
I = radEndE and EndE is local. Thus, E is indecomposable.

3.4. Example. Let A be the K-algebra given by the quiver

1 4
◦ ◦
↖λ β↙ ↖α

◦ ◦ 6
↙µ 3 δ↖ ↙γ

◦ ◦
2 5

bound by αβ = γδ, δµ = 0, βλ = 0. It was shown in Example 2.6 that
there is an exact sequence 0 −→ τS(6) −→ I(4) ⊕ I(5)

ν p1
−→ I(6) −→ 0. It

is clear that End τS(6) ∼= K, hence End τS(6) ∼= K. In view of the unique
decomposition theorem (I.4.10), this sequence does not split. It then follows
from (3.2)(b) that the sequence is almost split.

It also follows from (3.1) that there exists a right (or left) minimal al-
most split morphism ending (or starting, respectively) at any indecompos-
able nonprojective (or noninjective, respectively) module. We now want
to show the existence of such a homomorphism ending (or starting) at an
indecomposable projective (or injective, respectively) module.

3.5. Proposition. (a) Let P be an indecomposable projective module
in mod A. An A-module homomorphism g : M → P is right minimal almost
split if and only if g is a monomorphism with image equal to radP .

(b) Let I be an indecomposable injective module. An A-module homo-
morphism f : I → M is left minimal almost split if and only if f is an



IV.3. The existence of almost split sequences 123

epimorphism with kernel equal to soc I.

Proof. We only prove (a); the proof of (b) is similar. It suffices, by
(1.2), to show that the inclusion homomorphism g : radP → P is right
minimal almost split. Because g is a monomorphism, g is right minimal.
Clearly, g is not a retraction. Let thus v : V → P be a homomorphism that
is not a retraction. Because P is projective, by (I.4.5), the module radP
is the unique maximal submodule of P . Because v is not an epimorphism,
v(V ) ⊆ radP , that is, v factors through g. �

3.6. Corollary. Let X be an indecomposable module in modA.

(a) There exists a right minimal almost split morphism g : M → X.
Moreover M = 0 if and only if X is simple projective.

(b) There exists a left minimal almost split morphism f : X → M .
Moreover, M = 0 if and only if X is simple injective.

Proof. The proof follows directly from (3.1) and (3.5). �

3.7. Example. Let A be the K-algebra given by the quiver 1◦←−−−− ◦2.
Consider the short exact sequence 0 −→ S(1)

f
−→ P (2)

g
−→ S(2) −→ 0 in

mod A, where f is the embedding of S(1) as the radical of P (2) and g is
the canonical homomorphism of P (2) onto its top. Because P (2) = I(1), it
follows from (3.5) that f is right minimal almost split and g is left minimal
almost split. On the other hand, it will be shown in (3.11) that, because
the middle term is projective-injective, the sequence is almost split (thus, f
is also left minimal almost split and g is right minimal almost split).

3.8. Proposition. (a) Let M be an indecomposable nonprojective mod-
ule in mod A. There exists an irreducible morphism f : X → M if and only
if there exists an irreducible morphism f ′ : τM → X.

(b) Let N be an indecomposable noninjective module in mod A. There
exists an irreducible morphism g : N → Y if and only if there exists an
irreducible morphism g′ : Y → τ−1N .

Proof. We only prove (a); the proof of (b) is similar. Assume that
f : X → M is irreducible. By (1.10), there exists h : Y → M such that
[f h] : X ⊕ Y → M is right minimal almost split. But then [f h] is
an epimorphism, because M is not projective. Therefore, by (1.8), L =
Ker[f h] is indecomposable, and thus, by (1.13), the short exact sequence

0 −→ L

»
f
′

h
′

–
−→ X ⊕ Y

[f h]
−→ M −→ 0

is almost split. Consequently, there exists an isomorphism g : τM
�
−→L

and the homomorphism f ′g : τM → X is irreducible. The proof of the
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converse is similar. �

3.9. Corollary. (a) Let S be a simple projective noninjective module
in mod A. If f : S → M is irreducible, then M is projective.

(b) Let S be a simple injective nonprojective module in mod A. If g :
M → S is irreducible, then M is injective.

Proof. We only prove (a); the proof of (b) is similar. We may clearly
assume M to be indecomposable. If M is not projective, there exists, by
(3.8), an irreducible morphism τM → S, and this contradicts (3.6). �

This corollary allows us to construct examples of almost split sequences.
Indeed, let S be simple projective noninjective and f : S → P be left
minimal almost split. By (3.9), P is projective and by (3.5), for each inde-
composable summand P ′ of P , the corresponding component f ′ : S → P ′

of f is a monomorphism with image a summand of radP ′. It follows that,
if P is the direct sum of all such indecomposable projectives P ′, then the
sequence 0−→S

f
−→P −→Coker f −→ 0 is almost split.

3.10. Example. Assume that A is a K-algebra given by the quiver
1 2 3 4
◦←−−−− ◦−−−−→ ◦←−−−− ◦. Then S(3) is a simple projective noninjective
summand of radP (2) and is equal to radP (4). Thus we have an almost
split sequence

0 −→ S(3) −→ P (2) ⊕ P (4) −→ (P (2) ⊕ P (4))/S(3) −→ 0.

The preceding remark is essentially used in the next section. We con-
clude this section with a further example of an almost split sequence.

3.11. Proposition. Let P be a nonsimple indecomposable projective-
injective module, S = socP , and R = radR. Then the sequence

0 −→ R
[qi ]−→ R/S ⊕ P

[−j p]
−→ P/S −→ 0

is almost split, where i, j are the inclusions and p, q the projections.

Proof. Because R has simple socle S, it is indecomposable. Hence i :
R → P is, up to isomorphism, the unique nontrivial irreducible morphism
ending in P (by (3.5)). Dually, the module P/S is indecomposable and p :
P → P/S is, up to isomorphism, the unique nontrivial irreducible morphism
starting with P . It follows from (3.8) that R ∼= τ(P/S). Because the
given exact sequence is not split, it remains to show (by (1.13)) that the
monomorphism [qi ] : R → R/S⊕P is left almost split. Assume that u : R →
U is not a section. If u is a monomorphism, then, because P is injective,
u factors through P and we are done. If not, there exists a factorisation
u = u′u′′, with u′′ : R → U ′ a proper epimorphism and u′ : U ′ → U a
monomorphism. Because Ker u �= 0, the simple socle S of R is contained
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in Keru = Keru′′. Thus the epimorphism u′′ factors through R/S, that is,
there exists u1 : R/S → U ′ such that u′′ = u1q. Hence u = [u′u1, 0] satisfies
u [qi ] = [u′u1, 0] [qi ] = u′u1q = u′u′′ = u. �

3.12. Example. Let A be the K-algebra given by the quiver

2
◦

β↙ 3 ↖α

1◦
δ

←− ◦
γ
←− ◦6

ν↖ ↙λ
◦←◦

4 µ 5

bound by the commutativity relations: αβ = γδ and γδ = λµν. The A-
module P (6) = I(1) is projective-injective and the almost split sequence
described in (3.11) with P = P (6) is of the form

0 −→ radP (6) −→ S(2) ⊕ S(3) ⊕
P (5)

S(1)
⊕ P (6) −→

P (6)

S(1)
−→ 0.

4IV. . The Auslander–Reiten quiver of an

algebra

Let A be a finite dimensional K-algebra. We may wish to record the
information we have on the category modA in the form of a quiver. Then
it seems clear that points should represent modules and arrows should rep-
resent homomorphisms. Because any module in mod A decomposes as the
direct sum of indecomposable modules uniquely determined up to isomor-
phism, we should let the points represent isomorphism classes of indecom-
posable modules. Similarly, the homomorphisms that admit no nontrivial
factorisation are the irreducible morphisms; thus our arrows should corre-
spond to the irreducible morphisms. But to be more precise, we need some
additional considerations on irreducible morphisms.

Let M and N be indecomposable modules in mod A. We have seen in
(1.6) that an A-homomorphism f : M → N is an irreducible morphism if
and only if f ∈ radA(M, N) \ rad2

A(M, N). Thus the quotient

Irr(M, N) = radA(M, N)/rad2
A(M, N) (4.1)

of the K-vector spaces radA(M, N) and rad2
A(M, N) measures the number of

irreducible morphisms from M to N . It is called the space of irreducible
morphisms. It is easily seen (see (1.6)) that Irr(M, N) is in fact an EndN–
EndM -bimodule, annihilated on the left by radA(N, N) = radEndN and
on the right by radA(M, M) = radEndM .
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We now give the relation between the space of irreducible morphisms
and minimal almost split morphisms.

4.2. Proposition. Let M =
t⊕

i=1

Mni

i be a module in mod A, with the

Mi indecomposable and pairwise nonisomorphic.
(a) Let f : L → M be a homomorphism in mod A with L indecompos-

able, f =


 f1

...
ft


, where fi =


 fi1

...
fini


 : L −−−−→ Mni

i . Then f is left minimal

almost split if and only if the fij belong to radA(L, Mi) and their residual
classes f i1, . . . , f ini

modulo rad2
A(L, Mi) form a K-basis of Irr(L, Mi) for

all i, and if there is an indecomposable module M ′ in modA such that
Irr(L, M ′) �= 0, then M ′ ∼= Mi for some i.

(b) Let g : M → N be a homomorphism in mod A with N indecompos-
able, g = [ g1 . . . gt ], where gi = [ gi1 . . . gini ] : Mni

i −−−−→ N . Then
g is right minimal almost split if and only if the gij belong to radA(Mi, N)
and their residual classes gi1, . . . , gini

modulo rad2
A(Mi, N) form a K-basis

of Irr(Mi, N) for all i, and, if there is an indecomposable module M ′ in
mod A such that Irr(M ′, N) �= 0, then M ′ ∼= Mi for some i.

Proof. We only prove (a); the proof of (b) is similar. Assume thus that
f is left minimal almost split. Note that, by the statement (a) of (1.10), if
u : U → V is irreducible and v : V → W is a retraction, then vu : U → W
is irreducible. Because, again by (1.10), f : L → M is irreducible, this
remark implies that each fij : L → Mi is irreducible and thus belongs to
radA(L, Mi) (by (1.6)).

On the other hand, (1.10) also shows that if there is an indecomposable
module M ′ such that Irr(L, M ′) �= 0, so that there is an irreducible mor-
phism L → M ′, then M ′ ∼= Mi for some i. We now want to show that for
each i, {f i1, . . . f ini

} is a K-basis of Irr(L, Mi).

Let h ∈ Irr(L, Mi) be the residual class of h ∈ radA(L, Mi). Because h
is not a section, it factors through f , that is, there exists a homomorphism

u = [u1, . . . , ut] :
t⊕

k=1

Mnk

k → Mi, with uk = [uk1, . . . , uknk
] : Mnk

k → Mi

such that

h = uf =
t∑

k=1

nk∑
j=1

ukjfkj .

Any uij is an endomorphism of Mi. Because EndMi is local and the base
field K is algebraically closed, we have that EndMi/radEndMi

∼= K, so
that uij = λj ·1Mi +u′

ij with λj ∈ K and u′
ij ∈ radA(Mi, Mi) = radEndMi.

On the other hand, if k �= i, then ukj ∈ radA(Mk, Mi). Because fkj ∈
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radA(L, Mk), we have ukjfkj ∈ rad2
A(L, Mi) for k �= i. Thus

h =
∑
k

∑
j

ukjfkj =
∑
j

λj · f ij .

This shows that {f i1, . . . , f ini
} generates Irr(L, Mi) as a K-vector space.

To prove the linear independence of this set, assume that
∑

j λjf ij = 0 in
Irr(L, Mi), where λj ∈ K. Thus the homomorphism v =

∑
j λjfij belongs

to rad2
A(L, Mi). Assume that λj �= 0 for some j; then the homomorphism

l = [λ1, . . . , λni ] : Mni

i → Mi is a retraction, and, by the first remark, v =
lfi is irreducible, a contradiction, because v ∈ rad2

A(L, Mi). Consequently,
λj = 0. We have completed the proof that {f i1, . . . , f ini

} is a K-basis of
Irr(L, Mi) and thus of the necessity.

For the sufficiency, assume that for each j, {f j1, . . . , f jnj
} is a basis

of the K-vector space Irr(L, Mj) and consider a left minimal almost split
morphism f ′ : L → U (see (3.6)). It follows that f : L → M is not a
section and applying the necessity part to U yields that U ∼= M . Indeed,
let U =

⊕s
k=1 Umk

k be a decomposition of U , where U1, . . . , Us are pairwise
nonisomorphic indecomposable modules. For each k, Irr(L, Uk) �= 0 yields
Uk

∼= Mj for some j and mk = dimK Irr(L, Uk) = dimK Irr(L, Mj) = nj .
Analogously, for each j, Irr(L, Mj) �= 0 yields Mj

∼= Uk for some k. Hence

we deduce that U =
⊕s

k=1 Umk

k
∼=

⊕t
j=1 M

nj

j = M .
Without loss of generality we may assume that U = M and f ′ : L → M

is left minimal almost split. Applying the necessity part to f ′ yields that

f ′ = [f ′
js] : L →

⊕t
j=1 M

nj

j and, for each j, the set {f
′

j1, . . . , f
′

jnj
} is a

basis of the K-vector space Irr(L, Mj). Because f is not a section, there
exists h : M → M such that f = hf ′. Hence we conclude that h is an
isomorphism. Consequently, f is a left minimal almost split morphism. �

4.3. Remark. Let P (a) = eaA be an indecomposable projective
A-module and I(a) = D(Aea) be an indecomposable injective A-module.

(a) The embedding radP (a) ↪→ P (a) is an irreducible morphism and
is right minimal almost split. If X1, . . . Xt are indecomposable and pair-
wise nonisomorphic A-modules such that radP (a) ∼= Xn1

1 ⊕ · · · ⊕ Xnt
t ,

then nj = dimK Irr(Xj , P (a)) and every indecomposable A-module X with
Irr(X, P (a)) �= 0 is isomorphic to Xj for some j.

(b) The natural epimorphism I(a) → I(a)/soc I(a) is an irreducible
morphism and is left minimal almost split. If Y1, . . . Ys are indecomposable
and pairwise nonisomorphic such that I(a)/soc I(a) ∼= Y m1

1 ⊕ · · · ⊕ Y mt
t ,

then mj = dimK Irr(I(a), Yj) and every indecomposable A-module Y with
Irr(I(a), Y ) �= 0 is isomorphic to Yj for some j.

The first statement of (a) follows from (3.5)(a). The remaining part of
(a) is a consequence of (4.2) and the unique decomposition theorem (I.4.10).
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The first statement of (b) follows from (3.5)(b). The remaining part of (b)
follows easily by applying the duality D : mod Aop → mod A.

We collect some of the previous results in the following useful corollary.

4.4. Corollary. Let 0 −→ L
f

−→
t⊕

i=1

Mni

i

g
−→ N −→ 0 be a short ex-

act sequence in mod A with L, N indecomposable and the Mi indecompos-

able and pairwise nonisomorphic. Write f =


 f1

...
ft


 and g = [g1 . . . gt],

where fi =


 fi1

...
fini


 : L −−−−→ Mni

i and g = [gi1 . . . gini ] : Mni

i −−−−→ N .

The following conditions are equivalent:
(a) The given sequence is almost split.
(b) For each i, the homomorphisms fij belong to radA(L, Mi), their

residual classes f ij modulo rad2
A(L, Mi) form a K-basis of Irr(L, Mi), and

if there exists an indecomposable module M ′ with Irr(L, M ′) �= 0, then M ′ ∼=
Mi for some i.

(c) For each i, the homomorphisms gij belong to radA(Mi, N), their
residual classes gij modulo rad2

A(Mi, N) form a K-basis of Irr(Mi, N), and
if there exists an indecomposable module M ′ with Irr(M ′, N) �= 0, then
M ′ ∼= Mi for some i.

Further, if these equivalent conditions hold, then for each i,

dimK Irr(L, Mi) = dimK Irr(Mi, N).

Proof. The equivalence of these conditions follows from (4.2), and the
last statement from (b) and (c). �

4.5. Corollary. Let X and Y be indecomposable modules in mod A.
(a) If τX �= 0 and τY �= 0, then there exists a K-linear isomorphism

Irr(τX, τY ) ∼= Irr(X, Y ).
(b) If τ−X �= 0 and τ−Y �= 0, then there exists a K-linear isomorphism

Irr(τ−X, τ−Y ) ∼= Irr(X, Y ).

Proof. We only prove (a); the proof of (b) is dual. Because τX �= 0 and
τY �= 0, X is not projective, Y is not projective, and there exist almost split
sequences 0 −→ τX −→ U

u
−→ X −→ 0 and 0 −→ τY −→ V

v
−→ Y −→ 0 in

mod A. First, we prove that Irr(X, Y ) �= 0 implies Irr(τX, τY ) ∼= Irr(X, Y ).
Assume that Irr(X, Y ) �= 0. Because v is a right minimal almost split
morphism, according to (4.2)(b), the module X is isomorphic to a direct
summand of V , and by (3.8) there is an irreducible morphism τY → X .
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Then, by (4.4), there is a K-linear isomorphism Irr(τY, X) ∼= Irr(X, Y ).
Because u is a right minimal almost split morphism and Irr(τY, X) �=
0, then, according to (4.2)(b), the module τY is isomorphic to a direct
summand of U and, according to (4.4), there is a K-linear isomorphism
Irr(τY, X) ∼= Irr(τX, τY ). Consequently, we get a K-linear isomorphism
Irr(τX, τY ) ∼= Irr(X, Y ).

Using these arguments, we also prove that Irr(τX, τY ) ∼= Irr(X, Y ) if
Irr(τX, τY ) �= 0. This finishes the proof. �

We are now able to define the quiver of the category modA.

4.6. Definition. Let A be a basic and connected finite dimensional
K-algebra The quiver Γ(mod A) of mod A is defined as follows:

(a) The points of Γ(modA) are the isomorphism classes [X ] of inde-
composable modules X in mod A.

(b) Let [M ], [N ] be the points in Γ(modA) corresponding to the in-
decomposable modules M , N in mod A. The arrows [M ] → [N ] are in
bijective correspondence with the vectors of a basis of the K-vector space
Irr(M, N).

The quiver Γ(modA) of the module category mod A is called the Auslan-
der–Reiten quiver of A.

We may define in exactly the same way the quiver Γ(C) of an arbitrary
additive subcategory C of mod A that is closed under direct sums and sum-
mands. We leave to the reader the verification that if C = proj A, the quiver
Γ(proj A) is the opposite of the ordinary quiver of A. In the rest of this
section, we examine the combinatorial structure of the Auslander–Reiten
quiver Γ(mod A) of A.

It follows from the definition that the points of Γ(modA) are the isomor-
phism classes of indecomposable A-modules, and that there exists an arrow
[L] → [M ] if and only if Irr(L, M) �= 0, that is, if and only if there exists an
irreducible morphism L → M . By (4.2), (3.1), and (3.5), the set [M ]− of
the immediate predecessors of [M ] coincides with the set of those points [L]
such that L is either an indecomposable direct summand of radM , if M is
projective, or an indecomposable direct summand of the middle term of the
almost split sequence ending with M , if M is not projective. Similarly, the
set [M ]+ of the immediate successors of M coincides with the set of those
points [N ] such that N is either an indecomposable summand of M/socM ,
if M is injective, or an indecomposable direct summand of the middle term
of the almost split sequence starting with M , if M is not injective. In par-
ticular, for every M , the sets [M ]+ and [M ]− are finite. This shows that
each point of Γ(modA) has only finitely many neighbours.

A quiver having this property, that is, such that each point has only
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finitely may neighbours, is called locally finite.
An obvious consequence is that each connected component of an Auslan-

der–Reiten quiver has at most countably many points. Indeed, let x be an
arbitrary fixed point of a locally finite quiver Γ. Denote by N1 the set of
neighbours of x, and for each i ≥ 2 define Ni to be the set of neighbours of
points from Ni−1. Because Γ is locally finite, each Ni is finite. Because Γ
is connected, the set Γ0 =

⋃
i≥1

Ni is a connected component consisting of at

most countably many points.
It is clear that Γ(modA) is finite (or, equivalently, has finitely many

points) if and only if A is representation–finite, that is, the number of the
isomorphism classes of indecomposable finite dimensional right A-modules
is finite (see (I.4.11)). In fact, we show in the next section that if Γ(modA)
has a finite connected component Γ, then Γ(modA) = Γ and, consequently,
A is representation–finite.

We recall that A is called representation–infinite if A is not representation–
finite.

A second observation is that every irreducible morphism f : M → N is
either a proper monomorphism or a proper epimorphism; see (1.4). More-
over, if M = N , then, because M is finite dimensional as a K-vector space,
f should be an isomorphism. This shows that the source and the target
of this homomorphism must be distinct and therefore an Auslander–Reiten
quiver has no loops.

The Auslander–Reiten quiver is actually endowed with an additional
structure. Let Γ′

0 (or Γ′′
0) denote the set of those points in Γ(modA) that

correspond to a projective (or an injective, respectively) indecomposable
module. For each [N ] ∈ Γ(mod A)0 \ Γ′

0, the Auslander–Reiten translate
τN of N exists, and, by (2.10), we have [τN ] ∈ Γ(mod A)0 \ Γ′′

0 . This
defines a bijection

τ : Γ(mod A)0 \ Γ′
0 −−−−→ Γ(mod A)0 \ Γ′′

0 ,

also denoted by τ . Thus, for each indecomposable nonprojective module N ,
we have τ [N ] = [τN ]. The inverse bijection is denoted by

τ−1 : Γ(mod A)0 \ Γ′′
0 −−−−→ Γ(mod A)0 \ Γ′

0

and, for each indecomposable noninjective module L, we have τ−1[L] =
[τ−1L]. We say that τ is the translation of the quiver Γ(mod A). Let thus
N be an indecomposable nonprojective A-module, and let

0 −→ τN −→
t⊕

i=1

Mni

i −→ N −→ 0

be an almost split sequence ending with N , with the Mi indecomposable
and pairwise nonisomorphic. By (4.4), for each i, we have

ni = dimK Irr(Mi, N) = dimK Irr(τN, Mi).
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Hence, corresponding to this almost split sequence is the following “mesh”
in Γ(mod A) :

[M1]

α11↗···↗α1n1

... β1n1
↘···↘β11

[τN ] - - - - - - - - - - - - - - [N ]

αt1↘···↘α1nt

... βtnt↗···↗βt1

[Mt]

In particular, we see that [τN ]+ = [N ]− and that for each [Mi] in this set,
there exists a bijection between the set {αi1, . . . , αini} of arrows from [τN ]
to [Mi] and the set {βi1, . . . , βini} of arrows from [Mi] to [N ].

We may thus define a new combinatorial structure.

4.7. Definition. Let Γ be a locally finite quiver without loops and τ be
a bijection whose domain and codomain are both subsets of Γ0. The pair
(Γ, τ) (or more briefly, Γ) is said to be a translation quiver if for every
x ∈ Γ0 such that τx exists, and every y ∈ x−, the number of arrows from y
to x is equal to the number of arrows from τx to y.

A full translation subquiver of a translation quiver (Γ, τ) is a trans-
lation quiver (Γ′, τ ′) such that Γ′ is a full subquiver of Γ and τ ′x = τx,
whenever x is a vertex of Γ′ such that τx belongs to Γ′.

It follows directly from the definition that, if x ∈ Γ0 is such that τx
exists, then (τx)+ = x−. The bijection τ is called the translation of Γ. The
points of Γ, where τ (or τ−1) is not defined are called projective points
(or injective points, respectively). The full subquiver of Γ consisting of a
nonprojective point x ∈ Γ0, its translate τx, and the points of (τx)+ = x−

is called the mesh ending with x and starting with τx. Let Γ′
1 denote the

subset of Γ1 consisting of the arrows with nonprojective target. Because, for
x ∈ Γ0 nonprojective there exists a bijection between the arrows having x
as target and those having τx as source, we can define an injective mapping
σ : Γ′

1 → Γ1 such that if α ∈ Γ′
1 has target x, then σα has source τx. Such a

mapping is called a polarisation of Γ. Clearly, if Γ has no multiple arrows,
there exists a unique polarisation on Γ. Otherwise, there usually exist many
polarisations. We have already proven the following lemma.

4.8. Lemma. The Auslander–Reiten quiver Γ(mod A) of an algebra
A is a translation quiver, the translation τ being defined for all points [M ]
such that M is not a projective module, by τ [M ] = [τM ]. �

It is, of course, easy to construct examples of translation quivers that
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are not necessarily Auslander–Reiten quivers, for instance

◦z
↗ ↘

◦τ2y ◦τy ◦y

↗↗ ↘↘ ↗↗ ↘↘ ↗↗ ↘↘
◦τ5z ◦τ4z ◦τ3z ◦τ2z ◦τz ◦z

↙↗ ↘ ↗ ↘
◦τu=u ◦ τv ◦v

↗ ↘ ↗ ↘
◦ ◦τw ◦w
τ 2w=w

In most cases we consider the Auslander–Reiten quiver has no multiple
arrows. This is the case for representation–finite algebras.

4.9. Proposition. Let A be a representation–finite algebra. Then
Γ(mod A) has no multiple arrows.

Proof. We must show that, for each pair M , N of indecomposable A-
modules, we have dimK Irr(M, N) ≤ 1. We assume that this is not the case,
that is, that there exists a pair M , N such that dimK Irr(M, N) ≥ 2. In
particular, Irr(M, N) �= 0. Because every irreducible morphism M → N is
an epimorphism or a monomorphism, we must have dimK M �= dimK N .
Suppose dimK M > dimK N (the other case is dual). In particular, N
cannot be projective, and there exists an almost split sequence of the form
0 −→ τN −→ M2 ⊕ E −→ N −→ 0. Hence we get

dimK τN = 2 dimK M + dimK E − dimK N
> dimK M > dimK N.

Furthermore, dimK Irr(τN, M) ≥ 2. An obvious induction shows that, for
any two natural numbers i, j such that i > j, we have

dimK τ iM > dimK τ iN > dimK τ jM > dimK τ jN.

This implies that the mapping N → Γ(mod A)0 given by i 
→ τ i[N ] is injec-
tive, and the connected component of Γ(modA) containing [N ] is infinite,
which contradicts the hypothesis that A is representation–finite. �

We now turn to the construction of the Auslander–Reiten quiver of an al-
gebra A. In many simple cases, it is possible to construct Γ(mod A) without
constructing explicitly all the almost split sequences in mod A. We illus-
trate the procedure with examples. In these examples, we agree to identify
isomorphic modules and homomorphisms.

4.10. Example. Let A be the path K-algebra of the linear quiver

◦
β

←−−−−◦
α

←−−−−◦.
1 2 3

We have a complete list of the indecomposable projective
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or injective A-modules, given as representations (see (III.2)):

P (1) = (K←−0←−0) = S(1)
P (2) = (K

1
←−K←−0)

P (3) = (K
1

←−K
1

←−K) = I(1)
I(2) = (0←−K

1
←−K)

I(3) = (0←−0←−K),

and we also have a simple module S(2), which is neither projective nor
injective. Further, we have

P (1) = radP (2)
I(3) = I(2)/S(2)

P (2) = radP (3)
I(2) = I(1)/S(1) = P (3)/S(1).

Because the A-module P (1) is simple projective and noninjective, by (3.9),
the target of each irreducible morphism starting with P (1) is projective.
Because P (1) = radP (2), and P (1) is not a summand of radP (3), the
inclusion i : P (1) → P (2) is the only such irreducible morphism and is ac-
tually the only right minimal almost split morphism ending with P (2). Thus
we have an almost split sequence 0 −→P (1)

i
−→ P (2) −→ Coker i −→ 0. It

is easily seen that Coker i = P (2)/P (1) = S(2).

Now consider P (2). We have just seen that there exists an irreducible
morphism P (2) → S(2). On the other hand radP (3) = P (2), hence there
exists an irreducible (inclusion) morphism P (2) → P (3). Now P (3) = I(1)
is projective-injective, hence, by (3.11), we have an almost split sequence
of the form 0 −→ P (2) −→ P (3) ⊕ S(2) −→I(2) −→ 0. On the other
hand, the homomorphism I(2) → I(2)/S(2) = I(3) = S(3) is left minimal
almost split, with kernel S(2), so that we have an almost split sequence
0 −→ S(2) −→ I(2) −→ S(3) −→ 0. Putting together the information we
obtained, Γ(modA) is the quiver

[P (1)] [S(2)] [S(3)]
↘ ↗ ↘ ↗

[P (2)] [I(2)]
↘ ↗
[P (3)]

It is customary, when drawing Γ(modA), to put the translate τx of a
nonprojective point x on the same horizontal line as x. We always follow
this convention.

4.11. Example. Let A be given by the quiver ◦
γ

←−−−−◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4

bound by αβγ = 0. We have the following list of indecomposable projective
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or injective A-modules (see (III.2)):

P (1)= S(1);
P (2)= (K

1
←−K←−0←−0);

P (3)= (K
1

←−K
1

←−K←−0) = I(1);
P (4)= (0←−K

1
←−K

1
←−K) = I(2);

I(3) = (0←−0←−K
1

←−K);
I(4) = S(4).

We thus have two right minimal almost split morphisms P (1) → P (2),
P (2) → P (3) and two left minimal almost split morphisms I(2) → I(3),
I(3) → I(4). Because P (3) and P (4) are projective-injective, we have al-
most split sequences (by (3.11))

0 −→ P (2) −→ P (3) ⊕
P (2)

S(1)
−→

P (3)

S(1)
−→ 0 ;

0 −→ radP (4) −→ P (4) ⊕
radP (4)

S(2)
−→

P (4)

S(2)
−→ 0.

Here we observe that P (2)/S(1) = S(2), P (4)/S(2) = I(3), and radP (4) =
P (3)/S(1) is the indecomposable module M in mod A given by the diagram
(0←−K

1
←−K←−0), and (radP (4))/S(2) = S(3). Computing successively

kernels and cokernels, we obtain Γ(modA) of the form

[P (1)] [S(2)] [S(3)] [S(4)]
↘ ↗ ↘ ↗ ↘ ↗

[P (2)] [M ]→[P (4)]→ [I(3)]
↘ ↗
[P (3)]

We remark that, if we replace each indecomposable module by its dimension
vector, we obtain

1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1

↘ ↗ ↘ ↗ ↘ ↗
1 1 0 0 0 1 1 0→ 0 1 1 1→ 0 0 1 1

↘ ↗
1 1 1 0

Thus, for each mesh of Γ(mod A) of the form

[M1]

↗
... ↘

[τN ] - - - - - - - - [N ]

↘
... ↗

[Mt]
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one has dimN + dim τN =
t∑

i=1

dimMi; this follows from the fact that

the corresponding almost split sequence is exact. This seemingly innocent
(and trivial) remark gives a method of construction we illustrate in the next
example.

4.12. Example. Let A be the K-algebra given by the quiver

2
◦

β↙ ↖α

1 ◦ ◦ 4

δ↖ ↙γ
◦
3↖ε

◦ 5

bound by αβ = γδ, εδ = 0. Any algebra A whose ordinary quiver QA is
acyclic admits at least one simple projective module. In our case, there

exists only one, namely P (1), whose dimension vector is
0

1 0
0
0
. We know

that no arrow of Γ(mod A) ends in P (1) and that the target of each arrow
starting at P (1) is projective. In our case, we find two such arrows, namely
[P (1)] → [P (2)] and [P (1)] → [P (3)] (indeed, P (1) = radP (2) = radP (3)),
which are our first two arrows. Moreover, these are the only arrows of
targets P (2) and P (3), respectively. Because P (1) is not injective, we have
an almost split sequence

0 −→ P (1) −→ P (2) ⊕ P (3) −→ τ−1P (1) −→ 0.

Moreover, dim τ−1P (1) = dimP (2) + dimP (3) − dimP (1) =
1

1 0
0
0
+

0
1 0
1
0
−

0
1 0
0
0

=
1

1 0
1
0
. We see at once that τ−1P (1) = radP (4), and hence there is a

unique arrow of target P (4), namely [τ−1P (1)] → [P (4)]. This gives us the
beginning of Γ(modA) (where the isomorphism classes of indecomposable
A-modules are replaced by their dimension vectors):

1
1 0
0
0

↗ ↘
0

1 0
0
0

1
1 0
1
0

−→
1

1 1
1
0

↘ ↗
0

1 0
1
0

The calculation of the almost split sequences starting at P (2) and P (3),



136 Chapter IV. Auslander–Reiten theory

respectively, gives

1
1 0
0
0

0
0 0
1
0

↗ ↘ ↗
0

1 0
0
0

1
1 0
1
0

−→
1

1 1
1
0

↘ ↗ ↘
0

1 0
1
0

1
0 0
0
0

Because S(3) = radP (5), there exists a unique arrow of target P (5),
namely [S(3)] → [P (5)]. In this way, all the projectives have been ob-
tained. All other indecomposable modules are thus of the form τ−1L, with
L indecomposable: to obtain the dimension vector of such a module, we
consider the almost split sequence

0 −→ L −→ M1 ⊕ . . . ⊕ Mt −→ τ−1L −→ 0.

Because we can assume by induction that dimL and dimMi (for all i with
1 ≤ i ≤ t) are known, we deduce dim τ−1L =

∑t
i=1 dimMi −dimL. This

allows us to construct the rest of Γ(mod A). The construction stops when we
reach the injectives; indeed, the left minimal almost split morphism starting
at an indecomposable injective I(a) is the projection onto its socle factor
I(a)/S(a), and

dimK I(a) = 1 + dimK I(a)/S(a) > dimK I(a)/S(a).

Thus the previous method would give a dimension vector with negative coor-
dinates, a contradiction. Continuing the construction yields the Auslander–
Reiten quiver Γ(modA)

0
0 0
1
1

1
0 1
0
0

↗ ↘ ↗ ↘
1

1 0
0
0

0
0 0
1
0

1
0 1
1
1

0
0 1
0
0

↗ ↘ ↗ ↘ ↗ ↘ ↗
0

1 0
0
0

1
1 0
1
0

−→
1

1 1
1
0

−→
1

0 1
1
0

0
0 1
1
1

↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 0
1
0

1
0 0
0
0

0
0 1
1
0

0
0 0
0
1

4.13. Example. Let A be the K-algebra given by the quiver

◦ ◦
↖λ β↙ ↖α

◦ ◦
↙µ δ↖ ↙γ

◦ ◦
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bound by αβ = γδ, δµ = 0, and βλ = 0. Then Γ(modA) can be constructed
as earlier and is of the form

0 1
1 0

1 0
↗ ↘

1 0
0 0

0 0

0 0
1 0

1 0

0 1
1 0

0 0

0 0
0 0

0 1

0 1
0 1

0 0
↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘

1 0
1 0

1 0

0 0
1 0

0 0

0 1
1 0

0 1
→ 0 1

1 1
0 1

→ 0 1
0 1

0 1

0 0
0 1

0 0
↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗

0 0
0 0

1 0

1 0
1 0

0 0

0 0
1 0

0 1

0 1
0 0

0 0

0 0
0 1

0 1
↘ ↗

1 0
1 0

0 1

Let M , N , and L be the simple A-modules such that dimM = 0 0
1 0

0 0
,

dimN = 0 0
0 1

0 0
, and dimL = 0 0

1 0
0 0

. Because dim τM = 1 0
1 0

1 0
, we get

HomA(DA, τM) = 0, and (2.7)(a) yields pdAM = 1.

On the other hand, pdAN ≥ 2, because dim τN = 0 1
0 1

0 1
and there-

fore there is a nonzero homomorphism from the indecomposable injective
A-module E of dimension vector 0 1

1 1
0 1

to the module τN . Then we get
HomA(DA, τN) �= 0 and (2.7)(a) yields pdAN ≥ 2. Actually, pdAN = 2,
because the minimal projective resolution of N has the form

0 −−−−−→ 1 0
1 0

1 0
−−−−−→ 1 0

1 0
0 1

⊕
0 1
1 0

1 0
−−−−−→ 0 1

1 1
0 1

−−−−−→ 0 0
0 1

0 0
−−−−−→ 0

Similarly, idAL ≥ 2, because dim τ−1L = 0 1
1 0

0 1
and there is a nonzero ho-

momorphism from τ−1L to the indecomposable projective module P of di-
mension vector 0 1

1 1
0 1

. It follows that HomA(τ−1L, A) �= 0 and (2.7)(b) yields
idAL ≥ 2.

The method presented in these examples works perfectly well for all
finite and acyclic Auslander–Reiten quivers. An interesting remark in this
case is that, as suggested by the examples, every indecomposable module is
(up to isomorphism) uniquely determined by its dimension vector. This is
shown later.

4.14. Example. Let A be the K-algebra given by the quiver

2
◦

β↙ ↖α

1 ◦ ←−−− ◦ 3γ
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bound by αβ = 0. Then Γ(modA) is given by

1
1 0

1
0 1

↗ ↘ ↗ ↘
0

1 0
2

1 1
0

0 1

↘ ↗ ↘ ↗
1

/
1 1

1
\

1 1
↗ ↘ ↗ ↘

1
0 0

0
1 1

1
0 0

where modules are replaced by their dimension vectors and one must identify
the two copies of S(2) = 1

0 0, thus forming a cycle. Here,
1

/
1 1

represents the

indecomposable projective module P (3) =
K

0↙ ↖1

K ←−−− K
1

, while
1
\

1 1
represents

the indecomposable injective module I(1) =
K

1↙ ↖0

K ←−−− K
1

. It follows that

indecomposable modules are not uniquely determined by their dimension
vectors, because P (3) �∼= I(1) and dimP (3) = dim I(1).

5IV. . The first Brauer–Thrall conjecture

At the origin of many recent developments of representation theory are
the following two conjectures attributed to Brauer and Thrall.

Conjecture 1. A finite dimensional K-algebra is either representation–
finite or there exist indecomposable modules with arbitrarily large dimension.

Conjecture 2. A finite dimensional algebra over an infinite field K is
either representation–finite or there exists an infinite sequence of numbers
di ∈ N such that, for each i, there exists an infinite number of nonisomorphic
indecomposable modules with K-dimension di.

The first statement has now been shown to hold true, whenever the field
K is arbitrary (see [13], [14], [140], [147], [148], [151], [154], [170]), and the
second one when K is algebraically closed (see [26], [27], [124], [140], [162],
and for historical notes see [83]). Our objective in this section is to give a
simple proof of the first conjecture.

Let A be a finite dimensional K-algebra. A sequence of irreducible
morphisms in mod A of the form

M0
f1
−→ M1

f2
−→ · · ·

ft
−→ Mt
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with all the Mi indecomposables is called a chain of irreducible mor-
phisms from M0 to Mt of length t.

5.1. Lemma. Let t ∈ N and let M and N be indecomposable right
A-modules with HomA(M, N) �= 0. Assume that there exists no chain of
irreducible morphisms from M to N of length < t.

(a) There exists a chain of irreducible morphisms

M = M0
f1
−→ M1

f2
−→ M2 −→ · · ·

ft
−→ Mt

and a homomorphism g : Mt → N with gft . . . f2f1 �= 0.
(b) There exists a chain of irreducible morphisms

Nt
gt
−→ Nt−1

gt−1

−→ · · · −→ N1
g1
−→ N0 = N

and a homomorphism f : M → Nt with g1 . . . gtf �= 0.

Proof. We only prove (a); the proof of (b) is similar. We proceed by
induction on t. For t = 0, there is nothing to show. Assume thus that
M and N are given with HomA(M, N) �= 0 and that there is no chain of
irreducible morphisms from M to N of length < t + 1. By the induction
hypothesis, there exists a chain of irreducible morphisms

M = M0
f1
−→ M1

f2
−→ · · ·

ft
−→ Mt

and a homomorphism g : Mt → N with gft . . . f1 �= 0. The induction
hypothesis implies that g cannot be an isomorphism. Because Mt and N
are indecomposable, g is not a section. We consider the left minimal almost
split morphism starting with Mt

h =


h1

...
h1


 : Mt −−−−−−−−→

s⊕
j=1

Lj,

where the modules L1, . . . , Ls are indecomposable. Then g factors through

h, that is, there exists u = [u1, . . . , us] :
s⊕

j=1

Lj −−−−→ N such that g =

uh =
s∑

j=1

ujhj . Thus, because 0 �= gft . . . f1 =
s∑

j=1

ujhjft . . . f1, there exists

j such that 1 ≤ j ≤ s and ujhjft . . . f1 �= 0. Setting Mt+1 = Lj, ft+1 = hj

and g′ = uj, our claim follows from the fact that hj is irreducible. �

5.2. Lemma (Harada and Sai). For a natural number b, let

M1
f1
−→ M2

f2
−→ M3 → · · · → M2b−1

f
2b−1

−→ M2b
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be a chain of nonzero nonisomorphisms in modA, with all Mi indecompos-
ables of length ≤ b. Then f2b−1 . . . f2f1 = 0.

Proof. We show by induction on n that if

M1
f1
−→ M2

f2
−→ M3 → · · · → M2n−1

f2n−1

−→ M2n

is a sequence of nonzero nonisomorphisms between indecomposable modules
of length ≤ b, then the length of the image of the composite homomorphism
f2n−1 . . . f2f1 is ≤ b− n. This will imply the statement upon setting b = n.

Let n = 1. If the length �(Im f1) of Im f1 is equal to b, then f1 is an
isomorphism, a contradiction that shows that �(Im f1) ≤ b − 1. Assume
that the statement holds for n, and let

M1
f1
−→ M2

f2
−→· · · → M2n−1

f2n−1

−→ M2n
f2n

−→ M2n+1
f2n+1

−→ · · ·
f
2n+1−1

−→ M2n+1

be a sequence of nonzero nonisomorphisms between indecomposable mod-
ules of length ≤ b. We consider the two homomorphisms f = f2n−1 . . . f2f1

and h = f2n+1−1 . . . f2n+1. By the induction hypothesis, �(Im f) ≤ b − n
and �(Im h) ≤ b − n. If at least one of these two inequalities is strict, we
are done. We may thus suppose that �(Im f) = �(Im h) = b − n > 0. Let
g = f2n . We must show that �(Im hgf) ≤ b − n − 1.

We claim that if this is not the case, then g is an isomorphism, a contra-
diction that completes the proof. Assume thus that �(Im hgf) > b− n− 1.
Because �(Im hgf) ≤ �(Im f) = b − n, this implies that �(Im hgf) = b − n.
Now

�(Im hgf) = �(
Im f

Im f ∩ Kerhg
) = �(Im f) − �(Im f ∩ Kerhg).

This implies that �(Im f ∩ Kerhg) = 0, hence Im f ∩ Kerhg = 0. On the
other hand, Imhgf ⊆ Im hg ⊆ Im h and �(Im hgf) = �(Im h) = b − n give
�(Im hg) = b − n. Consequently,

�(Kerhg) = �(M2n) − �(Im hg) = �(M2n) − (b − n) = �(M2n) − �(Im f).

This shows that M2n = Im f ⊕ Kerhg. Because M2n is indecomposable
and f �= 0, we have Kerhg = 0. Therefore hg is a monomorphism. Hence
g itself is a monomorphism. Similarly, one shows that Im gf ∩ Kerh = 0,
hence that M2n+1 = Im gf ⊕Kerh. Because gf �= 0 and the module M2n+1

is indecomposable then we get M2n+1 = Im gf , so that gf and therefore g
are epimorphisms. This completes the proof that g is an isomorphism, and
hence of the lemma. �

The following example shows that the bounds given in the Harada–Sai
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lemma are the best bounds possible.

5.3. Example. Let A be given by the quiver

α ◦
1

β

consisting of two loops α and β, bound by α2 = 0, β2 = 0, αβ = 0, and
βα = 0.

We construct 7 indecomposable A-modules of length ≤ 3 and 6 nonisomor-
phisms between them with nonzero composition.

The algebra A admits a unique simple module SA and any A-module can
be written in a form of a triple (V, ϕα, ϕβ), where V is a finite dimensional
K-vector space and ϕα, ϕβ : V → V are K-linear endomorphisms satisfying
the conditions ϕ2

α = 0, ϕ2
β = 0, ϕαϕβ = ϕβϕα = 0, and a morphism

(V, ϕα, ϕβ) → (V ′, ϕ′
α, ϕ′

β) is a K-linear map f : V → V ′ such that ϕ′
αf =

fϕα and ϕ′
βf = fϕβ . Let thus

M1 = M5 = AA = (K3,
[
0 0 0
1 0 0
0 0 0

]
,
[
0 0 0
0 0 0
1 0 0

]
),

M2 = M6 = AA/S = (K2, [0 0
1 0], 0 ),

M3 = M7 = (DA)A = (K3,
[
0 1 0
0 0 0
0 0 0

]
,
[
0 0 1
0 0 0
0 0 0

]
),

M4 = SA = (K, 0, 0).

Each of these modules has a simple top or a simple socle and hence is
indecomposable. Let now

f1 = [1 0 0
0 0 1] : M1 −→ M2, f2 =

[
0 1
0 0
1 0

]
: M2 −→ M3,

f3 = [1 0 0] : M3 −→ M4, f4 =
[
0
0
1

]
: M4 −→ M5,

f5 = [1 0 0
0 0 1] : M5 −→ M6, f6 =

[
1 0
0 0
0 1

]
: M6 −→ M7.

It is easily checked that each of these matrices defines an A-module homo-

morphism, and f6f5f4f3f2f1 =
[
0 0 0
0 0 0
0 0 1

]
�= 0.

We are now able to prove our criterion of representation–finiteness, which
was announced in the previous section and implicitly used in the construc-
tion of Auslander–Reiten quivers.

5.4. Theorem. Assume that A is a basic and connected finite di-
mensional K-algebra. If Γ(mod A) admits a connected component C whose
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modules are of bounded length, then C is finite and C = Γ(mod A). In
particular, A is representation–finite.

Proof. Let b be a bound for the length of the indecomposable modules
X with [X ] in C. Let M , N be two indecomposable A-modules such that
HomA(M, N) �= 0. If [M ] ∈ C0, there exists a chain of irreducible morphisms
from M to N of length smaller than 2b − 1 = t, and in particular [N ] ∈ C0.
Indeed, if this is not the case, there exists, by (5.1), a chain of irreducible
morphisms

M = M0
f1
−→M1

f2
−→M2 → · · · → Mt−1

ft
−→Mt

and a homomorphism g : Mt → N with gft . . . f1 �= 0. However, (5.2) yields
ft . . . f1 = 0, a contradiction that shows our claim. Similarly, if [N ] ∈ C0,
we have [M ] ∈ C0.

Let now [M ] ∈ C0 be arbitrary. There exists an indecomposable projec-
tive module PA such that HomA(P, M) �= 0; hence we also have [P ] ∈ C0. It
follows from (II.3.4) and (I.5.17) that, for any other indecomposable projec-
tive P ′, there exists a sequence of indecomposable projective modules P =
P0, P1, . . . , Ps = P ′ such that HomA(Pi−1, Pi) �= 0 or HomA(Pi, Pi−1) �= 0
for each 1 ≤ i ≤ s, because the algebra A is connected, P ∼= eaA and
P ′ ∼= ebA for some primitive orthogonal idempotents ea, eb of A, and
(I.4.2) yields HomA(eaA, ebA) ∼= ebAea. Hence [P ′] ∈ C0. We deduce
that any indecomposable A-module X corresponds to a point [X ] in C,
because there exists an indecomposable projective A-module P ′ such that
HomA(P ′, X) �= 0. This shows that C = Γ(mod A).

On the other hand, for each indecomposable projective A-module P and
each indecomposable A-module M such that HomA(P, M) �= 0, we know
that there exists a chain of irreducible morphisms from P to M of length
smaller than t = 2b − 1. Because there are only finitely many nonisomor-
phic indecomposable projectives, there are only finitely many nonisomor-
phic indecomposable modules corresponding to points in C. Hence A is
representation–finite. �

As a consequence of (5.4) we get the validity of the first Brauer–Thrall
conjecture.

5.5. Corollary. Any algebra is either representation–finite or admits
indecomposable modules of arbitrary length. �

We end this section with the following corollary, which underlines the
importance of the irreducible morphisms and hence of the Auslander–Reiten
quiver, for the description of the module category of a representation–finite
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algebra.

5.6. Corollary. Let A be a representation–finite algebra. Any nonzero
nonisomorphism between indecomposable modules in mod A is a sum of com-
positions of irreducible morphisms.

Proof. Let M , N be indecomposable A-modules and t ≥ 1. Denote
by radt

A(M, N) the K-subspace of radA(M, N) consisting of the K-linear
combinations of compositions f1f2 . . . ft, where f1, f2, . . . , ft are nonisomor-
phisms between indecomposable A-modules. Because A is representation–
finite, the lengths of the indecomposable A-modules are bounded; hence, by
the Harada–Sai lemma (5.2), there exists m ≥ 1 such that radm+1

A (M, N) =
0 for all M and N .

Let g ∈ radA(M, N) be nonzero. If g �∈ rad2
A(M, N), then g is irreducible

and there is nothing to prove. If g ∈ rad2
A(M, N), there exists s such that

2 ≤ s ≤ m and g ∈ rads
A(M, N) \ rads+1

A (M, N).

We prove our statement by descending induction on s. If s = m, then
g is a sum of nonzero compositions g1 · g2 · . . . · gm of nonisomorphisms
g1, g2, . . . , gm between indecomposable modules. Because radm+1

A (M, N) =
0, the homomorphisms g1, . . . , gm do not belong to the square of the radical
and therefore are irreducible. This proves the statement for s = m. Sup-
pose that s ≤ m − 1. Then g is a sum of nonzero compositions g1g2 . . . gs

of nonisomorphisms between indecomposable modules. Let g′ denote the
sum of all the summands g1g2 . . . gs of g in which all the homomorphisms
g1, g2, . . . , gs are irreducible. Then g′′ = g − g′ ∈ rads+1

A (M, N). If g′′ = 0,
the statement is trivial. If g′′ �= 0, then, by the induction hypothesis, g′′ is a
sum of compositions of irreducible morphisms and therefore so is g = g′+g′′.
The proof is now complete. �

6IV. . Functorial approach to almost

split sequences

Let A be a finite dimensional K-algebra. We present in this section
an interpretation of the almost split sequences in modA in terms of the
projective resolutions of the simple objects in the categories FunopA and
FunA of the contravariant, and covariant, respectively, K-linear functors
from the category mod A of finitely generated right A-modules into the
category mod K of finite dimensional K-vector spaces. These categories are
defined in Section A.2 of the Appendix and are both seen to be abelian.
We recall that, given a pair of functors F and G in the category FunopA
(or in FunA), we denote by Hom(F, G) the set of functorial morphisms
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ϕ : F → G.
Of particular interest in our study is the following classical result.

6.1. Theorem (Yoneda’s lemma). Let C be an additive K-category
and X be an object in C.

(a) For any contravariant functor F : C −→ mod K, the correspondence
π : ϕ 
→ ϕX(1X) defines a bijection between the set Hom(HomC(−, X), F )
of functorial morphisms ϕ : HomC(−, X) −→ F and the set F (X).

(b) For any covariant functor F : C −→ mod K, the correspondence
π : ϕ 
→ ϕX(1X) defines a bijection between the set Hom(HomC(X,−), F )
of functorial morphisms ϕ : HomC(X,−) −→ F and the set F (X).

Proof. We only prove (a); the proof of (b) is similar. For a functorial
morphism ϕ : HomC(−, X) −→ F , we have ϕX(1X) ∈ F (X), so π defines a
map Hom(HomC(−, X), F ) −→ F (X). We now construct its inverse

σ : F (X) −−−−−−→ Hom(HomC(−, X), F ).

Let a ∈ F (X) and Y be an arbitrary object in C. We define the map
σ(a)Y : HomC(Y, X) −→ F (Y ) to be given by σ(a)Y (f) = F (f)(a), for
f ∈ HomC(Y, X).

To show that σ(a) : HomC(−, X) −→ F is a functorial morphism, we
must show that, for any morphism g : Y → Z, the following diagram is
commutative

HomC(Y, X)
σ(a)Y
−−−−→ F (Y )

HomC(g,X)


 
F (g)

HomC(Z, X)
σ(a)Z
−−−−→ F (Z)

Let thus f ∈ HomC(Z, X); then F (g)σ(a)Z(f) = F (g)F (f)(a) = F (f◦g)(a),
while σ(a)Y HomC(g, X)(f) = σ(a)Y (f ◦ g) = F (f ◦ g)(a).

It remains to show that π and σ are mutually inverse.
(i) Let a ∈ F (X). To prove that πσ(a) = a, we note that

πσ(a) = σ(a)X(1X) = F (1X)(a) = 1F (X)(a) = a.

(ii) Let ϕ ∈ Hom(HomC(−, X), F ). To prove that σπ(ϕ) = ϕ, we show
that, for any object Y in C, we have σπ(ϕ)Y = ϕY . By definition, for any
f ∈ HomC(Y, X), we have

σπ(ϕ)Y (f) = F (f)(π(ϕ)) = F (f)ϕX(1X).

Because ϕ is a functorial morphism, the following diagram is commutative:



IV.6. Functorial approach 145

HomC(X, X)
ϕX

−−−−→ F (X)

HomC(f,X)

� �F (f)

HomC(Y, X)
ϕY

−−−−→ F (Y )

That is, F (f)ϕX = ϕY HomC(f, X). Thus we have

σπ(ϕ)Y (f) = ϕY HomC(f, X)(1X) = ϕY (f)

and the proof is complete. �

6.2. Corollary. Let C be an additive K-category and let X be an object
in C.

(a) Let F be a subfunctor of HomC(−, X). The map f 
→ HomC(−, f)
is a bijection F (X) ∼= Hom(HomC(−, X), F ). In particular, for any object
Y in C, the map HomC(X, Y ) −→ Hom(HomC(−, X), HomC(−, Y )) given
by f 
→ HomC(−, f) is a bijection.

(b) Let F be a subfunctor of HomC(X,−). The map f 
→ HomC(f,−)
is a bijection F (X) ∼= Hom(HomC(X,−), F ). In particular, for any object
Y in C, the map HomC(X, Y )−→Hom(HomC(Y,−), HomC(X,−)) given by
f 
→ HomC(f,−) is a bijection.

Proof. We only prove (a); the proof of (b) is similar. Let f ∈ F (X) ⊆
HomC(X, X). It was shown that the inverse of the bijection π in Yoneda’s
lemma 6.1 is given by σ(f) : HomC(−, X) −→ F . We show that σ(f) =
HomC(−, f). Indeed, let Y be an object in C and g ∈ HomC(Y, X); then
σ(f)Y (g) = F (g)(f) = f ◦g = HomC(Y, f)(g) because, by definition, F (g) ∈
F (Y ) ⊆ HomC(Y, X). This shows the first assertion. The second follows
from the first applied to the functor F = HomC(−, Y ). �

In particular, it follows from (6.2) that the categories FunopA and FunA
are not only abelian, they are also additive K-categories. As a second corol-
lary, we now show that a Hom functor uniquely determines the representing
object.

6.3. Corollary. Let C be an additive K-category and let X, Y be two
objects in C.

(a) X ∼= Y if and only if HomC(−, X) ∼= HomC(−, Y ).
(b) X ∼= Y if and only if HomC(X,−) ∼= HomC(Y,−).

Proof. We only prove (a); the proof of (b) is similar. Clearly, X ∼= Y
implies HomC(−, X) ∼= HomC(−, Y ). Conversely, assume that there is an
isomorphism HomC(−, X) ∼= HomC(−, Y ) of functors. By (6.2), there exist
morphisms f : X → Y and g : Y → X in C such that HomC(−, f) :
HomC(−, X)→HomC(−, Y ) and HomC(−, g) : HomC(−, Y )→HomC(−, X)
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are mutually inverse functorial isomorphisms. Thus the equalities
HomC(−, 1X) = 1HomC(−,X) = HomC(−, g) ◦HomC(−, f) = HomC(−, g ◦ f)
give g ◦ f = 1X , by (6.2) again. Similarly, f ◦ g = 1Y . �

An object P in FunopA (or in FunA) is said to be projective if for any
functorial epimorphism ϕ : F → G, the induced map of K-vector spaces
Hom(P, ϕ) : Hom(P, F ) −−→ Hom(P, G), given by ψ 
→ ϕψ, is surjective.

We now observe that Yoneda’s lemma also gives projective objects in
the categories FunopA and FunA.

6.4. Corollary. Let A be a K-algebra and M be a module in mod A.
(a) The functor HomA(−, M) is a projective object in FunopA.
(b) The functor HomA(M,−) is a projective object in FunA.

Proof. We only prove (a); the proof of (b) is similar. We must prove
that, for any functorial epimorphism ϕ : F → G, the induced map

Hom(HomA(−, M), ϕ) : Hom(HomA(−, M), F ) −→ Hom(HomA(−, M), G)

given by ψ 
→ ϕψ, is surjective. We claim that the following diagram

Hom(HomA(−, M), F )
Hom(HomA(−,M),ϕ)
−−−−−−−−−−−−−→ Hom(HomA(−, M), G)

πF

� ∼= ∼=
�πG

F (M)
ϕM

−−−−−−−−−−−−−→ G(M)

is commutative, where πF and πG denote the bijection π in Yoneda’s lemma
6.1 applied to F and G, respectively. Indeed, let ψ ∈ Hom(HomA(−, M), F ),
then

ϕMπF (ψ) = ϕMψM (1M ) = (ϕψ)M (1M ) = πG(ϕψ)

= πGHom(HomA(−, M), ϕ)(ψ).

On the other hand, ϕM is surjective, because ϕ is a functorial epimorphism.
Hence so is Hom(HomA(−, M), ϕ). �

A functor F in FunopA (or in FunA) is called finitely generated
if F is isomorphic to a quotient of a functor of the form HomA(−, M)
(or HomA(M,−), respectively) for some A-module M , that is, there ex-
ists a functorial epimorphism HomA(−, M) −→ F −→ 0, (or a functorial
epimorphism HomA(M,−) −→ F −→ 0, respectively).

We now characterise the finitely generated projective objects in our func-
tor categories FunopA and FunA.

6.5. Lemma. (a) An object in FunopA is finitely generated projective
if and only if it is isomorphic to a functor of the form HomA(−, M), for
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M an A-module. Such a functor is indecomposable if and only if M is
indecomposable.

(b) An object in FunA is finitely generated projective if and only if it
is isomorphic to a functor of the form HomA(M,−), for M an A-module.
Such a functor is indecomposable if and only if M is indecomposable.

Proof. We only prove (a); the proof of (b) is similar. The projectivity of
the finitely generated functor HomA(−, M) follows from (6.4). Conversely,
let F be a finitely generated projective object in FunopA, then there ex-
ists a functorial epimorphism ϕ : HomA(−, X) −→ F , for some A-module
X . Because F is projective, ϕ is a retraction and so there exists a func-
torial monomorphism ψ : F −→ HomA(−, X) such that ϕψ = 1F . Let
π = ψϕ : HomA(−, X) −→ F −→ HomA(−, X) (thus, F = Im π). By
(6.2), there exists an endomorphism f of X such that π = HomA(−, f).
Because π is an idempotent, we have HomA(−, f2) = HomA(−, f)2 = π2 =
π = HomA(−, f) thus f2 = f , again by (6.2), that is, f is an idempotent.
Consequently, M = Im f is a direct summand of X . Because HomA(−, M)
is the image of HomA(−, f), we deduce that F ∼= HomA(−, M). The same
argument shows the last assertion. �

We now show that if M is an indecomposable module, the Hom functors
HomA(−, M) and HomA(M,−) behave, in their respective categories, in
a similar way to the finitely generated indecomposable projective modules
over a finite dimensional algebra, in the sense that they have simple tops.

6.6. Lemma. Let M be an indecomposable A-module.

(a) The functor radA(−, M) is the unique maximal subfunctor of the
functor HomA(−, M).

(b) The functor radA(M,−) is the unique maximal subfunctor of the
functor HomA(M,−).

Proof. We only prove (a); the proof of (b) is similar. It suffices to show
that any proper subfunctor F of HomA(−, M) is contained in radA(−, M),
that is, for any indecomposable A-module N , we have F (N) ⊆ radA(N, M).
If N �∼= M , this follows from the fact that, by (A.3.5) of the Appendix,
radA(N, M) = HomA(N, M). Assume thus N ∼= M and let f : M → M
belong to F (M). By (6.2), HomA(−, f) maps HomA(−, M) to F , which
is a proper subfunctor of HomA(−, M). Consequently, the functorial mor-
phism HomA(−, f) : HomA(−, M) −→ F −→ HomA(−, M) is not an iso-
morphism. Hence neither is f and thus f ∈ radA(M, M). �

A nonzero functor is called simple if it has no nontrivial subfunctor.
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Lemma 6.6 thus implies the following corollary.

6.7. Corollary. Let M be an indecomposable A-module.
(a) The functor SM = HomA(−, M)/radA(−, M) is simple in FunopA.
(b) The functor SM = HomA(M,−)/radA(M,−) is simple in FunA.

�

In particular, SM (M) ∼= SM (M) ∼= EndM/radEndM is a one-dimensio-
nal K-vector space (because the module M is indecomposable). By (6.2),
this implies that Hom(HomA(−, M), SM ) and Hom(HomA(M,−), SM ) are
also one-dimensional K-vector spaces and hence there exist nonzero func-
torial morphisms

πM : HomA(−, M) −−−−→ SM and πM : HomA(M,−) −−−−→ SM

that are uniquely determined up to a scalar multiple. Moreover, πM and
πM are necessarily epimorphisms, because their targets are simple.

On the other hand, Corollary 6.7 also implies that if X is an indecompos-
able A-module not isomorphic to M , we have SM (X) = 0 and SM (X) = 0.
Therefore the explicit expression of the functorial morphisms πM and πM

follows from the proof of Yoneda’s lemma, that is, if X is an indecom-
posable A-module, the morphisms πM (X) : HomA(X, M) −→ SM (X) and
πM (X) : HomA(M, X) −→ SM (X) are both isomorphic to the canonical
surjection EndM −→ EndM/radEndM if X ∼= M and are zero otherwise.

Following (I.5.6), a functorial epimorphism ϕ : F → G in FunopA (or in
FunA) is called minimal if, for each functorial morphism ψ : H → F , the
composite morphism ϕψ is an epimorphism if and only if ψ is an epimor-
phism. A minimal functorial epimorphism ϕ : F → G, with F projective,
is called a projective cover of G.

An exact sequence F1
ϕ1

−−−−→ F0
ϕ0

−−−−→ G −−−−→ 0 in FunopA (or in
FunA) is called a projective presentation of G. If, in addition, ϕ0 :
F0 −→ G is a projective cover and ϕ1 : F1

ϕ1
−→ Im ϕ1 is a projective cover,

the sequence is called a minimal projective presentation of G.
We now prove the converse of Corollary 6.7, namely, we show that any

simple contravariant (or covariant) functor is of the form described in (a)
(or in (b), respectively) of the corollary.

6.8. Lemma. (a) Let S be a simple object in FunopA. There exists, up
to isomorphism, a unique indecomposable A-module M such that S(M) �= 0.
Further, S ∼= SM , the functorial morphism πM : HomA(−, M) −→ SM is
a projective cover and S(X) �= 0 if and only if M is isomorphic to a direct
summand of X.

(b) Let S be a simple object in FunA. There exists, up to isomorphism,
a unique indecomposable A-module M such that S(M) �= 0. Further, S ∼=
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SM , the functorial morphism πM : HomA(M,−) −→ SM is a projective
cover, and S(X) �= 0 if and only if M is isomorphic to a direct summand
of X.

Proof. We only prove (a); the proof of (b) is similar. Let S be a sim-
ple functor. We first note that, by Yoneda’s lemma (6.1), S(X) �= 0 for
some A-module X if and only if there exists a nonzero functorial morphism
πX : HomA(−, X) −→ S that is necessarily an epimorphism, because S
is simple. Because S �= 0, there exists an indecomposable A-module M
such that S(M) �= 0. Let X be an arbitrary module such that S(X) �= 0.
We thus have functorial epimorphisms πM : HomA(−, M) −→ S and πX :
HomA(−, X) −→ S. By the projectivity of the functors HomA(−, M) and
HomA(−, X) (see(6.4)), we obtain a commutative diagram with exact rows

HomA(−, M)
πM

−−−−→ S −−−−→ 0

HomA(−,f)

� �1S

HomA(−, X)
πX

−−−−→ S −−−−→ 0

HomA(−,g)

� �1S

HomA(−, M)
πM

−−−−→ S −−−−→ 0

where the existence of the morphisms f : M → X and g : X → M fol-
lows from (6.2). Because M is indecomposable, EndM is local, hence
gf ∈ EndM must be nilpotent or invertible, by (I.4.6). However, if (gf)m =
0 for some m ≥ 1, we obtain πM = πMHomA(−, (gf)m) = 0, a con-
tradiction. Hence gf is invertible so that f is a section and g is a re-
traction. Consequently, the functorial morphism HomA(−, g) is a retrac-
tion. This shows that πM : HomA(−, M) −→ S is a projective cover.
The uniqueness up to isomorphism of the indecomposable module M fol-
lows from the uniqueness up to isomorphism of the projective cover and
(6.4). Finally, because, by (6.6), HomA(−, M) has rad(−, M) as unique
maximal subfunctor, we infer the existence of a functorial isomorphism
S ∼= HomA(−, M)/radA(−, M) = SM . �

We have thus exhibited a bijective correspondence M 
→ SM (or M 
→
SM ) between the isomorphism classes of indecomposable A-modules and of
simple objects in FunopA (or in FunA, respectively). We now show that
almost split morphisms in modA correspond to projective presentations of
these simple objects.

6.9. Lemma. (a) Let N be an indecomposable A-module. A homo-
morphism g : M → N of A-modules is a right almost split morphism if and
only if the induced sequence of functors

HomA(−, M)
HomA(−,g)
−−−−−−−−→ HomA(−, N)

πN

−−−−−−→ SN −−−−→ 0
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is a projective presentation of SN in FunopA.

(b) Let L be an indecomposable A-module. A homomorphism f :
L → M of A-modules is a left almost split morphism if and only if the
induced sequence of functors

HomA(M,−)
HomA(f,−)
−−−−−−−−→ HomA(L,−)

πL−−−−−−→ SL −−−−→ 0

is a projective presentation of SL in Fun A.

Proof. We only prove (a); the proof of (b) is similar. Assume that g is
right almost split. To prove that the induced sequence of functors is a projec-
tive presentation of SN in FunopA, it suffices, by (6.4), to prove it is exact,
or equivalently, by (6.7), to prove that Im HomA(−, g) = radA(−, N). Thus,
we must show that, for every indecomposable A-module X , Im HomA(X, g) =
radA(X, N).

Let h ∈ radA(X, N). Then h : X → N is not an isomorphism. Because
g is a right almost split morphism, there exists k : X → M such that
h = gk = HomA(X, g)(k). Thus radA(X, N) ⊆ Im HomA(X, g). For the
reverse inclusion, assume first X �∼= N , then radA(X, N) = HomA(X, N)
and clearly Im HomA(X, g) ⊆ HomA(X, N); on the other hand, if X ∼= N ,
this follows from the fact that g is not a retraction and (1.9). We have thus
shown the necessity.

For the sufficiency, assume that the given sequence of functors is exact.
We must show that g is right almost split. Suppose first that g is a retraction
and g′ : N → M is such that gg′ = 1N . Then, for any h ∈ EndN , we
have h = gg′h = HomA(N, g)(g′h) ∈ Im HomA(N, g) = KerπN

N . This
implies that SN (N) = 0, a contradiction. Hence g is not a retraction.
Let X be indecomposable, and h : X → N be a nonisomorphism, that is,
h ∈ radA(X, N). Because the given sequence of functors is exact, evaluating
these functors at X yields radA(X, N) = KerπN

X = Im HomA(X, g). Hence
there exists k : X → M such that h = HomA(X, g)(k) = gk. Thus g is right
almost split. �

Furthermore, minimal almost split morphisms in modA correspond to
minimal projective presentations of simple functors, as we show in the fol-
lowing lemma.

6.10. Lemma. (a) Let N be an indecomposable A-module. A ho-
momorphism g : M → N of A-modules is a right minimal almost split
morphism if and only if the induced sequence of functors

HomA(−, M)
HomA(−,g)
−−−−−−−−→ HomA(−, N)

πN

−−−−−−→ SN −−−−→ 0

is a minimal projective presentation of SN in FunopA.
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(b) Let L be an indecomposable A-module. A homomorphism f : L → M
of A-modules is a left minimal almost split morphism if and only if the in-
duced sequence of functors

HomA(M,−)
HomA(f,−)
−−−−−−−−→ HomA(L,−)

πL−−−−−−→ SL −−−−→ 0

is a minimal projective presentation of SL in FunA.

Proof. We only prove (a); the proof of (b) is similar. Assume that g is
right minimal almost split. It follows from (6.9) that the induced sequence
of functors is a projective presentation. We claim it is minimal, that is,
by (6.6), HomA(−, g) : HomA(−, M) −→ radA(−, N) is a projective cover.
Let thus ϕ : HomA(−, X) −→ radA(−, N) be a functorial epimorphism. It
follows from (6.4) and (6.2) that there exist morphisms u : M → X and
v : X → M such that we have a commutative diagram with exact rows

HomA(−, M)
HomA(−,g)
−−−−−−−−→ radA(−, N) −−−−→ 0

HomA(−,u)

� �1

HomA(−, X)
ϕ

−−−−−−−−→ radA(−, N) −−−−→ 0

HomA(−,v)

� �1

HomA(−, M)
HomA(−,g)
−−−−−−−−→ rad(−, N) −−−−→ 0

that is, HomA(−, g) ◦ HomA(−, v) ◦ HomA(−, u) = HomA(−, g). By (6.2)
again, g(vu) = g. Because g is right minimal, vu is an automorphism.
Consequently, v is a retraction and therefore HomA(−, v) is a retraction.
This shows that HomA(−, g) : HomA(−, M) −→ radA(−, N) is a projective
cover.

Conversely, if the shown sequence of functors is a minimal projective
presentation, it follows from (6.9) that g is right almost split. We must
show that it is right minimal. Assume h : M → M is such that gh = g. We
have a commutative diagram with exact rows

HomA(−, M)
HomA(−,g)
−−−−−−−−→ radA(−, N) −−−−→ 0

HomA(−,h)

� �1

HomA(−, M)
HomA(−,g)
−−−−−−−−→ rad(−, N) −−−−→ 0

Because HomA(−, g) is a projective cover, HomA(−, h) is an isomorphism
and hence so is h. �

We are now able to prove the main theorem of this section, which shows
that almost split sequences in modA correspond to minimal projective res-
olutions of simple functors in FunopA and in FunA defined in a usual way.
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6.11. Theorem. (a) Let N be an indecomposable A-module.
(i) N is projective, and g : M → N is right minimal almost split if and

only if the induced sequence of functors

0 −−−→ HomA(−, M)
HomA(−,g)
−−−−−−−−→ HomA(−, N)

πN

−−−−−−−→ SN −−−→ 0

is a minimal projective resolution of SN in FunopA.
(ii) N is not projective, and the sequence 0 → L

f
−→ M

g
−→ N → 0 is

exact and almost split if and only if the induced sequence of functors

0 −−→ HomA(−, L)
HomA(−,f)
−−−−−−→ HomA(−, M)

HomA(−,g)
−−−−−−→ HomA(−, N)

πN

−−−−→ SN −−→ 0

(where L �= 0) is a minimal projective resolution of SN in FunopA.
(b) Let L be an indecomposable A-module.
(i) L is injective, and f : L → M is left minimal almost split if and

only if the induced sequence of functors

0 −−−→HomA(M,−)
HomA(f,−)
−−−−−−−−→ HomA(L,−)

πL−−−−−−−→ SL −−−→ 0

is a minimal projective resolution of SL in FunA.
(ii) L is not injective, and the sequence 0 −→ L

f
−→ M

g
−→ N −→ 0 is

exact and almost split if and only if the induced sequence of functors

0 −−→ HomA(N,−)
HomA(g,−)
−−−−−−→ HomA(M,−)

HomA(f,−)
−−−−−−→ HomA(L,−)

πL−−−−→ SL −−→ 0

(where N �= 0) is a minimal projective resolution of SL in FunA.

Proof. We only prove (a); the proof of (b) is similar.
(i) Assume that N is projective, and g : M → N is right minimal almost

split. By (3.5), g is a monomorphism with image equal to radN . By the left
exactness of the Hom functor, HomA(−, g) : HomA(−, M) −→ HomA(−, N)
is a monomorphism. Thus, it follows from (6.10) that the induced sequence
of functors

0 −−−→ HomA(−, M)
HomA(−,g)
−−−−−−−−→ HomA(−, N)

πN

−−−−−−−→ SN −−−→ 0

is a minimal projective resolution of SN in FunopA. Conversely, if the
sequence of functors is a minimal projective resolution of SN in FunopA,
it follows from (6.10) that g is right minimal almost split. Evaluating the
sequence of functors at AA yields that g is a monomorphism. But, by the
description of right minimal almost split morphisms in (3.1) and (3.2), this
implies that N is projective.
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(ii) Assume that N is not projective, and let

0−−−→L
f

−−−→ M
g

−−−→ N−−−→0

be an almost split sequence. By the left exactness of the Hom functor, we
derive an exact sequence of projective functors

0 −−−→ HomA(−, L)
HomA(−,f)
−−−−−−−−→ HomA(−, M)

HomA(−,g)
−−−−−−−−→ HomA(−, N).

Because g : M → N is right minimal almost split, (6.10) yields that the
induced sequence of functors

0 −−→ HomA(−, L)
HomA(−,f)
−−−−−−→ HomA(−, M)

HomA(−,g)
−−−−−−→ HomA(−, N)

πN

−−−−→ SN −−→ 0

is a minimal projective resolution of SN in FunopA. Conversely, assume that
the sequence of functors (where L �= 0) is a minimal projective resolution
of SN in FunopA. First, we claim that N is not projective. Indeed, if this
were the case, then SN has, by (a), a minimal projective resolution of the
form

0 −−−→ HomA(−, radN) −−−→ HomA(−, N)
πN

−−−→ SN−−−→ 0,

where the first morphism is induced from the canonical inclusion of radN
into N . We thus have a short exact sequence of functors

0−→HomA(−, L)
HomA(−,f)
−−−−−−−−→HomA(−, M)−−−−−−→HomA(−, radN)−→0

that splits, because HomA(−, radN) is projective. In particular, the mor-
phism HomA(−, f) is a section, a contradiction to the minimality of the
given projective resolution. This shows our claim that N is not projective.
In particular, N is not isomorphic to a direct summand of AA hence, by
(6.8), SN (AA) = 0. Evaluating the given projective resolution at AA yields
a short exact sequence of A-modules

0−−−→L
f

−−−→ M
g

−−−→ N−−−→0,

where, by (6.10), g is right minimal almost split. But this implies, by (1.13),
that the sequence is almost split. �

It is useful to observe that it follows from (6.11)(a) that, for any pro-
jective A-module P , there exists a functorial isomorphism radA(−, P ) ∼=
HomA(−, radP ). Dually, for any injective A-module I, there exists a
functorial isomorphism radA(I,−) ∼= HomA(I/soc I,−).
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7IV. . Exercises

1. Let f : M −→ N be a homomorphism in mod A. Show that the
following conditions are equivalent:

(a) For every epimorphism h : L −→ N , there exists g : M −→ L such
that f = hg.

(b) For every epimorphism h : L −→ N with L projective there exists
g : M −→ L such that f = hg.

(c) f ∈ P(M, N), that is, f factors through a projective A-module.

2. State and prove the dual of Exercise 1.

3. Let M be a left A-module without projective direct summand. Show

that there is a functorial isomorphism HomAop(M,−) ∼= TorAop

1 (M,−).

4. Let p be a prime, n > 0, and Zpj = Z/(pj). Show that the exact
sequence in mod Z

0 −→ Zpn

[
un
πn]

−−−−−−−→ Zpn+1 ⊕ Zpn−1

[πn+1 un−1]
−−−−−−−→ Zpn −→ 0

is almost split, where uj : Zpj → Zpj+1 is the monomorphism given by
x 
→ px and πj : Zpj → Zpj−1 is the canonical epimorphism.

5. Let M be an indecomposable nonprojective right A-module and
let ξ : 0 −→ τM −→ E −→ M −→ 0 be a nonsplit exact sequence. Show
that the following conditions are equivalent:

(a) ξ is almost split.
(b) For every homomorphism u : τM −→ U that is not a section, we

have Ext1A(M, u)(ξ) = 0.
(c) For every homomorphism v : V −→ M that is not a retraction, we

have Ext1A(v, τM)(ξ) = 0.

6. Let M be an indecomposable nonprojective right A-module and let
ξ : 0

f
−→ τM

g
−→ E −→ M −→ 0 be a nonsplit exact sequence. Show

that the following conditions are equivalent:
(a) The sequence ξ is almost split.
(b) For every indecomposable A-module U and every nonisomorphism

u : τM −→ U , there exists u : E −→ U such that uf = u.
(c) For every indecomposable A-module V and every nonisomorphism

v : V −→ M , there exists v : V −→ E such that gv = v.

7. Let 0 −→ L
f

−→ M
g

−→ N −→ 0 be an almost split sequence in
mod A. Prove the following statements:

(a) If N ′ is a nonzero proper submodule of N , then the short exact
sequence 0 −→ L −→ g−1(N ′) −→ N ′ −→ 0 is split.
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(b) If L′ is a nonzero submodule of L, then the short exact sequence
0 −→ L/L′ −→ M/f(L′) −→ N ′ −→ 0 is split.

8. Let 0 −→ L
f

−→ M
g

−→ N −→ 0 be an almost split sequence in
mod A. Prove the following statements:

(a) For every nonsplit exact sequence 0 −→ X
u

−→ Y
v

−→ N −→ 0 and
every commutative diagram with exact rows

0 −→ L
f

−→ M
g

−→ N −→ 0�h

�k

∥∥∥
0 −→ X

u
−→ Y

v
−→ N −→ 0

there exists a commutative diagram with exact rows

0 −→ X
u

−→ Y
v

−→ N −→ 0�h′

�k′

∥∥∥
0 −→ L

f
−→ M

g
−→ N −→ 0

such that h′h = 1L and k′k = 1M . In particular, h and k are sections.
(b) For every nonsplit exact sequence 0 −→ L

u
−→ X

v
−→Y −→ 0 and

every commutative diagram with exact rows

0 −→ L
u

−→ X
v

−→ Y −→ 0∥∥∥ �h

�k

0 −→ L
f

−→ M
g

−→ N −→ 0

there exists a commutative diagram with exact rows

0 −→ L
f

−→ M
g

−→ N −→ 0∥∥∥ �h′

�k′

0 −→ L
u

−→ X
v

−→ Y −→ 0

such that hh′ = 1M and kk′ = 1N . In particular, h and k are retractions.

9. Let ξ : 0 −→ L
f

−→ M
g

−→ N −→ 0 be a nonsplit short exact se-
quence in mod A. Prove the following statements:

(a) The homomorphism f is irreducible if and only if

(i) Im f is a direct summand of every proper submodule M ′ of M such
that Im f ⊆ M ′, and
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(ii) if X is an A-module and η ∈ Ext1A(N, X), then either there exists
an A-module homomorphism u : X −→ L such that Ext1A(N, u)(η) = ξ or
an A-module homomorphism v : L −→ X such that Ext1A(N, v)(ξ) = η.

(b) The homomorphism g is irreducible if and only if
(i) g : M/L′ −→ N is a retraction if L′ is a nonzero submodule of L =

Ker g, and
(ii) if X is a module and η ∈ Ext1A(X, L), then either there exists a ho-

momorphism u : N → X such that Ext1A(u, L)(η) = ξ or a homomorphism
v : X → N such that Ext1A(v, L)(ξ) = η.

10. (a) Let f : L −→ M be an irreducible monomorphism in modA,
with M indecomposable. Let h : X −→ N be an irreducible morphism,
where N = Coker f . Show that h is an epimorphism.

(b) Let g : M −→ N be an irreducible epimorphism in modA, with
M indecomposable. Let h : L −→ X be an irreducible morphism, where
L = Ker g. Show that h is a monomorphism.

11. Let f : L −→ M be an irreducible morphism in modA, and X be
a right A-module.

(a) Show that Ext1A(X, f) : Ext1A(X, L) → Ext1A(X, M) is a monomor-
phism, if HomA(M, X) = 0.

(b) Show that Ext1A(f, X) : Ext1A(M, X) → Ext1A(L, X) is a monomor-
phism, if HomA(X, L) = 0.

12. Let g : M −→ N be a right almost split epimorphism. If Ker g is
not indecomposable, show that there exists a right almost split morphism
g1 : M1 −→ N such that �(M1) < �(M). Deduce that if M is of minimal
length such that there exists a right almost split epimorphism g : M −→ N ,
then the short exact sequence 0 −→ Ker g −→ M

g
−→ N −→ 0 is almost

split.

13. State and prove the dual of Exercise 12.

14. Let 0 −→ τM −→
⊕n

i=1 Ei −→ M −→ 0 be an almost split se-
quence, with the Ei indecomposable. Show that, for every i, we have
�(Ei) �= �(M) and �(Ei) �= �(τM) so that no Ei is isomorphic to M or τM .

15. Let X be a nonzero module in modA. Show that there exists at
most finitely many nonisomorphic almost split sequences

0 −→ Li −→ Mi −→ Ni −→ 0

with X isomorphic to a direct summand of Mi.

16. Let 0 −→ L −→ M −→ N −→ 0 be an almost split sequence in
the category mod A and suppose that M is not indecomposable. Show that
HomA(L, N) �= 0.
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17. Let 0 −→ L −→ M −→ N −→ 0 be an almost split sequence in
the category mod A. Show that if P is a nonzero projective module, the
following conditions are equivalent:

(a) P is isomorphic to a direct summand of M .
(b) There exists an irreducible morphism P −→ N .
(c) There exists an irreducible morphism L −→ P .
(d) L is isomorphic to a direct summand of radP .
(e) There is an indecomposable direct summand R of radP such that

N ∼= τ−1R.
(f) If f : X −→ N is an epimorphism in modA that is not a retraction,

then P is isomorphic to a direct summand of X .

18. Let 0 −→ L −→ M −→ N −→ 0 be an almost split sequence in
mod A. Prove the following statements:

(a) If there exists an irreducible epimorphism h : P −→ N with P inde-
composable projective, then N ∼= P/S, where S is a simple submodule of P .

(b) If N/radN is simple and M has a nonzero projective direct sum-
mand, there exists an irreducible epimorphism h : P −→ N , with P inde-
composable projective.

19. Let A be the K-algebra of Example 4.13. Let M and N be the
simple A-modules such that dimM = 0 0

1 0
0 0

and dimN = 0 0
0 1

0 0
. Show that

dim τM = 1 0
1 0

1 0
, and that HomA(DA, τM) = 0.

20. Let A be given by the quiver ◦
2′

α′

−−−−−−−→←−−−−−−−
β′

◦
1′

γ
←−−−−−−◦

1

α−−−−−−−→←−−−−−−−
β

◦
2

bound by the relations βα = 0, β′α′ = 0, and αβγ = γβ′α′. Show that
P (1) ∼= I(1′), P (2) ∼= I(2′) and deduce the almost split sequences having as
middle terms P (1) and P (2), respectively.

21. Construct the Auslander–Reiten quiver of the algebra defined by
each of the following bound quivers:

(a)

◦
β↙ ↖α

◦ ◦

δ↖ ↙γ
◦

αβ = γδ;

(b)

◦
β↙ ↖α

◦ ◦

δ↖ ↙γ
◦

αβ = 0, γδ = 0;

(c)

◦
β↙ ↖α

◦ ◦

δ↖ ↙γ
◦

αβ = 0.

In each case describe the structure of each indecomposable module.
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22. Construct the Auslander–Reiten quiver of the algebra defined by
each of the following bound quivers:

(a)

◦
β↙ ↖α

◦ ◦

δ↖ ↙γ
◦

↙ε
◦

αβ = 0, γδ = 0;

(b)

◦
λ

γ↙ ↖β
α

◦←−◦ ◦←−◦

ε↖ ↙δ
◦

αβ = 0, γλ = 0, βγ = δε;

(c)

◦
↖λ

α µ
◦←−◦←−◦

↙ξ
◦

µα = 0;

(d)

◦
β↙ ↖α

◦ ◦
ε↖ ↙γ

◦←−
δ
◦

αβ = 0, γδ = 0, δε = 0;

(e)
◦ ◦
↖λ µ↙ ↖ν

◦←− ◦←−−−−−◦
η ξ

ξη = 0, µλ = 0, νµ = 0;

(f)

◦
δ

←−−− ◦
γ

←−−−◦

ε

�
◦←−−−◦←−−−◦

β α

γδ = 0, αβ = 0;

(g)

◦
β↙ ↖α

◦ ◦
ε↙ δ↖ ↙γ ↖λ

◦ ◦ ◦

ν↖ ↙µ

◦

αβ = γδ, λαβε = µν;

(h)

◦
γ↙ ↖β

◦
δ

←−−−−◦ ◦

ν↖ ↙η ↖α

◦ ◦

µ↖ ↙λ

◦

αη = λµ, βγ = ην;
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(i)

◦
β↙ ↖α

◦ µ

� ◦

δ↖ ↙γ
◦

αβ = γδ, αµ = 0, µδ = 0;

(j)

◦
↖µ

◦
↖λ

◦
ε

β↙ ↖α

◦←− ◦ ◦

δ↖ ↙γ
◦

αβ = γδ, αβε = 0;

(k)

◦
γ↙ ↖β

◦ ◦

ν↖ ↙η ↖α

◦ ◦

µ↖ ↙λ

◦

αη = λµ, βγ = ην, αβ = 0, µν = 0;

(l) ◦
α−−−−−−−→←−−−−−−−
β

◦ αβ = 0;

(m) ◦
α−−−−−−−→←−−−−−−−
β

◦ αβ = 0, βα = 0.

23. Let Q be either of the following quivers:

(a) ◦←−−−−−−−−←−−−−−−−−◦ (b)

◦ ◦
↘ ↙
◦

↗ ↖
◦ ◦

Construct the component of the Auslander–Reiten quiver of the path K-
algebra A = KQ containing the indecomposable projective modules, and
show that it contains no injective modules.

24. Let A be a K-algebra such that radm
A = radm

mod A = 0 for some
m ≥ 1. Prove that any nonzero nonisomorphism between indecomposable
modules in mod A is a sum of compositions of irreducible morphisms.

Hint: Follow the proof of (5.6).

25. Complete the proof of Proposition 2.10.

26. Let 0 −→ L
f

−→ M
g

−→ N −→ 0 be a nonsplit short exact sequence
in mod A. Prove the following statements:

(a) f is irreducible if and only if, for every subfunctor F of the functor
HomA(−, N), F either contains or is contained in the image of the functorial
morphism HomA(−, g) : HomA(−, M) −→ HomA(−, N).

(b) g is irreducible if and only if, for every subfunctor F of HomA(L,−),
F either contains or is contained in the image of the functorial morphism
HomA(f,−) : HomA(M,−) −→ HomA(L,−).



Chapter V

Nakayama algebras

and representation–finite group

algebras
In this chapter we describe the representation theory of one of the best

understood classes of algebras, that of the Nakayama algebras (which some
authors call generalised uniserial algebras, see [68]). These algebras are al-
ways representation–finite and, using only elementary methods, we are able
to give a complete list of their nonisomorphic indecomposable modules. The
latter turn out to have a particularly simple structure; indeed, Nakayama
algebras are characterised by the fact that any indecomposable module is
uniserial, that is, has a unique composition series. As a consequence, it
is also easy to describe the homomorphisms between two indecomposable
modules and to compute all almost split sequences. The understanding of
the module category of Nakayama algebras is very useful in the sequel, for
instance, when we study the regular modules over representation–infinite
hereditary algebras.

The final section of this chapter is devoted to a criterion allowing us to
verify whether a group algebra is representation–finite. It was obtained in
1954 by Higman [92].

Throughout this chapter, we let A denote a finite dimensional K-algebra
and all A-modules are, unless otherwise specified, right finite dimensional
A-modules.

1V. . The Loewy series and the Loewy

length of a module

For an A-module M , we consider the decreasing sequence of submodules
of M given by

M ⊃ radM ⊃ rad2M ⊃ . . . radiM ⊃ . . . ⊃ 0.

This sequence is called the radical series, or the descending Loewy

series of M . Because M has finite dimension as a K-vector space, it has

160
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finite composition length. Hence there exists a least positive integer m such
that radmM = 0. It follows that the radical series is finite and has m
nonzero terms. The integer m is called the length of the radical series

and is denoted by r�(M).
The dual notion is that of the socle series or ascending Loewy series

of M . We recall that the socle of M , socM , is the sum of all the simple
submodules of M . For an integer i ≥ 0, we define sociM inductively as
follows: soc0M = 0 and, if sociM is already defined and p : M → M/sociM
denotes the canonical epimorphism, we set

soci+1M = p−1(soc(M/sociM)).

Thus, by definition, soci+1M ⊃sociM , and we obtain an increasing sequence

0 = soc0M ⊂ socM = soc1M ⊂ soc2M ⊂ . . . ⊂ sociM ⊂ . . .M

of submodules of M . Because M has finite composition length, there exists
a least positive integer m such that socmM = M ; it is called the length of

the socle series and is denoted by s�(M).
It follows directly from the definition that r�(M) and s�(M) are at most

equal to the composition length �(M) of M , that is, to the dimension of M
as a K-vector space.

In general, the radical and the socle series of a module M do not coincide
(see, for instance, Example 1.5). However, we prove that r�(M) = s�(M).

1.1. Lemma. Let f : MA → NA be an A-module epimorphism. Then

f(radiM) = radiN for every i ≥ 0.

Proof. It clearly suffices to show the result for i = 1. By (I.3.7), we
have f(radM) = f(MradA) = f(M)radA = NradA = radN . �

1.2. Corollary. Let 0 → LA
f

−→MA
g

−→NA → 0 be an exact sequence

of A-modules. Then r�(M) ≥ max{r�(L), r�(N)}.

Proof. Indeed, we have f(radiL) ⊆ radiM and, by (1.1), g(radiM) =
radiN . Hence radiM = 0 implies radiL = 0 and radiN = 0. �

We now show that s�(M) = r�(DM) for any module M . We start with
some remarks on the construction of the socle series of a module. Let MA

be a module and let i ≥ 1. Consider the exact sequence

0−→ sociM −−−−→M
p

−−−−→M/sociM −→ 0

together with the inclusion j : soc(M/sociM) ↪→ M/sociM . It easily
follows from (A.5.3) in the Appendix that soci+1M is the fibered product
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in the commutative diagram with exact rows

0 −→ sociM −−→ soci+1M −−→ soc(M/sociM) −→ 0�1

� �j

0 −→ sociM −−→ M
p

−−→ M/sociM −→ 0

where the homomorphisms in the upper sequence are induced from those in
the lower one.

We now show by induction on i that, for any module M , there is an iso-
morphism D(sociM) ∼= DM/radiDM . For i = 1, the isomorphism follows
immediately from the properties of the duality D collected in (I.5.13); we
leave it as an exercise. Assume i ≥ 2. In view of (I.5.13), taking the dual
of the diagram yields that D(soci+1M) is isomorphic to the amalgamated
sum N in the commutative diagram with exact rows

0 → radiDM −→ DM −→ DM/radiDM → 0� � �1

0 → radiDM/radi+1DM −→ N
p

−→ DM/radiDM → 0

because, by induction, D(sociM)∼=DM/radiDM and hence D(M/sociM)∼=
radiDM , so that, by applying the formula D(socX) ∼= DX/radDX , we ob-
tain the isomorphism D(soc(M/sociM)) ∼= radiDM/radi+1DM . Because
an obvious application of the Snake lemma yields an A-module isomorphism
N ∼= DM/radi+1DM , the proof of the required isomorphism is complete.

As an easy consequence, we get s�(M) = r�(DM).

1.3. Proposition. For every A-module M , we have r�(M) = s�(M).

Proof. We first prove by induction on s�(M) that s�(M) ≤ r�(M).
Because s�(M) = 0 if and only if M = 0, if and only if r�(M) = 0, the
statement holds whenever s�(M) = 0.

Assume that s�(X) ≤ r�(X) for every module X such that s�(X) = i ≥ 0
and let M be such that s�(M) = i + 1. Put r�(M) = j. Then j > 0 and
radj−1M is a semisimple submodule of M , because rad(radj−1M) = 0.
Hence radj−1M ⊆ socM . Thus there exists an A-module epimorphism
M/radj−1M → M/socM. By (1.2), this implies that r�(M/radj−1M) ≥
r�(M/socM). Because r�(M) = j = 1 + r�(M/radj−1M) we deduce that
r�(M) ≥ 1 + r�(M/socM). On the other hand, s�(M) = 1 + s�(M/socM).
Hence, by the induction hypothesis, r�(M/socM) ≥ s�(M/socM). Conse-
quently, r�(M) ≥ 1 + r�(M/soc M) ≥ 1 + s�(M/socM) = s�(M), which
proves our claim.
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By applying this inequality to the left A-module DM , and using the
equality s�(M) = r�(DM) proved earlier, we get s�(M) = r�(DM) ≥
s�(DM) = r�(D(DM)) = r�(M). This finishes the proof. �

1.4. Definition. The Loewy length ��(M) of a module MA is the
common value of r�(M) and s�(M).

Again, it is clear that ��(M) ≤ �(M) for every module M . Also, it
follows directly from the definition of a radical (or socle) series and (I.3.7),
that a decomposition M = M1 ⊕ . . . ⊕ Mm yields

��(M) = max{��(M1), . . . , ��(Mm)}.

1.5. Example. Let A be the path K-algebra of the following quiver

◦
β

←−−−−−−−−←−−−−−−−−
δ

◦
α←−−−−−−−−←−−−−−−−−
γ

◦ bound by two zero relations αβ = 0 and

γδ = 0. Let MA be the representation

K
[0 1 0]

←−−−−−−−−←−−−−−−−−
[0 0 1]

K3

»
1
0
0

–
←−−−−−−−−←−−−−−−−−»

0
1
0

– K.

The radical series of M is:

M ⊃
(
K

[0 1]
←−−−←−−−

0
K2 ←−−−←−−− 0

)
⊃

(
K

0←−−−←−−−
0

K ←−−−←−−− 0
)
⊃ 0,

and its socle series is:

0 ⊂
(
K

0←−−−←−−−
0

K ←−−−←−−− 0
)
⊂

(
K

[0 1 0]
←−−−←−−−
[0 0 1]

K3 ←−−−←−−− 0
)
⊂ M.

They are clearly distinct. We have ��(M) = 3, while �(M) = dimK M = 5.

2V. . Uniserial modules and right serial

algebras
One may ask which modules M have the property that ��(M) = �(M).

This leads to the following definition.

2.1. Definition. An A-module MA is said to be uniserial if it has a
unique composition series.

In other words, M is uniserial if and only if its submodule lattice is a
chain. Clearly, if M is uniserial, then so is every submodule of M , and every
quotient of M . Moreover, the dual DM of M is a uniserial left A-module.
Because a uniserial module M necessarily has a simple top (and a simple
socle), it must be indecomposable.
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We also notice that uniserial modules are determined up to isomorphism
by their composition series, that is, if M and N are uniserial modules and
have the same composition factors in the same order, then they are iso-
morphic. An isomorphism is constructed by an obvious induction on the
common composition length of M and N .

The following lemma characterises the uniseriality of a module by means
of its Loewy series.

2.2. Lemma. The following conditions are equivalent for a right

A-module M :

(a) M is uniserial.

(b) The radical series M ⊃ radM ⊃ rad2M ⊃ . . . ⊃ 0 is a composition

series.

(c) The socle series 0 ⊂ socM ⊂ soc2M ⊂ . . . ⊂ M is a composition

series.

(d) �(M) = ��(M).

Proof. We first prove the equivalence of (a) and (b). The proof of the
equivalence of (a) and (c) is similar. Then we prove the equivalence of these
conditions with (d).

We show that (a) implies (b) by induction on the composition length
�(M) of M . If �(M) = 1, then M is simple and the statement is trivial.
Assume the result holds for every uniserial module of composition length
< t, and let M be uniserial of composition length t. Because M is uniserial,
it has a unique maximal submodule, which is necessarily equal to radM .
Because radM ⊂ M , the module radM is also uniserial. By the induction
hypothesis, radM ⊃ rad2M ⊃ . . . ⊃ 0 is a composition series for radM .
Hence M ⊃ radM ⊃ rad2M ⊃ . . . ⊃ 0 is a composition series for M .
Conversely, assume that

M = M0 ⊃ M1 ⊃ . . . ⊃ Mt = 0 and M = N0 ⊃ N1 ⊃ . . . ⊃ Nt = 0

are two composition series for M . We show by induction on i that Mi =
Ni = radiM for every 0 ≤ i ≤ t. This is trivial if i = 0. Assume the result
holds for some i ≥ 0. Because radiM/radi+1M is simple, radiM has a
unique maximal submodule, which is necessarily equal to radi+1M . Hence
Mi+1 = Ni+1 = radi+1M , and we have established our claim.

It follows directly from (b) that �(M) = ��(M), thus (b) implies (d). To
prove that (d) implies (b), assume that m = �(M) = ��(M). It follows from

(I.3.11) that m=
m−1∑
i=0

�(radiM/radi+1M) and therefore �(radiM/radi+1M)=

1 for i = 0, . . . , m − 1, because radiM/radi+1M �= 0 for i ≤ m − 1. This
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shows that the radical series of M is a composition series. �

We now describe those algebras that have the property that every inde-
composable projective module is uniserial.

2.3. Definition. An algebra A is said to be right serial if every inde-
composable projective right A-module is uniserial. An algebra A is called
left serial if every indecomposable projective left A-module is uniserial.

Equivalently, A is right serial if every indecomposable injective left A-
module is uniserial, and A is left serial if every indecomposable injective
right A-module is uniserial. Thus, an algebra A is right serial if and only if
its opposite algebra Aop is left serial.

2.4. Examples. (a) It follows from the results of (2.5) and (3.2) that
the finite dimensional K-algebra K[t]/(tn), n ≥ 2, and the algebra Tn(K)
of lower triangular matrices are both left and right serial.

(b) If G is a cyclic group of order m = pn and K is a field of characteristic
p > 0 then KG ∼= K[t]/(tm − 1), as will be seen in (5.3), and therefore KG
is a left and right serial algebra.

(c) Readers familiar with commutative algebra recall that those commu-
tative discrete valuation domains that are also K-algebras are right and left
serial. This is the case, for instance, of the infinite dimensional K-algebra
K[[t]] of formal power series in one indeterminate t, whose ideals form the
infinite chain

K[[t]] ⊃ (t) ⊃ (t2) ⊃ . . . ⊃ (tn) ⊃ (tn+1) ⊃ . . . ⊃ (0).

We will show later that there exist left serial algebras that are not right
serial.

The shape of the ordinary quiver of a right serial algebra follows easily
from the next lemma.

2.5. Lemma. An algebra A is right serial if and only if for every

indecomposable projective right module P the module radP/rad2P is simple

or zero.

Proof. If A is right serial and P is indecomposable projective, it follows
from (2.2) that the radical series P ⊃ radP ⊃ rad2P ⊃ . . . ⊃ 0 is a
composition series. In particular, radP/rad2P is simple or zero.

Conversely, assume that for every indecomposable projective right mod-
ule P , radP/rad2P is simple or zero. By (2.2), we must show that the
radical series P ⊃ radP ⊃ rad2P ⊃ . . . ⊃ 0 is a composition series. We
know that topP = P/radP of P is simple. We prove by induction on i ≥ 1
that radi−1P/radiP is simple or zero, and this implies the wanted result.
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By hypothesis, the statement holds for i = 2. Let i ≥ 2, and assume
that radi−1P/radiP is simple. Let f : P ′ → radi−1P be a projective cover,
and p : radi−1P → radi−1P/radiP be the canonical epimorphism. Then
pf : P ′ → radi−1P/radiP is a projective cover: indeed, f is minimal by hy-
pothesis, and p is minimal because radiP = rad(radi−1P ), hence the com-
position pf is minimal, see (I.5.6). Because, by the induction hypothesis,
radi−1P/radiP is simple, P ′ is indecomposable. By (1.1), the epimorphism
f restricts to epimorphisms f1 : radP ′ → radiP and f2 : rad2P ′ → radi+1P .
By passing to the cokernels, we deduce the existence of a unique epimor-
phism f : radP ′/rad2P ′ → radiP/radi+1P such that we have a commutative
diagram with exact rows:

0 −→ rad2P ′ −→ radP ′ −→ radP ′/rad2P ′ −→ 0�f2

�f1

�f

0 −→ radi+1P −→ radiP −→ radiP/radi+1P −→ 0

Because P ′ is indecomposable projective, radP ′/rad2P ′ is simple or zero,
by hypothesis, hence so is radiP/radi+1P . �

2.6. Theorem. A basic K-algebra A is right serial if and only if, for

every point a of its ordinary quiver QA, there exists at most one arrow of

source a.

Proof. It follows from (2.5) that the algebra A is right serial if and only
if, for every a ∈ (QA)0, the A-module

radP (a)/rad2P (a) = ea(radA/rad2A)

is simple or zero, that is, is at most one dimensional as a K-vector space.
This is the case if and only if there is at most one point b ∈ (QA)0 such
that the K-vector space ea(radA/rad2A)eb �= 0 and then, this vector space
is at most one dimensional. By definition of QA, this happens if and only
if there is at most one point b ∈ (QA)0 such that there is an arrow a → b,
and then there is at most one such arrow. �

Two examples of connected quivers satisfying the conditions of the the-
orem are:

◦
↓

◦→◦ ◦ ◦
↓ ↓↙

◦→◦ ◦ ◦←◦
↓ ↓ ↓

◦→◦→◦→◦←◦←◦,

◦ ◦
↓ ↓

◦→◦←◦←◦
↓

◦ ◦
↓ ↗ ↘

◦→◦→◦→◦ ◦
↖ ↙
◦

In particular, the ordinary quiver QA of a connected right serial algebra
A either is a tree with a unique sink or contains a unique (oriented) cycle
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towards which all other arrows are pointing. We also remark that if A ∼=
KQA/I is right serial, the theorem imposes a condition on the quiver QA

of A, but the admissible ideal I is arbitrary.

2.7. Notation. The following notation is useful when dealing with
uniserial modules. Let MA be uniserial, with the radical series

M = M0 ⊃ M1 ⊃ . . . ⊃ Mt = 0,

where Mi/Mi+1
∼= S(ai) for some point ai in QA, and 0 ≤ i < t. Using the

fact that uniserial modules are uniquely determined up to isomorphism by
their composition series, the module M is written as

M =




a0

a1
...

at−1


 .

Not only does this notation make the structure of M more apparent but,
by exhibiting the composition factors of M , it allows us to compute more
easily the homomorphisms. Indeed, it follows from Schur’s lemma that if
f : M → N is a homomorphism between uniserial modules M and N , the
simple top of M maps into an isomorphic simple in the composition series
of N .

2.8. Example. Let A be the right serial K-algebra given by the quiver

1 α 2◦−−−−→◦ β

and bound by αβ2 = 0 and β3 = 0. Then, as representations of the bound
quiver, the indecomposable projective A-modules are given by:

P (1)A = K
[10]−−−−→ K2

[
0 0
1 0

]
and

P (2)A = 0 −−−−→ K3
[
0 0 0
1 0 0
0 1 0

]

Using Notation 2.7, we can write them as P (1)A =
(

1
2
2

)
and P (2)A =(

2
2
2

)
. In particular, HomA(P (1), P (2)) = 0, because the simple top S(1) of

P (1) does not appear as a composition factor of P (2), while there are two
(linearly independent) homomorphisms from P (2) to P (1), namely having
as respective images the radical (22 ) of P (1) and its socle (2).
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3V. . Nakayama algebras

3.1. Definition. An algebra A is called a Nakayama algebra if it
is both right and left serial.

That is, A is a Nakayama algebra if and only if every indecomposable
projective A-module and every indecomposable injective A-module are uni-
serial. Clearly, A is a Nakayama algebra if and only if its opposite algebra
Aop is also.

3.2. Theorem. A basic and connected algebra A is a Nakayama algebra

if and only if its ordinary quiver QA is one of the following two quivers:

(a) ◦←−−−−◦←−−−−◦←− · · ·←−◦←−−−−◦
1 2 3 n−1 n

(b)

◦

◦◦

◦◦

◦
◦◦

0

2

1

n−2

n−1

(with n ≥ 1 points).

Proof. In view of (2.6), A is a Nakayama algebra if and only if every
point of QA is the source of at most one arrow and the target of at most
one arrow. �

Again, if A ∼= kQA/I is a Nakayama algebra, the theorem imposes a
condition on QA, but the admissible ideal I is arbitrary.

We now show that every indecomposable module over a Nakayama alge-
bra is uniserial, and we give a concrete description of these indecomposables.
We first need two easy lemmas.

3.3. Lemma. Let A be an algebra, and J be a proper ideal of A.

(a) If A is right serial, then A/J is also right serial.

(b) If A is a Nakayama algebra, then A/J is also a Nakayama algebra.

Proof. We only prove (a); (b) follows from (a) and its dual. If AA =
n⊕

i=1

Pi is a direct sum decomposition of A, with the Pi indecomposable, then
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A/J =
n⊕

i=1

(Pi/PiJ) is a direct sum decomposition of A/J , with the Pi/PiJ

indecomposable or zero. In particular, every indecomposable projective
A/J-module P ′ is isomorphic to Pi/PiJ , for some i. Then the module P ′

is uniserial, because it is a quotient of the uniserial module Pi.
�

3.4. Lemma. Let A be a Nakayama algebra, and let PA be an indecom-

posable projective A-module with ��(P ) = ��(AA). Then P is also injective.

Proof. Let P → E be an injective envelope in modA. Because P is
uniserial, its socle is simple and hence so is that of E. Consequently, E is
indecomposable. Because A is a Nakayama algebra, E is uniserial and we
have

��(AA) = ��(P ) = �(P ) ≤ �(E) = ��(E) ≤ ��(AA).

Therefore, �(P ) = �(E) and P ∼= E is injective. �

3.5. Theorem. Let A be a basic and connected Nakayama algebra,

and let M be an indecomposable A-module. There exists an indecomposable

projective A module P and an integer t with 1 ≤ t ≤ ��(P ) such that

M ∼= P/radtP . In particular, A is representation–finite.

Proof. Observe that each of the A-modules P/radtP with P indecom-
posable projective and 1 ≤ t ≤ ��(P ), is uniserial and hence indecomposable.
Let now MA be an arbitrary indecomposable A-module, and t = ��(M)
denote its Loewy length. In particular, 0 = radtM = MradtA shows
that M is annihilated by radtA and hence M has a natural structure of
A/radtA-module. Also, radt−1M �= 0 implies that radt−1A �= 0 and so
��(A/radtA) = t. On the other hand, by (3.3), A/radtA is itself a Nakayama
algebra. Moreover, there is a direct sum decomposition

A/radtA ∼=
n⊕

i=1

(Pi/PiradtA) =
n⊕

i=1

(Pi/radtPi)

with the modules Pi/radtPi indecomposable.

Let f :
r⊕

j=1

P ′
j → M be a projective cover of M in mod(A/radtA), with

the P ′
j indecomposable. Then

t = ��(A/radtA) ≥ max{��(P ′
1), . . . , ��(P

′
t )} ≥ ��(M) = t.

Hence there exists an index j, with 1 ≤ j ≤ r, such that ��(P ′
j) = t. We

may assume that ��(P ′
j) = t whenever 1 ≤ j ≤ s and that ��(P ′

j) < t for all
j such that s < j ≤ r. Let fj denote the restriction f |P ′

j
of f to P ′

j . If no fj
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with j ≤ s is a monomorphism, we would have ��(Im fj) < t for all j, while

the homomorphism
r⊕

j=1

Im fj → M induced by f is an epimorphism, and

this would imply, by (1.2), that ��(M) < t, which is a contradiction. Hence
there exists an index q ≤ s such that fq : P ′

q → M is a monomorphism.

Because ��(P ′
q) = t = �(A/radtA), it follows from (3.4) that P ′

q is injective as

an A/radtA-module. Consequently, fq : P ′
q → M is a section. Because M is

indecomposable, fq is an isomorphism. P ′
q is an indecomposable projective

A/radtA-module. Hence there exists an index i with 1 ≤ i ≤ n such that
P ′

q
∼= Pi/radtPi, and therefore there is an isomorphism M ∼= Pi/radtPi. �

A direct consequence of the theorem is that the number of nonisomorphic
indecomposable A-modules is equal to

n∑
i=1

��(Pi) ≤ n · ��(A),

where n and the Pi are as in the proof. We also remark that if M ∼=
P/radtP , for P indecomposable projective and 1 ≤ t ≤ ��(P ), the canonical
epimorphism P → M is a projective cover. Moreover, every indecomposable
A-module is uniquely determined, up to isomorphism, by its simple top
(or its simple socle) and its composition length. Indeed, let S(a) be the
simple top of an indecomposable A-module M , and t ≥ 1 be its composition
length. Because M is necessarily uniserial, t = ��(M) and hence M ∼=
P (a)/radtP (a). We have the following useful fact.

3.6. Corollary. A basic and connected algebra A is a Nakayama algebra

if and only if every indecomposable A-module is uniserial.

Proof. The sufficiency follows from the definition, the necessity from
(3.5). �

3.7. Example. Let A be given by the quiver ◦
γ

←−−−−◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4

and bound by αβγ = 0 (see (IV.4.11)). The indecomposable projective A-
modules are listed as representations of the bound quiver in the notation of
Section 2:

P (1) =
(
K←−0←−0←−0

)
= (1),

P (2) =
(
K

1
←−K←−0←−0

)
= (21) ,

P (3) =
(
K

1
←−K

1
←−K←−0

)
=

(
3
2
1

)
= I(1),

P (4) =
(
0←−K

1
←−K

1
←−K

)
=

(
4
3
2

)
= I(2).
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By (3.5), the remaining indecomposable A-modules are

P (2)/radP (2) =
(
0←−K←−0←−0

)
= (2),

P (3)/radP (3) =
(
0←−0←−K←−0

)
= (3),

P (3)/rad2P (3) =
(
0←−K

1
←−K←−0

)
= (32) ,

P (4)/radP (4) =
(
0←−0←−0←−K

)
= (4) = I(4),

P (4)/rad2P (4) =
(
0←−0←−K

1
←−K

)
= (43) = I(3).

The notation of Section 2 allows us to easily see the homomorphisms. For
instance, there exists a homomorphism P (3)/rad2P (3) → P (4)/rad2P (4)
of image S(3) and a homomorphism P (3) → P (4) of image P (3)/rad2P (3).
Neither of these homomorphisms is a monomorphism or an epimorphism.
On the other hand, we have a monomorphism P (2) → P (3) of cokernel
S(3), and an epimorphism P (4) → P (4)/rad2P (4) of kernel S(2).

We now characterise the self-injective Nakayama algebras. We recall that
an algebra is said to be self-injective (or a quasi-Frobenius algebra)
if the right module AA is an injective A-module, or, equivalently, if each
projective right AA-module is injective.

3.8. Proposition. Let A be a basic and connected algebra, which is not

isomorphic to K. Then A is a self-injective Nakayama algebra if and only

if A ∼= KQ/I, where Q is the quiver

◦

◦◦

◦◦

◦
◦◦

0

2

1

n−2

n−1

with n ≥ 1 and I = Rh for some h ≥ 2, where R denotes the arrow ideal of

KQ.

Proof. If A is of the given form, then it is a Nakayama algebra by
(3.2) and it follows directly from the computation of the indecomposable
projective and injective A-modules (see (III.2.4) and (III.2.6)) that A is
self-injective.
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Conversely, assume that A is a self-injective Nakayama algebra and A �∼=
K. The ordinary quiver Q = QA of A cannot be of the form

◦←−−−−◦←−−−−◦←− · · ·←−◦←−−−−◦
1 2 3 n−1 n

with n > 1, because then P (1)A would be a simple projective noninjective
module. By (3.2), Q has the required form. If n = 1, the only admissible
ideals of KQ are of the form I = Rh for some h ≥ 2. We may thus suppose
that n > 1.

For each i with 0 ≤ i < n, let ti denote the length of the shortest path
wi,ti

of source i that belongs to I, and let h = max{ti | 0 ≤ i ≤ n − 1}.
Because I is admissible, h ≥ 2. Clearly, {wi,ti

| 0 ≤ i ≤ n − 1} is a set of
generators for I, hence it suffices to show that ti = h for every i. Indeed,
assume that this is not the case; then there exists an index i such that
ti < h. Let s ∈ Q0 be the source of the unique arrow in Q with target
i. We may clearly assume that ts = h. Let now j ∈ Q0 be such that
j + 1 ≡ i + ti(mod n). Because P (i)A is injective, wi,ti−1 is the longest
path of target j that does not belong to I. Hence ws,ti

∈ I, because the
target of ws,ti

is j and it is longer than wi,ti−1. By definition of ts, we have
h = ts ≤ ti < h, which is a contradiction. �

3.9. Example. Let A be the K-algebra given by the quiver

◦3

◦
1

◦2

β α

γ

and bound by αβγ = 0, βγα = 0, γαβ = 0. Then A is a self-injective
Nakayama algebra. Its indecomposable projective (= injective) modules
are given by:

P (1) =
(

1
3
2

)
=

K
1↙ ↖0

K−−−−−→K
1

= I(2),

P (2) =
(

2
1
3

)
=

K
1↙ ↖1

K−−−−−→K
0

= I(3),

P (3) =
(

3
2
1

)
=

K
0↙ ↖1

K−−−−−→K
1

= I(1),

and the remaining indecomposable modules are given by:

P (1)/radP (1) = (1) =
K

↙ ↖
0 −−−−−→ 0

,

P (1)/rad2P = (13) =
K

1↙ ↖
K−−−−−→ 0

,

P (2)/radP (2) = (2) =
0

↙ ↖
0 −−−−−→K

,
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P (2)/rad2P (2) = (21) =
K

↙ ↖1

0 −−−−−→ K
,

P (3)/radP (3) = (3) =
0

↙ ↖
K −−−−−→0

,

P (3)/rad2P (3) = (32) =
0

↙ ↖
K −−−−−→ K

1

.

4V. . Almost split sequences for Nakayama

algebras

We now show how to compute all almost split sequences in the module
category of a Nakayama algebra A. We recall that if M is an indecomposable
A-module of Loewy length t, then there exists, up to isomorphism, a unique
indecomposable projective A-module P (the projective cover of M) such
that M ∼= P/radtP . Moreover, M is nonprojective if and only if t < ��(P ).

4.1. Theorem. Let M ∼= P/radtP be an indecomposable nonprojective

A-module. The sequence

0−→ radP/radt+1P
[qi ]−→ (rad P/radtP ) ⊕ (P/radt+1P )

[−j p]
−→P/radtP −→ 0

(where q and p are the canonical epimorphisms and i and j are the inclusion

homomorphisms) is an almost split sequence.

Proof. The given sequence is easily seen to be exact. It is not split and
has indecomposable end terms; hence, by (IV.1.13), it suffices to prove that
the homomorphism g = [−j p] is right almost split. It is clear that g is not
a retraction. Let V be an indecomposable A-module and v : V → M be a
nonisomorphism. We have two cases. If v is not surjective, Im v is contained
in the unique maximal submodule radM = radP/radtP of M = P/radt P .
But then the homomorphism

[
−v
0

]
: V −−−→ (radP/radtP )⊕ (P/radt+1P )

satisfies g ·
[−v

0

]
= v. If, on the other hand, v is surjective, because it is not

an isomorphism, we must have V ∼= P/radsP for some s ≥ t + 1. Hence
there exists an epimorphism v′ : V → P/radt+1P such that v = pv′. The
homomorphism

[
0
v′

]
: V → (rad P/radtP )⊕(P/radt+1P ) satisfies g·

[
0
v′

]
= v.

�

It follows immediately that an almost split sequence in the module cate-
gory of a Nakayama algebra has at most two indecomposable middle terms.

4.2. Corollary. For every indecomposable nonprojective A-module

M , we have �(τM) = �(M). In particular, all the nonisomorphic simple
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A-modules belong to the same τ-orbit.

Proof. By (3.5), if t denotes the Loewy length of M and P is the projec-
tive cover of M , then M ∼= P/radtP . Hence, by (4.1), τM ∼= radP/radt+1P .
Then, by (2.2),

�(τM) = �(radP/radt+1P ) = t = �(P/radtP ) = �(M).

This shows that all modules in the τ -orbit of M have the same length as M .
�

4.3. Examples. We construct, with the help of (4.1), the Auslander–
Reiten quivers of the algebras of the examples of Section 3.

(a) Let A be the K-algebra given by the quiver ◦
γ

←−−−−◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4

and bound by αβγ = 0. Then Γ(modA) is given by:

(1) (2) (3) (4)
↘ ↗ ↘ ↗ ↘ ↗

(21) (32) →
(

4
3
2

)
→ (43)

↘ ↗(
3
2
1

)
(compare with (IV.4.11)).

(b) Let A be the K-algebra given by the quiver

◦3

◦
1

◦2

β α

γ

and bound by αβγ = 0, βγα = 0, γαβ = 0. Then Γ(modA) is given by

(1) (2) (3) (1)
... ↘ ↗ ↘ ↗ ↘ ↗

...
... (21) →

(
3
2
1

)
→ (32) (13) →

(
2
1
3

)
... ↗ ↘ ↗

...(
2
1
3

) (
1
3
2

)

Notice that the indecomposable modules (1) and
(

2
1
3

)
appear at both the

extreme left and the extreme right of the quiver. One may thus think of
Γ(mod A) as lying on a cylinder.
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5V. . Representation–finite group algebras

The aim of this section is to prove Higman’s characterisation [92] of
the representation–finite group algebras. Throughout this section, we let
K denote a commutative field (not necessarily algebraically closed) and G
a finite group. By algebra A is meant, as usual, a finite dimensional K-
algebra. We note that, if H is a subgroup of G, then the group algebra AH
of H can be identified to a subalgebra of the group algebra AG of G. We
thus have a restriction functor modAG → mod AH defined in the obvious
way. Given an AG-module M , we also denote by M the corresponding
AH-module; it is always clear from the context which module structure is
being considered.

5.1. Lemma. Let A be an algebra, G be a finite group, and H be a

subgroup of G.

(a) If AG is representation–finite, then AH is also representation–finite.

(b) If the index [G : H ] of H in G is invertible as an element of A then

every right AG-module M is isomorphic to a direct summand of M⊗AHAG.

Further, if AH is representation–finite, then AG is also representation–

finite.

Proof. (a) Let {M1, . . . , Mt} be a complete set of representatives of the
isomorphism classes of indecomposable AG-modules. Considering each Mi

as an AH-module and applying the unique decomposition theorem (I.4.10)
we have that Mi

∼= Ni1⊕· · ·⊕Niti
, where each Nij is an indecomposable AH-

module. We show that each indecomposable AH-module N is isomorphic
to Nij for some pair (i, j) with 1 ≤ i ≤ t, 1 ≤ j ≤ ti. This clearly means
that AH is representation–finite.

For this purpose, we first consider the K-linear map p : AG−→AH
defined by the formula

∑
g∈G agg �→

∑
h∈H ahh. Then p is clearly an epi-

morphism of AH-AH-bimodules and actually a retraction of left and right
AH-modules. Let N be an indecomposable AH-module. The composed epi-

morphism N ⊗AH AGAH
1N⊗p

−−−−−→ N ⊗AH AHAH
∼= NAH of AH-modules is

a retraction, so that N is isomorphic to an indecomposable direct summand
of N⊗AH AGAH . The AG-module N⊗AH AGAH is isomorphic to the direct
sum of the modules Mi, each of which is isomorphic as an AH-module to
the direct sum of the modules Nij , with 1 ≤ j ≤ ti. Another application
of the unique decomposition theorem (I.4.10) yields that N ∼= Nij for some
pair (i, j).

(b) Let s = [G : H ] and {g1, g2, . . . , gs} be a complete set of represen-
tatives of the left cosets of H in G, so that G = Hg1 ∪ · · · ∪Hgs. Given a
right AG-module MAG we define two homomorphisms of AG-modules by
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MAG
f

−−−−→ M ⊗AH AGAG, x �→
s∑

i=1

xgi ⊗ g−1
i , and

M ⊗AH AGAG
f ′

−−−−→ MAG, x ⊗ g �→ xgs−1,

where x ∈ M and g ∈ G. It is easily verified that f and f ′ are indeed
homomorphisms of AG-modules. Moreover, f ′ ◦ f = 1M ; indeed, for any
x ∈ M ,

(f ′ ◦ f)(x) = f ′(
s∑

i=1

xgi ⊗ g−1
i )

=
s∑

i=1

xgig
−1
i s−1 = xss−1 = x.

Thus, f is a section, that is, MAG is isomorphic to a direct summand of
M ⊗AH AGAG.

Assume now that AH is representation–finite and let {N1, . . . , Nt} be a
complete set of representatives of the isomorphism classes of indecomposable
AH-modules. Let M be an indecomposable AG-module. Then MAG is
isomorphic to a direct summand of M ⊗AH AGAG. On the other hand,
the unique decomposition theorem allows us to write the AH-module M as
MAH

∼= Nn1

1 ⊕ · · · ⊕ Nnt

t , where ni ≥ 0 for each 1 ≤ i ≤ t. Hence MAG is

isomorphic to an indecomposable direct summand of
t⊕

i=1

(Ni ⊗AH AGAG)ni .

Applying the unique decomposition theorem (I.4.10) to the AG-modules
Ni ⊗AH AGAG, where 1 ≤ i ≤ t, we can write

Ni ⊗AH AGAG
∼= Mi1 ⊕ · · · ⊕ Miti

,

where each Mij is an indecomposable AG-module. Consequently, M ∼= Mij

for some pair (i, j) with 1 ≤ i ≤ ti. This shows that the algebra AG is
representation–finite. �

As an easy consequence of (5.1), we obtain Maschke’s theorem (I.3.5).

5.2. Corollary. If the characteristic p of K does not divide the order

of the group G then the group algebra KG is semisimple.

Proof. We apply (5.1) to A = K and H = {e}; then AH ∼= K. It
follows from (5.1)(b) that every indecomposable KG-module is isomorphic
to an indecomposable summand of K ⊗K KGKG

∼= KGKG and thus is
projective. Consequently, the algebra KG is semisimple. �

5.3. Lemma. Let K be a field of characteristic p > 0 and Cpm denote

the cyclic group of order pm with m ≥ 0.
(a) There exists an isomorphism K(Cpm ⊕ Cpn) ∼= K[t1, t2]/(tp

m

1 , tp
n

2 )
of K-algebras.
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(b) There exists an isomorphism KCpm ∼= K[t]/(tp
m

) of K-algebras.

(c) The group algebra K(Cp ⊕ Cp) is representation–infinite.

Proof. (a) Let a and b denote, respectively, generators of the cyclic
groups Cpm and Cpn , and consider the K-algebra homomorphism

f : K[T1, T2] −−−→ K(Cpm ⊕ Cpn)

defined by
∑

i,j λijT
i
1T

j
2 �→

∑
i,j λij(a

i, bj), where λij ∈ K for all i, j.

Clearly, f is surjective and the ideal (T pm

1 − 1, T pn

2 − 1) is contained in
Ker f . Consequently f induces, by passing to the quotient, a surjective
K-algebra homomorphism

f : K[T1, T2]/(T pm

1 − 1, T pn

2 − 1) −−−−→ K(Cpm ⊕ Cpn).

We have now

dimK K[T1, T2]/(T pm

1 − 1, T pn

2 − 1) = pm+n = dimK K(Cpm ⊕ Cpn).

Therefore f is an isomorphism. Finally, let t1 = T1 − 1 and t2 = T2 − 1.
Because p is the characteristic of the field K, tpm

1 = T pm

1 − 1 and tp
m

2 =

T pm

2 − 1 so that K(Cpm ⊕ Cpn) ∼= K[t1, t2]/(tp
m

1 , tp
n

2 ), as required.
(b) The required isomorphism follows from the isomorphism in (a) after

setting n = 0.
(c) Let A = K[t1, t2]/(t1, t2)

2. Because (tp1, t
p
2) ⊆ (t1, t2)

2, we have a
surjective K-algebra homomorphism given by the composition

K(Cp ⊕ Cp) ∼= K[t1, t2]/(tp1, t
p
2) −−−−→ K[t1, t2]/(t1, t2)

2 = A,

which induces a full and faithful embedding modA → mod K(Cp ⊕ Cp).
Hence it suffices to show that mod A is representation–infinite. For this
purpose, we construct an infinite family {Md}d≥1 of pairwise nonisomorphic
indecomposable A-modules.

Let d ≥ 1 be an arbitrary natural number. Consider the K[t]-module
Nd = K[t]/(td) of dimension d. It is well-known and easy to check that Nd

is indecomposable as a K[t]-module and that EndK[t] Nd
∼= K[t]/(td).

We define a K[t1, t2]-module structure on the K-vector space Md =
Nd ⊕ Nd by the formulas (r, q) · t1 = (0, r · t) and (r, q) · t2 = (0, r), for
r, q ∈ Nd. Because (r, q) · t21 = 0, (r, q) · t22 = 0, and (r, q) · t1t2 = 0 for
any r, q ∈ Nd, we see that Md is annihilated by the ideal (t1, t2)

2 and thus
has a natural A-module structure. Moreover, dimK Md = 2d; hence the
modules Md are pairwise nonisomorphic. To complete the proof, we show
that for any d ≥ 1 the endomorphism algebra EndA Md is local, so that Md

is indecomposable as an A-module. Let

f =
[

f11 f12

f21 f22

]
: Nd ⊕ Nd −→ Nd ⊕ Nd
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be a K-linear endomorphism of the A-module Md = Nd ⊕ Nd, where fij :
Nd → Nd are K-linear endomorphisms. Clearly, f is a homomorphism of
A-modules if and only if f((r, q) · t1) = (f(r, q)) · t1 and

f((r, q) · t2) = (f(r, q)) · t2

for all r, q ∈ Nd. An immediate calculation shows that this is the case if
and only if f12 = 0, f11 = f22 and f11 is an endomorphism of Nd viewed as
a K[t]-module. Consider the K-algebra homomorphism

ϕ : EndA Md → EndK[t] Nd
∼= K[t]/(td)

defined by f �→ f11. Clearly, ϕ is surjective and Kerϕ consists of those
f ∈ EndA Md such that f11 = f12 = f22 = 0 (thus f ∈ Kerϕ implies
f2 = 0). To show that EndA Md is local, it suffices, by (I.4.6), to show that
any idempotent e ∈ EndA Md equals either zero or the identity. Because
ϕ(e) is an idempotent of the local algebra

EndK[t] Nd
∼= K[t]/(td),

ϕ(e) is either zero or the identity. In the former case, e ∈ Kerϕ, hence
e2 = 0 so that e = e2 = 0. In the latter, 1Md

− e ∈ Kerϕ yields (1Md
− e) =

(1Md
− e)2 = 0, hence e = 1Md

. This completes the proof. �

We note that the proof of (c) shows in fact that K(Cpm ⊕ Cpn) is
representation–infinite for all m, n ≥ 1. Moreover, the isomorphisms of
the lemma allow us to construct bound quivers representing the group alge-
bras arising from groups of the form Cpm ⊕ Cpn . For instance, over a field
K of characteristic 2, the group algebra of the Klein four group C2 ⊕ C2 is
given by the quiver

α ◦
1

β

and bound by α2 = 0, β2 = 0, αβ = βα. Moreover, this algebra is
representation–infinite (by (c)). On the other hand, over a field of char-
acteristic p > 0, the group algebra of the cyclic group Cpm is given by the
quiver

1◦ α

and bound by αpm

= 0. Such an algebra is a Nakayama algebra and thus
is representation–finite (by (3.7) and (3.5)).

We now need to recall a few facts from elementary group theory. Let G
be a finite group acting on itself by conjugation. To determine the number
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of elements in the conjugacy class of an element x ∈ G, we consider the
centraliser

Zx = {y ∈ G | yxy−1 = x}

of x: this is a subgroup of G containing x. Clearly, yxy−1 = zxz−1 if and
only if yZx = zZx so that the number of distinct conjugates of x is the
same as the number [G : Zx] of left cosets of Zx in G. In particular, x
coincides with all its conjugates if and only if x belongs to the centre Z(G)
of G. Because every element of G belongs to exactly one conjugacy class,
we deduce the so-called class equation

|G| = |Z(G)| +
∑

[G : Zx],

where the sum is taken over a set of representatives {x} of those conjugacy
classes of G such that [G : Zx] �= 1. Let p be a prime number. A finite
group G is called a p-group if |G| = pm for some m > 0.

We need the following lemma.

Lemma 5.4. Let G be a p-group; then the centre Z(G) of G is nontriv-

ial. If, moreover, G is not abelian, then G/Z(G) is a nontrivial noncyclic

group.

Proof. The first assertion follows from the class equation. Indeed, if
the conjugacy class of x ∈ G contains more than one element, then Zx �= G.
By Lagrange’s theorem, p divides [G : Zx]. The class equation then implies
that p divides |Z(G)|. In particular, Z(G) is nontrivial.

Because G is not abelian, G/Z(G) is not trivial. Assume that G/Z(G) is
cyclic and is generated, say, by a coset x for some x ∈ G. Then any element
y ∈ G is of the form y = xsz, where s ≥ 0 and z ∈ Z(G). But this implies
that G is abelian, which is a contradiction. Hence G/Z(G) is not cyclic. �

Corollary 5.5. If |G| = p2, then G is abelian.

Proof. It suffices to show that G/Z(G) is cyclic, and this follows from
the fact that Z(G) is not trivial, so that |G/Z(G)| equals 1 or p. �

We are now able to prove Higman’s characterisation of the representation–
finite group algebras. We recall that if G is a finite group of order pmn,
where p is a prime that does not divide n, a Sylow p-subgroup Gp of G
is a subgroup of order pm. The celebrated Sylow theorems assert that G
contains a p-Sylow subgroup and that all Sylow p-subgroups are conjugate
(and, in particular, are isomorphic).

5.6. Theorem. Let G be a finite group and let K be a field of charac-

teristic p dividing the order of G. The group algebra KG is representation–
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finite if and only if the Sylow p-subgroups Gp of G are cyclic.

Proof. By definition of Gp, the integer p does not divide s = [G : Gp]
and therefore s is invertible in K. By (5.1)(b), it suffices to prove the
theorem in case G = Gp is a p-group. Assume that |G| = pm.

One implication is trivial: indeed, assume that G is cyclic, that is, G ∼=
Cpm . Then, by (5.3)(b), the group algebra KG is a Nakayama algebra;
hence it is representation–finite (by (3.5)).

Conversely, assume that G is not cyclic. We must prove that KG is
representation–infinite. For this purpose, we first show by induction on m
that there exists a group epimorphism G → Cp ⊕ Cp.

If m = 2, then G is of order p2, hence is abelian, by (5.5), so that
G ∼= Cp ⊕ Cp.

Assume that m > 2. Clearly, the statement holds if G is abelian. If
this is not the case, then, by (5.4), G = G/Z(G) is a nontrivial noncyclic
group, of order pk with k < m, because Z(G) is nontrivial. The inductive
hypothesis implies the existence of a group epimorphism G → Cp ⊕ Cp,
and the required epimorphism follows after composing with the canonical
epimorphism G → G. This finishes the proof of our claim.

The group epimorphism G → Cp ⊕ Cp obviously induces a surjective
algebra homomorphism KG → K(Cp ⊕ Cp) and consequently a full and
faithful K-linear functor mod K(Cp⊕Cp) → mod KG. By (5.3), the algebra
K(Cp ⊕ Cp) is representation–infinite. Hence KG is also representation–
infinite. �

5.7. Example. Let A4 denote the alternating group on four objects.
Then KA4 is representation–finite if K is a field of characteristic 3 and
representation–infinite if K is a field of characteristic 2. Indeed, a straight-
forward calculation, left as an exercise to the reader, shows that the Sylow
3-subgroup of A4 is isomorphic to the cyclic group C3, while the Sylow
2-subgroup of A4 is isomorphic to the Klein four group C2 ⊕ C2.

6V. . Exercises

1. A module M over an arbitrary algebra A is called a Nakayama

module if M is the direct sum of uniserial modules. Let A be a right (or
left, respectively) serial algebra. Show that every submodule (or quotient
module, respectively) of a Nakayama module is a Nakayama module.

2. Show that A is a Nakayama algebra if and only if A/rad2A is a
Nakayama algebra.
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3. For each of the following bound quivers (Q, I)

(a) ◦
γ

←−−−−◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4

αβ = 0,βγ = 0;

(b) ◦
δ

←−−−−◦
γ

←−−−−◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4 5

αβ = 0, βγδ = 0;

(c) 1 ◦
α−−−−−−−−→←−−−−−−−−
β

◦ 2 αβ = 0, βα = 0;

(d)

1 ◦
α

−−−−−−−−→◦ 2

δ

� �β

4 ◦
γ

←−−−−−−−−◦ 3

αβ = 0, βγ = 0, γδ = 0

describe the path algebra A = KQ/I, all the indecomposable A-modules,
and the homomorphisms between them.

4. Let 0 −→ L −→ M −→ N −→ 0 be a short exact sequence. Show
that ��(M) ≤ ��(L) + ��(N).

5. For each of the following bound quivers (Q, I)

(a) ◦
β

←−−−− ◦
α

←−−−−◦ αβ = 0;

(b)

◦
β↙ ↖α

◦ −−−−−−−→ ◦γ

αβγα = 0, γαβ = 0

describe the Nakayama algebra A = KQ/I and compute all the indecom-
posable A-modules. Then, for each pair (M, N) of indecomposable modules,
compute the vector spaces HomA(M, N), HomA(M, N), and HomA(M, N).

6. Construct the Auslander–Reiten quiver of the Nakayama algebras
defined by each of the following bound quivers:

(a) ◦ α β2 = 0;

(b) ◦
α

←−−−−◦

(c) ◦
β

←−−−− ◦
α

←−−−−◦ αβ = 0;

(d)

◦
β↙ ↖α

◦ −−−−−−−→ ◦γ

γαβ = 0, αβγα = 0;
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(e) ◦
δ

←−−−− ◦
γ

←−−−− ◦
β

←−−−− ◦
α

←−−−−◦ αβ = βγ = γδ = 0;

(f) ◦
δ

←−−−− ◦
γ

←−−−− ◦
β

←−−−− ◦
α

←−−−−◦ αβγ = 0, γδ = 0;

(g) ◦
α−−−−−−−−→←−−−−−−−−
β

◦ αβ = 0;

(h) ◦
α−−−−−−−−→←−−−−−−−−
β

◦ αβα = 0;

(i)

◦
β↙ ↖α

◦ −−−−−−−→ ◦γ

αβ = βγ = γα = 0;

(j)

◦
α

−−−−−−−−→◦

δ

� �β

◦
γ

←−−−−−−−−◦

αβ = βγ = γδ = 0.

7. Let A be a Nakayama algebra and P be indecomposable projective
with P/radP = S. Show that

radiP/radi+1P ∼= τ iS

for every 0 ≤ i < �(P ) (so that all the composition factors of P belongs to
the same τ -orbit).

8. Let A be a connected Nakayama algebra. Show that there exists an
ordering {P1, P2, . . . , Pn} of the nonisomorphic indecomposable projective
A-modules such that

(a) Pi+1/radPi+1
∼= τ−1(Pi/radPi) for 1 ≤ i ≤ n − 1, and if �(P1) �= 1

then P1/radP1
∼= (Pn/radPn);

(b) �(Pi) ≥ 2 for i = 2, . . . , n; and
(c) �(Pi+1) ≤ �(Pi) + 1 for every i = 1, . . . , n− 1 and �(P1) ≤ �(Pn) + 1.

Such an ordering, called a Kupisch series for A, is unique up to a cyclic
permutation (or simply unique if �(P1) = 1).

9. Assume that A is a connected Nakayama K-algebra with Kupisch
series {P1, . . . , Pn}. Show that �(Pi+1) = �(Pi) + 1 if and only if Pi is not
injective for i = 1, . . . , n − 1 and �(P1) = �(Pn) + 1 if and only if Pn is not
injective.

10. Compute a Kupisch series for each of the Nakayama algebras of
Exercise 6.
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11. Let A be a self-injective connected Nakayama algebra. Show that
every indecomposable projective A-module has the same length ��(A).

12. Let A = KQ/R2, where Q is the quiver

◦

◦◦

◦◦

◦
◦◦

0

2

1

n−2

n−1

(n ≥ 3) and R is the two-sided ideal of KQ generated by the arrows. Show
that A is self-injective, but that eAe, where e = e0+e1+ . . .+ek (k < n−1),
is not.

13. Let (a1, . . . , an) be a sequence of integers such that aj ≥ 2 for all
j ≥ 2, aj+1 ≤ 1+ aj for j ≤ n− 1, and a1 ≤ 1+ an. Construct a Nakayama
K-algebra having the sequence (a1, . . . , an) as a Kupisch series.

14. Construct the Auslander–Reiten quiver of the K-algebra A defined
by the following bound quiver:

◦
β↙ ↖α

◦ −−−−−−−→ ◦γ

γαβ = 0, βγ = 0.

Compute the global dimension gl.dimA of A.

15. Let A be the K-algebra given by the quiver 1 ◦
α−−−−−−−−→←−−−−−−−−
β

◦ 2 and

bound by the relation αβαβ = 0. Using the notation (2.7), show that

P (2)A =

(
2
1
2
1
2

)
and P (1)A =

(
1
2
1
2

)
.

Prove that the K-vector space HomA(P (2), P (1)) is of dimension two.
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Tilting theory

Tilting theory is one of the main tools in the representation theory of
algebras. It originated with the study of reflection functors [32], [18]. The
first set of axioms for a tilting module is due to Brenner and Butler [46];
the one generally accepted now is due to Happel and Ringel [89]. The main
idea of tilting theory is that when the representation theory of an algebra
A is difficult to study directly, it may be convenient to replace A with
another simpler algebra B and to reduce the problem on A to a problem
on B. We then construct an A-module T , called a tilting module, which
can be thought of as being close to the Morita progenerators such that, if
B = EndTA, then the categories mod A and mod B are reasonably close to
each other (but generally not equivalent). As will be seen, the knowledge of
one of these module categories implies the knowledge of two distinguished
full subcategories of the other, which form a torsion pair and thus determine
up to extensions the whole module category. Because this procedure can be
seen as generalising Morita theory, it is reasonable to give special attention
to the full subcategory GenTA of all A-modules generated by T and to use
the adjoint functors HomA(T,−) and −⊗BT to compare mod A and modB.

Some notation is useful. Throughout this chapter, we let A denote an
algebra, by which is meant, as usual, a finite dimensional, basic, and con-
nected algebra over a fixed algebraically closed field K. For an A-module
M , we denote by addM the smallest additive full subcategory of mod A
containing M , that is, the full subcategory of modA whose objects are the
direct sums of direct summands of the module M . In many places, we con-
sider the restriction to a subcategory C of a functor F defined originally on
a module category, and we denote it by F |C .

VI.1. Torsion pairs

It is a well-known fact from elementary abelian group theory that there
exists no nonzero homomorphism from a torsion group to a torsion-free one
and that these two classes of abelian groups are maximal for this property.
Generalising this situation, we obtain the concept of a torsion pair, valid in
any abelian category, but which we need only for module categories. The
following definition is due to Dickson [53].

184
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1.1. Definition. A pair (T ,F) of full subcategories of modA is called
a torsion pair (or a torsion theory) if the following conditions are satis-
fied:

(a) HomA(M, N) = 0 for all M ∈ T , N ∈ F .
(b) HomA(M,−)|F = 0 implies M ∈ T .
(c) HomA(−, N)|T = 0 implies N ∈ F .

The first condition of the definition says that there is no nonzero homo-
morphism from an object in T to one in F , and the other two conditions say
that these two subcategories are maximal for this property. In analogy with
the situation for abelian groups, the subcategory T is called the torsion

class, and its objects are called torsion objects, while the subcategory
F is called the torsion-free class, and its objects are called torsion-free

objects. It follows directly from the definition that the torsion class and
the torsion-free class determine uniquely each other.

1.2. Examples. (a) An arbitrary class C of A-modules induces a tor-
sion pair as follows: let F = {N | HomA(−, N)|C = 0} and T = {M |
HomA(M,−)|F = 0}. Then (T ,F) is a torsion pair, and T is in fact the
smallest torsion class containing C. The dual construction yields the small-
est torsion-free class containing C.

(b) If (T ,F) is a torsion pair in the category mod A of all finite dimen-
sional right A-modules, and D : mod A → mod Aop denotes the standard
duality, then (DF , DT ) is a torsion pair in modAop.

(c) Let A be the path algebra of the quiver

1 2 3
◦←−−−−◦←−−−−◦

and let T = add {010⊕011⊕001},F = add {100⊕110⊕111} (where the in-
decomposable A-modules are represented by their dimension vectors). Then
(T ,F) is a torsion pair. We may illustrate (T ,F) in the Auslander–Reiten
quiver Γ(mod A) of A, adopting the convention (which we keep throughout
this chapter and the next) to shade the class T as and the class F as

:

100 010 001
↘ ↗ ↘ ↗

110 011
↘ ↗

111

(d) Let A be as in (c). Then we have another torsion pair (T ,F), illus-
trated as follows in Γ(mod A):
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100 010 001
↘ ↗ ↘ ↗

110 011
↘ ↗

111

Our first objective is to give an intrinsic characterisation of torsion (or
torsion-free) classes. For this purpose, we need one further definition.

1.3. Definition. A subfunctor t of the identity functor on modA is
called an idempotent radical if, for every module MA, we have t(tM) =
tM and t(M/tM) = 0.

We recall that a subfunctor of the identity functor on modA is a func-
tor t : mod A−→mod A that assigns to each module M a submodule
tM ⊆ M such that each homomorphism M −→N restricts to a homomor-
phism tM −→ tN . As we now show, each torsion pair induces an idempotent
radical and conversely.

1.4. Proposition. (a) Let T be a full subcategory of mod A. The fol-

lowing conditions are equivalent:

(i) T is the torsion class of some torsion pair (T ,F) in mod A.

(ii) T is closed under images, direct sums, and extensions.

(iii) There exists an idempotent radical t such that T = {M | tM = M}.

(b) Let F be a full subcategory of mod A. The following conditions are

equivalent:

(i) F is the torsion-free class of some torsion pair (T ,F) in mod A.

(ii) F is closed under submodules, direct products, and extensions.

(iii) There exists an idempotent radical t such that F = {N | tN = 0}.

Proof. We only prove (a); the proof of (b) is similar.
(i) implies (ii). A short exact sequence 0 → M ′ → M → M ′′ → 0 of

A-modules induces a left exact sequence of functors

0 −→ HomA(M ′′,−)|F −→ HomA(M,−)|F −→ HomA(M ′,−)|F .

Hence M ∈ T implies M ′′ ∈ T and, similarly, M ′, M ′′ ∈ T imply M ∈ T .
The statement follows.

(ii) implies (iii). Let M be any A-module and tM denote the trace

of T in M , that is, the sum of the images of all A–homomorphisms from
modules in T to M . Because T is closed under images and direct (hence
arbitrary) sums, tM is the largest submodule of M that lies in T . The trace
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defines a subfunctor of the identity: if f : M → N is a homomorphism,
then f(tM) ⊆ tN for, if g : X → M is a homomorphism with X ∈ T ,
then fg : X → N has its image lying in tN . Moreover, we clearly have
t(tM) = tM and M ∈ T if and only if tM = M . Finally, let M be arbitrary
and assume that t(M/tM) = M ′/tM with tM ⊆ M ′ ⊆ M . Because T is
closed under extensions, tM , M ′/tM ∈ T yield M ′ ∈ T . Hence M ′ ⊆ tM
and t(M/tM) = 0.

(iii) implies (i). Let F = {N | tN = 0}. Clearly, HomA(M,−)|F = 0
for all M ∈ T . We claim that, conversely, HomA(M,−)|F = 0 implies
M ∈ T . Indeed, t(M/tM) = 0 gives M/tM ∈ F . The canonical surjection
M → M/tM being zero, we have M/tM = 0 so that M = tM ∈ T .
Similarly, HomA(−, N)|T = 0 implies that N ∈ F . �

An immediate consequence is that a torsion (or a torsion-free) class is an
additive, hence K-linear, subcategory of modA, closed under isomorphic
images, extensions, and direct summands.

The idempotent radical t attached to a given torsion pair is called the
torsion radical. It follows from its definition that, for any module MA,
we have tM ∈ T and M/tM ∈ F . The uniqueness follows from the next
proposition, which also says that any module can be written in a unique
way as the extension of a torsion-free module by a torsion module.

1.5. Proposition. Let (T ,F) be a torsion pair in mod A and M be an

A-module. There exists a short exact sequence

0 −→ tM −→ M −→ M/tM −→ 0

with tM ∈ T and M/tM ∈ F . This sequence is unique in the sense that,

if 0 → M ′ → M → M ′′ → 0 is exact with M ′ ∈ T , M ′′ ∈ F , then the two

sequences are isomorphic.

Proof. Only the second statement needs a proof. Because M ′ ∈ T
and tM is the largest torsion submodule of M , there exists a commutative
diagram with exact rows

0 −−−−→ M ′ −−−−→ M −−−−→ M ′′ −−−−→ 0

j

� 1M

� f
|

|

↓

0 −−−−→ tM −−−−→ M −−−−→ M/tM −−−−→ 0

where j denotes the inclusion and f is obtained by passing to the cokernels.
The Snake lemma (I.5.1) yields tM/M ′ ∼= Ker f . Because tM/M ′ ∈ T and
Ker f ∈ F , we get M ′′ ∼= M/tM and tM/M ′ = 0. �

A short exact sequence as in the proposition is called the canonical

sequence for M . For instance, in Example 1.2 (d), the canonical sequence
for the indecomposable module M = 110 (which is neither torsion nor
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torsion-free) is 0 −→ 100 −→ 110 −→ 010 −→ 0. The following obvious
corollary is sometimes useful.

1.6. Corollary. Every simple module is either torsion or torsion-free.

�

A torsion pair (T ,F) such that each indecomposable A-module lies either
in T or in F is called splitting. This is the case in example (1.2)(c) (but
not in (1.2)(d)). Splitting torsion pairs are characterised as follows.

1.7. Proposition. Let (T ,F) be a torsion pair in mod A. The following

conditions are equivalent:

(a) (T ,F) is splitting.

(b) For each A-module M , the canonical sequence for M splits.

(c) Ext1A(N, M) = 0 for all M ∈ T , N ∈ F .

(d) If M ∈ T , then τ−1M ∈ T .

(e) If N ∈ F , then τN ∈ F .

Proof. (a) implies (b). Let MA be any module and M ′ (or M ′′) denote
the direct sum of all the indecomposable summands of M that belong to
T (or F , respectively). We have a split short exact sequence 0 → M ′ →
M → M ′′ → 0 with M ′ ∈ T , M ′′ ∈ F , which is, by (1.5), isomorphic to the
canonical sequence.

(b) implies (c). Any short exact sequence 0 → M → E → N → 0 with
M ∈ T and N ∈ F is a canonical sequence, by (1.5).

(c) implies (a). Let M be indecomposable. The hypothesis implies that
the canonical sequence for M splits. Hence M ∼= tM ⊕ (M/tM) so that
either M ∼= tM or M ∼= M/tM .

(a) implies (d). Let 0 → M →
⊕n

i=1 Ei → τ−1M → 0 be the almost
split sequence starting with M , where the modules E1, . . . , En are inde-
composable. Because HomA(M, Ei) �= 0 for all i, the hypothesis implies
that Ei ∈ T for all i. Hence

⊕n
i=1 Ei ∈ T so that τ−1M ∈ T . We prove

similarly that (a) implies (e).
(d) implies (c). Let M ∈ T and N ∈ F . By the Auslander–Reiten

formulas (IV.2.13), Ext1A(N, M) ∼= DHomA(τ−1M, N). Because τ−1M ∈ T
and N ∈ F , we have HomA(τ−1M, N) = 0. Hence Ext1A(N, M) = 0. We
prove similarly that (e) implies (c). �

Let T be an arbitrary A-module. We define Gen T to be the class of all
modules M in modA generated by T , that is, the modules M such that there
exist an integer d ≥ 0 and an epimorphism T d → M of A-modules. Dually,
we define CogenT to be the class of all modules N in modA cogenerated
by T , that is, the modules N such that there exist an integer d ≥ 0 and a
monomorphism N → T d of A-modules.
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We ask when the class Gen T is a torsion class and when the class CogenT
is a torsion-free class. It is clear that Gen T is closed under images, CogenT
is closed under submodules, and both classes are closed under direct sums.
There remains thus, by (1.4), to see when they are closed under extensions.
This is generally not the case: let A be an algebra having two nonisomorphic
simple modules S, S′ such that Ext1A(S, S′) �= 0; then neither Gen (S ⊕ S′)
nor Cogen (S ⊕ S′) is closed under extensions.

Before answering these questions, we derive a necessary and sufficient
condition for an A-module to belong to Gen T (or to CogenT ). We write
B = EndTA so that T is endowed with a natural left B-module structure,
compatible with the action of A, making it a B–A-bimodule.

1.8. Lemma. Let M be an A-module.

(a) M ∈ Gen T if and only if the canonical homomorphism

εM : HomA(T, M) ⊗B T −→ M

defined by f ⊗ t 
→ f(t) is surjective, where B = EndTA.

(b) M ∈ CogenT if and only if the canonical homomorphism

ηM : M −→ HomB(HomA(M, T ), T )

defined by x 
→ (g 
→ g(x)) is injective.

Proof. We only prove (a); the proof of (b) is similar. Assume M ∈
Gen T and let f1, . . . , fd be a basis of the K-vector space HomA(T, M).
Then f = [f1 . . . fd] : T d → M is an epimorphism. Indeed, there exist
m > 0 and an epimorphism g : T m → M . It follows from the definition of
f that there exists h : T m → T d such that g = fh, so that f is surjective.
Let L = Ker f , and apply HomA(T,−) to the short exact sequence

0 −→ L −→ T d f
−→ M −→ 0.

Because HomA(T, f) is an epimorphism by the definition of f , this yields a
short exact sequence

0 −→ HomA(T, L) −→ HomA(T, T d)
HomA(T,f)

−−−−−−−−→ HomA(T, M) −→ 0.

Applying − ⊗B T , we obtain the upper row in the commutative diagram
with exact rows

HomA(T, L) ⊗B T → HomA(T, T d) ⊗B T → HomA(T, M) ⊗B T → 0

εL

� ε
T d

� εM

�
0 −→ L −−−−−−→ T d −−−−−−→ M −−−−→ 0
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The composite homomorphism

εT d : HomA(T, T d) ⊗B T ∼= Bd ⊗B T ∼= T d

is an isomorphism. By the commutativity of the right square, the homo-
morphism εM is surjective.

Conversely, because HomA(T, M) is a finitely generated B-module, there
exist m > 0 and an epimorphism g : Bm → HomA(T, M), hence an epimor-
phism

T m ∼= Bm ⊗B T
g⊗T

−−−−→ HomA(T, M) ⊗B T
εM−−−−→ M,

so M ∈ Gen T . �

The following lemma answers our questions.

1.9. Lemma. (a) Assume that Ext1A(T,−)|GenT = 0; then Gen T is a

torsion class. If this is the case, then the corresponding torsion-free class is

the class {M | HomA(T, M) = 0}.
(b) Assume that Ext1A(−, T )|Cogen T = 0; then CogenT is a torsion-free

class. If this is the case, then the corresponding torsion class is the class

{M | HomA(M, T ) = 0}.

Proof. We only prove (a); the proof of (b) is similar. Assume that

0 −→ M ′ −→ M −→ M ′′ −→ 0

is a short exact sequence with M ′, M ′′ ∈ Gen T . Because Ext1A(T, M ′) = 0,
we have a short exact sequence

0 −→ HomA(T, M ′) −→ HomA(T, M) −→ HomA(T, M ′′) −→ 0,

which yields, after applying − ⊗B T , the upper row in the commutative
diagram with exact rows

HomA(T, M ′) ⊗B T → HomA(T, M) ⊗B T → HomA(T, M ′′) ⊗B T → 0

ε
M′

� εM

� ε
M′′

�
0−−−−→ M ′ −−−−−−→ M −−−−−−→ M ′′ −→ 0

Because, by (1.8), εM ′ and εM ′′ are epimorphisms, so is εM . A further
application of (1.8) yields that M ∈ Gen T so that GenT is indeed closed
under extensions.

For the second statement, we notice that every torsion-free module M
satisfies HomA(T, M) = 0. Conversely, if HomA(T, M) = 0 and X ∈ Gen T ,
there exist m > 0 and an epimorphism T m → X . But this implies that
HomA(X, M) = 0. �
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1.10. Definition. Let C be a full K-subcategory of modA. An A-
module M ∈ C is called Ext-projective in C if Ext1A(M,−)|C = 0. Dually,
it is called Ext-injective in C if Ext1A(−, M)|C = 0.

This definition, due to Auslander and Smalø [22], is clearly motivated by
Lemma 1.9. Thus Gen T is a torsion class if T is Ext-projective in GenT
and, dually, CogenT is a torsion-free class if T is Ext-injective in CogenT .
The following proposition characterises completely Ext-projectives and Ext-
injectives in torsion or torsion-free classes.

1.11. Proposition. Let (T ,F) be a torsion pair in mod A and M be an

indecomposable A-module.

(a) Assume that M lies in T .

(i) M is Ext-projective in T if and only if τM ∈ F .

(ii) M is Ext-injective in T if and only if there exist an injective

module E �∈ F and an isomorphism M ∼= tE.

(b) Assume that M lies in F .

(i) M is Ext-injective in F if and only if τ−1M ∈ T .

(ii) M is Ext-projective in F if and only if there exist a projective

module P �∈ T and an isomorphism M ∼= P/tP .

Proof. We only prove (a); the proof of (b) is similar. Suppose τM ∈ F .
Then, for any X ∈ T , we have

Ext1A(M, X) ∼= DHomA(X, τM) ⊆ DHomA(X, τM) = 0.

Thus, M is Ext-projective in T . Conversely, if τM �∈ F , then, in the
canonical sequence

0 −→ t(τM)
u

−→ τM
v

−→ τM/t(τM) −→ 0,

the epimorphism v is not an isomorphism and, in particular, is not a retrac-
tion. Considering the almost split sequence

0 −→ τM
f

−→ N
g

−→ M −→ 0,

we deduce the existence of a homomorphism h : N → τM/t(τM) such that
hf = v. Because v is surjective, so is h, and we have a commutative diagram
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with exact rows and columns:

0 0� �
0 −−−−→ t(τM)

f ′

−−−−→ Kerh
g′

−−−−→ M −−−−→ 0

u

� � 1

�
0 −−−−→ τM

f
−−−−→ N

g
−−−−→ M −−−−→ 0

v

� h

�
τM/t(τM)

1
−→ τM/t(τM)� �

0 0

The first row is not split (for if g′ were a retraction, so would be g) and
consequently Ext1A(M, t(τM)) �= 0. Thus, M is not Ext-projective in T .

Let E �∈ F be injective and X ∈ T . The functor HomA(X,−) applied to
the short exact sequence 0 → tE → E → E/tE → 0 yields

0 = HomA(X, E/tE) −→ Ext1A(X, tE) −→ Ext1A(X, E) = 0.

Thus tE is Ext-injective in T . Conversely, let M ∈ T be Ext-injective and
E be its injective envelope. Because M ⊆ E, we have M ⊆ tE. Consider
the short exact sequence 0 → M → tE → tE/M → 0. Because tE ∈ T , we
have tE/M ∈ T . The Ext-injectivity of M in T implies that the sequence
splits. Hence M is a direct summand of tE. The statement follows. �

In example (1.2)(c), T = Gen (010 ⊕ 011), the indecomposable Ext-
projectives in T are 010 and 011, and the indecomposable Ext-injectives
are 001 and 011, whereas F = Cogen (111) and every indecomposable in F
is both Ext-injective and Ext-projective.

VI.2. Partial tilting modules and tilting modules

We now introduce a class of modules that induce torsion pairs in a natural
way.

2.1. Definition. Let A be an algebra. An A-module T is called a par-

tial tilting module if the following two conditions are satisfied:

(T1) pd TA ≤ 1,
(T2) Ext1A(T, T ) = 0.
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A partial tilting module T is called a tilting module if it also satisfies the
following additional condition:

(T3) There exists a short exact sequence 0 → AA → T ′
A → T ′′

A → 0 with
T ′, T ′′ in addT .

Thus, any projective A-module is trivially a partial tilting module, and
any Morita progenerator is a tilting module. In fact, the axioms can be
understood to mean that a partial tilting module is a module that is “close
enough” to a projective module, and a tilting module is a module that is
“close enough” to a Morita progenerator. The third condition (T3) may be
reformulated to say that a partial tilting module TA is a tilting module if
and only if, for any indecomposable projective A-module P , there exists a
short exact sequence

0 −→ PA −→ T ′
A −→ T ′′

A −→ 0

with T ′, T ′′ in addT .
One easy consequence of (T3) is that every tilting module is faithful. We

recall that an A-module is faithful if its right annihilator

AnnM = {a ∈ A | Ma = 0}

vanishes. We need the following characterisation of faithful modules.

2.2. Lemma. Let A be an algebra and M be an A-module. The following

conditions are equivalent:

(a) MA is faithful.

(b) For any basis {f1, . . . , fd} of the K-vector space HomA(A, M), the

K-linear map f = [f1 . . . fd]
t : AA −→ Md is injective.

(c) AA is cogenerated by MA.

(d) DAA is generated by MA.

Proof. Let {f1, . . . , fd} be a basis of the K-vector space HomA(A, M).
Then M is faithful if and only if

f = [f1 . . . fd]
t : AA −→ Md

is a monomorphism; indeed, f(a) = 0 for some a ∈ A if and only if g(a) = 0
for some a ∈ A and any g ∈ HomA(A, M). Using the canonical isomorphism
MA

∼= HomA(A, M), this is equivalent to saying that Ma = 0 for some
a ∈ A. This implies the equivalence of (a), (b), and (c).

The right annihilator {a ∈ A | Ma = 0} of MA coincides with the left
annihilator {a ∈ A | aDM = 0} of ADM . Therefore, MA is faithful if and
only if AA is cogenerated by ADM or, equivalently, DAA is generated by
D(DM) ∼= M . �
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Applying the equivalence of (a) and (c), the monomorphism AA → T ′
A

of (T3) shows that every tilting module is faithful.
Given a partial tilting module TA, we ask whether the class Gen T is a

torsion class. We also consider the full subcategory T (T ) of mod A defined
by T (T ) = {MA | Ext1A(T, M) = 0}.

2.3. Lemma. Let T be a partial tilting module. Then

(a) Gen T is a torsion class in which T is Ext-projective, and the cor-

responding torsion-free class is F(T ) = {MA | HomA(T, M) = 0};
(b) T (T ) is a torsion class in which T is Ext-projective; and and the

corresponding torsion-free class is Cogen τT ; and

(c) GenT ⊆ T (T ).

Proof. Assume that M ∈ Gen T . There exist m > 0 and an epimor-
phism T m → M . Because pd T ≤ 1, this epimorphism induces an epimor-
phism 0 = Ext1A(T, T m) → Ext1A(T, M). Hence Ext1A(T, M) = 0. Thus
the functor Ext1A(T,−)|Gen T equals zero and, by (1.9)(a), GenT is a tor-
sion class in which T is Ext-projective. Moreover, we have shown that
Gen T ⊆ T (T ) and (1.9)(a) implies that the torsion-free class correspond-
ing to GenT is F(T ). This shows (a) and (c).

To prove (b), let 0 → M ′ → M → M ′′ → 0 be a short exact sequence.
Applying HomA(T,−) yields a right exact sequence

Ext1A(T, M ′) −→ Ext1A(T, M) −→ Ext1A(T, M ′′) −→ 0;

hence M ′, M ′′ ∈ T (T ) imply M ∈ T (T ) and M ∈ T (T ) implies M ′′ ∈ T (T ).
Because T (T ) is closed under direct sums, it is a torsion class, in which
T is clearly Ext-projective. For the corresponding torsion-free class, we
observe that, because pd T ≤ 1, we have, by (IV.2.14), that Ext1A(T, M) ∼=
DHomA(M, τT ) and thus M ∈ T (T ) if and only if HomA(M, τT ) = 0.
Moreover, for each X in Cogen τT , we have

Ext1A(X, τT ) ∼= DHomA(T, X) ⊆ DHomA(T, X) = 0,

because Hom A(T, τT ) = 0. It follows that the restriction of Ext1A(−, τT ) to
Cogen τT is zero. Hence, by (1.9)(b), Cogen τT is a torsion-free class whose
corresponding torsion class is {M | Hom A(M, τT ) = 0} = T (T ). �

It is easy to see that every injective A-module is torsion in the torsion
pair (T (T ), Cogen τT ). Also, if a projective module P lies in GenT , then
P ∈ addT . Indeed, if P ∈ Gen T , there exist m > 0 and an epimorphism
T m → P that must split, because P is projective.
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In Example 1.2 (c), the module T = 010⊕011 is a partial tilting module.
Indeed, pd T ≤ 1, as seen from the projective resolutions

0 −→ P (1) −→ P (2) −→ 010 −→ 0,

0 −→ P (1) −→ P (3) −→ 011 −→ 0.

In fact, it is easy to see that in this example, we have gl.dimA = 1. Algebras
with global dimension one are called hereditary and are studied in detail in
the following chapters. Because 011 is injective,

Ext1A(T, T ) ∼= Ext1A(010 ⊕ 011, 010) ∼= DHomA(010, τ(010⊕ 011))

∼= DHomA(010, 100⊕ 110) = 0.

The torsion pair illustrated in Example 1.2 (c) is the pair (GenT,F(T ));
the pair (T (T ), Cogen τT ) is illustrated as follows:

100 010 001
↘ ↗ ↘ ↗

110 011
↘ ↗

111

In this case, the inclusion of (2.3)(c) is proper.
In Example 1.2 (d), the module T = 100 ⊕ 111 ⊕ 001 is a partial tilting

module. Indeed, pdT ≤ 1 because gl.dimA = 1. Because 100 ⊕ 111 is
projective, whereas 001 ⊕ 111 is injective, we have

Ext1A(T, T ) ∼= Ext1A(001, 100) ∼= DHomA(100, τ(001))

∼= DHomA(100, 010) = 0.

In fact, T is even a tilting module: because P (1), P (3) ∈ addT , the short
exact sequence

0 −→ P (2) −→ 111 −→ 001 −→ 0

shows that (T3) is satisfied. In this case, the classes (Gen T,F(T )) and
(T (T ), Cogen τT ) coincide and are illustrated in Example 1.2 (d).

As the reader may have noticed, the formula of (IV.2.14), asserting that
Ext1A(T, M) ∼= DHomA(M, τT ) whenever pdT ≤ 1, is extremely useful in
these computations.

The following lemma, known as Bongartz’s lemma [33], justifies the
name of partial tilting module; it asserts that a partial tilting module may
always be completed to a tilting module.
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2.4. Lemma. Let TA be a partial tilting module. There exists an A-

module E such that T ⊕ E is a tilting module.

Proof. Let e1, . . . , ed be a basis of the K-vector space Ext1A(T, A). Rep-
resent each ei by a short exact sequence 0 −→ A

fi

−→ Ei
gi

−→ T −→ 0.
Consider the commutative diagram with exact rows

0 −−−−→ Ad f
−−−−→

d⊕
i=1

Ei
g

−−−−→ T d −−−−→ 0

k

� u

� 1

�
(∗) 0 −−−−→ A

v
−−−−→ E

w
−−−−→ T d −−−−→ 0

where f =


 f1 0

...
0 fd


, g =


 g1 0

...
0 gd


 and k = [1, . . . , 1] is the codiagonal

homomorphism. We denote by e the element of Ext1A(T d, A) represented
by the lower sequence (∗). Let ui : T → T d be the inclusion homomorphism
in the ith coordinate. We claim that ei = Ext1A(ui, A)e for each i with
1 ≤ i ≤ d. Indeed, consider the commutative diagram with exact rows

0 −−−−→ A
fi

−−−−→ Ei
gi

−−−−→ T −−−−→ 0

u′′
i

� u′
i

� ui

�
0 −−−−→ Ad f

−−−−→
d⊕

i=1

Ei
g

−−−−→ T d −−−−→ 0

k

� u

� 1

�
(∗) 0 −−−−→ A

v
−−−−→ E

w
−−−−→ T d −−−−→ 0

where u′
i, u′′

i denote the respective inclusion homomorphisms in the ith
coordinate. Because ku′′

i = 1A, we deduce a commutative diagram with
exact rows

0 −−−−→ A
fi

−−−−→ Ei
gi

−−−−→ T −−−−→ 0

1

� uu′
i

� ui

�
(∗) 0 −−−−→ A

v
−−−−→ E

w
−−−−→ T d −−−−→ 0

hence our claim. Applying HomA(T,−) to (∗) yields an exact sequence

· · · → HomA(T, T d)
δ

−→ Ext1A(T, A) −→ Ext1A(T, E) −→ Ext1A(T, T d) = 0.
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Because ei = Ext1A(ui, A)e = δ(ui), each basis element of Ext1A(T, A) lies in
the image of the connecting homomorphism δ, which is therefore surjective.
Hence Ext1A(T, E) = 0. Applying now HomA(−, T ) and HomA(−, E) to (∗)
yields respectively

0 = Ext1A(T d, T ) −→ Ext1A(E, T ) −→ Ext1(A, T ) = 0,

0 = Ext1A(T d, E) −→ Ext1A(E, E) −→ Ext1(A, E) = 0;

hence Ext1A(E ⊕T, E⊕T ) = 0. It follows from the short exact sequence (∗)
that pd E ≤ 1, hence that pd (T ⊕ E) ≤ 1 and the module T ⊕ E satisfies
the axiom (T3). �

The short exact sequence (∗) constructed in the proof of the lemma is
referred to as Bongartz’s exact sequence. As a first consequence, we
obtain the following characterisation of tilting modules.

2.5. Theorem. Let TA be a partial tilting module. The following condi-

tions are equivalent:

(a) TA is a tilting module.

(b) GenT = T (T ).
(c) For every module M ∈ T (T ), there exists a short exact sequence

0 → L → T0 → M → 0 with T0 ∈ addT and L ∈ T (T ).
(d) Let X be an A-module. Then X ∈ addT if and only if X is Ext-

projective in T (T ).
(e) F(T ) = Cogen τT .

Proof. Because (b) and (e) are clearly equivalent (by (2.3)), it suffices
to establish the equivalence of the first four conditions.

(a) implies (b). Assume that T is a tilting module and let M ∈ T (T ).
We must show that M ∈ Gen T or, equivalently, that M ∼= tM , where t is
the torsion radical associated to the torsion pair (Gen T,F(T )). Applying
HomA(T,−) to the canonical sequence 0 → tM → M → M/tM → 0 yields
an epimorphism Ext1A(T, M) → Ext1A(T, M/tM). Because Ext1A(T, M) =
0, we have Ext1A(T, M/tM) = 0. Further, because M/tM ∈ F(T ), we
have HomA(T, M/tM) = 0. On the other hand, because T is a tilting
module, there exists a short exact sequence 0 → A → T ′ → T ′′ → 0 with
T ′, T ′′ ∈ addT . Applying the functor HomA(−, M/tM) to this sequence
yields an exact sequence 0 = HomA(T ′, M/tM) → HomA(A, M/tM) →
Ext1A(T ′′, M/tM) = 0 so that M/tM ∼= HomA(A, M/tM) = 0 and M =
tM ∈ Gen T .

(b) implies (c). Let M ∈ T (T ) and f1, . . . , fd be a basis of the K-
vector space HomA(T, M). Because M ∈ Gen T , the homomorphism f =
[f1 . . . fd] : T d → M is surjective (see the proof of (1.8)). Letting L = Ker f
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and applying HomA(T,−) to the short exact sequence 0 → L → T d f
−→M →

0 yields an exact sequence

· · · −→ HomA(T, T d)
HomA(T,f)

−−−−−−−−→HomA(T, M)−−−−→Ext1A(T, L)−→ 0.

By construction, HomA(T, f) is an epimorphism. Hence Ext1A(T, L) = 0
and L ∈ T (T ).

(c) implies (d). Let X ∈ addT ; then X is clearly Ext-projective in
T (T ) = {M | Ext1A(T, M) = 0}. Conversely, let X be Ext-projective in
T (T ), and consider the exact sequence 0 → L → T0 → X → 0 with
T0 ∈ addT and L ∈ T (T ). Because X is Ext-projective in T (T ), this
sequence splits and X ∈ addT .

(d) implies (a). Let 0 → A → E → T d → 0 be Bongartz’s exact sequence
corresponding to the partial tilting module T . To show that T is a tilting
module, it suffices to show that E ∈ addT or, equivalently, that E is Ext-
projective in T (T ). First, we observe that, because T ⊕E is a tilting module
by (2.4), we have Ext1A(T, E) = 0 so that E ∈ T (T ). Letting M ∈ T (T ) and
applying HomA(−, M) to the previous Bongartz sequence yields an exact
sequence

0 = Ext1A(T d, M) −→ Ext1A(E, M) −→ Ext1A(A, M) = 0.

Hence Ext1A(E, M) = 0. �

2.6. Corollary. Let TA be a tilting module and M ∈ T (T ). Then there

exists an exact sequence

· · · → T2 −→ T1 −→ T0 −→ M −→ 0

with all Ti in addT .

Proof. This follows from (2.5)(c) and an obvious induction. �

In the sequel, if TA is a tilting module, we refer to the torsion pair
(GenT,F(TA)) = (T (TA), Cogen τT ) as the torsion pair induced by T
in modA, and we usually denote it by (T (TA),F(TA)).

As another consequence of (2.5), we can refine the result of (1.8)(a), in
the case where T is a tilting module.

2.7. Corollary. Let TA be a tilting module, and B = EndTA. Then

M ∈ T (T ) if and only if the canonical A-module homomorphism εM :
HomA(T, M) ⊗B T → M is bijective.

Proof. The sufficiency follows from (1.8) and (2.5). For the necessity,
we apply twice (2.5)(c) and find short exact sequences

0 −→ L0 −→ T0 −→ M −→ 0,

0 −→ L1 −→ T1 −→ L0 −→ 0,
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with T0, T1 ∈ addT and L0, L1 ∈ T (T ). Applying HomA(T,−) yields short
exact sequences

0 −→ HomA(T, L0) −→ HomA(T, T0) −→ HomA(T, M) −→ 0,

0 −→ HomA(T, L1) −→ HomA(T, T1) −→ HomA(T, L0) −→ 0,

because Ext1A(T, L0) = 0 and Ext1A(T, L1) = 0. Applying the right exact
functor HomA(T,−) ⊗B T to the exact sequence T1 −→ T0 −→ M −→ 0
we get the commutative diagram

HomA(T, T1) ⊗B T → HomA(T, T0) ⊗B T → HomA(T, M) ⊗B T → 0

εT1

� εT0

� εM

�
T1 −−−−−−→ T0 −−−−−−→ M −−−−→ 0

with exact rows. Because εT is just the canonical A-module isomorphism
HomA(T, T ) ⊗B T ∼= B ⊗B TA

∼= TA, it follows that εT0
, εT1

are isomor-
phisms. Hence so is εM . �

2.8. Examples. (a) Let A be given by the quiver

◦4

◦1

◦
3

◦5

◦2

β α

γδ

ε

bound by αβ = γδ, γε = 0. Representing the indecomposable A-modules
by their dimension vectors, we consider the module

TA =
0

1 0
0

0
⊕

0
1 0

1
1

⊕
0

1 0
1

0
⊕

1
1 1

1
0

⊕
0

0 1
1

0
.

Then TA is a tilting module. Indeed, we have the following

(T1) pd TA ≤ 1, because the modules
0

1 0
0

0
= P (1),

0
1 0

1
1

= P (4),
1

1 1
1

0
=

P (5) are projective, and we have projective resolutions for the other two
summands of T

0 −→ P (2) −→ P (4) −→
0

1 0
1

0
−→ 0,

0 −→ P (3) −→ P (5) −→
0

0 1
1

0
−→ 0.
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(T2) Ext1A(T, T ) = 0. Because
0

1 0
0

0
⊕

0
1 0

1
1

⊕
1

1 1
1

0
is projective and

1
1 1

1
0

⊕
0

0 1
1

0
is injective, this follows from

Ext1A(T, T ) ∼= Ext1A

(
0

1 0
1

0
⊕

0
0 1

1
0

,
0

1 0
0

0
⊕

0
1 0

1
1

⊕
0

1 0
1

0

)

∼= DHomA

(
0

1 0
0

0
⊕

0
1 0

1
1

⊕
0

1 0
1

0
, τ

(
0

1 0
1

0
⊕

0
0 1

1
0

))

∼= DHomA

(
0

1 0
0

0
⊕

0
1 0

1
1

⊕
0

1 0
1

0
,

0
0 0

0
1

⊕
1

0 0
0

0

)
= 0.

(T3) There exists, for each point a in the quiver of A, a short exact
sequence 0 → P (a) → T ′ → T ′′ → 0 with T ′, T ′′ ∈ addT . Because
P (1), P (4), P (5) ∈ addT , it suffices to consider the two short exact se-
quences presented in (T1).

The torsion pair (T (T ),F(T )) induced by T in modA is illustrated as
follows in Γ(mod A), where we represent the indecomposable summands of
T by squares:

1
1 0

0
0

0
0 0

1
1

↗ ↘ ↗ ↘
0

1 0
0

0

1
1 0

1
1

0
0 0

1
0

1
0 1

0
0

↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 0
1

1

1
1 0

1
0

→
1

1 1
1

0
→

1
0 1

1
0

0
0 1

0
0

↗ ↘ ↗ ↘ ↗ ↘ ↗
0

0 0
0

1

0
1 0

1
0

1
0 0

0
0

0
0 1

1
0

(b) Let A be given by the quiver
◦

◦

◦

◦

and consider the module TA = 1
1 1

0
⊕ 1

1 1
1
⊕ 1

0 1
0
⊕ 1

0 0
0
. We leave it to

the reader to verify that T is a tilting module and that the torsion pair
(T (T ),F(T )) induced by T in modA is as illustrated here:
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0
1 0

0

0
0 1

0

1
1 1

1

↘ ↗ ↘ ↗ ↘
0

1 1
0
→ 0

1 1
1
→ 1

1 2
1

→ 1
0 1

0
→ 1

0 1
1
→ 0

0 0
1

↘ ↗ ↘ ↗ ↘
1

1 1
0

0
0 1

1

1
0 0

0

(c) The following class of tilting modules, whose construction is due to
Auslander, Platzeck, and Reiten [18] (and, accordingly, are called APR-
tilting modules), were at the origins of the theory. Let A be an algebra and
S(a)A be a simple projective that is not injective (thus, the corresponding
point a is a sink in the quiver of A and there exists at least one arrow having
a as a target). We claim that

TA = T [a] = τ−1S(a) ⊕ (
⊕
b�=a

P (b))

is a tilting module.
First, we note that, according to (IV.3.9) and (IV.4.4), the almost split

sequence in mod A starting from the simple projective module S(a) = P (a)
has the form

0 −→ S(a) −→
⊕
c �=a

P (c)mc −→ τ−1S(a) −→ 0,

where mc = dimKIrr(S(a), P (c)). This immediately yields (T1) and (T3).
The statement (T2) is a consequence of Ext1A(T, T ) ∼= DHomA(T, τT ) = 0,
because τT = S(a) is simple projective. In this case, the only indecom-
posable A-module lying in F(TA) is S(a), whereas T (TA) is the additive
subcategory generated by all remaining indecomposables. Indeed, if MA

is indecomposable, then M ∈ T (T ) if and only if 0 = Ext1A(T, M) ∼=
DHomA(M, S(a)) if and only if M �∼= S(a). In particular, (T (T ),F(T ))
is splitting.

For instance, if A is as in (a), then there exist two APR-tilting modules
T [1] and T [2], whereas, if A is as in (b), then there exists a unique APR-
tilting module corresponding to the only sink in the quiver of A.

The reader may have observed that in all of the examples, the number
of indecomposable nonisomorphic summands of a tilting A-module is equal
to the number of nonisomorphic simple A-modules (that is, to the rank of
the Grothendieck group K0(A) of A). This is no accident, as will be shown
in (4.4).
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VI.3. The tilting theorem of Brenner and Butler

Tilting theory aims at comparing the module categories of two finite
dimensional algebras. Namely, let A be an algebra, TA be a tilting module,
and B = EndTA. Because TA is, by definition, a module “close to” a Morita
progenerator, thus “close to” AA, it turns out that B = EndTA is “close to”
EndAA

∼= A. An obvious functor allowing to pass from modA to mod B is
the functor HomA(T,−). The following easy lemma shows that this functor
maps the objects in addT onto the projective B-modules. For this reason,
the procedure of passing from an algebra to the endomorphism algebra of
one of its modules is sometimes called projectivisation; see [21].

3.1. Lemma. Let A be an algebra, T be any A-module, and B = EndTA.

(a) For each module T0 ∈ addT and each A-module M , the K-linear

map f 
→ HomA(T, f) induces a functorial isomorphism

HomA(T0, M) ∼= HomB(HomA(T, T0), HomA(T, M)).

(b) The functor HomA(T,−) induces an equivalence of categories be-

tween addT and the subcategory projB of modB consisting of the

projective modules.

Proof. (a) This follows from the additivity of the functors and from the
fact that the defined map is an isomorphism when T0 = T .

(b) Clearly, PB is an indecomposable projective B-module if and only if
P is an indecomposable summand of

BB = (EndTA)B = HomA(BTA, TA),

if and only if PB
∼= HomA(BTA, T0) for some indecomposable summand T0

of T . Thus the functor HomA(T,−)|addT maps into projB and is dense.
Also, (a) shows that it is full and faithful. �

As an obvious consequence of (3.1)(b) we get that B is a basic algebra if
and only if two distinct indecomposable summands of T are not isomorphic
(we then say that T is multiplicity-free).

In (3.1), no assumption on T was necessary. Until the end of this section,
we assume that T is a tilting A-module and

B = EndTA.

We consider the functor

HomA(T,−) : T (TA) −−−−→ modB.

The following lemma ensures that this functor embeds T (T ) as a full sub-
category of mod B, closed under extensions.
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3.2. Lemma. Let M, N ∈ T (T ); then we have functorial isomorphisms:

(a) HomA(M, N) ∼= HomB(HomA(T, M), HomA(T, N)).
(b) Ext1A(M, N) ∼= Ext1B(HomA(T, M), HomA(T, N)).

Proof. By (2.6), there exists an exact sequence

T∗ : · · · → T2
d2−→ T1

d1−→ T0
d0−→ M −→ 0

with Ti ∈ addT for all i. Applying HomA(−, N) to the right exact sequence
T1 → T0 → M → 0 yields a left exact sequence

0 −→ HomA(M, N) −→ HomA(T0, N) −→ Hom(T1, N).

By (3.1)(a), we have a commutative diagram with exact columns
0 0� �

HomA(M, N) − − → HomB(HomA(T, M), HomA(T, N))� �
HomA(T0, N)

∼=
−−−−→ HomB(HomA(T, T0), HomA(T, N))� �

HomA(T1, N)
∼=

−−−−→ HomB(HomA(T, T1), HomA(T, N))

where the dotted arrow is induced by the others. This shows (a) by passing
to the kernels. For (b), let L = Im d1; we have a short exact sequence

0 −→ L
j

−→ T0
d0−→ M −→ 0,

to which we apply HomA(−, N), thus obtaining an exact sequence

0 −→ HomA(M, N) −→ HomA(T0, N)
HomA(j,N)

−−−−−−−−→ HomA(L, N)

−→ Ext1A(M, N) −→ 0

so that Ext1A(M, N) ∼= CokerHomA(j, N) is isomorphic to the first coho-
mology group of the complex HomA(T∗, N). On the other hand, if we apply
HomA(T,−) to the complex T∗, we obtain, by (3.1)(b), a projective reso-
lution HomA(T, T∗) of HomA(T, M) in modB, because Ker di ∈ T (T ) and
hence Ext1A(T, Ker di) = 0 for any i ≥ 1. Therefore Ext1B(HomA(T, M),
HomA(T, N)) is isomorphic to the first cohomology group of the complex
HomB(HomA(T, T∗), HomA(T, N)), which is, by (3.1)(a), isomorphic (as
a complex) to HomA(T∗, N). This completes the proof of (b). �

The key observation of tilting theory is that the tilting module TA induces
a tilting B-module, which is the left B-module BT . Moreover, the algebra
A can be recovered from B and BT .
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3.3. Lemma. Let TA be a tilting A-module and B = EndTA.

(a) D(BT ) ∼= HomA(T, DA).
(b) BT is a tilting left B-module.

(c) The canonical K-algebra homomorphism A → End (BT )op, given by

a 
→ (t 
→ ta), is an isomorphism.

Proof. (a) D(BT ) ∼= D(BTA ⊗A A) ∼= HomA(T, DA).
(b) We verify the axioms of tilting module:
(T1) pd BT ≤ 1. Indeed, because TA is a tilting module, there exists

a short exact sequence 0 → AA → T ′ → T ′′ → 0 with T ′, T ′′ ∈ addT .
Applying HomA(−, BTA), we get a short exact sequence

0 −→ HomA(T ′′, BTA) −→ HomA(T ′, BTA) −→ HomA(A, BTA) −→ 0.

Because
HomA(A, BTA) ∼= BT and HomA(T ′, BTA), HomA(T ′′, BTA) ∈ add (BB),

we are done.
(T2) Ext1B(T, T ) = 0. Indeed, using (a) and the fact that DA ∈ T (T ),

we get, by (3.2)(b),

Ext1B(DT, DT ) ∼= Ext1B(HomA(T, DA), HomA(T, DA))

∼= Ext1A(DA, DA) = 0,

hence the result.
(T3) Let 0 → P1 → P0 → TA → 0 be a projective resolution. Applying

HomA(−, BTA), we get a short exact sequence

0 −→ HomA(T, BTA) −→ HomA(P0, BTA) −→ HomA(P1, BTA) −→ 0.

Because
HomA(T, BTA) ∼= BB and HomA(P0, BTA), HomA(P1, BTA) ∈ add (BT ),

we are done.
(c) Let a ∈ A belong to the kernel of this homomorphism. Then Ta = 0.

But every tilting module is faithful, hence a = 0. Thus the given homo-
morphism is injective. By (a) and the fact that DA ∈ T (T ), (3.2)(a) yields
vector space isomorphisms

A ∼= EndDA ∼= End HomA(T, DA) ∼= EndDT,

so that dimKA = dimKEnd (BT ) and the canonical homomorphism is an
isomorphism. �

A first consequence of (3.3) is that B is a connected algebra. In fact, we
show more, namely that the centre is preserved under the tilting process.
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3.4. Lemma. Let A be an algebra and TA be a tilting A-module. Then

the centre Z(A) of A is isomorphic to the centre Z(B) of B = EndTA.

Proof. We define ϕ : Z(A) → Z(B) by a 
→ (ρa : t 
→ ta). Indeed, let
a ∈ Z(A); then ρa is an endomorphism of TA for, if t1, t2 ∈ T and a1, a2 ∈ A,
then we have

ρa(t1a1 + t2a2) = t1a1a + t2a2a = t1aa1 + t2aa2 = ρa(t1)a1 + ρa(t2)a2.

Also, ρa is central for, if f ∈ EndTA = B and t ∈ T , we have (ρaf)(t) =
f(t)a = f(ta) = (fρa)(t). Finally, ϕ is an algebra homomorphism for, if
a1, a2 ∈ Z(A) then ϕ(a1a2) = ρa1a2

= ρa2a1
= ϕ(a1)ϕ(a2) and, clearly,

ϕ(a1 + a2) = ϕ(a1) + ϕ(a2) and ϕ(1) = 1.
To show that ϕ is an isomorphism, we construct its inverse. Following

(3.3)(c), we identify the algebra A with End (BT )op via a 
→ ρa, then we
define ψ : Z(B) → Z(A) by b 
→ (λb : t 
→ bt). By (3.3)(b) and the first part,
ψ is an algebra homomorphism. Let a ∈ Z(A) and consider ψϕ(a) = λρa

; it
is given by λρa

: t 
→ ρa(t) = ta, that is, by the element a ∈ A as identified
to the endomorphism ρa ∈ End (BT ). Thus ψϕ(a) = a for every a ∈ Z(A)
and ψϕ = 1Z(A). By symmetry, we have ϕψ = 1Z(B). �

3.5. Corollary. Let A be an algebra. If TA is a tilting A-module, then

the algebra B = EndTA is connected.

Proof. Note that an algebra is connected if and only if its centre is (see
Exercise 8.8 in Chapter I), and then apply (3.4). �

Another consequence of (3.3) and the considerations in Section 2 is that

BT induces a torsion pair (T (BT ),F(BT )) in the category of left B-modules,
where, as before,

T (BT ) = Gen (BT ) = {BU | Ext1B(T, U) = 0},

F(BT ) = Cogen τ(BT ) = {BV | HomB(T, V ) = 0}.

Because we are interested in the category mod B of right B-modules, we
must rather consider the torsion pair (see Example 1.2 (b))

(X (TA),Y(TA)) = (DF(BT ), DT (BT )).

3.6. Corollary. Let A be an algebra. Any tilting A-module TA induces

a torsion pair (X (TA),Y(TA)) in the category mod B, where B = EndTA

and

X (TA) = {XB | HomB(X, DT ) = 0} = {XB | X ⊗B T = 0},

Y(TA) = {YB | Ext1B(Y, DT ) = 0} = {YB | TorB
1 (Y, T ) = 0}.
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Proof. This follows from the remark and the functorial isomorphisms
HomB(X, DT ) ∼= D(X ⊗B T ) and Ext1B(Y, DT ) ∼= DTorB

1 (Y, T ). The first
is the adjoint isomorphism. The second is a consequence of (A.4.11) in the
Appendix. �

Note that Y(TA) contains all the projective B-modules. This subcategory
of mod B plays a rô le fairly similar to that of T (TA) in modA. In fact, we
have the following analogue of (2.5)(c) and (2.7).

3.7. Lemma. Let A be an algebra, TA be a tilting A-module, B =
EndTA, and YB ∈ Y(TA).

(a) There exists a short exact sequence 0 → Y → T ∗ → Z → 0 with T ∗

in addDT and Z in Y(TA).
(b) The canonical homomorphism δY : YB → HomA(T, Y ⊗B T ) defined

by y 
→ (t 
→ y ⊗ t) is an isomorphism.

Proof. (a) Because BT is a tilting module and D(YB) ∈ T (BT ), there
exists a short exact sequence 0 → BY ′ → BT ′ → B(DY ) → 0 with T ′ ∈
add (BT ), Y ′ ∈ T (BT ). Taking T ∗ = DT ′ and Z = DY ′ completes the
proof.

(b) The duality isomorphism HomB(X, DT ) ∼= D(X ⊗B T ) yields DA ∼=
DHomB(T, T ) ∼= DT ⊗B T , so that δDT : D(BT ) → HomA(T, DA) ∼=
HomA(T, DT ⊗B T ) is an isomorphism. Therefore, so is δT∗ , for any T ∗ ∈
addDT . Applying (a) twice to Y ∈ Y(TA), we obtain short exact sequences
0 → Y → T ∗

0 → Y0 → 0 and 0 → Y0 → T ∗
1 → Y1 → 0 with T ∗

0 , T ∗
1 ∈ addDT

and Y0, Y1 ∈ Y(TA), and so TorB
1 (Y0, T ) = 0 and TorB

1 (Y1, T ) = 0. Applying
−⊗B T yields short exact sequences

0 → Y ⊗B T → T ∗
0 ⊗B T → Y0 ⊗B T → 0 and

0 → Y0 ⊗B T → T ∗
1 ⊗B T → Y1 ⊗B T → 0.

These combine to a left exact sequence

0 −→ Y ⊗B T −→ T ∗
0 ⊗B T −→ T ∗

1 ⊗B T

to which we apply HomA(T,−), thus obtaining the lower row of the com-
mutative diagram with exact rows

0 −−−−−−→ Y −−−−−−−−→ T ∗
0 −−−−−−−−→ T ∗

1

δY

� δT∗
0

�∼= δT∗
1

�∼=

0−→HomA(T, Y ⊗B T )−→HomA(T, T ∗
0 ⊗B T )−→HomA(T, T ∗

1 ⊗B T )

Because δT∗
0

and δT∗
1

are isomorphisms, so is δY . �

We are now able to prove the main result of this section, which is known
as the Brenner–Butler theorem or the tilting theorem.
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3.8. Theorem. Let A be an algebra, TA be a tilting module, B =
EndTA, and (T (TA),F(TA)), (X (TA),Y(TA)) be the induced torsion pairs

in mod A and mod B, respectively. Then T has the following properties:

(a) BT is a tilting module, and the canonical K-algebra homomorphism

A → End (BT )op defined by a 
→ (t 
→ ta) is an isomorphism.

(b) The functors HomA(T,−) and − ⊗B T induce quasi-inverse equi-

valences between T (TA) and Y(TA).
(c) The functors Ext1A(T,−) and TorB

1 (−, T ) induce quasi-inverse equi-

valences between F(TA) and X (TA).

Proof. Because (a) is (3.3)(b) and (3.3)(c), we prove (b). Let M ∈
T (TA). The duality isomorphism established in (3.6) yields

DHomA(T, M) ∼= BTA ⊗ DM ∈ Gen (BT ),

and therefore HomA(T, M) ∈ CogenDT = Y(T ). By (2.7), we have M ∼=
HomA(T, M) ⊗B T . Conversely, if Y ∈ Y(TA), then Y ⊗B TA ∈ Gen TA =
T (TA) and, by (3.7), we have Y ∼= HomA(T, Y ⊗B T ).

To show (c), we take N ∈ F(TA). There is a short exact sequence
0−→N−→E−→L−→0 with E injective. In particular, E ∈ T (TA) and
hence L ∈ T (TA). Applying HomA(T,−), we get a short exact sequence
0 −→ HomA(T, E) −→ HomA(T, L) −→ Ext1A(T, N) −→ 0. Applying
−⊗B T , we get the left column in the commutative diagram

0 0� �
TorB

1 (Ext1A(T, N), T ) −−− → N� �
HomA(T, E) ⊗B T

εE−−−−−−→
∼=

E� �
HomA(T, L) ⊗B T

εL−−−−−−→
∼=

L� �
Ext1A(T, N) ⊗B T 0�

0

with exact columns, because L ∈ T (T ) implies TorB
1 (HomA(T, L), T ) = 0,

by (b). Therefore we get Ext1A(T, N)⊗BT = 0 (hence Ext1A(T, N) ∈ X (TA))
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and N ∼= TorB
1 (Ext1A(T, N), T ). Dually, let XB ∈ X (T ) and consider the

short exact sequence

0 → Y → P → X → 0

with P projective. Then P ∈ Y(T ) and Y ∈ Y(T ). Applying − ⊗B T , we
get a short exact sequence

0 −→ TorB
1 (X, T ) −→ Y ⊗B T −→ P ⊗B T −→ 0.

Applying HomA(T,−), we get the right column in the commutative diagram
with exact columns

0 HomA(T, TorB
1 (X, T ))� �

Y
δY−−−−−−→
∼=

HomA(T, Y ⊗B T )� �
P

δP−−−−−−→
∼=

HomA(T, P ⊗B T )� �
X −−− → Ext1A(T, TorB

1 (X, T ))� �
0 0

because Ext1A(T, Y ⊗B T ) = 0 by (b). Therefore HomA(T, TorB1 (X, T )) = 0
(hence TorB

1 (X, T ) ∈ F(TA)) and X ∼= Ext1A(T, TorB
1 (X, T )). �

It is possible to visualise the equivalence of (3.8) in the Auslander–Reiten
quivers of the algebras A and B. If one keeps in mind that T (TA) contains
the injective A-modules and thus lies (roughly speaking) “at the right”
of Γ(mod A), while F(TA) lies “on the left” of T (TA) (because there is
no homomorphism from a torsion module to a torsion-free one) and, simi-
larly, Y(TA) contains the projective B-modules and thus lies “at the left” of
Γ(mod B), while X (TA) lies “on its right”, one obtains the following picture,
which also shows the quasi-inverse equivalences:
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F(TA)

Y(TA)

T (TA)

X (TA)

Γ(mod A)

Γ(mod B)

Ext1
A

(T,−)

−⊗BT

HomA(T,−)

TorB

1 (−,T )

Here, and in the sequel, the equivalent subcategories T (TA) and Y(TA)
are shaded as and the equivalent subcategories F(TA) and X (TA) are
shaded as .

The following corollary asserts that the composition of any two of the
four functors HomA(T,−), Ext1A(T,−), −⊗B T , and TorB

A(−, T ), which are
not quasi-inverse to each other on one of the shaded subcategories, vanishes.

3.9. Corollary. (a) Let M be an arbitrary A-module. Then

(i) TorB
1 (HomA(T, M), T ) = 0;

(ii) Ext1A(T, M) ⊗B T = 0; and

(iii) the canonical sequence of M in (T (TA),F(TA)) is

0 −→ HomA(T, M) ⊗B T
εM−→ M −→ TorB

1 (Ext1A(T, M), T )) −→ 0.

(b) Let X be an arbitrary B-module. Then

(i) HomA(T, TorB
1 (X, T )) = 0;

(ii) Ext1A(T, X ⊗B T ) = 0; and

(iii) the canonical sequence of X in (X (TA),Y(TA)) is

0 −→ Ext1A(T, TorB
1 (X, T )) −→ X

δX−→ HomA(T, X ⊗B T ) −→ 0.

Proof. We only prove (a); the proof of (b) is similar. Indeed, let

0 → tM → M → M/tM → 0

be the canonical sequence of M in (T (T ),F(M)). Applying the functor
HomA(T,−), we obtain isomorphisms HomA(T, M) ∼= HomA(T, tM) and
Ext1A(T, M) ∼= Ext1A(T, M/tM). Therefore tM ∈ T (T ) implies that

TorB
1 (HomA(T, M), T ) ∼= TorB

1 (HomA(T, tM), T ) = 0
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and
tM ∼= HomA(T, tM) ⊗B T ∼= HomA(T, M) ⊗B T.

Similarly, M/tM ∈ F(T ) implies that

Ext1A(T, M) ⊗B T ∼= Ext1A(T, M/tM)⊗B T = 0

and

M/tM ∼= TorB
1 ((Ext1A(T, M/tM), T ) ∼= TorB

1 (Ext1A(T, M), T ). �

To illustrate these statements on examples it is useful to have formulas
for the dimension vectors of modules in X (TA) and Y(TA).

3.10. Lemma. Assume that TA is a multiplicity-free tilting A-module,

TA = T1 ⊕ . . .⊕Tn is its decomposition into a direct sum of indecomposable

modules, and B = EndTA. Let ei ∈ EndTA be the composition of the

canonical projection pi : T → Ti with the canonical injection ui : Ti → T .

(a) The elements e1, . . . , en are primitive orthogonal idempotents of B
such that 1 = e1 + . . .+en; there is a B-module isomorphism eaB ∼=
HomA(T, Ta), for all a; and there exist K-linear isomorphisms

eaBeb
∼= HomA(Tb, Ta) and Ext1A(eaT, N) ∼= Ext1A(T, N)ea

for all a, b and for any A-module N .

(b) For any pair of A-modules M ∈ T (TA) and N ∈ F(TA), we have

dimHomA(T, M) = [dimKHomA(T1, M) . . . dimKHomA(Tn, M)]t and

dimExt1A(T, N) = [dimKHomA(N, τT1) . . . dimKHomA(N, τTn)]t.

Proof. We recall that, for any L in modA, the vector space HomA(T, L)
has a right B-module structure defined by fb = f ◦ b for f ∈ HomA(T, L)
and b ∈ B, where f ◦ b means the composition of b : T → T with f : T → L.
It follows from (3.1)(b) and from the assumption that TA is multiplicity-
free that the B-modules HomA(T, T1), . . . ,HomA(T, Tn) form a complete
set of pairwise nonisomorphic indecomposable projective B-modules and,
obviously, there is a B-module isomorphism

B ∼= HomA(T, T1) ⊕ . . . ⊕ HomA(T, Tn).

It is easy to see that for any j the B-module homomorphism HomA(T, Tj) →
ejB, defined by f 
→ ujf = ejujf , is an isomorphism, and the first part of
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(a) follows. The isomorphism HomB(ebB, eaB) ∼= eaBeb, defined by h 
→
h(eb) (see (I.4.2)), together with (3.8)(b) yields eaBeb

∼= HomB(ebB, eaB) ∼=
HomB(HomA(T, Tb), HomA(T, Ta)) ∼= HomA(Tb, Ta).

Because pi = pi ◦ ei, for each A-module L, the K-linear map

HomA(eiT, L)−→HomA(T, L)ei

g 
→ g ◦ pi = (g ◦ pi)ei is a K-linear isomorphism, which is functorial in L.
Hence, if I• is an injective resolution of an A-module N , there is an iso-
morphism HomA(eiT, I•) ∼= HomA(T, I•)ei of complexes and it induces K-
linear isomorphisms of the cohomology spaces. In view of (A.4.1) in the Ap-
pendix, this yields the isomorphisms Ext1A(eiT, N) ∼= H1(HomA(eiT, I•)) ∼=
H1(HomA(T, I•)ei) ∼= H1(HomA(T, I•))ei

∼= Ext1A(T, N)ei. It follows that
the ith coordinates of the vectors dimHomA(T, M) and dimExt1A(T, N)
are as follows:

(dimHomA(T, M))i = dimKHomA(T, M)ei = dimKHomA(eiT, M)

= dimKHomA(ei(T ), M) = dimKHomA(Ti, M),

(dimExt1A(T, N))i = dimKExt1A(T, N)ei = dimKExt1A(eiT, N)

= dimKExt1A(ei(T ), N) = dimKExt1A(Ti, N)

= dimKDHomA(N, τTi) = dimKHomA(N, τTi),

because pd Ti ≤ 1 yields Ext1A(Ti, N) ∼= DHomA(N, τTi), by (IV.2.14). �

3.11. Examples. (a) Consider, as in Example 1.2 (d), the algebra A
given by the quiver ◦←−◦←−◦. The tilting module TA = 100 ⊕ 111 ⊕ 001
induces a torsion pair (T (T ),F(T )) in modA illustrated as follows:

100 010 001
↘ ↗ ↘ ↗

110 011
↘ ↗

111

Hence, B = EndTA is given by the quiver ◦
µ

←−◦
λ

←−◦ bound by λµ = 0.
The induced torsion pair (X (T ),Y(T )) in modB is illustrated in Γ(modB)
as follows:

110
↗ ↘

100 010 001
↘ ↗

011
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The effect of the functors HomA(T,−) and Ext1A(T,−) can easily be com-
puted. We have

HomA(T, 100) ∼= 100, HomA(T, 111) ∼= 110,

HomA(T, 011) ∼= 010, HomA(T, 001) ∼= 011,

and finally Ext1A(T, 010) ∼= 001.

(b) Consider, as in Example 2.8 (a), the algebra A given by the quiver

◦4

◦1

◦
3

◦5

◦2

β α

γδ

ε

bound by αβ = γδ and γε = 0. The tilting module

TA =
0

1 0
0

0
⊕

0
1 0

1
1

⊕
0

1 0
1

0
⊕

1
1 1

1
0

⊕
0

0 1
1

0

induces a torsion pair (T (T ),F(T )) in modA illustrated as follows:

1
1 0

0
0

0
0 0

1
1

↗ ↘ ↗ ↘
0

1 0
0

0

1
1 0

1
1

0
0 0

1
0

1
0 1

0
0

↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 0
1

1

1
1 0

1
0

→
1

1 1
1

0
→

1
0 1

1
0

0
0 1

0
0

↗ ↘ ↗ ↘ ↗ ↘ ↗
0

0 0
0

1

0
1 0

1
0

1
0 0

0
0

0
0 1

1
0

Hence, B = EndTA is given by the quiver

◦
η

←−−−−◦
ν

←−−−−◦
µ

←−−−−◦
λ

←−−−−◦

bound by λµνη = 0. The induced torsion pair (X (T ),Y(T )) in modB is
illustrated as follows:
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10000 01000 00100 00010 00001

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗
11000 01100 00110 00011

↘ ↗ ↘ ↗ ↘ ↗
11100 01110→ 01111→ 00111

↘ ↗
11110

Here, we have

HomA

(
T,

0
1 0

0
0

)
= 10000, HomA

(
T,

0
1 0

1
1

)
= 11000, HomA

(
T,

0
1 0

1
0

)
= 11100,

HomA

(
T,

1
1 1

1
0

)
= 11110, HomA

(
T,

0
0 0

1
1

)
= 01000, HomA

(
T,

0
0 0

1
0

)
= 01100,

HomA

(
T,

1
0 1

1
0

)
= 01110, HomA

(
T,

0
0 1

1
0

)
= 01111, HomA

(
T,

1
0 1

0
0

)
= 00010,

HomA

(
T,

0
0 1

0
0

)
= 00011, Ext1A

(
T,

0
0 0

0
1

)
= 00100, Ext1A

(
T,

1
0 0

0
0

)
= 00001.

Observe that

(DT )B = HomA(T, DA) = 11110⊕ 01000⊕ 01111⊕ 00010⊕ 00011.

(c) Consider, as in Example 2.8 (b), the algebra A given by the quiver

◦

◦

◦

◦

and the tilting module TA = 1
1 1

0
⊕ 1

1 1
1
⊕ 1

0 1
0
⊕ 1

0 0
0
. Here, B = EndTA is

given by the quiver

◦

◦

◦

◦

β α

γδ

bound by αβ = γδ. The induced torsion pair (X (T ),Y(T )) in modB is
illustrated as:
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1
1 0

0

0
0 0

1

1
0 1

0

↗ ↘ ↗ ↘ ↗ ↘
0

1 0
0

1
1 0

1
→ 1

1 1
1

→ 1
0 1

1

0
0 1

0

↘ ↗ ↘ ↗ ↘ ↗
0

1 0
1

1
0 0

0

0
0 1

1

1
1 0

0

0
0 0

1

1
0 1

0

↗ ↘ ↗ ↘ ↗ ↘
0

1 0
0

1
1 0

1
→ 1

1 1
1

→ 1
0 1

1

0
0 1

0

↘ ↗ ↘ ↗ ↘ ↗
0

1 0
1

1
0 0

0

0
0 1

1

(d) Consider the algebra A of Example (b), with the APR-tilting module
T [2]. Here, B = EndT [2]A is given by the quiver

◦

◦

◦

◦

◦

µ λ

νσ

η

bound by λµ = νησ. The induced torsion pair (X (T [2]),Y(T [2])) in modB
is illustrated as:

1
1 0
0 0

0
0 0
1 0

0
0 0
0 1

1
0 1
0 0

↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 0
0 0

1
1 0
1 0

0
0 0
1 1

1
0 1
0 1

0
0 1
0 0

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗
0

1 0
1 0

1
1 0
1 1

→
1

1 1
1 1

→
1

0 1
1 1

0
0 1
0 1

↘ ↗ ↘ ↗ ↘ ↗
0

1 0
1 1

1
0 0
0 0

0
0 1
1 1

If, on the other hand, one considers the APR-tilting module T [1], one ob-
tains the algebra EndT [1]A given by the quiver

◦�η

◦
ν

←−−−−◦
µ

←−−−−◦
λ

←−−−−◦

bound by the relation λµν = 0. We leave to the reader the calculation of
(X (T [1]),Y(T [1])).
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VI.4. Consequences of the tilting theorem

In this section, we investigate the connection between an algebra A and
the endomorphism algebras of its tilting modules, using the tilting theorem
of Brenner and Butler. Throughout, we keep the notation used in Section 3.

Our first result says that, under tilting, the global dimension of an algebra
changes by at most one. As a consequence, this entails that the class of
algebras of finite global dimension is closed under the tilting process. We
need one lemma.

4.1. Lemma. Let A be an algebra, TA be a tilting module, and B =
EndTA. If M ∈ T (T ), then pd HomA(T, M) ≤ pdM .

Proof. We use induction on n = pd M . If n = 0, then M is projective.
Because M ∈ T (T ) = GenT , this implies that M ∈ addT . Therefore
HomA(T, M) is projective (by (3.1)(b)), and we are done.

Now, assume n ≥ 1. By (2.5)(c), there exists a short exact sequence

0 −→ L −→ T0 −→ M −→ 0

with T0 ∈ addT and L ∈ T (T ). Therefore we have a short exact sequence

0 −→ HomA(T, L) −→ HomA(T, T0) −→ HomA(T, M) −→ 0.

Assume n = 1. Then the first short exact sequence yields an exact sequence
of functors

0 = Ext1A(T0,−)|T (T ) −→ Ext1A(L,−)|T (T ) −→ Ext2A(M,−)|T (T ) = 0;

therefore Ext1A(L,−)|T (T ) = 0, that is, L is Ext-projective in T (T ). By
(2.5)(d), L ∈ addT , so that HomA(T, L) is projective and the second exact
sequence implies that pd HomA(T, M) ≤ 1. Finally, assume n ≥ 2. Then,
according to (A.4.7) of the Appendix, the first short exact sequence yields
pdL ≤ n− 1, because pd T0 ≤ 1. By the induction hypothesis, this implies
that pd HomA(T, L) ≤ n − 1. Hence the second short exact sequence gives

pd HomA(T, M) ≤ 1 + pd HomA(T, L) ≤ 1 + (n − 1) = n. �

4.2. Theorem. Let A be an algebra, TA be a tilting module, and B =
EndTA. Then |gl.dimA − gl.dimB| ≤ 1.

Proof. Let X be any B-module. There exists a short exact sequence

0 −→ Y −→ P −→ X −→ 0
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with P projective. Because P ∈ Y(T ), we have Y ∈ Y(T ) as well. By the
tilting theorem (3.8), there exists M ∈ T (T ) such that Y = HomA(T, M).
By (4.1), we have pd Y ≤ pdM . Hence pd X ≤ 1+pdY ≤ 1+pdM ≤ 1+
gl.dimA, and consequently gl.dimB ≤ 1 + gl.dimA. Because, again by the
tilting theorem, BT is also a tilting module, we have gl.dimA ≤ 1+gl.dimB.

�

In Example 3.11 (a), we have gl.dimB = 2, whereas gl.dimA = 1 (hence
the bound of (4.2) is sharp). In Example 3.11 (b), we have gl.dimA =
gl.dimB = 2.

There are the following other relations between the homological dimen-
sions in modA and mod B (see Exercise 20):

(a) If N ∈ F(T ), then pd Ext1A(T, N) ≤ 1 + max (1, pdN).
(b) If M ∈ T (T ), then id HomA(T, M) ≤ 1 + idM .
(c) If N ∈ F(T ), then id Ext1A(T, N) ≤ idN .

In our next application, we show that the number of simple modules
is preserved under the tilting process. For this purpose we recall from
(III.3.5) that the Grothendieck group K0(A) of A is free abelian and that
the elements [S], where S ranges over a complete set of representatives of
the isomorphism classes of simple A-modules, constitute a basis of K0(A).
The map [X ] 
→ dimX defines a group isomorphism

dim : K0(A)
∼=

−−−−→ Z
n,

where n is the number of the isomorphism classes of simple A-modules.
Throughout, we identify the group K0(A) with Z

n and the element [X ] of
K0(A) with the dimension vector dimX in Z

n, for any module X in modA.

4.3. Theorem. Let A be an algebra, TA be a tilting module, and B =
EndTA. Then the correspondence

dimM 
→ dimHomA(T, M) − dimExt1A(T, M),
where M is an A-module, induces an isomorphism f : K0(A) → K0(B) of

the Grothendieck groups of A and B.

Proof. Because pd TA ≤ 1, any short exact sequence 0 → LA → MA →
NA → 0 in modA induces an exact cohomology sequence

0 −→ HomA(T, L) −→ HomA(T, M) −→ HomA(T, N)

−→ Ext1A(T, L) −→ Ext1A(T, M) −→ Ext1A(T, N) −→ 0

in modB, from which we deduce the equality

dimHomA(T, M) − dimExt1A(T, M) =

= [dimHomA(T, L) − dimExt1(T, L)]+

+ [dimHomA(T, N) − dimExt1(T, N)]
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in K0(B) (see (III.3.3) and (III.3.5)). Hence the given correspondence de-
fines indeed a group homomorphism f : K0(A) → K0(B).

Let S be a simple B-module. Because (X (T ),Y(T )) is a torsion pair,
we have S ∈ X (T ) or S ∈ Y(T ) (by (1.6)). In the latter case, we have
S ∼= HomA(T, S ⊗B T ) while Ext1A(T, S ⊗B T ) = 0, so that dimS =
f(dimS ⊗B T ). In the former case, we have S ∼= Ext1A(T, TorB

1 (S, T ))
while HomA(T, TorB

1 (S, T )) = 0, so that dimS = f(−dimTorB
1 (S, T )). In

either case, dimS lies in the image of f . Because, according to (III.3.5),
the vectors of the form dimS, where S ranges over a complete set of rep-
resentatives of the isomorphism classes of simple B-modules, constitute a
basis of K0(B), this shows that f is surjective. Consequently, the rank of
K0(A) is greater than or equal to that of K0(B). Because BT is also a
tilting module and A ∼= End (BT )op, we have, by symmetry, that the rank
of K0(B) is greater than or equal to that of K0(A). Therefore these ranks
are equal, and the group epimorphism f is an isomorphism. �

For instance, in Example 3.11 (a), it is easily seen that f(100) = (100),
f(010) = −(001), and f(001) = (011). Hence the matrix F of f in the
canonical bases of K0(A) and K0(B) is of the form

F =


 1 0 0

0 0 1
0 −1 1




(where the elements of K0(A) and K0(B) are considered as column vectors).
Thus, the image of the dimension vector of the torsion module I(2) = 011
is given by 

 1 0 0
0 0 1
0 −1 1





 0

1
1


 =


 0

1
0


 ,

that is, is the dimension vector of the B-module 010.
We deduce from (4.3) and Bongartz’s lemma (2.4) a very useful criterion

for deciding whether a partial tilting module is a tilting module or not.

4.4. Corollary. Let TA be a partial tilting module. Then TA is a tilting

module if and only if the number of pairwise nonisomorphic indecompos-

able summands of T equals the number of pairwise nonisomorphic simple

modules (that is, the rank of K0(A)).

Proof. If TA is a tilting module, and B = EndTA, then by (3.1)(b), the
number t of pairwise nonisomorphic indecomposable summands of T equals
the rank of K0(B). Hence, by (4.3), t equals the rank of K0(A).
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Conversely, assume that TA is a partial tilting module satisfying the
stated condition. By Bongartz’s lemma (2.3), there exists an A-module E
such that T ⊕E is a tilting module. The necessity part says that the num-
ber of pairwise nonisomorphic indecomposable summands of T ⊕ E equals
the rank of K0(A), hence, by hypothesis, equals the number of pairwise
nonisomorphic indecomposable summands of T . Therefore E ∈ addT and
T is indeed a tilting module. �

Assume now that A is an algebra of finite global dimension. We recall
from (III.3.11) and (III.3.13) that the Euler characteristic of A is the bilinear
form on K0(A) defined by

〈dimM,dimN〉A =

∞∑
s=0

(−1)sdimKExtsA(M, N),

where M , N are modules in modA. The preceding sum is finite due to
our hypothesis on A. We next show that the Euler characteristic of A is
preserved under tilting; namely, that the isomorphism between the Grothen-
dieck groups of A and B defined in (4.3) is an isometry of the Euler char-
acteristics of A and B.

4.5. Proposition. Let A be an algebra of finite global dimension, TA be

a tilting module, B = EndTA, and f : K0(A) → K0(B) be the isomorphism

of (4.3). Then for any A-modules M and N we have

〈dimM,dimN〉A = 〈f(dimM), f(dimN)〉B .

Proof. Let T1, . . . , Tn denote the pairwise nonisomorphic indecompos-
able summands of T . We claim that the vectors dimTi, where 1 ≤ i ≤ n,
constitute a basis of K0(A). Indeed, by (3.1)(b), the B-modules

HomA(T, T1), . . . ,HomA(T, Tn)

form a complete set of representatives of the isomorphism classes of inde-
composable projective modules. Because, by (4.2), B also has finite global
dimension, the vectors f(dimTi) = dimHomA(T, Ti), where 1 ≤ i ≤ n,
constitute a basis of K0(B). Because, by (4.3), f is an isomorphism, this
implies our claim.

Also, the projectivity of the B-modules HomA(T, Ti) and the tilting the-
orem imply that, for any i, j such that 1 ≤ i, j ≤ n,

〈f(dimTi), f(dimTj)〉B = 〈dimHomA(T, Ti),dimHomA(T, Tj)〉B

= dimKHomB(HomA(T, Ti), HomA(T, Tj))

= dimKHomA(Ti, Tj) = 〈dimTi,dimTj〉A,
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because Ext1A(Ti, Tj) = 0. The conclusion follows from our claim. �

Let A and B be the matrices defining the Euler characteristics of the
algebras A and B, respectively, and let F denote the matrix defining the
isomorphism f of (4.3). It follows from (4.3) that A, B, and F are all
square matrices of the same size, and from the explicit expression of f that
the matrix F has integral coefficients. Because for x,y ∈ K0(A), we have

〈x,y〉A = xtAy and 〈f(x), f(y)〉B = (Fx)tB(Fy) = xt(FtBF)y,

we infer from (4.5) that xtAy = xt(FtBF)y for all x,y ∈ K0(A). That is,
A = FtBF; the matrices A and B are Z-congruent.

We deduce the following corollary.

4.6. Corollary. Let A be an algebra of finite global dimension, TA be a

tilting module, and B = EndTA. Then the Cartan matrices CA of A and

CB of B are Z-congruent.

Proof. By (III.3.11) and the preceding discussion, we have A = (C−1
A )t

and B = (C−1
B )t. Thus, the equality A = FtBF can be written as (C−1

A )t =

Ft(C−1
B )tF, or, equivalently, as CB = FCAFt. �

These considerations also apply to the integral Euler quadratic form
qA : K0(A) → Z attached to the Euler characteristic of A by the formula

qA(dimM) = 〈dimM,dimM〉A,

where M is an A-module; see (III.3.11). The equality A = FtBF yields the
following corollary.

4.7. Corollary. Let A be an algebra of finite global dimension, TA be a

tilting module, and B = EndTA. Then the Euler quadratic forms qA and

qB are Z-congruent. �

Let, for instance, A be as in Example 3.11 (a), that is, A is given by the
quiver

1 2 3
◦←−−−−◦←−−−−◦

Then

CA =


 1 1 1

0 1 1
0 0 1


 ,

and consequently

A = (C−1
A )t =


 1 0 0
−1 1 0

0 −1 1


 ,
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so that

qA(x) = xtAx = x2
1 + x2

2 + x2
3 − x1x2 − x2x3, for x =

[
x1

x2

x3

]
∈ K0(A).

We tilt A to B, where B is given by the quiver

1 2 3
◦

µ
←−−−−◦

λ
←−−−−◦

bound by λµ = 0. Then

CB =


 1 1 0

0 1 1
0 0 1


 ,

and consequently

B = (C−1
B )t =


 1 0 0
−1 1 0

1 −1 1


 ,

so that

qB(x) = xtBx = x2
1 +x2

2 +x2
3−x1x2−x2x3 +x1x3, for x =

[
x1

x2

x3

]
∈ K0(B).

We have already observed that the matrix F defining the group isomor-
phism f : K0(A)

∼=
−→K0(B) is of the form

F =


 1 0 0

0 0 1
0 −1 1


 .

Finally, it is easily verified that

FtBF =


 1 0 0

0 0 −1
0 1 1





 1 0 0
−1 1 0

1 −1 1





 1 0 0

0 0 1
0 −1 1




=


 1 0 0
−1 1 0

0 −1 1


 = A.

As a third and final application of the tilting theorem, we consider those
almost split sequences in mod B whose left term lies in Y(T ) and whose right
term lies in X (T ); such sequences are called connecting sequences. The
following easy lemma shows that there are only finitely many connecting
sequences.
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4.8. Lemma. If 0 → YB → EB → XB → 0 is a connecting sequence,

then there exists an indecomposable injective A-module I(a) such that Y ∼=
HomA(T, I(a)).

Proof. Because Y ∈ Y(T ), according to (3.8), there exists M ∈ T (T )
such that Y ∼= HomA(T, M). Let f : M → N be an injective envelope in
mod A and consider the short exact sequence

0 −→ M
f

−→ N −→ N/M −→ 0.

Because N ∈ T (T ), this sequence lies entirely in T (T ). Applying the functor
HomA(T,−) yields a short exact sequence in Y(T )

0 −→ Y
HomA(T,f)

−−−−−−−−→ HomA(T, N) −−−−−−−−→ HomA(T, N/M) −→ 0.

Since τ−1Y = X ∈ X (T ), we deduce from (1.11)(b) that Y is Ext-injective
in Y(T ). Therefore the preceding short exact sequence splits, that is,
HomA(T, f) is a section. Applying − ⊗B T shows that f is a section.
We have thus shown that M is injective. Its indecomposability follows from
the indecomposability of Y . Hence M is isomorphic to an indecomposable
injective module I(a). �

Of course, not all indecomposable injective A-modules correspond to con-
necting sequences. The next lemma, known as the connecting lemma,
characterises those that do and gives the right term of such a sequence.
More precisely, one can show, exactly as in (4.8), that the right term X of
a connecting sequence 0 → Y → E → X → 0 satisfies X ∼= Ext1A(T, P ) for
some indecomposable projective A-module P . The connecting lemma says
that the top of P is isomorphic to the socle of I, and that P �∈ addT .

4.9. Connecting lemma. Let A be an algebra, TA be a tilting module,

and B = EndTA. Let P (a) be the projective cover of a simple module S(a)A

and I(a) be its injective envelope. Then

τ−1HomA(T, I(a)) ∼= Ext1A(T, P (a)).

In particular, P (a) ∈ addT if and only if HomA(T, I(a)) is an injective

B-module.

Proof. Let P = P (a) = eaA and I = I(a) = D(Aea), where ea ∈ A
is a primitive idempotent. By (III.2.11), there is a functorial isomorphism
DHomA(T, I) ∼= HomA(P, T ). We need to show that the transpose Tr of
HomA(P, T ) is isomorphic to Ext1A(T, P ). For this purpose, we use the
definition of the transpose (IV.2).
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Because TA is a tilting module, there exists a short exact sequence

0 −→ PA −→ T ′
A

f
−→ T ′′

A −→ 0

with T ′, T ′′ ∈ addT . Applying HomA(−, BTA) yields a short exact sequence

0 → HomA(T ′′, BTA)
HomA(f,T )
−−−−−−→HomA(T ′, BTA) → HomA(P (a), BTA) → 0,

which is a projective resolution for the left B-module HomA(P, T ). The
transpose (in modB) of HomA(P, T ) is obtained by applying to the previous
sequence the functor (−)t = HomB(−, B) = HomB(−, HomA(T, T )). If
T0 ∈ addT , we have a functorial isomorphism in addT given by

HomA(T, T0) ∼= HomB(HomA(T0, T ), HomA(T, T )).

Indeed, such an isomorphism exists when T0 = T and the functors are
additive. Hence the commutative square

HomB(HomA(T ′, T ), HomA(T, T ))
∼=

−−−−−−→ HomA(T, T ′)

HomB(HomA(f,T ),HomA(T,T ))

� HomA(T,f)

�
HomB(HomA(T ′′, T ), HomA(T, T )) −−−−−−→

∼=
HomA(T, T ′′)

shows that HomA(f, T )t ∼= HomA(T, f). On the other hand, applying
HomA(T,−) to the first short exact sequence yields an exact sequence

0 −→ HomA(T, P ) −→ HomA(T, T ′)
HomA(T,f)
−−−−−−→ HomA(T, T ′′)

−→ Ext1A(T, P ) −→ 0.

By definition of the transpose, we deduce, as required

Ext1A(T, P ) ∼= TrHomA(P, T ) ∼= TrDHomA(T, I) = τ−1HomA(T, I).

The second statement follows from the fact that a projective module P
lies in addT if and only if it lies in T (T ) = Gen T , that is, if and only if
Ext1A(T, P ) = 0. �

The middle term of a connecting sequence, on the other hand, can only
be approximated by means of its canonical sequence.



VI.4. Consequences of the tilting theorem 223

4.10. Corollary. Let P (a), I(a), and S(a) be as in (4.9), with P (a) �∈
addT . Consider the connecting sequence

0 −→ HomA(T, I(a))
u

−→ EB
v

−→ Ext1A(T, P (a)) −→ 0.

The canonical sequence of EB in the torsion pair (X (T ),Y(T )) is

0 −→ Ext1A(T, radP (a)) −→ EB −→ HomA(T, I(a)/S(a)) −→ 0.

Proof. Because (T (T ),F(T )) is a torsion pair, the simple module S(a)
lies in either T (T ) or F(T ) (by (1.6)).

(a) Assume that S(a) ∈ T (T ); then Ext1A(T, S(a)) = 0. Hence the short
exact sequence

0 → S(a) → I(a) → I(a)/S(a) → 0

induces a short exact sequence

0 −→ HomA(T, S(a))
f

−→ HomA(T, I(a))
g

−→ HomA(T, I(a)/S(a)) −→ 0.

On the other hand, P (a) �∈ addT implies P (a) �∈ T (T ) so that P (a) �=
tP (a) and hence tP (a) ⊆ radP (a), which yields a K-linear isomorphism
HomA(T, P (a)) ∼= HomA(T, radP (a)) and the exact sequence in mod A

0 → radP (a) → P (a) → S(a) → 0

induces a short exact sequence

0 −→ HomA(T, S(a))
h

−→ Ext1A(T, radP (a))
k

−→ Ext 1
A(T, P (a)) −→ 0.

This sequence does not split; otherwise, there would exist a nonzero homo-
morphism from the torsion B-module

Ext1A(T, radP (a)) ∼= Ext1A(T, radP (a)/tradP (a))

to the torsion-free module HomA(T, S(a)) (see (3.9)), a contradiction. In
particular, k is not a retraction. Because the given connecting sequence
is almost split, there exists a homomorphism f ′ : Ext1A(T, radP (a)) → E
such that k = vf ′. By passing to the kernels, there exists a homomor-
phism HomA(T, S(a)) → HomA(T, I(a)) whose composition with u equals
f ′h. But the K-vector space HomB(HomA(T, S(a)), HomA(T, I(a))) ∼=
HomA(S, I(a)) is one-dimensional. Hence this homomorphism can be taken
equal to f , after replacing h, if necessary, by one of its scalar multiples, so
that we have a commutative diagram with exact rows and columns
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0 0� �
0→HomA(T, S(a))

h
−→ Ext1A(T, radP (a))

k
−→ Ext1A(T, P (a)) →0

f

� f ′

� 1

�
0→HomA(T, I(a))

u
−→ E

v
−→ Ext1A(T, P (a)) →0

g

� g′

�
HomA(T, I(a)/S(a))

1
−→ HomA(T, I(a)/S(a))� �

0 0

The middle column yields the result.
(b) Assume that S(a) ∈ F(T ); then HomA(T, S(a)) = 0 and hence we

have short exact sequences

0 −→ Ext1(T, radP (a)) −→ Ext1A(T, P (a)) −→ Ext1A(T, S(a)) −→ 0,

0 −→ HomA(T, I(a)) −→ HomA(T, I(a)/S(a)) −→ Ext1A(T, S(a)) −→ 0.

The second sequence does not split and we deduce, exactly as in (a), a com-
mutative diagram with exact rows and columns

0 0� �
Ext1A(T, radP (a))

1
−→Ext1A(T, radP (a))� �

0 → HomA(T, I(a))
u

−→ E
v

−→ Ext1A(T, P (a)) → 0

1

� � �
0 → HomA(T, I(a)) −→ HomA(T, I(a)/S(a)) −→ Ext1A(T, S(a)) → 0� �

0 0

Again the middle column yields the result. �
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For instance, in Example 3.11 (a), the only connecting sequence is the
sequence

0 −→ 010 −→ 011 −→ 001 −→ 0.

Here, SA = 010, IA = 011, PA = 110 and we have HomA(T, I) = 010 and
Ext1A(T, P ) = 001. The middle term E lies entirely in Y(T ), hence

E ∼= HomA(T, I/S) = HomA(T, 001) = 011.

In Example 3.11 (c), the connecting sequence

0 −→
1

1 0
1

−→
0

0 0
1

⊕
1

1 1
1

⊕
1

0 0
0

−→
1

0 1
1

−→ 0

corresponds to the simple A-module S = 0
0 1

0
. Here, IA = 1

0 1
1
, PA = 0

1 1
0
,

HomA(T, I) = 1
1 0

1
, Ext1A(T, P ) = 1

0 1
1

. The middle term E is a direct sum

of three indecomposable modules. Indeed, I/S = 1
0 0

0
⊕ 0

0 0
1

so that

HomA(T, I/S) = HomA

(
T,

1
0 0

0

)
⊕HomA

(
T,

0
0 0

1

)
=

1
1 1

1
⊕

1
0 0

0
,

whereas radP = 0
1 0

0
, so that Ext1A(T, radP ) = 0

0 0
1

.

The reader may have noticed that in Examples (3.11), it turns out that
the indecomposable summands of E are either torsion or torsion-free (that
is, the corresponding canonical sequence splits). This is generally not the
case, as will be shown in Exercise 14.

VI.5. Separating and splitting tilting modules

It is reasonable to consider those tilting modules that induce splitting
torsion pairs, one in modA and the other in modB, where B = EndTA.
This leads to the following definition.

5.1. Definition. Let A be an algebra, TA be a tilting module, and
B = EndTA. Then

(a) TA is said to be separating if the induced torsion pair (T (T ),F(T ))
in modA is splitting, and

(b) TA is said to be splitting if the induced torsion pair (X (T ),Y(T ))
in modB is splitting.
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For instance, let, as in Example 3.11 (a), A be given by the quiver

1 2 3
◦←−−−−◦←−−−−◦

Then the shown tilting module TA = 100 ⊕ 111 ⊕ 001 is splitting but not
separating. On the other hand, it is easily seen that, over the same alge-
bra A, the APR-tilting module T [1]A is both splitting and separating. In
general, however, an APR-tilting module is necessarily separating, as we
showed in Example 2.8 (c), but it is not always splitting, as was seen in
(3.11)(d). Finally, Example 3.11 (b) showed a tilting module that is neither
separating nor splitting.

Clearly, if TA is a splitting tilting module, then every indecomposable B-
module is the image of an indecomposable A-module via one of the functors
HomA(T,−) or Ext1A(T,−), so that B has fewer indecomposable modules
than A (in particular, if A is representation–finite, then so is B). Moreover,
the almost split sequences in mod B are easily characterised.

5.2. Proposition. Let A be an algebra, TA be a splitting tilting module,

and B = EndTA. Then any almost split sequence in mod B lies entirely in

either X (T ) or Y(T ), or else it is of the form

0 → HomA(T, I) → HomA(T, I/soc I)⊕Ext1A(T, radP ) → Ext1A(T, P ) → 0,

where P is an indecomposable projective module not lying in addT and I is

the indecomposable injective module such that P/radP ∼= soc I.

Proof. Let 0 → E′ → E → E′′ → 0 be an almost split sequence in
mod B. Because (X (T ),Y(T )) is a splitting torsion pair, either this sequence
lies entirely in one of the subcategoriesX (T ) and Y(T ) or we have E′ ∈ Y(T )
and E′′ ∈ X (T ); that is, it is a connecting sequence. In this last case, it
follows from (4.8) and (4.9) that it is of the form

0 −→ HomA(T, I) −→ EB −→ Ext1A(T, P ) −→ 0,

where P and I are as required. Further, it follows from (4.10) that the
canonical sequence for E in (X (T ),Y(T )) is of the form

0 −→ Ext1A(T, radP ) −→ EB −→ HomA(T, I/soc I) −→ 0.

Because (X (T ),Y(T )) is splitting, this canonical sequence splits (1.7) so
that E ∼= Ext1A(T, radP ) ⊕ HomA(T, I/soc I). �

The following lemma shows that the almost split sequences in mod A
lying entirely inside one of the classes T (T ) and F(T ) give rise to almost
split sequences in mod B.
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5.3. Lemma. Let A be an algebra, TA be a splitting tilting module, and

B = EndTA. Let 0 −→ L
f

−→ M
g

−→ N → 0 be an almost split sequence

in mod A.

(a) If the modules L, M , and N lie in T (T ), then

0 → HomA(T, L)
HomA(T,f)

−−−−−−−−→ HomA(T, M)
HomA(T,g)

−−−−−−−−→ HomA(T, N) → 0

is an almost split sequence in mod B, all of whose terms lie in Y(T ).
(b) If the modules L, M , and N lie in F(T ), then

0 → Ext1A(T, L)
Ext1

A
(T,f)

−−−−−−−−→ Ext1A(T, M)
Ext1

A
(T,g)

−−−−−−−−→ Ext1A(T, N) → 0

is an almost split sequence in mod B, all of whose terms lie in X (T ).

Proof. We only prove (a); the proof of (b) is similar. Because the mod-
ules L, M , and N lie in T (T ) = GenTA, Ext1A(T, L) = 0 and the sequence
of B-modules

0 → HomA(T, L)
HomA(T,f)

−−−−−−−−→ HomA(T, M)
HomA(T,g)

−−−−−−−−→ HomA(T, N) → 0

is exact. Moreover, the B-modules HomA(T, L) and HomA(T, N) are in-
decomposable, because N and L are. By (IV.1.13), it suffices to show
that HomA(T, f) and HomA(T, g) are irreducible. By (3.8), the functor
HomA(T,−) induces an equivalence of categories Y(T )

∼=
−→ T (T ), and there-

fore the homomorphism HomA(T, f) is neither a section nor a retraction.
Assume that there exist u : HomA(T, L) → Y and v : Y → HomA(T, M)
in modB such that HomA(T, f) = vu. Because u �= 0 (because f �= 0),
Y ∈ Y(T ) and there exists E ∈ T (T ) such that Y ∼= HomA(T, E). More-
over, there exist homomorphisms of A-modules u′ : L → E and v′ : E → M
such that u = HomA(T, u′) and v = HomA(T, v′). It follows that f = v′u′,
and therefore u′ is a retraction or v′ is a section. Hence u is a retraction,
or v is a section. This shows that HomA(T, f) is an irreducible morphism.
The proof that HomA(T, g) is an irreducible morphism is similar. �

The following technical property will be needed in Chapter VIII.

5.4. Lemma. Let A be an algebra, I be an indecomposable injective A-

module, TA be a splitting tilting module, and B = EndTA.

(a) If YB ∈ Y(T ) is indecomposable, then there exists an irreducible

morphism HomA(T, I) → Y in mod B if and only if there exists an

indecomposable A-module J such that Y ∼= HomA(T, J) and J is

isomorphic to a direct summand of I/soc I.
(b) If XB ∈ X (T ) is indecomposable, then there exists an irreducible

morphism HomA(T, I) → X in mod B if and only if there exists an

indecomposable injective A-module J such that τX ∼= HomA(T, J)
and I is a direct summand of J/socJ . Further, in this case, X ∼=
Ext1A(T, P ), where P is the projective cover of soc J .
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Proof. Let p : I → I/soc I be the canonical surjection. We claim that
the homomorphism f = HomA(T, p) is irreducible in modB. By (3.8), the
functor HomA(T,−) induces an equivalence of categories Y(T )

∼=
−→ T (T ),

and therefore f is neither a section nor a retraction. Assume that f = hg,
where g : HomA(T, I) → Z and h : Z → HomA(T, I/socI) are in modB.
Because h �= 0 (because f �= 0), Z �∈ X (T ) and therefore Z ∈ Y(T ),
because TA is a splitting tilting module. By (3.8)(b), there exists M ∈ T (T )
such that Z ∼= HomA(T, M). Moreover, there exist homomorphisms of A-
modules g′ : I → M and h′ : M → I/soc I such that g = HomA(T, g′) and
h = HomA(T, h′). It follows that p = h′g′, and therefore h′ is a retraction
or g′ is a section. Hence h is a retraction or g is a section. This shows
that HomA(T, p) is an irreducible morphism. The sufficiency follows from
(IV.1.10) and (IV.4.2).

For the necessity, let YB ∈ Y(T ) be an indecomposable module and
f : HomA(T, I) → Y be an irreducible morphism in mod B. Then there
exists an indecomposable A-module J such that Y ∼= HomA(T, J) and a
homomorphism of B-modules f ′ : I → J such that f = HomA(T, f ′).
Because, according to (IV.3.5)(b), p : I −→ I/soc I is left minimal almost
split, there exists g′ : I/soc I −→ J such that f ′ = g′p. Moreover, because f
is irreducible, so is f ′ (by the equivalence Y(T )

∼=
−→T (T )). Therefore g′ is a

retraction and so J is isomorphic to a direct summand of I/soc I.

(b) Let f : HomA(T, I) → XB be irreducible with XB ∈ X (T ) inde-
composable. Because all the projective B-modules lie in Y(T ), the module
X is not projective, hence there exists an irreducible morphism τX →
HomA(T, I). Because HomA(T, I) ∈ Y(T ), we deduce that τX ∈ Y(T ).
By (5.2), the almost split sequence ending with X is a connecting se-
quence, so that there exists an indecomposable injective A-module J such
that τX ∼= HomA(T, J). If P denotes the projective cover of socJ , then
X ∼= Ext1A(T, P ). By (a), the existence of an irreducible morphism g :
HomA(T, J) → HomA(T, I) implies that I is isomorphic to a direct sum-
mand of J/socJ . This shows the necessity.

Conversely, assume that JA is an indecomposable injective module such
that τX ∼= HomA(T, J) and I a direct summand of J/socJ . Then (a) yields
an irreducible morphism τX → HomA(T, I). Hence, in view of (IV.3.8),
there exists an irreducible morphism HomA(T, I) → X . �

There exists a characterisation of separating and splitting tilting modules,
due to Hoshino [94]. To prove it, we need the following lemma.

5.5. Lemma. Let A be an algebra, TA be a tilting module, and B =
EndTA. If M ∈ T (T ) and N ∈ F(T ), then, for any j ≥ 1, there is an
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isomorphism

Extj
A(M, N) ∼= Extj−1

B (HomA(T, M), Ext1A(T, N)).

Proof. Let 0 → N → I → N ′ → 0 be a short exact sequence, with I
injective. Thus I and N ′ belong to T (T ). Applying HomA(T,−) yields a
short exact sequence in mod B

0 −→ HomA(T, I) −→ HomA(T, N ′) −→ Ext1A(T, N) −→ 0.

Applying the functor HomB(HomA(T, M),−), we obtain the long exact
cohomology sequence

0→HomB(HomA(T, M), HomA(T, I))→HomB(HomA(T, M), HomA(T, N ′))
→ HomB(HomA(T, M), Ext1A(T, N))→Ext1B(HomA(T, M), HomA(T, I))
→ . . .

. . .→Extj
B(HomA(T, M), HomA(T, I))→Extj

B(HomA(T, M), HomA(T, N ′))

→ Extj
B(HomA(T, M), Ext1A(T, N)) → Extj+1

B (HomA(T, M), HomA(T, I))
→ . . . .

By the tilting theorem (3.8), we have

Extj
B(HomA(T, M), HomA(T, I)) ∼= Extj

A(M, I) = 0,

for all j ≥ 1, because I is injective. Then the sequence

0→HomB(HomA(T, M), HomA(T, I))→HomB(HomA(T, M), HomA(T, N ′))
→ HomB(HomA(T, M), Ext1A(T, N)) → 0

is exact, and there is an isomorphism

ExtjB(HomA(T, M), Ext1A(T, N)) ∼= Extj
B(HomA(T, M), HomA(T, N ′))

for all j ≥ 1. Compare this exact sequence with the short exact sequence

0 −→ HomA(M, I) −→ HomA(M, N ′) −→ Ext1A(M, N) −→ 0

obtained by applying the functor HomA(M,−) to the short exact se-
quence 0 → N → I → N ′ → 0, using the injectivity of I and the fact that
N ∈ F(T ). Because, by the tilting theorem (3.8), there are isomorphisms

HomB(HomA(T, M), HomA(T, E)) ∼= HomA(M, E),

HomB(HomA(T, M), HomA(T, N ′)) ∼= HomA(M, N ′),
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by passing to the cokernels, we obtain an isomorphism

HomB(HomA(T, M), Ext1A(T, N)) ∼= Ext1A(M, N),

which is the required statement whenever j = 1. Assume now j ≥ 1. Then
the tilting theorem (3.8) again gives

ExtjB(HomA(T, M), Ext1A(T, N)) ∼= Extj
B(HomA(T, M), HomA(T, N ′))

∼= Extj
A(M, N ′) ∼= Extj+1

A (M, N). �

5.6. Theorem. Let A be an algebra, TA be a tilting A-module, and

B = EndTA.

(a) TA is separating if and only if pd X = 1 for every XB ∈ X (T ).
(b) TA is splitting if and only if idN = 1 for every NA ∈ F(T ).

Proof. We only prove (b); (a) follows using that BT is a tilting module.
We first show the sufficiency of the condition. Assume that, for every N ∈
F(T ), we have idN = 1. Let X ∈ X (T ) and Y ∈ Y(T ). Then there
exist M ∈ T (T ) and N ∈ F(T ) such that X ∼= Ext1A(T, N) and Y ∼=
HomA(T, M). Hence, by (5.5),

Ext1B(Y, X) ∼= Ext1B(HomA(T, M), Ext1A(T, N)) ∼= Ext2A(M, N) = 0,

because id N = 1. Therefore, by (1.7), the pair (X (T ),Y(T )) is splitting.
Conversely, assume that (X (T ),Y(T )) is splitting and let N ∈ F(T ).

Take an injective resolution of N

0 −→ N
d0

−→ I0 d1

−→ I1 d2

−→ I2 −→ · · · .

Let L0 = Im d1 and L1 = Im d2. Then, by (5.5), because L1 ∈ T (T ) and
N ∈ F(T ), we have

Ext1A(L1, L0) ∼= Ext2A(L1, N) ∼= Ext1B(HomA(T, L1), Ext1A(T, N)) = 0,

because HomA(T, L1) ∈ Y(T ) and Ext1A(T, N) ∈ X (T ), and (X (T ),Y(T ))
is splitting (see (1.7)). This implies that the short exact sequence 0 → L0 →
I1 → L1 → 0 splits. Therefore, L0 is injective and consequently idN ≤ 1.
Finally, because N ∈ F(T ), N cannot be injective so that idN = 1. �

If A is an algebra and P (a) is simple projective noninjective, then the
APR-tilting module T [a] (which is always separating, by (2.8)(c)) is splitting
if and only if idP (a) = 1. Moreover, we have the following corollary.
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5.7. Corollary. If gl.dimA ≤ 1, then every tilting A-module is splitting.

This is the case for the algebras of Examples 3.11 (a) and (c). These
algebras are studied in detail in future chapters.

Let TA be a tilting A-module and let T1, . . . , Tn denote the pairwise
nonisomorphic indecomposable summands of T . By (3.1), the modules
HomA(T, T1), . . . ,HomA(T, Tn) form a complete set of pairwise nonisomor-
phic indecomposable projective modules over the algebra B = EndTA. It is
less easy in general to describe the indecomposable injective B-modules. In
the splitting case, however, we have the following result.

5.8. Proposition. Let A be an algebra, TA be a splitting tilting module,

B = EndTA, and T1, . . . , Tn be a complete set of pairwise nonisomorphic

indecomposable direct summands of T . Assume that the modules T1, . . . , Tm

are projective, the remaining modules Tm+1, . . . , Tn are not projective and

I1, . . . , Im are indecomposable injective A-modules with soc Ij
∼= Tj/rad Tj,

for j = 1, . . . , m. Then the right B-modules

Hom A(T, I1), . . . ,Hom A(T, Im), Ext1A(T, τTm+1), . . . ,Ext1A(T, τTn)

form a complete set of pairwise nonisomorphic indecomposable injective

modules.

Proof. It follows from (4.9) that Hom A(T, I1), . . . ,Hom A(T, Im) are
paiwise non-isomorphic indecomposable injective B-modules, and belong
to Y(T ). If m = n, they form a complete set of pairwise nonisomorphic
indecomposable injective B-modules.

Assume that m < n. Clearly, Ext1A(T, τTm+1), . . . ,Ext1A(T, τTn) are
pairwise nonisomorphic objects of the torsion class X (TA) of modB. It
then suffices to show that, for each i such that m+1 ≤ i ≤ n, the B-module
Ext1A(T, τTi) is injective. Indeed, if this is not the case, then there exists an
almost split sequence 0 −→ Ext1A(T, τTi) −→ FB −→ XB −→ 0 in modB.
Because, by our assumption, the torsion pair (X (T ),Y(T )) in modB is
splitting and Ext1A(T, τTi) maps to no module from Y(T ), we deduce that
FB ∈ X (T ), and similarly XB ∈ X (T ). Thus, there exist an A-module E
and an indecomposable A-module N in F(T ) such that FB

∼= Ext1A(T, E)
and XB

∼= Ext1A(T, N), and the almost split exact sequence becomes

0 −→ Ext1A(T, τTi) −→ Ext1A(T, E) −→ Ext1A(T, N) −→ 0.

The equivalence X (T ) ∼= F(T ) yields a short exact sequence in F(T )

0 −→ τTi −→ E −→ N −→ 0.

Because Ti = τ−1(τTi) ∈ T (T ), by (1.11)(b), the A-module τTi is Ext-
injective in F(T ). Therefore, the short exact sequence splits, and applying
Ext1A(T,−) to it yields a split–almost split sequence, a contradiction. �
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VI.6. Torsion pairs induced by tilting modules

It is natural to ask which torsion pairs (T ,F) in a module category modA
are in fact induced by tilting modules, that is, are such that there exists a
tilting module TA such that T = T (TA) and F = F(TA). This is useful in
practice, because in many applications it is easier to start by constructing
the torsion pairs and then finding the corresponding tilting module. Clearly,
because a torsion class induced by a tilting module T is of the form GenT ,
we may start our investigation by asking what the properties of a module
U are so that the class Gen U is a torsion class. We need one definition.

An A-module U will be called Gen-minimal if, whenever U = U ′ ⊕ U ′′,
U ′ �∈ Gen U ′′. We define dually Cogen-minimal modules.

Our first lemma is a partial converse of (1.9).

6.1. Lemma. Let A be an algebra.

(a) Let U be a Gen-minimal A-module such that Gen U is a torsion

class. Then U is Ext-projective in Gen U .

(b) Let V be a Cogen-minimal A-module such that CogenV is a torsion-

free class. Then V is Ext-injective in CogenV .

Proof. We only prove (a); the proof of (b) is similar. Under the stated
assumptions, let M ∈ Gen U be such that Ext1A(U, M) �= 0. Then there
exists an indecomposable summand U0 of U such that Ext1A(U0, M) �= 0,
and hence a nonsplit extension

0 −→ M
u

−→ E
v

−→ U0 −→ 0.

Because M, U0 ∈ Gen U , and GenU is a torsion class, we have E ∈ Gen U ,
and thus there exists an epimorphism p : Um → E for some m > 0. Let
Um = R ⊕ Um

0 ; then the composition f = vp : Um → U0 can be written as
f = [g, f1, . . . , fm] with g ∈ HomA(R, U0) and fi ∈ EndU0 for each i.

The surjectivity of f means that U0 = g(R) +
∑m

i=1 fi(U0). Because v
is not a retraction, no fi is an isomorphism, and consequently, fi(U0) ⊆
(radEndU0) ·U0 (because the indecomposability of U0 implies that EndU0

is local) for any i such that 1 ≤ i ≤ m. So U0 = g(R) + (rad EndU0) · U0.
Applying Nakayama’s lemma (I.2.2) to the left EndU0-module U0, we get
that U0 = g(R) so that g is an epimorphism. This, however, contradicts the
Gen-minimality of U . Thus Ext1A(U, M) = 0 for all M in GenU . �

6.2. Corollary. Let A be an algebra.

(a) Let U be a Gen-minimal A-module. Then Gen U is a torsion class

if and only if U is Ext-projective in Gen U.

(b) Let V be a Cogen-minimal A-module. Then CogenV is a torsion-

free class if and only if V is Ext-injective in CogenV.
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Proof. This follows from (1.9) and (6.1). �

6.3. Corollary. Let A be an algebra and let U be a Gen-minimal faithful

A-module such that Gen U is a torsion class. Then U is a partial tilting

module.

Proof. Because U ∈ Gen U , (6.1) yields Ext1A(U, U) = 0. On the other
hand, because U is faithful, by (2.2), we have DA ∈ Gen U , whereas the Ext-
projectivity of U in the torsion class Gen U implies, by (1.11), that τU lies
in the corresponding torsion-free class. Thus, we have HomA(DA, τU) = 0.
Therefore, by (IV.2.7), we have pdU ≤ 1. �

6.4. Lemma. Let A be an algebra.

(a) If T = Gen U is a torsion class, then the numbers of isomorphism

classes of indecomposable Ext-projectives in T and of indecompos-

able Ext-injectives in T are finite and equal.

(b) If F = CogenV is a torsion-free class, then the number of isomor-

phism classes of indecomposable Ext-projectives in F and of inde-

composable Ext-injectives in F are finite and equal.

Proof. We only prove (a); the proof of (b) is similar. Because there
clearly exists a direct summand U0 of U that is Gen-minimal and such that
Gen U = Gen U0, we may assume from the start that U is Gen-minimal.
Because, on the other hand, U is clearly faithful as an A/AnnU -module
and we have embeddings

T ↪→ mod (A/Ann U) ↪→ mod A,

we may also assume that U is faithful.
By (6.3) and (6.1), U is a partial tilting module and is Ext-projective

in T . Because DA ∈ Gen U (by (2.2)), all the indecomposable injective A-
modules are torsion and so, by (1.11), they coincide with the indecomposable
Ext-injectives in T .

Let u1, . . . , ud be a basis of the K-vector space HomA(A, U) and con-

sider the homomorphism u =

[ u1

...
ud

]
: AA −−−−→Ud

A. Because U is faithful,

according to (2.2), the map u is injective. We thus have a short exact
sequence

0 −→ A
u

−→ Ud −→ U ′ −→ 0,

where U ′ = Cokeru. Notice that U ′ ∈ T . Also, because pd U ≤ 1, we
have pdU ′ ≤ 1. We now show that U ′ is Ext-projective in T . Let M ∈ T
and apply HomA(−, M) to the preceding sequence. This yields an exact
sequence
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0−→HomA(U ′, M)−−−−−−→HomA(Ud, M)
HomA(u,M)
−−−−−−−−→ HomA(A, M)

−→ Ext1A(U ′, M) −→ 0,

because Ext1A(Ud, M) = 0 due to the Ext-projectivity of U in T . We
claim that HomA(u, M) is surjective. Because M ∈ T , there exists an
epimorphism p : Um → M for some m > 0. Because AA is a projective
module, the homomorphism HomA(A, p) : HomA(A, Um) → HomA(A, M)
is surjective. On the other hand, it follows from the definition of u that
HomA(u, Um) : HomA(Ud, Um) → HomA(A, Um) is surjective. Therefore
the composition HomA(u, p) : HomA(Ud, Um) → HomA(A, M) is surjec-
tive. Because HomA(u, p) = HomA(u, M) ◦ HomA(Ud, p), this shows that
HomA(u, M) is surjective. Therefore Ext1A(U, M) = 0, and hence U ′ is
Ext-projective in T .

We deduce that TA = U⊕U ′ is a tilting module. Indeed, pdT ≤ 1 and the
Ext-projectivity of both U and U ′ implies that Ext1A(T, T ) = 0. Finally, the
short exact sequence 0 −→ A

u
−→ Ud −→ U ′ −→ 0 shows that T is indeed a

tilting module. It follows from (2.5) that T (T ) = Gen T = Gen U = T . By
(2.5)(d), the pairwise nonisomorphic indecomposable Ext-projectives in T
coincide with the pairwise nonisomorphic indecomposable direct summands
of T . Therefore, by (4.4), their number equals the rank of K0(A) and thus
equals the number of pairwise nonisomorphic indecomposable Ext-injectives
in T = T (T ). �

6.5. Theorem. Let A be an algebra and let (T ,F) be a torsion pair in

mod A. Then there exists a tilting module TA such that T = T (TA) if and

only if T = Gen M for some A-module M , and T contains the injectives.

Proof. Because the necessity is obvious, we only show the sufficiency.
Let T be a torsion class containing all the injectives such that T = Gen M
for some A-module M . Let T1, . . . , Tt be a complete set of pairwise noniso-
morphic indecomposable Ext-projectives in T , and let TA =

⊕t
i=1 Ti. We

claim that TA is a tilting module. Indeed, the Ext-projectivity of TA in T
implies that Ext1A(T, T ) = 0. On the other hand,

HomA(DA, τT ) =

t⊕
i=1

HomA(DA, τTi) = 0

(because τTi is zero or torsion-free, by (1.11)(a), whereas DA ∈ T by hy-
pothesis). Hence, by (IV.2.7), pd T ≤ 1. Also, by (6.4), t equals the number
of pairwise nonisomorphic indecomposable injective A-modules. Therefore
t equals the rank of K0(A) and so T is a tilting module, by (4.4).
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Because M is itself Ext-projective in T , its indecomposable direct sum-
mands are also summands of T . Therefore T ⊆ T (T ). Because T ∈ Gen M ,
we also have T (T ) ⊆ T so that T (T ) = T . �

We give an application of this theorem, but first we prove two important
corollaries. The first is obvious.

6.6. Corollary. Let A be a representation–finite algebra and (T ,F) be

a torsion pair in mod A. Then there exists a tilting module TA such that

T = T (TA) and F = F(TA) if and only if T contains the injectives.

Proof. Let {M1, . . . , Mr} be a complete set of pairwise nonisomorphic
indecomposable modules in T (such a set is finite, because A is representa-
tion–finite), and let M = M1⊕. . .⊕Mr. Then T = Gen M , and the required
equivalence is a direct consequence of (2.5) and (6.5). �

6.7. Corollary. Let B be an algebra and (X ,Y) be a torsion pair in

mod B. Then there exists an algebra A and a tilting module TA such that

B = EndTA, X = X (TA) and Y = Y(TA) if and only if Y = CogenY for

some B-module Y , and Y contains the projectives.

Proof. We first show the necessity. Let A be an algebra and TA be a
tilting module such that B = EndTA. It follows from (3.1)(b) that Y(TA)
contains the projective B-modules. We claim that Y(TA) is the class cogen-
erated by the B-module D(BT ) = HomA(T, DA) ∈ Y(TA). Let Y ∈ Y(TA);
there exists an A-module M ∈ T (T ) such that Y = HomA(T, M). There
exists an injective A-module U and a monomorphism M → U and hence a
monomorphism Y = HomA(T, M) → HomA(T, U). Because HomA(T, U) ∈
addD(BT ), we deduce from (3.3)(a) that Y(T ) ⊆ CogenD(BT ). Because,
on the other hand, D(BT ) ∈ Y(T ), we have established our claim.

To prove the sufficiency, we notice that, by (6.4), the torsion class of
left B-modules DY is induced by a tilting module, that is, there exists a
left B-module BT such that DY = T (BT ) and DX = F(BT ). Letting
A = End (BT )op, we deduce from (3.3) that TA is a tilting A-module and
B = EndTA. Moreover, by (3.6), Y(TA) = DT (BT ) = Y and X (TA) =
DF(BT ) = X . �

To apply Corollary 6.7 in examples, we need the following easy compu-
tational lemma.

6.8. Lemma. Assume that the torsion pair (X ,Y) in mod B satisfies

the equivalent conditions of (6.7). Then D(BT ) equals the direct sum of a

complete set of pairwise nonisomorphic indecomposable Ext-injectives in Y.

Proof. We recall that D(BT ) = HomA(T, DA) equals the direct sum
of modules of the form HomA(T, I(a)), where I(a) runs over a complete



236 Chapter VI. Tilting theory

set of indecomposable injective A-modules. Let I(a)A be indecomposable
injective. By the connecting lemma (4.9), either HomA(T, I(a)) is injective
in modB (if the corresponding indecomposable projective lies in addTA) or
τ−1HomA(T, I(a)) ∈ X . By (1.11), HomA(T, I(a)) is Ext-projective in Y.

Conversely, let Y be indecomposable Ext-injective in Y; then τ−1Y ∈ X .
If τ−1Y �= 0; then, by (4.8), there exists an indecomposable injective A-
module I(a) such that Y ∼= HomA(T, I(a)). Assume now that τ−1Y = 0,
that is, Y is injective. Because Y ∈ Y, there exists an indecomposable
A-module M ∈ T (TA) such that Y ∼= HomA(T, M). Let M → E be an
injective envelope of M in modA. Applying HomA(T,−) to the short exact
sequence

0 −→ M −→ E −→ E/M −→ 0

yields an exact sequence in mod B

0 −→ Y −→ HomA(T, E) −→ HomA(T, E/M) −→ 0,

because Ext1A(T, M) = 0. Because, by hypothesis, Y is Ext-injective in Y
and the previous sequence lies in Y, it splits. Hence Y is isomorphic to
a direct summand of HomA(T, E), that is, there exists an indecomposable
summand I(a) of E such that Y ∼= HomA(T, I(a)). �

Assume thus that (X ,Y) satisfies the conditions of (6.7). We indicate
how to find an algebra A and a tilting module TA from which (X ,Y) arises.
We first compute D(BT ) using (6.8): Let Y1, . . . , Yn be a complete set of
pairwise nonisomorphic indecomposable Ext-injectives in Y, then D(BT ) =⊕n

i=1 Yi. We next find

A = EndBop(BT ) = EndB(D(BT )) = EndB(

n⊕
i=1

Yi).

In doing the last calculation, we associate each of the Yi to a point in
the quiver of A. Thus, without loss of generality, we may assume that
Yi = HomA(T, I(i)) for each i such that 1 ≤ i ≤ n. Letting T =

⊕n
j=1 Tj,

we have

(Tj)i = HomA(P (i)A, Tj)

∼= DHomA(Tj , I(i))

∼= DHomB(HomA(T, Tj), HomA(T, I(i))

∼= DHomB(P (j)B , Yi).

Thus, in particular, dimK(Tj)i is the jth coordinate of Yi. This gives
dimTj. The method is explained in the following example.
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6.9. Examples. (a) Let B be given by the quiver

1 2 3
◦

µ
←−−−−◦

λ
←−−−−◦

bound by λµ = 0 and (X ,Y) be the shown torsion pair in mod B (compare
with (3.11)(a))

110
↗ ↘

100 010 001
↘ ↗

011

where Y is shaded as and X as . Clearly, (X ,Y) satisfies the
conditions of (6.7). To find an algebra A and a tilting module TA from
which (X ,Y) arises, we consider the indecomposable Ext-injectives in Y;
these are Y1 = 110, Y2 = 010, Y3 = 011. Thus D(BT ) = 110 ⊕ 010 ⊕ 011.

Hence A = EndBop(BT ) = EndB(D(BT )) = EndB(
⊕3

i=1 Yi) is given by the
quiver

1 2 3
◦←−−−−◦←−−−−◦

where the point i corresponds to Yi (for each i with 1 ≤ i ≤ 3). To recover
TA, we notice that, in the preceding notation,

HomA(T, I(1)) = 110, HomA(T, I(2)) = 010, HomA(T, I(3)) = 011.

Thus, if one writes T = T1 ⊕ T2 ⊕ T3, with T1, T2, T3 indecomposable, one
gets

T1 = 100, T2 = 111, T3 = 001.

(b) Let B be given by the quiver

◦
η

←−−−−◦
ν

←−−−−◦
µ

←−−−−◦
λ

←−−−−◦
1 2 3 4 5

bound by λµνη = 0 and (X ,Y) be the shown torsion pair in modB (compare
with (3.11)(b))

10000 01000 00100 00010 00001

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗
11000 01100 00110 00011

↘ ↗ ↘ ↗ ↘ ↗
11100 01110→ 01111→ 00111

↘ ↗
11110
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where Y is shaded as and X as . Clearly, (X ,Y) satisfies the
conditions of (6.7). The indecomposable Ext-injective modules in Y are
Y1 = 11110, Y2 = 01000, Y3 = 00010, Y4 = 01111, and Y5 = 00011. Thus,
A = End (

⊕5
i=1 Yi) is given by the quiver

◦4

◦1

◦
3

◦5

◦2

β α

γδ

ε

bound by αβ = γδ and γε = 0, where the point i corresponds to Yi (for
each i with 1 ≤ i ≤ 5). To recover TA, we notice that

HomA(T, I(1)) = 11110,HomA(T, I(2)) = 01000, HomA(T, I(3)) = 00010,

HomA(T, I(4)) = 01111,HomA(T, I(5)) = 00011.

Thus if one writes T = T1 ⊕ T2 ⊕ T3 ⊕ T4 ⊕ T5, with T1, T2, T3, T4, T5

indecomposable, one gets

T1 =
0

1 0
0

0
, T2 =

0
1 0

1
1

, T3 =
0

1 0
1

0
, T4 =

1
1 1

1
0

, T5 =
0

0 1
1

0

VI.7. Exercises

1. Show that a pair (T ,F) of full subcategories of modA is a torsion pair
if and only if it satisfies the following four conditions:

(a) T ∩ F = {0};
(b) T is closed under images;
(c) F is closed under submodules; and
(d) for every module M , there exists a short exact sequence

0 → M ′ → M → M ′′ → 0 with M ′ ∈ T and M ′′ ∈ F .

2. Verify the assertions in Example 1.2 (a).

3. A torsion pair (T ,F) is called hereditary if T is closed under sub-
modules. Give an example of a hereditary torsion pair. Show that a torsion
pair (T ,F) is hereditary if and only if F is closed under injective envelopes.

4. Let TA be an A-module. Show that:

(a) Gen T is a torsion class if and only if Ext1A(T, T ′′) = 0 for every
quotient T ′′ of T .

(b) CogenT is a torsion-free class if and only if Ext1A(T ′, T ) = 0 for
every submodule T ′ of T .
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5. Assume that GenT is a torsion class for some module TA. Show that
τT belongs to the corresponding torsion-free class.

6. Assume that GenT is a torsion class for some module TA.

(a) Show that if TA is faithful, then TA is a partial tilting module.
(b) Give an example showing that if TA is not faithful, then TA is gen-

erally not a partial tilting module.

7. Let TA be a partial tilting module. Show that:

(a) If T is a torsion class such that TA is Ext-projective in T , then
Gen T ⊆ T ⊆ T (T ).

(b) T (T ) is induced by a tilting module having T as a summand.

8. Let TA be a partial tilting module and E be the middle term of Bon-
gartz’s exact sequence. Show that any indecomposable direct summand E′

of E is projective or satisfies HomA(E′, T ) �= 0.

9. An A-module M is called sincere if HomA(P, M) �= 0 for any projec-
tive A-module P . Show that any faithful module is sincere (consequently,
any tilting module is sincere).

10. Let TA be a tilting module. Show that any indecomposable projec-
tive-injective A-module is a direct summand of T .

11. Let TA be a tilting module and (T (T ),F(T )) be the induced torsion
pair in modA. Show that if M3 → M2 → M1 → M0 is exact with Mi ∈
T (T ) for all i, then the induced sequence

HomA(T, M2) −→ HomA(T, M1) −→ HomA(T, M0)

is exact.

12. Let TA be a tilting module and X (T ) be the induced torsion class in
mod B. Show that X (T ) = Gen Ext1A(T, A).

13. Let TA be a tilting module and EA be injective. Show that if N ∈
F(T ), then we have a functorial isomorphism

HomA(N, E) ∼= Ext1B(Ext1A(T, N), HomA(T, E)).

14. Let A be a K-algebra given by each of the bound quivers (i)–(iv).

(a) Verify that the given module TA is a tilting module.
(b) Compute the bound quiver of B = EndTA.
(c) Illustrate in Γ(mod A) and Γ(modB) the classes T (T ), F(T ), X (T ),

and Y(T ).
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(d) Describe explicitly the equivalences T (T ) ∼= Y(T ), X (T ) ∼= F(T ).
(e) Compute the global dimensions of A and B.
(f) Describe all connecting sequences in mod A and mod B. For which

ones is the canonical sequence of the middle term not split?
(g) Find the matrix F of the isomorphism K0(A) → K0(B), the matrices

A and B of the Euler characteristics for A and B, respectively, and
verify the relation A = FtBF.

(i) ◦1

◦2

◦4

◦5

◦
3

β

δ

α

γ

bound by αβ = 0, γδ = 0,

TA = 1 0
0

0 0
⊕ 1 0

1
0 1

⊕ 0 1
1

0 1
⊕ 0 1

1
0 0

⊕ 0 1
1

1 0

(ii)

◦
3

◦1

◦
2

◦5

◦
4

β α

γε

δ

bound by αβ = γδε,

TA =
0

1 0
1 1

⊕
1

1 1
1 1

⊕
0

0 0
1 0

⊕
0

0 0
1 1

⊕
0

0 1
1 1

(iii) ◦1

◦2

◦
3

◦
4

◦
5

α

β

γ δ

bound by γδ = 0,

TA = 0
001

0
⊕ 0

011
0

⊕ 1
110

0
⊕ 0

110
1

⊕ 1
110

1

(iv) 1 ◦

α
−−−−→
←−−−−

β

◦ 2
bound by βα = 0,

TA =
(

1
2
1

)
⊕ (1) (in the notation of (V.2.7))

15. Let A be given by the quiver

◦1

◦
2

◦3

β α

γ

bound by αβ = 0. Find all (nontrivial, multiplicity-free) tilting A-modules
and compute the bound quiver of the endomorphism algebra of each.

16. Let A be given by the quiver

◦
3

◦1

◦
2

◦5

◦
4

β α

γε

δ
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bound by αβ = 0, γδ = 0, and δε = 0. Compute the bound quiver of
the endomorphism algebra B of the unique APR-tilting module and the
Auslander–Reiten quivers of each of A and B and then describe the equiv-
alences T (T ) ∼= Y(T ), F(T ) ∼= X (T ).

17. Repeat Exercise 16 with A given by the quiver

◦
3

◦1

◦
2

◦
4

◦5

β α

γδ

ε

bound by αβ = γδ, εα = 0, and εγ = 0.

18. Let TA be a tilting module and B = EndTA. Show that if JB ∈ Y(T )
is an indecomposable injective B-module, then there exists an indecompos-
able injective A-module EA such that J ∼= HomA(T, E) and the indecom-
posable projective PA such that P/radP ∼= soc I and PA are not in addT .

19. Let TA be a tilting module and B = EndTA. If, for a point a of
QA, both P (a) and I(a) are in addT , then show that HomA(T, I(a)) is a
projective-injective B-module and, conversely, show that every indecompos-
able projective-injective B-module is of this form.

20. Let TA be a tilting module. Prove the following implications:

(a) If N ∈ F(T ), then pd Ext1A(T, N) ≤ 1 + max(1, pdN).
(b) If M ∈ T (T ), then id HomA(T, M) ≤ 1 + idM .
(c) If N ∈ F(T ), then id Ext1A(T, N) ≤ idN .

Hint: See the remark following (4.2).

21. The following construction, due to Brenner and Butler, generalises
that of the APR-tilting modules. Let A be an algebra and S(a) be a simple
A-module such that: (i) pd τ−1S(a) ≤ 1 and (ii) Ext1A(S(a), S(a)) = 0.
Show that

(a) T = τ−1S(a) ⊕ (
⊕

b�=a P (b)) is a tilting module,

(b) F(T ) = addS(a).

Let A be as in Exercise 14 (ii). Find a simple A-module S(a) satisfying (i)
and (ii), construct the corresponding tilting module T as in (a), compute the
bound quiver and the Auslander–Reiten quiver of B = EndT , and describe
the equivalences T (T ) ∼= Y(T ), F(T ) ∼= X (T ).

22. An A-module TA is called a partial cotilting module if T satisfies

(CT1) idT ≤ 1 and
(CT2) Ext1A(T, T ) = 0
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and a cotilting module if it also satisfies

(CT3) the number of pairwise nonisomorphic indecomposable summands
of T equals the rank of K0(A).

Show that TA is a (partial) cotilting module if and only if ADT is a
(partial) tilting module. Then state and prove the analogues for (partial)
cotilting modules of the results of Sections 2 and 3.

23. Let (T ,F) be a torsion pair in modA. Show that there exists a
tilting module TA such that T = T (TA), F = F(TA) if and only if F is
cogenerated by a module N such that pd (τ−1N) ≤ 1.

24. Let A be given by the quiver

◦4

◦1

◦
3

◦5

◦2

β α

γδ

ε

bound by αβ = γδ.

(a) Show that X = add

{
0

0 0
1

1
⊕

0
0 0

1
0

⊕
0

0 1
1

1
⊕

0
0 1

1
0

⊕
0

0 1
0

0

}
is a torsion-free

class in mod A.
(b) Find a class Y such that (X ,Y) is a torsion pair in modA.
(c) Show that there exists an algebra C and a tilting module TC such

that A = EndTC , X = X (TC), and Y = Y(TC). Compute the
algebra C and the module TC .



Chapter VII

Representation–finite hereditary

algebras

As we saw in Chapter II, any basic and connected finite dimensional alge-

bra A over an algebraically closed field K admits a presentation as a bound

quiver algebra A ∼= KQ/I, where Q is a finite connected quiver and I is

an admissible ideal of KQ. It is thus natural to study the representation

theory of the algebras of the form A ∼= KQ, that is, of the path algebras

of finite, connected, and acyclic quivers. It turns out that an algebra A

is of this form if and only if it is hereditary, that is, every submodule of

a projective A-module is projective. We are thus interested in the repre-

sentation theory of hereditary algebras. In [72], Gabriel showed that a

connected hereditary algebra is representation–finite if and only if the un-

derlying graph of its quiver is one of the Dynkin diagrams Am with m ≥ 1;

Dn with n ≥ 4; and E6, E7, E8, that appear also in Lie theory (see, for

instance, [41]). Later, Bernstein, Gelfand, and Ponomarev [32] gave a very

elegant and conceptual proof underlining the links between the two theo-

ries, by applying the nice concept of reflection functors. In this chapter,

using reflection functors (which may now be thought of as tilting functors),

we prove Gabriel’s theorem and show how to compute all the (isomorphism

classes of) indecomposable modules over a representation–finite hereditary

algebra.

VII.1. Hereditary algebras

This introductory section is devoted to defining and giving various char-

acterisations of hereditary algebras. In particular, we show that the heredi-

tary algebras coincide with the path algebras of finite, connected, and acyclic

quivers. Throughout, we let A denote a basic and connected finite dimen-

sional algebra over an algebraically closed field K.

1.1. Definition. An algebra A is said to be right hereditary if any

right ideal of A is projective as an A-module.

Left hereditary algebras are defined dually. It is not clear a priori whether

a right hereditary algebra is also left hereditary, though we show in (1.4) that

243
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this is the case. The most obvious example of a right (and left) hereditary

algebra is provided by the class of semisimple algebras; because any right

(or left) module over a semisimple algebra is projective, then so is any right

(or left, respectively) ideal of the algebra. On the other hand, let A be

the full 2 × 2 lower triangular matrix algebra A =

[
K 0
K K

]
; see (I.2.4).

Then, denoting by e1 = (1 0
0 0 ) and e2 = (0 0

0 1 ) the matrix idempotents, an

immediate calculation shows that the only proper right ideals are e1A, e2A,

and e21K =
(
0 0
K 0

)
∼= e1A, where e21 = (0 0

1 0 ). Because e1A and e2A are

direct summands of AA, all these are projective A-modules and A is right

hereditary.

The following theorem, due to Kaplansky [100], is fundamental. We

warn the reader that, contrary to our custom, the modules we consider in

(1.2)–(1.4) are not necessarily finitely generated.

1.2. Theorem. Let A be a right hereditary algebra. Every submodule of

a free A-module is isomorphic to a direct sum of right ideals of A.

Proof. Let L be a free A-module with basis (eλ)λ∈Λ and M be a sub-

module of L. We wish to show that M is isomorphic to a direct sum of

right ideals of A. Without loss of generality, we may assume the index set

Λ to be well-ordered. For each λ ∈ Λ, let Lλ =
⊕

µ<λ(eµA). Then L0 = 0

and Lλ+1 =
⊕

µ≤λ(eµA) = Lλ ⊕ (eλA). An element x ∈ M ∩ Lλ+1 has a

unique expression of the form x = y + eλa with y ∈ Lλ and a ∈ A. We may

thus define an A-module homomorphism fλ : M ∩Lλ+1 → A by x �→ a, and

hence we have a short exact sequence

0 −→ M ∩ Lλ −→M ∩ Lλ+1
fλ
−→ Im fλ −→ 0.

Because Im fλ is a right ideal of the right hereditary algebra A, it is pro-

jective and the sequence splits. Hence there exists a submodule Nλ of

M ∩Lλ+1, isomorphic to Im fλ and such that M ∩Lλ+1 = (M ∩Lλ)⊕Nλ.

To complete the proof, it suffices to show that M ∼=
⊕

λ∈λ Nλ.

First, we show that M is equal to its submodule N =
∑

λ∈Λ Nλ. Because

L equals the union of the increasing chain of submodules (Lλ)λ∈λ, for each

x ∈ L, there exists a least index λ ∈ Λ such that x ∈ Lλ+1. Denote this

index by µx. If N � M , there exists x ∈ M such that x �∈ N . Let µ denote

the least µx with x ∈ M , x �∈ N and take y ∈ M such that y �∈ N and

µ = µy. We have y ∈ M ∩ Lµ+1 hence y = u + v with u ∈ M ∩ Lµ and

v ∈ Nµ. Therefore u = y − v ∈ M and u �∈ N (otherwise, y ∈ N , which is a

contradiction). But, on the other hand, u ∈ M ∩Lµ gives µu < µ, and this

contradicts the minimality of µ. Hence M =
∑

λ∈Λ Nλ.
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There remains to show that the sum
∑

λ∈Λ Nλ is direct. Assume that

x1 + . . .+ xn = 0 with xi ∈ Nλi
, where we can suppose that λ1 < . . . < λn.

Then x1 + . . . + xn−1 = −xn ∈ (M ∩ Lλn
) ∩ Nλn

= 0 gives xn = 0. By

descending induction, xi = 0 for each i. �

1.3. Corollary. Let A be a right hereditary algebra. Every submodule

of a projective A-module is projective.

Proof. Indeed, any projective module is isomorphic to a direct summand

of a free module. �

We are now able to state and prove our first characterisation of right

hereditary algebras.

1.4. Theorem. Let A be an algebra. The following conditions are equiv-

alent:

(a) A is right hereditary.

(b) The global dimension of A is at most one.

(c) Every submodule of a projective right A-module is projective.

(d) Every quotient of an injective right A-module is injective.

(e) Every submodule of a finitely generated projective right A-module is

projective.

(f) Every quotient of a finitely generated injective right A-module is

injective.

(g) The radical of any indecomposable finitely generated projective right

A-module is projective.

(h) The quotient of any indecomposable finitely generated injective right

A-module by its socle is injective.

Proof. (a) is equivalent to (c). Indeed, it follows from (1.3) that (a)

implies (c). The converse is obvious.

(b) is equivalent to (c). If gl.dimA ≤ 1 and MA is a submodule of a

projective module PA then, in the short exact sequence

0 −→ M −→ P −→ P/M −→ 0,

we have pd (P/M) ≤ 1; hence, by (A.4.7) of the Appendix, M is projective.

Conversely, if every submodule of a projective module is projective, let N

be an arbitrary A-module. Then there exists a projective module PA and

an epimorphism f : P → N . Because Ker f is a submodule of P , it is

projective. Hence the exact sequence 0 −→ Ker f −→ P
f

−→ N −→ 0 gives

pdN ≤ 1. Consequently, gl.dimA ≤ 1.
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Obviously, (c) implies (e) and (e) implies (a), because AA is finitely

generated as an A-module.

(e) is equivalent to (g). The necessity being obvious, let us show the

sufficiency. Let P be a finitely generated projective A-module and M be a

submodule of P . We prove that M is projective by induction on d = dimKP .

If d = 1, there is nothing to show. Assume d > 1 and that the statement

holds for every finitely generated projective A-module of dimension < d.

The module P can be written in the form P = P1 ⊕ P2, where P1 is in-

decomposable and P2 may be zero. Let p : P → P1 denote the canonical

projection. If p(M) = P1, then the composition of the injection j : M → P

with p : P → P1 is an epimorphism and hence splits, because P1 is pro-

jective. Therefore M ∼= P1 ⊕ M ′, where M ′ ∼= M ∩ P2 ⊆ P2. Because

dimKP2 < d, the induction hypothesis yields that M ′ is projective. Hence

M is also projective. If p(M) �= P1, then M ⊆ (radP1)⊕P2, where rad P1 is

projective by hypothesis. Now dimK [(radP1)⊕P2] = d− 1, because rad P1

is a maximal submodule of P1. The induction hypothesis again implies that

M is projective. The equivalence with the remaining conditions is proven

similarly and left to the reader. �

Because condition (b) of the theorem is right-left symmetric (see (A.4.9)

of the Appendix), it follows that a finite dimensional algebra is right heredi-

tary if and only if it is left hereditary. Thus, from now on, we speak about

hereditary algebras without further specification, and hereditary algebras

also satisfy the “left-hand” analogues of the equivalent conditions of the

theorem. On the other hand, conditions (e) to (h) show that we may revert

to our custom of considering only finitely generated modules. From now on,

the term module means, as usual, a finitely generated module.

1.5. Corollary. Let A be a hereditary algebra.

(a) Any nonzero A-homomorphism between indecomposable projective A-

modules is a monomorphism.

(b) If P is an indecomposable projective A-module, then EndP ∼= K.

Proof. Let f : P → P ′ be a nonzero homomorphism, with P and P ′

indecomposable projective. Because Im f ⊆ P ′ is projective, the short exact

sequence 0 → Ker f → P → Im f → 0 splits and P ∼= Im f ⊕ Ker f .

Because the module P is indecomposable and Im f �= 0, Ker f = 0 and f

is a monomorphism, hence (a) follows. The statement (b) is an immediate

consequence of (a). �

The following lemma is used repeatedly in the sequel. We first recall
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that if A is a K-algebra and M , N are indecomposable modules in mod A,

then radA(M, N) is the subspace of HomA(M, N) consisting of all noniso-

morphisms, and the subspace rad2
A(M, N) of radA(M, N) consists of the

sums f1f
′
1 + . . .+ftf

′
t, where for each i ∈ {1, . . . , , t}, f ′

i ∈ radA(M, Li) and

fi ∈ radA(Li, N) for some indecomposable module Li. The space of irre-

ducible morphisms from M to N is then the K-vector space Irr(M, N) =

radA(M, N)/rad2
A(M, N). We use essentially the functorial isomorphism

θ : HomA(eA, M)
�
−→Me, f �→ f(e), established in (I.4.2).

1.6. Lemma. Let A be a basic hereditary K-algebra and e, e′ primitive

idempotents of A. There exists an isomorphism of K-vector spaces

Irr(e′A, eA) ∼= e(rad A/rad2A)e′.

Proof. First we note that, because the canonical A-module projection

e(rad A)e′ −→ e(radA/rad2A)e′ has kernel e(rad2A)e′, it induces a K-linear

isomorphism e(radA/rad2A)e′ ∼= e(radA)e′/e(rad2A)e′.
We split the proof into two cases. Assume first that e = e′. By (1.5),

any nonzero A-homomorphism eA → eA is injective, and hence is an iso-

morphism. Consequently, HomA(eA, eA) ∼= K and radA(eA, eA) = 0 (so

that Irr(eA, eA) = 0). On the other hand, e(radA)e = rad(eAe) = 0. This

establishes the statement in this case.

Assume next that e �= e′. Because A is basic, eA �∼= e′A and therefore

radA(e′A, eA) = HomA(e′A, eA) ∼= HomA(e′A, rad eA), because the idem-

potent e is primitive and rad eA is the unique maximal submodule of eA

(by (I.4.5)). Because rad eA = eA(radA), it follows that the functorial

isomorphism θ induces an isomorphism θ1 : radA(e′A, eA)−→ (rad eA)e′ =

e(rad A)e′. Similarly, the isomorphism θ induces another A-module isomor-

phism θ′1 : HomA(e′A, e(rad2A))−→ e(rad2A)e′. Denote by

e(rad2A)
u

−→ e(rad A)
v

−→ eA

the inclusion homomorphisms. Then the functoriality of θ implies the com-

mutativity of the following square

radA(e′A, eA)
θ1−−−−−−→
�

e(rad A)e′

j
∪
↑

∪
↑ j′

HomA(e′A, e(rad2A))
θ′
1−−−−−−→� e(rad2A)e′

where j = HomA(e′A, vu) and j′ is the restriction of u to e(rad2A)e′.
We claim that the image of j is contained in rad2

A(e′A, eA). Indeed, be-

cause A is hereditary, rad eA is projective. Because, clearly, no indecompos-

able summand of rad eA is isomorphic to eA, we have v ∈ radA(rad eA, eA).
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Similarly, u ∈ radA(rad2eA, rad eA). Consequently, vu ∈ rad2
A(rad2eA, eA)

and, therefore, for any homomorphism f ∈ HomA(e′A, e(rad2A)) we have

vuf ∈ rad 2
A(e′A, eA), because rad2

A defines a two-sided ideal in the category

mod A.

Next we claim that θ1 maps the space rad2
A(e′A, eA) into e(rad2A)e′. Let

f ∈ rad2
A(e′A, eA). Then there exist indecomposable modules L1, . . . , Lt in

mod A and, for each s ∈ {1, . . . , , t}, homomorphisms f ′
s ∈ radA(e′A, Ls)

and fs ∈ radA(Ls, eA) such that f = f1f
′
1 + . . . + ftf

′
t . For any s ∈

{1, . . . , , t}, the submodule Im fs of the projective module eA is itself pro-

jective, because A is hereditary. Hence Im fs is isomorphic to a direct

summand of the indecomposable module Ls, so that Ls
∼= Im fs is pro-

jective. Therefore there exists a primitive idempotent es of A such that

Ls
∼= esA. Because θ induces isomorphisms HomA(e′A, esA) ∼= es(radA)e′

and radA(e′A, esA) ∼= es(radA)e′, we deduce that

θ1(fsf
′
s) ∈ e(radA)es · es(radA)e′ ⊆ e(rad2A)e′.

This shows that θ(f) ∈ e(rad2A)e′ and, consequently, that θ1 restricts to a

linear map θ2 : rad2
A(e′A, eA)−→ e(rad2A)e′. Therefore the previous square

induces the following commutative diagram:

radA(e′A, eA)
θ1−−−−−−→
�

e(rad A)e′

∪
↑

∪
↑ j′

rad2
A(e′A, eA)

θ2−−−−−−→ e(rad2A)e′

j
∪
↑

�1

HomA(e′A, e(rad2A))
θ′
1−−−−−−→
�

e(rad2A)e′

It follows that θ2 is bijective. Passing to the quotients yields

Irr(e′A, eA) =
radA(e′A, eA)

rad2
A(e′A, eA)

∼=
e(radA)e′

e(rad2A)e′
∼= e

(
rad A

rad2A

)
e′.

The lemma is proved. �

Our next objective is to prove that an algebra is hereditary if and only

if it is the path algebra of a finite, connected, and acyclic quiver.

1.7. Theorem. (a) If Q is a finite, connected, and acyclic quiver, then

the algebra A = KQ is hereditary and QA = Q.

(b) If A is a basic, connected, hereditary algebra and {e1, . . . , en} is a

complete set of primitive orthogonal idempotents of A, then

(i) the quiver QA of A is finite, connected, and acyclic; and

(ii) there exists a K-algebra isomorphism A ∼= KQA.
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Proof. (a) Let Q be a finite, connected, and acyclic quiver and let εa

be the stationary path at a ∈ Q0. To show that A = KQ is hereditary,

it suffices, by (1.4), to show that the radical radP (a) of each indecompos-

able projective KQ-module P (a) = εaKQ is itself projective. In view of

(III.1.6), we identify modules X in mod KQ with K-linear representations

(Xb, ϕβ)b∈Q0,β∈Q1 of Q.

Let a ∈ Q0. By (III.2.4)(a), we have P (a) = (P (a)b, ϕβ), where P (a)b =

εa(KQ)εb has as a basis the set of all the paths from a to b, and for an arrow

β : b → c in Q, the K-linear map ϕβ : P (a)b → P (a)c is given by the right

multiplication by β, hence it is injective. For x, y ∈ Q0, let w(x, y) denote

the number of paths from x to y. We thus have dimKP (a)b = w(a, b). By

(III.2.4)(b), radP (a) = (Jb, γβ) is a representation of Q with Jb = P (a)b

for b �= a, Ja = 0 and γβ = ϕβ for any arrow β of source b �= a.

Let {b1, . . . , bt} be the set of all direct successors of a in Q, and ni be

the number of arrows from a to bi (for 1 ≤ i ≤ t). By (III.2.2)(d), the

top of radP (a) is isomorphic to
⊕t

i=1 S(bi)
ni ; hence we have a projective

cover f :
⊕t

i=1 P (bi)
ni −→ rad P (a). On the other hand, for b �= a, there

are K-linear isomorphisms

Jb = (rad εa(KQ))εb
∼= HomKQ(εb(KQ), rad εa(KQ))

∼= HomKQ(εb(KQ), εa(KQ)) ∼= εa(KQ)εb = P (a)b.

Note that the existence of the isomorphism

HomKQ(εb(KQ), rad εa(KQ)) ∼= HomKQ(εb(KQ), εa(KQ))

is a consequence of the facts that εa(KQ) �∼= εb(KQ) and rad εa(KQ) is the

unique maximal submodule of the right ideal εa(KQ). Consequently, for

any b �= a in Q, we have

dimK [radP (a)]b = dimKJb = dimKP (a)b = w(a, b) =

t∑
i=1

niw(bi, b)

=
t∑

i=1

nidimKP (bi)b = dimK

[ t⊕
i=1

P (bi)
ni

]
b

.

It follows that f is an isomorphism, and we are done.

Now we prove the statement (b).

(i) Because A is connected, its quiver QA of A is connected, by (II.3.4).

We notice that to each arrow α : a → b in QA corresponds an irreducible

morphism fα : ebA → eaA. By (1.5), fα is a monomorphism and obviously

Im fα ⊆ rad eaA. To show that QA is acyclic, assume to the contrary that

it is not and let α1 . . .αt be a cycle in QA passing through a point a. Then

f = fαt
. . . fα1 : eaA → eaA is a monomorphism, because each fαi

is. But
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also Im f ⊆ rad eaA. Hence dimKeaA = dimKIm f ≤ dimKrad eaA <

dimKeaA, which is a contradiction.

(ii) By (II.3.7), there exists an admissible ideal I of KQA such that

A ∼= KQA/I. We identify A with KQA/I and the idempotent ea ∈ A with

the class εa = εa+I of the stationary path εa at a ∈ (QA)0. By (III.2.4), for

each a ∈ Q0, the corresponding indecomposable projective module P (a) =

eaA is viewed as a representation of QA as follows: P (a) = (P (a)b, ϕβ),

P (a)b = P (a)eb = eaAeb = ea(KQ)eb/eaIeb is the K-vector space with

basis the set of all w = w + I, where w is a path from a to b, and, for an

arrow β : b → c, the K-linear map ϕβ : P (a)b → P (a)c is given by the

right multiplication by β = β + I. Note that, because dimK(εaKQεb)

equals the number w(a, b) of paths from a to b in QA, dimKP (a)eb =

w(a, b) − dimKεaIεb.

We show that I = 0. Assume that this is not the case. Because, according

to (i), the quiver QA is acyclic, we may number its points so that the

existence of a path from x to y implies x > y. Then there is a least a such

that there exists b ∈ (QA)0 with εaIεb �= 0. In particular, a is not a sink,

and so radP (a) �= 0, by (III.2.4). Because A is hereditary, the nonzero

module radP (a) is projective, and therefore there exist t ≥ 1, vertices

b1, . . . , bt ∈ (QA)0, and positive integers n1, . . . , nt such that

rad P (a) ∼= P (b1)
n1 ⊕ · · · ⊕ P (bt)

nt .

It follows from (III.2.4), (IV.4.3), and (1.6) that {b1, . . . , bt} is the set of

direct successors of a in QA and

ni = dimKIrr(P (bi), P (a)) = dimKεa(radA/rad2A)εb,

that is, ni is the number of arrows from a to bi in QA for i such that

1 ≤ i ≤ t. The minimality of a implies that εbi
Iεb = 0 and dimKP (bi)εb =

dimKεbi
Aεb = w(bi, b) for each b and each i. It follows that

dimK(radP (a))εb =

t∑
i=1

nidimKP (bi)εb =

t∑
i=1

niw(bi, b) = w(a, b)

> w(a, b) − dimKεaIεb = dimKP (a)εb,

and this is clearly a contradiction. The proof is complete. �

We end this section with some remarks on the Auslander–Reiten trans-

lation and the Auslander–Reiten quiver of a hereditary algebra.
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1.8. Lemma. Let A be a hereditary algebra and M be an A-module.

There exists a functorial isomorphism TrM ∼= Ext1A(M, A).

Proof. Because gl.dimA ≤ 1, a minimal projective resolution of the

A-module M is of the form 0 −→ P1
f

−→ P0 −→ M −→ 0. Applying the

functor (−)t = HomA(−, A), we obtain an exact sequence of left A-modules

0 −→ M t −→ P t
0

ft

−→ P t
1 −→ Ext1A(M, A) −→ 0.

The statement follows at once. �

Actually, the proof shows that the isomorphism TrM ∼= Ext1A(M, A)

holds whenever pdM ≤ 1. One consequence of this lemma is that the

Auslander–Reiten translations τ = DTr and τ−1 = TrD are endofunctors

of the module category modA of a hereditary algebra A.

1.9. Corollary. Let A be a hereditary algebra, and M be an A-module.

There exist functorial isomorphisms

τM ∼= DExt1A(M, A) and τ−1M ∼= Ext1A(DM, A). �

We also have the following easy characterisation of hereditary algebras

by means of the Auslander–Reiten quiver.

1.10. Proposition. Let A be an algebra and Γ(mod A) be its Auslander–

Reiten quiver. The following conditions are equivalent:

(a) A is hereditary.

(b) The predecessors of the points in Γ(modA) corresponding to the in-

decomposable projective modules correspond to indecomposable pro-

jective modules.

(c) The successors of the points in Γ(mod A) corresponding to the inde-

composable injective modules correspond to indecomposable injective

modules.

Proof. We prove the equivalence of (a) and (b); the proof of the equiv-

alence of (a) and (c) is similar.

For the necessity, let M be an immediate predecessor of an indecom-

posable projective P in Γ(modA). Then there exists an irreducible mor-

phism f : M −→P . By (IV.1.10) and (IV.3.5), there exist a module N ,

an A-module isomorphism h : M ⊕ N
�

−→ radP , and a homomorphism

f ′ : N −→P such that [f f ′] = jh, where j : radP → P denotes the inclu-

sion. Because A is hereditary, radP is projective, hence the module M is

projective. Consequently, every immediate predecessor of an indecompos-

able projective is an indecomposable projective module. The statement fol-

lows from an obvious induction. Note that, because Γ(modA) contains only
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finitely many projectives, any indecomposable projective has only finitely

many predecessors.

The sufficiency follows from the fact that the given condition implies that

the radical of any indecomposable projective module is projective. �

VII.2. The Dynkin and Euclidean graphs

Certain graphs are of particular interest in this chapter (and the following

ones).

(a) The Dynkin graphs

Am : ◦ ◦ ◦ · · · ◦ ◦ ◦ m ≥ 1

Dn :

◦
�

◦ ◦ · · · ◦ ◦
�

◦

n ≥ 4

E6 :

◦

◦ ◦ ◦ ◦ ◦

E7 :

◦

◦ ◦ ◦ ◦ ◦ ◦

E8 :

◦

◦ ◦ ◦ ◦ ◦ ◦ ◦

(b) The Euclidean graphs

Ãm :

◦

◦ ◦ · · · ◦ ◦

m ≥ 1

D̃n :

◦ ◦
� �

◦ ◦ · · · ◦ ◦
� �

◦ ◦

n ≥ 4

Ẽ6 :

◦

◦

◦ ◦ ◦ ◦ ◦

Ẽ7 :

◦

◦ ◦ ◦ ◦ ◦ ◦ ◦
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Ẽ8 :

◦

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

The index in the Dynkin graphs always refers to the number of points

in the graph, whereas in the Euclidean, it refers to the number of points

minus one (thus, Am has m points while Ãm has m + 1 points). In fact, a

Euclidean graph can be constructed from the corresponding Dynkin graph

by adding one point. Dynkin graphs and Euclidean graphs are also called

Dynkin diagrams and Euclidean diagrams, respectively (see [41] and [72]).

We are interested in the path algebras of quivers having one of the pre-

ceding as underlying graph, that is, of quivers arising from arbitrary orienta-

tions of these graphs (excluding the orientation making Ãm an oriented cy-

cle; this orientation gives an infinite dimensional path algebra). As pointed

out in the introduction, the main result of this chapter says that the path

algebra of a quiver Q is representation–finite if and only if the underlying

graph Q of Q is a Dynkin graph.

We start with a purely combinatorial lemma.

2.1. Lemma. Let Q be a finite, connected, and acyclic quiver. If the

underlying graph Q of Q is not a Dynkin graph, then Q contains a Euclidean

graph as a subgraph.

Proof. We show that if Q contains no Euclidean subgraph, then Q is a

Dynkin graph. The exclusion of Ãm implies that Q is a tree. The exclusion

of D̃4 implies that no point in Q has more than three neighbours, and

the exclusion of D̃n with n ≥ 5 implies that at most one point has three

neighbours. Hence Q is of the following form

◦

◦
|
...
|

◦ ◦ · · · ◦︸ ︷︷ ︸ ◦ ◦ · · · ◦ ◦︸ ︷︷ ︸ ,
s t


r

where we may assume without loss of generality that r ≤ s ≤ t. The

exclusion of Ẽ6 gives r ≤ 1. If r = 0, then Q = As+t+1. If r = 1, the

exclusion of Ẽ7 gives 1 ≤ s ≤ 2. If s = 1, then Q = Dt+3. Finally, if s = 2,

the exclusion of Ẽ8 gives 2 ≤ t ≤ 4, so that Q is equal to E6, E7 or E8. �

We use this lemma to show that if A ∼= KQ is representation–finite,

then Q is a Dynkin graph. To do so, we start by showing that if Q′ is a
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subquiver of Q such that KQ′ is representation–infinite, then KQ itself is

representation–infinite. It will then remain to show that if Q′ is Euclidean,

then KQ′ is representation–infinite.

2.2. Lemma. Let Q be a finite, connected, and acyclic quiver. If Q′

is a subquiver of Q such that KQ′ is representation–infinite, then KQ is

representation–infinite.

Proof. We must show that Q has at least as many nonisomorphic inde-

composable representations as Q′. Let M ′ = (M ′
a, ϕ′

α) be a representation

of Q′. We define its extension E(M ′) to be the representation (Ma, ϕα) of

Q defined by

Ma =

{
M ′

a if a ∈ Q′
0,

0 if a �∈ Q′
0,

and ϕα =

{
ϕ′

α if α ∈ Q′
1,

0 if α �∈ Q′
1.

Given a morphism f ′ : M ′ → N ′ of representations of Q′, where M ′ =

(M ′
a, ϕ′

α) and N ′ = (N ′
a, ψ′

α), we define f = E(f ′) : E(M ′) → E(N ′) to be

the morphism of representations of Q given by

fa =

{
f ′

a if a ∈ Q′
0,

0 if a �∈ Q′
0.

Clearly, E induces a full and faithful functor modKQ′ → modKQ so that

EndKQE(M ′) ∼= EndKQ′M ′. In particular, E(M ′) is indecomposable if and

only if M ′ is indecomposable (see (I.4.8)), and we have M ′ ∼= N ′ if and only

if E(M ′) ∼= E(N ′). �

We now want to show that if Q is a quiver whose underlying graph

is Euclidean, then KQ is representation–infinite. The first step in this

direction is the following proposition.

2.3. Proposition. Let Q be a finite, connected, and acyclic quiver. If

KQ is representation–finite, then Q is a tree.

Proof. Because Q has no loops, that is, it is not a tree, is equivalent to

saying that Q contains a subquiver Q′ with Q′ = Ãm for some m ≥ 1. We

show that, in this case, KQ′ is representation–infinite. We may suppose

that the points of Q′ are numbered from 1 to m + 1 and that there exists

an arrow α : 1 → 2. For each scalar λ ∈ K, let M(λ) = (M
(λ)
i , ϕ

(λ)
β ) be the

representation of Q′ defined as follows

M
(λ)
i = K for each 1 ≤ i ≤ m + 1

and
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ϕ
(λ)
β (x) =

{
λx if β = α,

x if β �= α,

(that is, ϕ
(λ)
β is the identity map for each arrow β �= α, and ϕ

(λ)
α is the multi-

plication by λ). Let λ, µ ∈ K. We claim that each nonzero homomorphism

f : M(λ) → M(µ) is an isomorphism and, if this is the case, then λ = µ and

End M(λ) ∼= K. Indeed, if f : M(λ) → M(µ) is a nonzero homomorphism,

then the commutativity relations

M
(λ)
i

ϕ
(λ)
β

−−−−→ M
(λ)
j

fi

� �fj

M
(µ)
i

ϕ
(µ)
β

−−−−→ M
(µ)
j

corresponding to all arrows β : i → j with β �= α give f1 = . . . = fm+1 . In

particular, f �= 0 implies fi �= 0 for each i. Therefore, the map fi, being a

nonzero K-linear endomorphism of K is an isomorphism (and actually is the

multiplication by a nonzero scalar). Finally, the commutativity condition

corresponding to α : 1 → 2 gives

µf1(1) = ϕ(µ)
α f1(1) = f2ϕ

(λ)
α (1) = f2(λ) = λf2(1).

Because f1 = f2 and both are nonzero, we have λ = µ. On the other

hand, f is entirely determined by f1(1). Because f1 is the multiplication

by a nonzero scalar ν (say), we deduce that f : M(λ) → M(µ) is the map

ν1M(λ). Thus EndM(λ) ∼= K and M(λ) is indecomposable.

We have shown that the family (M(λ))λ∈K consists of pairwise noniso-

morphic indecomposable representations. Because K is an algebraically

closed (hence infinite) field, this gives an infinite family of pairwise non-

isomorphic indecomposable representations of Q′. Therefore KQ′ is repre-

sentation–infinite. By (2.2), KQ is also representation–infinite. �

We have considered, in the preceding proof, representations M having

the property that End M ∼= K. Such a representation carries a name.

2.4. Definition. Let A be a finite dimensional K-algebra. An A-module

M such that End M ∼= K is called a brick.

Clearly, each brick is an indecomposable module. On the other hand,

there exist indecomposables that are not bricks. Let, for instance, A be a

nonsimple local algebra (we may, for example, take A = K[t]/〈tn〉, with

n ≥ 2); then AA is an indecomposable module that is not a brick, because

End AA
∼= A �∼= K. We showed in the proof of (2.3) that if Q′ is a quiver

with underlying graph Ãm, with m ≥ 1, then KQ′ admits an infinite family

of pairwise nonisomorphic bricks.
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2.5. Proposition. Let Q be a finite, connected, and acyclic quiver and

MKQ be a brick such that there exists a ∈ Q0 with dimKMa > 1. Let Q′

be the quiver defined as follows: Q′ = (Q′
0, Q

′
1), where Q′

0 = Q0 ∪ {b};

Q′
1 = Q1 ∪ {α}; and α : b → a. Then KQ′ is representation–infinite.

Proof. Let ψ : K → Ma be a nonzero K-linear map. We define M(ψ)

to be the representation (M ′
c, ϕ

′
γ) of Q′ given by the formulas:

M ′
c =

{
Mc if c ∈ Q0,

K if c = b
and ϕ′

γ =

{
ϕγ if γ ∈ Q1,

ψ if γ = α.

Let ψ, η : K → Ma be nonzero K-linear maps and f : M(ψ) → M(η) be

a nonzero morphism. Because the restriction f |M of f to M is an endomor-

phism of the brick M , f |M equals the multiplication by some scalar λ ∈ K.

On the other hand, fb : M(ψ)b → M(η)b is a K-linear endomorphism of

K and hence it equals the multiplication by a scalar µ ∈ K. Note that,

because f �= 0 and ψ, η �= 0, we have λ, µ �= 0. Consider x ∈ M(η)b and the

commutativity condition corresponding to the arrow α

η(x) = ηfb(xµ−1) = faψ(xµ−1) = ψ(x) · (µ−1λ)

M(ψ)b
ψ

−−−−→ M(ψ)a

fb

� �fa

M(η)b
η

−−−−→ M(η)a

Thus η = ψ · (µ−1λ).

This relation implies that each M(ψ) is a brick. Indeed, setting ψ = η,

we see that each endomorphism f of M(ψ) equals the multiplication by a

scalar: the preceding relation gives µ−1λ = 1; hence λ = µ and f is the

multiplication by λ (or µ).

Assume now f : M(ψ) → M(η) is an isomorphism. The maps ψ and

η are given by column matrices with d = dimKMa coefficients (and d ≥ 2

by hypothesis), that is, ψ = [ψ1 . . . ψd]
t and η = [η1 . . . ηd]

t. Hence η =

ψ · (µ−1λ) yields ηi = ψi · (µ
−1λ) for each 1 ≤ i ≤ d. This can be expressed

by saying that (ψ1, . . . , ψd) and (η1, . . . , ηd) correspond to the same point of

the projective space Pd−1(K). Because K is an algebraically closed (hence

infinite) field, Pd−1(K) has infinitely many points. We have thus shown

the existence of infinitely many pairwise nonisomorphic bricks of the form

M(ψ). �

We apply this proposition as follows: For each of the Dynkin graphs Dn,

E6, E7, and E8, we consider a quiver Q having it as underlying graph, and
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we show that there exists a brick M over KQ and a point a ∈ Q0 such that

dimKMa > 1; applying the construction of the proposition yields that the

path algebra of the corresponding enlarged quiver (whose underlying graph

is Euclidean) is representation–infinite.

2.6. Lemma. Let Q be one of the following quivers with underlying

graph a Dynkin diagram:

(i)

◦n−2

n 1 2 n−3↙
◦−−−−→◦−−−−→◦→ · · · →◦−−−−→◦

↖
◦n−1

n ≥ 4,

(ii)

6
◦�

◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦
5 4 3 2 1

(iii)

5
◦�

◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦←−−−−◦
7 6 4 3 2 1

(iv)

2
◦�

◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦←−−−−◦←−−−−◦
4 3 1 5 6 7 8

Then there exists a brick MKQ in mod KQ such that dimKMa > 1, where

a ∈ Q0 is the point 1, 6, 7, and 8 in cases (i), (ii), (iii), and (iv), respectively.

Proof. We exhibit in each case the wanted brick M = (Mb, ϕβ) such

that dimKMa > 1.

(i) M1 = . . . = Mn−3 = K2, where K2 is given its canonical basis

{e1, e2}, Mn−1 = e1K, Mn−2 = e2K, and Mn = (e1 + e2)K. All the

ϕβ are taken to be the canonical inclusions. We claim that M is a brick

with dimKM1 > 1. Let f ∈ EndMKQ. The commutativity conditions

give f1 = . . . = fn−3 = f (say) and f i = f |Mi
for i = n − 2, n − 1, n.

Therefore f(e1) ∈ e1K, f(e2) ∈ e2K, and f(e1 +e2) ∈ (e1 +e2)K. Letting

f(e1) = e1λ1, f(e2) = e2λ2 where λ1, λ2 ∈ K, we have

f(e1 + e2) = f(e1) + f(e2) = e1λ1 + e2λ2 ∈ (e1 + e2)K;

hence λ1 = λ2 and therefore f is a multiplication by the scalar λ1. This

shows that M is indeed a brick with dim KM1 ≥ 2.

(ii) M3 = K3, where K3 is given its canonical basis {e1, e2, e3}, M1 =

e1K, M2 = e1K ⊕ e2K, M4 = e2K ⊕ e3K, M6 = (e1 + e2)K ⊕ (e2 + e3)K,
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M5 = e3K. All the ϕβ are taken to be the canonical inclusions. We observe

that M2 ∩ M4 = e2K, M4 ∩ M6 = (e2 + e3)K, M2 ∩ M6 = (e1 + e2)K.

We claim that M is a brick with dimKM6 > 1. Let f ∈ EndMKQ. Then

f i = f |Mi
where f = f3 ∈ EndKM3. Because f(Mi) ⊆ Mi for 1 ≤ i ≤ 6,

f(M2∩M4) ⊆ f(M2)∩f(M4) ⊆ M2∩M4. Similarly, f(M4∩M6) ⊆ M4∩M6

and f(M2 ∩ M6) ⊆ M2 ∩ M6. Thus, there exist λ1, λ2, λ3, µ, ν ∈ K such

that

f(e1) = e1λ1, f(e2) = e2λ2, f(e3) = e3λ3,

f(e1 + e2) = (e1 + e2)µ, f(e2 + e3) = (e2 + e3)ν.

Hence λ1 = µ = λ2 = ν = λ3 and f equals the multiplication by their

common value. This shows that M is a brick such that dim KM6 ≥ 2.

(iii) M4 = K4, where K4 is given its canonical basis {e1, e2, e3, e4},

M1 = e1K, M2 = e1K⊕e2K, M3 = e1K ⊕e2K ⊕e3K, M7 = (e2−e3)K⊕

(e1+e4)K, M6 = (e1+e2)K⊕(e1+e3)K⊕(e1+e4)K, M5 = e3K⊕e4K. All

the ϕβ are taken to be the canonical inclusions. We observe that M3∩M5 =

e3K, M2∩M6 = (e1 +e2)K, M5∩M6 = (e3−e4)K, M3∩M7 = (e2−e3)K,

M7 ∩ (M1 + M5) = (e1 + e4)K, M6 ∩ [M1 + (M3 ∩M5)] = (e1 + e3)K. We

claim that M is a brick with dimKM7 > 1. Let f ∈ End MKQ. As earlier,

we show that f i = f |Mi
for 1 ≤ i ≤ 7, where f ∈ EndKM4 is such that

there exist λ1, λ3, µ1, µ2, µ3, µ4, µ5 ∈ K satisfying the following conditions:

f(e1) = e1λ1, f(e3) = e3λ3,

f(e3 − e4) = (e3 − e4)µ1, f(e1 + e2) = (e1 + e2)µ2,

f(e2 − e3) = (e2 − e3)µ3, f(e1 + e4) = (e1 + e4)µ4,

f(e1 + e3) = (e1 + e3)µ5.

A straightforward calculation shows that f is indeed the multiplication by

a scalar. Hence M is a brick such that dim KM7 ≥ 2.

(iv) M1 = K6, where K6 is given its canonical basis {e1, . . . , e6}, M2 =

(e4+e6)K⊕(e1+e3+e5)K⊕(e1+e2+e4)K, M3 = e1K⊕e2K⊕e3K⊕e6K,

M4 = e1K ⊕ e6K, M5 = e1K ⊕ e2K ⊕ e3K ⊕ e4K ⊕ e5K, M6 = e2K ⊕

e3K ⊕ e4K ⊕ e5K, M7 = e3K ⊕ e4K ⊕ e5K, M8 = e4K ⊕ e5K. All the ϕβ

are taken to be the canonical inclusions. We observe that M4 ∩M5 = e1K,

M3 ∩ M7 = e3K, M3 ∩ M6 = e2K ⊕ e3K, M2 ∩ M3 = (e1 + e2 − e6)K,

(M4 + M8) ∩ M2 = (e4 + e6)K and M2 ∩ M6 = (e2 − e3 + e4 − e5)K. Let

f ∈ EndMKQ. As earlier, we show that f i = f |Mi
for 1 ≤ i ≤ 8, where

f ∈ EndKM1. Moreover, the subspaces M4 ∩ M5, M3 ∩ M7, M3 ∩ M6,

(M4+M8)∩M2, and M2∩M6 of K6 are invariant under f . A straightforward

calculation shows that if f is given in the canonical basis e1, . . . , e6 by a



VII.3. Integral quadratic forms 259

6 × 6 matrix [aij], then a11 = a22 = a33 = a44 = a55 = a66 and aij = 0 for

any i �= j, and so f is a multiplication by the scalar a11. Therefore M is a

brick with dimKM8 ≥ 2. �

2.7. Corollary. The path algebra of each of the following quivers is re-

presentation-infinite:

(i)

n◦ ◦n−2

↘1 2 n−3↙
◦−−−−→◦→ · · · → ◦−−−−→◦

↗ ↖
n+1◦ ◦n−1

n ≥ 4

(ii)

7
◦�
◦6�

◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦
1 2 3 4 5

(iii)

5
◦�

◦−−−−→◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦←−−−−◦
8 7 6 4 3 2 1

(iv)

2
◦�

◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦←−−−−◦←−−−−◦←−−−−◦
4 3 1 5 6 7 8 9

Proof. This follows at once from (2.5) and (2.6). �

We have shown in this section that if KQ is representation–finite, then

Q is a tree (that is, Q contains no subgraph of the form Ãm, for some

m ≥ 1) and contains no subquiver of one of the forms listed in (2.7). This

does not yet imply that Q contains no subquivers whose underlying graph

is Euclidean. Indeed, there remains to show that if Q is a tree, KQ is

representation–infinite and Q′ is a quiver such that Q′ = Q (that is, Q′ has

the same underlying graph as Q, but perhaps a different orientation), then

KQ′ is also representation–infinite. To prove this, we need to develop some

new concepts.

VII.3. Integral quadratic forms

When studying hereditary algebras, it turns out that the Euler quadratic

form, that is, the quadratic form arising from the Euler characteristic (see

(III.3.11)) plays a prominent rôle. This quadratic form is an integral qua-

dratic form, and this section is devoted to studying integral quadratic forms
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in general. Throughout, we denote by {e1, . . . , en} the canonical basis of

the free abelian group Zn on n generators. As usual, elements in Zn are

written as column vectors.

3.1. Definition. A quadratic form q = q(x1, . . . , xn) on Zn in n inde-

terminates x1, . . . , xn is said to be an integral quadratic form if it is of

the form

q(x1, . . . , xn) =

n∑
i=1

x2
i +

∑
i<j

aijxixj

where aij ∈ Z for all i, j.

Evaluating an integral quadratic form q on the vectors x = [x1 . . . xn]t in

Zn, we obtain a mapping from Zn to Z, also denoted by q. We may endow Zn

with a partial order defined componentwise: a vector x = [x1 . . . xn]t ∈ Zn

is called positive if x �= 0 and xj ≥ 0, for all j such that 1 ≤ j ≤ n. We

denote the positivity of a vector x as x > 0. An integral quadratic form q

is called weakly positive if q(x) > 0 for all x > 0; it is called positive

semidefinite if q(x) ≥ 0 for all x ∈ Zn, and positive definite if q(x) > 0

for all x �= 0; finally, it is called indefinite if there exists a nonzero vector

x such that q(x) < 0. For a positive semidefinite form q, the set

rad q = {x ∈ Zn | q(x) = 0}

is called the radical of q, and its elements are called radical vectors. It

is a subgroup of Zn. Indeed, if q(x) = 0 = q(y), then

q(x + y) + q(x− y) = 2[q(x) + q(y)] = 0 gives q(x + y) = q(x− y) = 0,

by the positive semidefiniteness of q, and hence x + y, x− y ∈ rad q.

The rank of the subgroup rad q is called the corank of q. Clearly, q is

positive definite if and only if its corank is zero.

3.2. Examples. (a) The integral quadratic form

q(x) = x2
1 + x2

2 + x2
3 − x1x2 + x1x3 + x2x3

on Z3 is weakly positive, positive semidefinite of corank 1 (hence is not

positive definite). Indeed, q(x) = (x1 −
1
2
x2 + 1

2
x3)

2 + 3
4
(x2 + x3)

2 so that

rad q is generated by the vector [1 1 − 1]t. This implies our claim.

(b) The integral quadratic form q(x) = x2
1 + x2

2 − 2x1x2 = (x1 − x2)
2 on

Z2 is positive semidefinite of corank 1 and rad q is generated by the vector

[1 1]t. In particular, q is not weakly positive.
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We denote by (−,−) the symmetric bilinear form on Zn correspond-

ing to q, that is, for x, y ∈ Zn, we have

(x, y) =
1

4
[q(x + y) − q(x− y)].

For instance, if q is as in Example 3.2 (b), we have

(x, y) = x1y1 + x2y2 − x1y2 − x2y1.

It is easily seen that the following relations hold:

(a) q(x) = (x, x) for all x ∈ Zn;

(b) aij = 2(ei, ej) for all i, j such that 1 ≤ i < j ≤ n; and aji = 2(ei, ej)

for all i, j such that 1 ≤ j < i ≤ n;

(c) q(x + y) = q(x) + q(y) + 2(x, y) for all x, y ∈ Zn.

We also define the n partial derivatives of the quadratic form q to be the

group homomorphisms from Zn to Z defined by:

Diq(x) =
∂q

∂xi

(x) = 2(ei, x) = 2xi +
∑
i<t

aitxt +
∑
t<i

atixt

for each i such that 1 ≤ i ≤ n.

3.3. Lemma. Let q be a positive semidefinite quadratic form on Zn.

Then q(x) = 0 if and only if Diq(x) = 0 for all i such that 1 ≤ i ≤ n.

Proof. If Diq(x) = 0 for all i, then (ei, x) = 0 for all i. Consequently,

q(x) = (x, x) =
∑n

i=1 xi(ei, x) = 0.

Conversely, assume that q(x) = 0. For all λ ∈ R and y ∈ Rn, we have

q(λy) = λ2q(y). Because, by hypothesis, q(y) ≥ 0 for all y ∈ Zn, we have

q(y) ≥ 0 for all y ∈ Qn. The continuity of q and the density of Qn in Rn

imply that q(y) ≥ 0 for all y ∈ Rn. Thus q(x) = 0 if and only if the function

q : Rn → R admits a global minimum at x: the partial derivatives must

then vanish at this point. �

Let q be an integral quadratic form on Zn. A vector x ∈ Zn such

that q(x) = 1 is called a root of q. All the vectors of the canonical ba-

sis {e1, . . . , en} of Zn are clearly roots of q. The reason for studying roots

is that, as we shall see, over a representation–finite hereditary algebra, there

exists a bijection between the positive roots of the Euler quadratic form and

the isomorphism classes of indecomposable modules. The following funda-

mental result, due to Drozd [59], shows that weakly positive quadratic forms

have only finitely many roots that are positive vectors of Zn.
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3.4. Proposition. Let q be a weakly positive integral quadratic form on

Zn. Then q has only finitely many positive roots.

Proof. We consider q as a function from Rn to R. As in the proof of

(3.3), we see that q(x) > 0 for all x > 0 in Qn and hence q(x) ≥ 0 for all

x > 0 in Rn. We show by induction on n that in fact q(x) > 0 for all x > 0

in Rn.

This is trivial if n = 1 because if λ ∈ R, λ �= 0, then q(λ) = λ2q(1) > 0.

Assume that there exists a weakly positive quadratic form q in n indeter-

minates (with n ≥ 2) and a positive vector x ∈ Rn such that q(x) = 0. It

follows from the induction hypothesis that we can assume all the compo-

nents xi of x to be strictly positive. Then x lies in the positive cone of Rn

and q attains a local minimum at x. Consequently, we have D1q(x) = . . . =

Dnq(x) = 0. The linear forms Diq have integral, hence rational, coefficients,

and x ∈
⋂n

i=1 Ker Diq implies that the real vector space

V = {z ∈ Rn | D1q(z) = . . . = Dnq(z) = 0}

is nonzero . Hence the rank of the n× n matrix (with rational coefficients)

determining this system of linear equations is smaller than n. Thus the

rational vector space

U = {y ∈ Qn | D1q(y) = . . . = Dnq(y) = 0}

is nonzero, and V has a basis contained in U . In particular, V is the closure

of U , because Q is dense in R. Therefore, there exists a positive vector x′

with rational coefficients lying in
n⋂

i=1
Ker Diq. But then q(x′) = 0 because

of (3.3) and the fact that Diq(x
′) = 0 for all 1 ≤ i ≤ n, and this contradicts

the fact that q(x′) > 0 because x′ ∈ Qn is a positive vector. This completes

the proof of our claim that q(x) > 0 for all x > 0 in Rn.

Let now ‖ − ‖ : Rn → R denote the Euclidean norm. Because the set

C = {x ∈ Rn | x > 0, ‖x‖ = 1} is compact in Rn, q|C attains its minimum

µ on a point of C. It follows from the preceding discussion that µ > 0. For

each x > 0 in Rn, we have

µ ≤ q

(
x

‖x‖

)
=

1

‖x‖2
q(x).

Consequently, ‖y‖ ≤ 1√
µ

for each positive root y of q. Thus, q has only

finitely many positive roots. �
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3.5. Corollary. A weakly positive integral quadratic form always admits

maximal positive roots. �

Let x =
∑n

i=1 xiei be a vector in Zn. Its support is the subset of

{1, . . . , n} defined by supp x = {i | 1 ≤ i ≤ n, xi �= 0}.

3.6. Lemma. Let q be a weakly positive integral quadratic form on Zn

and x be a positive root of q such that x �= ei for all i. Then there exists

i ∈ supp x such that Diq(x) = 1.

Proof. We have
∑n

i=1 xiDiq(x) = 2
∑n

i=1 xi(ei, x) = 2(x, x) = 2; hence

there exists i such that xiDiq(x) ≥ 1. Because x > 0, we have xi ≥ 1

and Diq(x) ≥ 1. Therefore, i ∈ suppx. Because x �= ei by hypothesis,

x − ei > 0 and

0 < q(x− ei) = q(x) + q(ei) − 2(ei, x) = 2 − Diq(x)

gives Diq(x) < 2. Consequently, Diq(x) = 1. �

Let q be an integral quadratic form on Zn and let (−,−) be the corre-

sponding symmetric bilinear form on Zn. For each i with 1 ≤ i ≤ n, we

define a mapping si : Zn → Zn by

si(x) = x− 2(x, ei)ei.

Such a mapping is called a reflection at i. Note that si(ei) = −ei: that is,

si transforms ei to its negative. The properties of reflections are summarised

in the following lemma.

3.7. Lemma. Let si : Zn → Zn be a reflection. Then

(a) si is a group homomorphism;

(b) (si(x), si(y)) = (x, y) for all x, y ∈ Zn; and

(c) s2
i = 1, thus si is an automorphism of Zn.

Proof. (a) This is evident.

(b) (si(x), si(y)) = (x, y)−2(x, ei)(y, ei)−2(y, ei)(x, ei)+4(x, ei)(y, ei)

= (x, y).

(c) si(si(x)) = si(x− 2(x, ei)ei) = x − 2(x, ei)ei + 2(x, ei)ei = x. �

3.8. Lemma. Let q be a weakly positive integral quadratic form on Zn

and x be a positive root of q such that x �= ei for all i. Then there exists

i ∈ supp x such that si(x) = x − ei is still a positive root.

Proof. By (3.6), there exists i ∈ supp x such that Diq(x) = 1. Now

Diq(x) = 2(x, ei) so that si(x) = x− ei > 0. �
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3.9. Corollary. Let q be a weakly positive integral quadratic form on

Zn and x be a positive root of q. There exists a sequence i1, . . . , it, j of

elements of {1, . . . , n} such that

x > si1 (x) > si2si1 (x) > . . . > sit
. . . si1(x) = ej.

Proof. This follows at once from (3.8) and induction. �

3.10. Definition. Let q be a weakly positive integral quadratic form on

Zn. The subgroup Wq of the automorphism group of Zn generated by the

reflections s1, . . . , sn is called the Weyl group of q. A root x of q is called

a Weyl root if there exist w ∈ Wq and i with 1 ≤ i ≤ n such that x = wei.

It follows from (3.9) and (3.7)(c) that every positive root x of a weakly

positive integral quadratic form q can be written as x = si1 . . . sit
ej: that

is, every positive root of a weakly positive form is a Weyl root.

As is shown later, this applies to the Euler quadratic form for the

representation–finite hereditary algebras; in this case, the form is positive

definite, hence weakly positive, and therefore all positive roots are Weyl

roots.

We end this section with an observation due to Happel [86] showing that

the converse to (3.4) also holds.

3.11. Proposition. Let q be an integral quadratic form having only

finitely many positive roots. Then q is weakly positive.

Proof. Let q be an integral quadratic form on Zn. Suppose that q

is not weakly positive. Then n ≥ 2 and there exists a positive vector

x = [x1 . . . xn]t ∈ Zn such that q(x) ≤ 0. Because any restriction of q to

a smaller number of indeterminates has also finitely many positive roots,

we may assume that xi > 0 for all i with 1 ≤ i ≤ n. Clearly, we may

also assume that q(x′) > 0 for any vector x′ ∈ Zn with 0 < x′ < x. By

our assumption on q, we may also choose a maximal positive root y of q.

Then (y, ei) ≥ 0 for all i with 1 ≤ i ≤ n, because, by (3.7), the reflections

si(y) = y− 2(y, ei)ei are also roots of q. We claim that (x, y) > 0. Indeed,

if (x, y) ≤ 0 then
∑n

i=1 xi(ei, y) ≤ 0, and hence (ei, y) = (y, ei) = 0 for all

i with 1 ≤ i ≤ n. But then we get 1 = q(y) = (y, y) =
∑n

i=1 yi(ei, y) = 0,

a contradiction. Therefore,
∑n

i=1 yi(x, ei) = (x, y) > 0 and there exists i

with 1 ≤ i ≤ n such that (x, ei) > 0, because y > 0. Take now z = x − ei.

Then z > 0 and q(z) = q(x−ei) = q(x)+q(ei)−2(x, ei) = 2−2(x, ei) ≤ 0.

This contradicts our choice of x. Thus, q is weakly positive. �
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VII.4. The quadratic form of a quiver

Throughout this section, we let Q denote a finite, connected, and acyclic

quiver. If we let n = |Q0| denote the number of points in Q, it follows from

(III.3.5) that the Grothendieck group K0(KQ) of the path algebra KQ is

isomorphic to Zn. We denote, as usual, by {e1, . . . , en} the canonical basis

of Zn. It is sometimes convenient to work in a Q-vector space rather than

in the abelian group Zn. For this purpose, we denote by E the Q-vector

space

E = K0(KQ) ⊗Z Q ∼= Qn

and by F the subgroup of E consisting of the vectors having only integral

coordinates, that is,

F =

n⊕
i=1

eiZ ∼= Zn ∼= K0(KQ).

The quadratic form of a quiver Q is defined to be the form

qQ(x) =
∑
i∈Q0

x2
i −

∑
α∈Q1

xs(α)xt(α),

where x = [x1 . . . xn]t ∈ Zn.

Our first objective is to describe the Euler quadratic form of KQ by

means of the quadratic form qQ.

A first, but important, observation is that qQ depends only on the un-

derlying graph Q of Q, not on the particular orientation of the arrows in Q.

4.1. Lemma. Let Q be a finite, connected, and acyclic quiver. Then

the Euler quadratic form qA of the path algebra A = KQ and the quadratic

form qQ of the quiver Q coincide. Moreover,

qA(x) =
∑
i∈Q0

x2
i −

∑
i,j∈Q0

aijxixj,

where aij = dimKExt1A(S(i), S(j)).

Proof. By (III.3.13), the Euler characteristic is the bilinear form defined

on the dimension vectors of the simple KQ-modules S(i) by:

〈dimS(i), dim S(j)〉 =
∑
l≥0

(−1)ldimKExtl
KQ(S(i), S(j))

=dimKHomKQ(S(i), S(j))−dimKExt1KQ(S(i), S(j)),
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because, by (1.4) and (1.7), gl.dimKQ ≤ 1. Because there are no loops

in Q at i, by (III.2.12), dimKExt1KQ(S(i), S(j)) equals the number aij of

arrows from i to j.

Taking i = j, we get 〈ei, ei〉 = 〈dimS(i), dimS(i)〉 = 1. On the other

hand, if i �= j, we get

〈ei, ej〉 = 〈dimS(i), dimS(j)〉 = −dimKExt1KQ(S(i), S(j)) = −aij .

Hence, for two arbitrary vectors x =
∑n

i=1 xiei and y =
∑n

i=1 yiei, we get

〈x, y〉 =

n∑
i,j=1

xiyj〈ei, ej〉 =
∑
i∈Q0

xiyi −
∑

i,j∈Q0

aijxiyj

=
∑
i∈Q0

xiyi −
∑

α∈Q1

xs(α)yt(α).

The result follows at once. �

The Euler quadratic form of the algebra KQ will be simply referred to

as the quadratic form of the quiver Q.

We denote by (−,−) the symmetric bilinear form corresponding to qQ,

that is, the symmetrisation of the Euler characteristic. Thus,

(x, y) =
∑
i∈Q0

xiyi −
1

2

∑
α∈Q1

{xs(α)yt(α) + xt(α)ys(α)}.

This can also be expressed in terms of the Cartan matrix CKQ; indeed,

〈x, y〉 = xt(C−1
KQ)ty, hence

(x, y) = xt

[
1

2
(C−1

KQ + (C−1
KQ)t)

]
y.

Clearly, (x, x) = qQ(x) for all x, and (x, y) = 1
4 [qQ(x + y) − qQ(x− y)] for

all x, y.

For example, if Q is the quiver

◦1 ◦2

α1

α2

...
αm

then qQ(x) = x2
1 + x2

2 −mx1x2 = (x1 −
m
2

x2)
2 + (1− m2

4
)x2

2. Consequently,

qQ is positive definite if m = 1, semidefinite of corank 1 if m = 2, and
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indefinite if m ≥ 3. Observe also that for m ≥ 2 and x = (m, m)t we have

qQ(x) ≤ 0, and hence qQ is not weakly positive.

We saw in Section 3 that if qQ is positive semidefinite then its radical

rad qQ = {x ∈ F ; qQ(x) = 0} is a subgroup of F ∼= Zn. After tensoring by

ZQ, it yields a subspace of the Q-vector space

E = K0(KQ) ⊗Z Q ∼= Qn,

denoted by (rad qQ)Q. The dimension of this subspace (rad qQ)Q equals the

corank of qQ. The following purely computational lemma provides many

examples of quivers with positive semidefinite form.

4.2. Lemma. Let Q be a quiver whose underlying graph Q is Euclidean.

Then qQ is positive semidefinite of corank one and rad qQ = ZhQ, where

hQ is the vector
1 . . . 1

1 1. . . 1 1,
1 1
2 . . . 2

1 1
,

1
2

1 2 3 2 1
, 2

1 2 3 4 3 2 1, and 3
2 4 6 5 4 3 2 1

in case Q is the graph Ãm, D̃m, Ẽ6, Ẽ7, and Ẽ8, respectively.

Proof. (i) Assume that

2 i
◦ ◦ · · · ◦ ◦

Q = Ãm : � �
◦ ◦ · · · ◦ ◦
1 m+1 i+1

for some m ≥ 1. Then 2qQ(x) =
∑
i−j

(xi − xj)
2, where the sum is taken over

all edges i—j in Q. It follows that qQ is positive semidefinite of corank 1

and a generator of rad qQ is given by 1 . . . 1
1 1. . . 1 1.

(ii) Assume that
1 ◦ ◦ n

�3 n−1 �
Q = D̃n : ◦ ◦ · · · ◦ ◦

� �
2 ◦ ◦ n+1

for some n ≥ 4. Then 4qQ(x) = (2x1−x3)
2 +(2x2−x3)

2 +(xn−1− 2xn)2 +

(xn−1 − 2xn+1)
2 + 2

∑n−2
i=3 (xi − xi+1)

2. It follows that qQ is positive semi-

definite of corank 1 and a generator of rad qQ is given by 1 1
2 . . . 2

1 1
.

(iii) Assume that
5
◦

Q = Ẽ6 : ◦ 4

◦ ◦ ◦ ◦ ◦
3 2 1 6 7
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Then 36qQ(x) = (6x3−3x2)
2+(6x7−3x6)

2 +(6x5−3x4)
2+3[(3x2−2x1)

2+

(3x6 − 2x1)
2 + (3x4 − 2x1)

2]. It follows that qQ is positive semidefinite of

corank 1 and a generator of rad qQ is given by
1
2

1 2 3 2 1
.

(iv) Assume that
5
◦

Q = Ẽ7 :
◦ ◦ ◦ ◦ ◦ ◦ ◦
4 3 2 1 6 7 8

Then 24qQ(x) = 6[(2x4−x3)
2+(2x8−x7)

2]+2[(3x3−2x2)
2+(3x7− 2x6)

2]+

(4x2 −3x1)
2 +(4x6 −3x1)

2 +6(2x5 −x1)
2. Here, qQ is positive semidefinite

of corank 1, a generator of rad qQ is given by 2
1 2 3 4 3 2 1.

(v) Assume that

4
◦

Q = Ẽ8 :
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
3 2 1 5 6 7 8 9

Then 120qQ(x) =30(2x9−x8)
2+10(3x8−2x7)

2+5(4x7−3x6)
2+3(5x6− 4x5)

2

+30(2x3 −x2)
2 +2(6x5 − 5x1)

2 +10(3x2− 2x1)
2 +30(2x4−x1)

2. It follows

that qQ is positive semidefinite of corank 1 and a generator of rad qQ is given

by 3
2 4 6 5 4 3 2 1. �

We show later that the Dynkin and Euclidean graphs can in fact be char-

acterised by the positivity of their quadratic forms. We need the following

lemma.

4.3. Lemma. Let Q be a connected quiver such that qQ is positive semi-

definite and Q′ be a proper full subquiver of Q. Then the restriction qQ′ of

qQ to Q′ is positive definite.

Proof. The form qQ′ is certainly positive semidefinite, for every full

subquiver Q′ of Q. Let then Q′ be a proper full subquiver of Q such that

qQ′ is not positive definite. We may, without loss of generality, assume Q′

to be minimal with this property. Let x′ =
∑

x′
iei be a nonzero vector such

that qQ′(x′) = 0. The minimality of Q′ implies that x′
i �= 0 for each i ∈ Q′

0.

Actually, because qQ′ is positive semidefinite, we may suppose that x′
i > 0

for each i ∈ Q′
0; indeed, the vector x′′ =

∑
|x′

i|ei satisfies qQ′(x′′) ≤ qQ′(x′).
Let j ∈ Q0 \ Q′

0 be a neighbour of k ∈ Q′
0 (such points j, k certainly

exist, because Q′ is a proper full subquiver of the connected quiver Q). We

define a vector x =
∑

xiei in E = Qn by the formula
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xi =


x′

i if i ∈ Q′
0,

1
2x′

k if i = j,

0 otherwise.

Then qQ(x) = qQ(x′+xjej) = qQ′(x′)+x2
j−
∑

l— j x′
lxj = x2

j−
∑

l— j x′
lxj ≤

x2
j − x′

kxj = 1
4x′2

k − 1
2x′2

k = −1
4x′2

k < 0, which is a contradiction. �

4.4. Corollary. Let Q be a quiver whose underlying graph is Dynkin.

Then qQ is positive definite.

Proof. This follows from (4.2), (4.3), and the observation that each

quiver whose underlying graph is Dynkin is a proper full subquiver of a

quiver whose underlying graph is Euclidean. �

We are now able to prove the characterisation of the Dynkin and Eu-

clidean graphs by means of their quadratic forms.

4.5. Proposition. Let Q be a finite, connected, and acyclic quiver and

let Q be the underlying graph of Q.

(a) Q is a Dynkin graph if and only if qQ is positive definite.

(b) Q is a Euclidean graph if and only if qQ is positive semidefinite but

not positive definite.

(c) Q is neither a Dynkin nor a Euclidean graph if and only if qQ is

indefinite.

Proof. The necessity of (a) follows from (4.4) and the necessity of (b)

follows from (4.2). Conversely, assume qQ to be positive semidefinite. Then

it follows from the example preceding (4.2) that Q does not contain a full

subgraph consisting of two points connected by more than two edges. Hence,

if Q is not Dynkin, then, by (2.1), Q contains a Euclidean graph as a full

subgraph. By (4.3), this Euclidean subgraph cannot be proper. Hence Q is

Euclidean. This shows (a) and (b).

Let Q be such that Q is neither a Dynkin nor a Euclidean graph. By (a)

and (b), qQ is not positive semidefinite. Consequently, it is indefinite. The

converse follows clearly from the sufficiency parts of (a) and (b). �

We may clearly strengthen condition (b) as follows: Q is a Euclidean

graph if and only if qQ is positive semidefinite of corank one.

4.6. Corollary. Let Q be a finite, connected, and acyclic quiver. The

following conditions are equivalent:

(a) qQ is weakly positive.
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(b) qQ is positive definite.

(c) The underlying graph Q of Q is a Dynkin graph.

Proof. We have seen that (b) and (c) are equivalent, and (b) implies (a)

trivially. Assume that qQ is weakly positive. Then again Q does not contain

a full subgraph consisting of two vertices connected by at least two edges.

Hence, if qQ is not positive definite, then Q is not Dynkin so that, by (2.1),

Q contains a full subquiver Q′ whose underlying graph is Euclidean. We

computed in (4.2) generators for the (one-dimensional) radical subspaces of

the forms arising from Euclidean graphs. Let x′ be the generator of the

radical subspace of qQ′ . As seen in (4.2), x′ is positive. Consider the vector

x defined by

xi =

{
x′

i if i ∈ Q′
0,

0 if i �∈ Q′
0.

Clearly, x is positive and qQ(x) = 0. Thus qQ is not weakly positive. �

A consequence of this corollary and the results of Section 3 is that if Q is

a Dynkin graph, then the positive roots of qQ are Weyl roots and there are

only finitely many such positive roots. We thus proceed to define reflections

and the Weyl roots for the quadratic form qQ of a finite, connected, and

acyclic quiver Q. We recall that E = Qn and F = Zn. For each point

i ∈ Q0, we define the reflection si : E → E at i to be the Q-linear map

given by

si(x) = x − 2(x, ei)ei

for x ∈ E. In terms of the coordinates xi of x in the canonical basis

{e1, . . . , en} of E, we see that y = si(x) has coordinates

yj =

{
xj if j �= i,

−xi +
∑

k— i

xk if j = i,

where the sum is taken over all edges k—i. Because si(F ) ⊆ F , we see that

si is indeed a reflection in the sense of Section 3.

For example, if Q is the quiver

1 3 2
◦←−−−−◦−−−−→◦

whose underlying graph is the Dynkin graph A3, then E ∼= Q3 and the

reflections s1, s2, s3 are expressed by their matrices in the canonical basis

as
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s1 =

[−1 0 1

0 1 0

0 0 1

]
, s2 =

[
1 0 0

0 −1 1

0 0 1

]
, s3 =

[
1 0 0

0 1 0

1 1 −1

]
.

The Weyl group WQ of Q is the Weyl group of the quadratic form qQ,

that is, the group of automorphisms of E = Qn generated by the set of

reflections {si}i∈Q0 .

Because, by hypothesis, Q is acyclic, there exists a bijection between Q0

and the set {1, . . . , n} such that if we have an arrow j → i, then j > i;

indeed, such a bijection is constructed as follows. Let 1 be any sink in Q,

then consider the full subquiver Q(1) of Q having as set of points Q0 \ {1};

let 2 be a sink of Q(1), and continue by induction. Such a numbering of the

points of Q is called an admissible numbering. For instance, in the pre-

ceding example, the shown numbering of the points is admissible. Clearly, a

given quiver Q usually admits many possible admissible numberings of the

set of points.

Let (a1, . . . , an) be an admissible numbering of the points of Q and let

E = Qn. The element

c = san
. . . sa2sa1 : E −−−−−−→ E

of the Weyl group WQ of Q is called the Coxeter transformation of Q

(corresponding to the given admissible numbering). Because, for each i, we

have s2
ai

= 1, clearly, c−1 = sa1sa2 . . . san
. For instance, in the example, the

matrices of c and c−1 in the canonical basis are

c = s3s2s1 =

[
1 0 0

0 1 0

1 1 −1

] [
1 0 0

0 −1 1

0 0 1

] [−1 0 1

0 1 0

0 0 1

]
=

[−1 0 1

0 −1 1

−1 −1 1

]
and

c−1 = s1s2s3 =

[−1 0 1

0 1 0

0 0 1

][
1 0 0

0 −1 1

0 0 1

] [
1 0 0

0 1 0

1 1 −1

]
=

[
0 1 −1

1 0 −1

1 1 −1

]
.

It turns out that the Coxeter transformation only depends on the quiver

Q, not on the admissible numbering chosen. Indeed, if (a1, . . . , an) and

(b1, . . . , bn) are two admissible numberings of the points of Q, then there

exists an i with 1 ≤ i ≤ n such that b1 = ai; because b1 is a sink, there

exists no edge aj —ai with j < i and, because it is easily seen that reflections

corresponding to non-neighbours commute, we have saj
sai

= sai
saj

for all

j < i. The numbering (ai, a1, . . . , ai−1, ai+1, . . . , an) is admissible and an

obvious induction implies that san
. . . sa1 = sbn

. . . sb1 . We thus refer to c

as being the Coxeter transformation of the quiver Q.

The matrix of the Coxeter transformation c, as defined earlier, is just the

Coxeter matrix ΦKQ of KQ, as defined in (III.3.14).
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4.7. Proposition. The matrix of the Coxeter transformation c : E → E

of a quiver Q in the canonical basis of E is equal to the Coxeter matrix ΦKQ

of KQ.

Proof. We recall that ΦKQ = −Ct
KQC−1

KQ, where CKQ denotes the

Cartan matrix of KQ. Assume that (1, . . . , n) is an admissible numbering

of Q0. Identifying the reflections si and the Coxeter transformation c to

their matrices in the canonical basis of the Q-vector space E = Qn, we

must show that −Ct
KQC−1

KQ = sn . . . s1. For this purpose, it suffices to

show that −Ct
KQ = sn . . . s1CKQ, or, equivalently, that

Ct
KQst

1 . . . st
n = −CKQ.

We show by induction on k that

Ct
KQst

1 . . . st
k = [−Ck | Ct

n−k],

where Ck (or Ct
n−k) is the matrix formed by the k first columns of CKQ

(or of the (n − k) last columns of Ct
KQ, respectively). Recall that cij =

dimKεj(KQ)εi is the (i, j)-coefficient of CKQ. Moreover, let aij be the

number of arrows from j to i. It is easily seen that:

(1) aij = 0 for i ≥ j (because (1, . . . , n) is an admissible ordering of Q0);

(2) ci,i+1 = ai,i+1, for each i;

(3) cii = 1, for each i; and

(4) cij =
∑

i≤k≤j aikckj, for i < j.

For k = 1, we then have

Ct
KQst

1 =


1 0 0 . . . 0

c12 1 0 . . . 0
c13 c23 1 . . . 0
...

...
...

. . .
...

c1n c2n c3n . . . 1

 ·


−1 0 0 . . . 0
a12 1 0 . . . 0
a13 0 1 . . . 0
...

...
...

. . .
...

a1n 0 0 . . . 1



=


−1 0 0 . . . 0
−c12 + a12 1 0 . . . 0
−c13 + a12c23 + a13 c23 1 . . . 0

...
...

...
. . .

...
−c1n +

∑
1≤i≤n a1icin c2n c3n . . . 1

 .

Using (2), (3) and (4), we get Ct
KQst

1 = [−C1 | Ct
n−1].

Assume the result to hold for k − 1. Then
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Ct
KQst

1 . . . st
k = [−Ck−1 | Ct

n−k+1]s
t
k

=



−1 −c12 . . . −c1,k−2 −c1,k−1 0 0 . . . 0
0 −1 . . . −c2,k−2 −c2,k−1 0 0 . . . 0

...
...

.. .
...

...
...

...
...

0 0 . . . −1 −ck−2,k−1 0 0 . . . 0
0 0 . . . 0 −1 0 0 . . . 0
0 0 . . . 0 0 1 0 . . . 0

0 0 . . . 0 0 ck,k+1 1 . . . 0

...
...

...
...

...
...

. . .
...

0 0 . . . 0 0 ck,n ck+1,n . . . 1


·



1 0 . . . 0 a1k 0 . . . 0
0 1 . . . 0 a2k 0 . . . 0

...
...

. ..
...

...
...

...
0 0 . . . 1 ak−1,k 0 . . . 0
0 0 . . . 0 −1 0 . . . 0
0 0 . . . 0 0 1 . . . 0
...

...
...

...
...

. ..
...

0 0 . . . 0 0 0 . . . 1



=


−Ck−1

˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛

−P
1≤i≤k aikc1i

−P
2≤i≤k

aikc2i

...
− P

k−2≤i≤k aikck−2,i

−ak−1,k

−1
0
...
0

˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛
˛

C
t
n−k


.

The conclusion follows from (2), (3), and (4). �

For the rest of this section, we assume that Q is a quiver whose underlying

graph Q is Dynkin. Then qQ is positive definite and hence weakly positive.

We denote by R, R+, R−, R(WQ), respectively, the sets of all roots, all

positive roots, all negative roots, and all Weyl roots of qQ. It follows from

(3.4) that R+ is a finite set and, from (3.9), that R+ ⊆ R(WQ). We

note that, if x ∈ F = Zn is a root, the vector −x is also a root, because

qQ(−x) = qQ(x). In particular, the assignment x �→ −x induces a bijection

between R+ and R− (so that R− is also finite).

4.8. Lemma. Let Q be a quiver whose underlying graph is Dynkin. Then

R = R+ ∪ R− = R(WQ).

Proof. To show that R = R+ ∪ R−, it suffices to show that every root

x of qQ is either positive or negative. We may write x = x+ + x−, where

x+ is a vector all of whose nonzero coordinates are positive, while x− is a

vector all of whose nonzero coordinates are negative. Put |x| = x+ − x−.

Because x is a root, we have x �= 0. Hence |x| �= 0 and therefore, |x| > 0.

The inequalities |x|j ≥ xj and the equalities |x|2j = x2
j for all j ∈ Q0 yield

0 < qQ(|x|) =
∑
i∈Q0

|x|2i −
∑

α∈Q1

|x|s(α)|x|t(α)

≤
∑
i∈Q0

x2
i −

∑
α∈Q1

xs(α)xt(α) = qQ(x) = 1,
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and therefore qQ(|x|) = 1, that is, |x| is a root. Consequently the equalities

2 = qQ(x) + qQ(|x|) = qQ(x+ + x−) + qQ(x+ − x−) = 2[qQ(x+) + qQ(x−)]

yield qQ(x+) + qQ(x−) = 1. Because qQ is positive definite, we have either

qQ(x+) = 1 and qQ(x−) = 0 (hence x = x+ ∈ R+) or qQ(x−) = 1 and

qQ(x+) = 0 (hence x = x− ∈ R−). This completes the proof that R =

R+ ∪ R−.

We have R+ ⊆ R(WQ). Similarly, if x ∈ R−, then x ∈ R(WQ); indeed,

−x ∈ R+ gives −x = wei, for some w ∈ WQ and i ∈ Q0, hence x =

w(−ei) = wsi(ei) ∈ R(WQ). Thus R− ⊆ R(WQ) and R = R+ ∪ R− ⊆

R(WQ). Because, trivially, R(WQ) ⊆ R, we have indeed R = R(WQ). �

4.9. Proposition. Let Q be a quiver whose underlying graph is Dynkin.

Then the Weyl group WQ of Q is finite.

Proof. We show that WQ is isomorphic to a subgroup of the group of

permutations of R. Because, by (4.8), R = R+ ∪ R− is finite, this implies

the statement.

We first observe that WQ permutes the roots of qQ because qQ(x) = 1

implies qQ(wx) = 1 for every w ∈ WQ (by (3.7)(b)). On the other hand,

the action of WQ on R is faithful, that is, the mapping w �→ (σw : x �→ wx),

from WQ into the group of permutations of R is injective; indeed, σw = σv

(for w, v ∈ WQ) implies wx = vx and hence w−1vx = x for every x ∈ R.

In particular, w−1vei = ei for every i ∈ Q0, which implies, by linearity,

w−1vx = x for every x ∈ E, that is, w−1v = 1 and w = v. This proves our

claim. �

We need the following lemma.

4.10. Lemma. Let Q be a quiver whose underlying graph is Dynkin, x

be a positive root of qQ, and i be a vertex of Q. Then either si(x) is positive

or x = ei.

Proof. From (3.7)(b), we know that si(x) is a root of qQ. Because qQ

is positive definite, we get the following:

0 ≤ qQ(x±ei) = (x±ei, x±ei) = qQ(x)+ qQ(ei)±2(x, ei) = 2(1± (x, ei)).

Hence −1 ≤ (x, ei) ≤ 1. If (x, ei) = 1, then qQ(x−ei) = 0 and consequently

x = ei. On the other hand, if (x, ei) ≤ 0, then si(x) = x − 2(x, ei) > 0,

because x > 0. This proves our claim. �
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4.11. Lemma. Let Q be a finite, connected, and acyclic quiver; c be its

Coxeter transformation; si be the reflection at i; and x ∈ E = Qn. The

following conditions are equivalent:
(a) cx = x,

(b) six = x for each point i ∈ Q0, and

(c) (x, y) = 0 for each vector y ∈ E.
If, moreover, the underlying graph Q of Q is Dynkin or Euclidean, then the

preceding conditions are equivalent to the following one:

(d) qQ(x) = 0.

Proof. Clearly, (b) implies (a). Conversely, if (1, . . . , n) is an admissible

numbering of the points of Q, c = sn . . . s1 and cx = x holds, then, for any

i ∈ {1, . . . , n}, we have xi = (cx)i = (sn. . .six)i. Hence, by descending

induction on i, we get s1x = . . .= snx =x. The equivalence of (b) and (c)

follows from the fact that six = x for each point i ∈ Q0 is equivalent to

(x, ei) = 0for each point i ∈ Q0, wheree1, . . . , en is the standard basis of E.

If Q is Dynkin or Euclidean, then, by (4.5), the quadratic form qQ is

positive semidefinite. Therefore |(x, y)|2 ≤ qQ(x)qQ(y) for each vector y ∈

E, so that (d) implies (c). The converse implication follows from the equality

qQ(x) = (x, x). �

4.12. Corollary. Let Q be a quiver whose underlying graph is Dynkin

and c be its Coxeter transformation.

(a) If cx = x for a vector x ∈ E, then x = 0.

(b) For every positive vector x, there exist s ≥ 0 such that csx > 0 but

cs+1x �> 0, and t ≥ 0 such that c−tx > 0 but c−t−1x �> 0.

Proof. (a) If cx = x then, by (4.11), we get qQ(x) = 0. Because, by

(4.5), qQ is positive definite, this implies x = 0.

(b) Because WQ is a finite group, c has finite order m (say). Consider the

vector y = x + cx + . . . + cm−1x. Then cy = y. By (a), y = 0. Therefore,

there exists a least integer s ≥ 0 such that cs+1x �> 0 (and then csx > 0).

Similarly, one finds t as required. �

The preceding corollary implies that one should look at those positive

roots that become nonpositive after application of the Coxeter transforma-

tion.

4.13. Lemma. Let Q be a quiver whose underlying graph is Dynkin and

c be its Coxeter transformation. For a positive root x, we have

(a) cx �> 0 if and only if x = pi for some i such that 1 ≤ i ≤ n, where

pi = s1 . . . si−1ei.
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(b) c−1x �> 0 if and only if x = qi for some i such that 1 ≤ i ≤ n,

where qi = sn . . . si+1ei.

Proof. We only prove part (a); the proof of (b) is similar. If cx =

sn . . . s1x �> 0, there exists a least integer i ≤ n such that si−1 . . . s1x > 0

and si . . . s1x �> 0. Then, invoking (4.10), we get si−1 . . . s1x = ei and

so x = (si−1 . . . s1)
−1ei = s1 . . . si−1ei = pi. Conversely, it is clear that

cpi �> 0. �

The last two results yield an algorithm allowing us to compute all the

positive roots of the quadratic form of a quiver whose underlying graph is

Dynkin.

4.14. Proposition. Let Q be a quiver whose underlying graph is Dynkin

and c be the Coxeter transformation of Q.

(a) If mi is the least integer such that c−mi−1pi �> 0, then the set

{c−spi | 1 ≤ i ≤ n, 0 ≤ s ≤ mi}

equals the set of all the positive roots of qQ.

(b) If ni is the least integer such that cni+1qi �> 0, then the set

{ctqi | 1 ≤ i ≤ n, 0 ≤ t ≤ ni}

equals the set of all the positive roots of qQ.

Proof. We only prove (a). The proof of (b) is similar. Because it is clear

that each c−spi, with 1 ≤ i ≤ n, 0 ≤ s ≤ mi is a positive root, it remains

to show that each positive root is of this form. Let x be a positive root. By

(4.12), there exists s ≥ 0 such that csx > 0 but cs+1x �> 0. By (4.13), we

have csx = pi for some 1 ≤ i ≤ n. Therefore x = c−spi and clearly s ≤ mi.

�

4.15. Examples. (a) Let Q be the quiver
1 3 2
◦←−−−−◦−−−−→◦ whose un-

derlying graph is the Dynkin graph A3. Then E ∼= Q3 and, as before,

s1 =
[−1 0 1

0 1 0

0 0 1

]
, s2 =

[ 1 0 0

0 −1 1
0 0 1

]
, s3 =

[
1 0 0

0 1 0

1 1 −1

]
,

c =
[−1 0 1

0 −1 1
−1 −1 1

]
, c−1 =

[
0 1 −1
1 0 −1
1 1 −1

]
.

We have thus

p1 = e1 =

[
1

0

0

]
, p2 = s1e2 =

[
0

1

0

]
, p3 = s1s2e3 =

[
1

1

1

]
.
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Consequently,

c−1p1 =

[
0

1

1

]
, c−1p2 =

[
1

0

1

]
, c−1p3 =

[
0

0

1

]
,

c−2p1 =
[ 0

−1
0

]
�> 0, c−2p2 =

[−1
0

0

]
�> 0, c−2p3 =

[−1
−1
−1

]
�> 0.

Hence all the positive roots are

[
1

0

0

]
,

[
0

1

0

]
,

[
1

1

1

]
,

[
0

1

1

]
,

[
1

0

1

]
,

[
0

0

1

]
.

(b) Let Q be the quiver

◦3

◦
2

◦4

◦
1

whose underlying graph is the Dynkin graph D4. Then E ∼= Q4 and the

reflections are expressed by the following matrices (in the canonical basis):

s1 =

[−1 1 1 1
0 1 0 0

0 0 1 0

0 0 0 1

]
, s2 =

[
1 0 0 0

1 −1 0 0
0 0 1 0

0 0 0 1

]
,

s3 =

[
1 0 0 0

0 1 0 0

1 0 −1 0
0 0 0 1

]
, s4 =

[ 1 0 0 0

0 1 0 0

0 0 1 0

1 0 0 −1

]
.

Then

c−1 = s1s2s3s4 =

[ 2 −1 −1 −1

1 −1 0 0

1 0 −1 0

1 0 0 −1

]
.

We have

p1 = e1 =

[ 1

0

0

0

]
, p2 = s1e2 =

[ 1

1

0

0

]
,

p3 = s1s2e3 =

[ 1

0

1

0

]
, p4 = s1s2s3e4 =

[ 1

0

0

1

]
.

Hence the complete list of the positive roots, given by the action of c−1 on

the pi:

[ 1

0

0

0

]
c−1

−−−−→

[ 2

1

1

1

]
c−1

−−−−→

[ 1

1

1

1

]
c−1

−−−−→ �> 0,
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1

0

0

]
c−1

−−−−→

[ 1

0

1

1

]
c−1

−−−−→

[ 0

1

0

0

]
c−1

−−−−→ �> 0,[ 1

0

1

0

]
c−1

−−−−→

[ 1

1

0

1

]
c−1

−−−−→

[ 0

0

1

0

]
c−1

−−−−→ �> 0,

[ 1

0

0

1

]
c−1

−−−−→

[ 1

1

1

0

]
c−1

−−−−→

[ 0

0

0

1

]
c−1

−−−−→ �> 0.

VII.5. Reflection functors and Gabriel’s

theorem

We now return to the proof of Gabriel’s theorem. As said before, the

latter states that the path algebra of a connected quiver is representation–

finite if and only if the underlying graph of this quiver is a Dynkin diagram.

In particular, the representation–finiteness of a path algebra is independent

of the orientation of its quiver. This remark led to the definition of reflection

functors [32], which are now understood as APR-tilts (see [18]). Before in-

troducing these, we need some combinatorial considerations meant to make

more precise the idea of a change of orientation.

Let Q = (Q0, Q1, s, t) be a finite, connected, and acyclic quiver and let

n = |Q0|. For every point a ∈ Q0, we define a new quiver

σaQ = (Q′
0, Q

′
1, s

′, t′)

as follows: All the arrows of Q having a as source or as target are reversed, all

other arrows remain unchanged. More precisely, Q′
0 = Q0 and there exists

a bijection Q1 → Q′
1 such that if α′ ∈ Q′

1 denotes the arrow corresponding

to α ∈ Q1 under this bijection, then:

(i) if s(α) �= a and t(α) �= a, then s′(α′) = s(α) and t′(α′) = t(α);

whereas

(ii) if s(α) = a or t(α) = a, then s′(α′) = t(α) and t′(α′) = s(α).

For instance, if Q is the quiver

◦4

◦
2

◦5

◦
3

◦
1
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then σ3Q is the quiver

◦4

◦
2

◦5

◦
3

◦
1

We defined, in the previous section, the notion of an admissible number-

ing of the points of a quiver. We now need a reformulation of this concept.

An admissible sequence of sinks in a quiver Q is defined to be a total

ordering (a1, . . . , an) of all the points in Q such that:

(i) a1 is a sink in Q; and

(ii) ai is a sink in σai−1 . . . σa1Q, for every 2 ≤ i ≤ n.

Dually, an admissible sequence of sources in Q is a total ordering

(b1, . . . , bn) of all the points in Q such that:

(i) b1 is a source in Q; and

(ii) bi is a source in σbi−1 . . . σb1Q, for every 2 ≤ i ≤ n.

It is clear that if (a1, . . . , an) is an admissible sequence of sinks, then

(an, . . . , a1) is an admissible sequence of sources, and conversely. Because,

by hypothesis, Q is acyclic, there exists an admissible numbering (1, . . . , n)

of its points. Such an admissible numbering is always an admissible sequence

of sinks and, conversely, if (a1, . . . , an) is an admissible sequence of sinks,

then an admissible numbering of the points in Q is given by the mapping

ai �→ i. In general, a given quiver admits many admissible sequences of

sinks.

5.1. Lemma. Let Q be a finite, connected, and acyclic quiver whose n

points are admissibly numbered as (a1, . . . , an).

(a) If 1 ≤ i ≤ n, then ai is a source and ai+1 is a sink in σai
. . . σa1Q.

(b) If 1 ≤ i ≤ n, then ai is a sink and ai−1 is a source in σai
. . . σan

Q.

(c) σan
. . . σa1Q = Q = σa1 . . . σan

Q.

Proof. For (a) and (b), an obvious induction on i yields the result. For

(c), we need only observe that each arrow inQ is reversed exactly twice. �

5.2. Lemma. Let Q and Q′ be two trees having the same underlying

graph. There exists a sequence i1, . . . , it of points of Q such that

(a) for each s such that 1 ≤ s ≤ t, is is a sink in σis−1 . . . σi1Q; and

(b) σit
. . . σi1Q = Q′.

Proof. It suffices to prove the result if Q and Q′ differ in the orientation

of exactly one arrow. Let thus α : i → j be an arrow in Q1 such that the
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corresponding arrow in Q′
1 is α′ : j → i whereas if β ∈ Q1, β �= α, then the

corresponding arrow β′ ∈ Q′
1 has the same source and target, respectively,

as β. Let Q′′ = (Q0, Q1 \ {α}); then Q′′ is a (common) subquiver of (both

of the trees) Q and Q′ and it is not connected. Indeed, i and j belong to

distinct connected components of Q′′. We may thus write Q′′ = Qi ∪ Qj,

where Qi and Qj are connected subquivers of Q′′ containing i and j, respec-

tively. Because Qi and Qj are trees, we may assume both to be admissibly

numbered with Qi
0 = {1, . . . , m} and Qj

0 = {m + 1, . . . , n}. Because, by

(5.1), for each k such that 1 ≤ k ≤ m, k is a sink in σk−1 . . . σ1Q
i, hence a

sink in σk−1 . . . σ1Q, and moreover we have σm . . . σ1Q = Q′, the statement

follows. �

We now come to the definition of reflection functors. Let A be a heredi-

tary algebra, which we can assume to be nonsimple. By (1.7), there exists

an algebra isomorphism A ∼= KQA, where QA is a finite, connected, and

acyclic quiver, with n = |(QA)0| > 1. Then there exists a sink a ∈ (QA)0
that is not a source, so that the simple A-module S(a)A is projective and

noninjective. Let

T [a]A = τ−1S(a) ⊕

(⊕
b �=a

P (b)

)

denote the APR-tilting module at a (see (VI.2.8)(c)) and B = End T [a]A.

It also follows from the tilting theorem (VI.3.8) that the left B-module

BT [a] is a tilting module and that A ∼= EndB(T [a])op. We will show that

QB = σaQA, and therefore a is a source in QB. The functors

modA
S+

a−−−−−→←−−−−−
S−

a

modB

defined by the formulas S+
a = HomA(T [a],−) and S−

a = (−) ⊗B T [a] are

called, respectively, the reflection functor at the sink a ∈ (QA)0 and the

reflection functor at the source a ∈ (QB)0. The following theorem shows

that passing from A to B amounts to passing from QA to σaQA; hence the

reflection functors correspond to changes of orientation in the quiver QA.

5.3. Theorem. Let A be a basic hereditary and nonsimple algebra, a be

a sink in its quiver QA, and T [a] be the APR-tilting A-module at a.

(a) The algebra B = EndT [a]A is isomorphic to K(σaQA), a is a source

in QB, the simple B-module S(a)B is injective and isomorphic to
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Ext1A(T [a], S(a)), the left B-module BT [a] is a tilting module, and

A ∼= EndB(T [a])op.

(b) The reflection functor S+
a : mod A → mod B induces an equivalence

between the K-linear full subcategory of modA of all A-modules

without direct summand isomorphic to the simple projective module

S(a)A and the K-linear full subcategory of mod B of all B-modules

without direct summand isomorphic to the simple injective B-module

S(a)B . The quasi-inverse equivalence is induced by the reflection

functor S−
a : modB → modA.

Proof. Throughout this proof, we denote the APR-tilting A-module

T [a] briefly by T , and we use the notation introduced in (VI.3.10).

By our assumption and (1.7), the quiver QA of A is finite, connected,

and acyclic; |(QA)0| ≥ 2; and we may suppose, without loss of generality,

that A = KQA. Note that S(a) = P (a) = εaA, where εc is the stationary

path at c in QA.

By (VI.2.8)(c), we have T =
⊕

c∈(QA)0

Tc, where Ta = τ−1εaA = τ−1P (a)

and Tc = εcA for c �= a. By (VI.3.1)(b), the right B-modules HomA(T, Ta)

and HomA(T, Tb), for b �= a, form a complete set of pairwise nonisomorphic

indecomposable projective modules. For each c ∈ (QA)0, denote by ec ∈

End TA the composition of the canonical projection pc : T → Tc with the

canonical injection uc : Tc → T . According to (3.10), we have ecB ∼=

HomA(T, Tc) for all c ∈ (QA)0 and the elements ec are primitive orthogonal

idempotents of B = EndTA such that

B =
⊕

c∈(QA)0

ecB.

It follows directly from the tilting theorem (VI.3.8) that the left B-module

BT is a tilting module and that A ∼= EndB(T )op.

We claim that the simple B-module S(a)B = eaB/rad eaB is isomorphic

to Ext1A(T, S(a)). For this, we notice first that

Ext1A(T, S(a)) ∼= DHomA(S(a), τT ) ∼= DHomA(S(a), S(a)) ∼= K.

Hence Ext1A(T, S(a)) is a one-dimensional K-vector space and is therefore

simple as a B-module. On the other hand, (VI.3.10)(a) yields

Ext1A(T, S(a))ea
∼= Ext1A(eaT, S(a))

∼= Ext1A(τ−1S(a), S(a)) ∼= DHomA(S(a), S(a)) ∼= K.

This establishes our claim.
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By (VI.2.8)(c), the tilting module TA is separating, and

F(T ) = addS(a)A,

whereas T (T ) is the full subcategory of modA generated by the remaining

indecomposable modules. On the other hand, by (VI.5.6)(b), TA is also

splitting, so that X (TA) = addS(a)B , whereas Y(T ) is the full subcate-

gory mod B generated by the remaining indecomposable modules. Then

(b) follows at once from the tilting theorem (VI.3.8).

To prove that B is hereditary it suffices, by (1.4), to show that, for each

simple B-module SB , we have pd SB ≤ 1. If SB �∼= S(a)B , then SB ∈ Y(T );

hence there exists M ∈ T (T ) such that SB
∼= HomA(T, M). By (VI.4.1),

we have pd SB ≤ pdMA ≤ 1, because A is hereditary. On the other hand,

we know from (IV.3.9) and (IV.4.4) that the almost split sequence in modA

starting with S(a)A = P (a) is of the form

0 −→ S(a) −→
⊕
c �=a

P (c)mc −→ τ−1S(a) −→ 0,

where P (c) = εcA and mc =dimKIrr(S(a), P (c))=dimKεc(radA/rad2A)εa,

by (1.6). In particular, mc equals the number of arrows from c to a in QA.

Thus the direct sum in the almost split sequence is taken over all c ∈ (QA)0
that are neighbours of the sink a. Applying the functor S+

a = HomA(T,−)

to this almost split sequence yields a short exact sequence

0 → HomA(T,
⊕
c→a

P (c)mc) −→ HomA(T, τ−1S(a)) −→ S(a)B → 0

in modB, because Hom A(T, S(a)) = 0, Ext1A(T, S(a)) ∼= S(a)B and

Ext1A(T, P (c)) ∼= DHomA(P (c), S(a)) = 0 for any c �= a. Because the

B-modules HomA(T, τ−1S(a)) and HomA(T, P (c)) ∼= ecB for c �= a are

projective, we infer that pd S(a)B ≤ 1.

It remains to show that QB = σaQ. Clearly, (QB)0 = (QA)0 = (σaQA)0.

On the other hand, it follows from the tilting theorem (VI.3.8) that the

functor S+
a = HomA(T,−) : mod A −→ mod B induces isomorphisms of

K-vector spaces

HomA(εcA, τ−1S(a)) ∼= HomB(ecB, eaB), and

HomA(τ−1S(a), εcA) ∼= HomB(eaB, ecB).

Also, HomB(eaB, ebB) = 0 for all b �= a. Indeed, there are isomorphisms

HomB(eaB, ebB) ∼= HomB(HomA(T, τ−1S(a)), HomA(T, P (b)))

∼= Hom A(τ−1S(a), P (b)),
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and there is no nonzero homomorphism h : τ−1S(a) → P (b), because oth-

erwise, by (1.4), the A-module Im h is projective; hence τ−1S(a) is projec-

tive, and we get a contradiction. This shows our claim, which implies that

Irr(eaB, ebB) = 0 for all b �= a. Then, by (1.6), a is a source in QB .

We now show that S+
a = HomA(T,−) induces, for all b �= a and c �= a, an

isomorphism of K-vector spaces Irr(εbA, εcA) ∼= Irr(ebB, ecB). Because, by

(1.7), the quivers QA and QB are acyclic, we may suppose that b �= c. Then

εbA �∼= εcA and (consequently) ebB �∼= ecB. Therefore, radA(εbA, εcA) =

HomA(εbA, εcA) and radB(ebB, ecB) = HomB(ebB, ecB), so that the func-

tor HomA(T,−) induces an isomorphism radA(εbA, εcA) ∼= radB(ebB, ecB).

We claim that it also induces an isomorphism between the subspaces

rad2
A(εbA, εcA) and rad2

B(ebB, ecB). Indeed, assume that f belongs to

rad2
A(εbA, εcA). Then there exist indecomposable A-modules M1, . . . , Mt

and homomorphisms f ′
j ∈ radA(εbA, Mj), fj ∈ radA(Mj , εcA) such that

f = f1f
′
1 + . . . + frf

′
t . For any j ∈ {1, . . . , t}, Im fj is a submodule of

the projective module εcA and hence is projective by (1.4). Then Im fj

is isomorphic to a direct summand of the indecomposable module Mj and

therefore Mj
∼= Im fj . Consequently, Mj is projective and, by (I.5.17),

there exists aj ∈ (QA)0 such that Mj
∼= εaj

A. Note that aj �= c, because f ′
j

is a nonisomorphism.

The additivity of HomA(T,−) yields

HomA(T, f) = HomA(T,

t∑
j=1

fjf
′
j) =

t∑
j=1

HomA(T, fj)HomA(T, f ′
j).

Now fj ∈ radA(Mj , εcA) implies that HomA(T, fj) ∈ radB(eaj
B, ecB), by

the observation. Similarly, HomA(T, f ′
j) ∈ radB(ebB, eaj

B), and conse-

quently, HomA(T, f) ∈ rad2
B(ebB, ecB). Similarly, one shows that the re-

flection functor S−
a = − ⊗ BT : mod B −→ mod A applies rad2

B(ebB, ecB)

into rad2
A(εbA, εcA). This shows our claim.

Applying (1.6) yields

εc(radA/rad2A)εb
∼= Irr(εbA, εcA) ∼= Irr(ebB, ecB) ∼= ec(radB/rad2B)eb.

Therefore, if b, c �= a, then there is a bijection between the set of arrows

from c to b in QA and in QB.

The same arguments as earlier show the existence of an isomorphism of

K-vector spaces Irr(εbA, τ−1S(a)) ∼= Irr(ebB, eaB) for all b �= a. Applying

(1.6) and (IV. 4.4), we get

εb(radA/rad2A)εa
∼= Irr(εaA, εbA) ∼= Irr(S(a), εbA) ∼= Irr(εbA, τ−1S(a))

∼= Irr(ebB, eaB) ∼= ea(radB/rad2B)eb.
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This defines a bijection between the set of arrows from a to b in QA and

the set of arrows from b to a in QB, and it finishes the proof of the equality

σaQ = QB .

In particular, while S(a)A is a simple projective noninjective module,

we have that S(a)B is a simple injective nonprojective module (because a

becomes a source in QB). �

Now we show that the reflection functors S+
a and S−

a , when applied to

indecomposable modules M , correspond to the reflection homomorphism

sa : Zn −→Zn (as defined in Section 4) applied to their dimension vectors

dimM , where n = |Q0|.

5.4. Proposition. Let A be a basic hereditary and nonsimple algebra,

a be a sink in its quiver QA, and n = |Q0|. Let T [a] be the APR-tilting

A-module at a, B = EndT [a], S+
a , S−

a the reflection functors at a, and

sa : Zn −→Zn the reflection at a.

(a) Let M be an indecomposable A-module. Then M is isomorphic to

S(a)A if and only if S+
a M = 0 (or equivalently, sa(dimM) �> 0).

If M �∼= S(a)A, then S+
a M is an indecomposable B-module and

dim (S+
a M) = sa(dimM).

(b) Let N be an indecomposable B-module. Then N is isomorphic

to S(a)B if and only if S−
a N = 0 (or equivalently, sa(dimN) �>

0). If N �∼= S(a)B , then S−
a N is an indecomposable A-module and

dim (S−
a N) = sa(dimN).

Proof. We only prove (a); the proof of (b) is similar. We denote the

APR-tilting A-module T [a] by T . Because TA is an APR-tilting module,

F(T ) = addS(a)A , by (VI.2.8)(c). It follows from (VI.2.3) that if M is an

indecomposable A-module, then S+
a M = HomA(T, M) = 0 if and only if M

is isomorphic to S(a)A.

Assume that M is an indecomposable module nonisomorphic to S(a)A.

By (5.3), the B-module S+
a M = HomA(T, M) is indecomposable. Let b �= a

be a point in Q = QA. By (VI.3.10), the fact that M ∈ T (T ) implies that

(dimS+
a M)b = dimKHomA(HomA(T, εbA), HomA(T, M))

= dimKHomA(εbA, M)

= dimKMεb = (dimM)b = (sa(dimM))b.

On the other hand, if b = a, we have isomorphisms
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(S+
a M)ea

∼= HomB(eaB, S+
a M)

∼= HomB(HomA(T, τ−1S(a)), HomA(T, S+
a M))

∼= HomA(τ−1S(a), M).

Consider the almost split sequence

0 −→ S(a) −→
⊕
c→a

P (c)mc −→ τ−1S(a) −→ 0

constructed in the proof of (5.3), where mc equals the number of arrows

from c to a in QA. Because M is indecomposable, S(a) is projective, and

M �∼= S(a), there is no nonzero homomorphism M → S(a)A and there-

fore Ext1A(τ−1S(a), M) ∼= DHomA(M, S(a)) = 0. It follows that applying

HomA(−, M) to the almost split sequence yields the exact sequence

0 → HomA(τ−1S(a), M) → HomA(
⊕
c→a

P (c)mc, M) → HomA(S(a), M) → 0.

Therefore

(dimS+
a M)a = dimK(S+

a M)ea = dimKHomA(τ−1S(a), M)

= −dimKHomA(S(a), M) +
∑
c→a

mcdimKHomA(P (c), M)

= −dimKMεa +
∑
c→a

mc(dimKMεc) = (sa(dimM))a.

We have thus shown that dimS+
a M = sa(dimM).

It remains to show that there is an isomorphism M ∼= S(a)A if and

only if the vector sa(dimM) is not positive. If M ∼= S(a)A, then the ath

coordinate of sa(dimM) = sa(ea) equals −1. Conversely, if M �∼= S(a)A,

then sa(dimM) = dimS+
a M > 0, and we are done. �

As shown in (III.1.7), a module over a path K-algebra KQ can be thought

of as a K-linear representation of the quiver Q. We now present the orig-

inal construction of reflection functors given by Bernstein, Gelfand, and

Ponomarev [32] for linear representations of quivers. Here we get it by

translating, in terms of representations of the quivers QA and QB = σaQA,

the effect of the tilting functors S+
a , S−

a between the categories of A-modules

and B-modules.

5.5. Definition. Let Q be a finite connected quiver, a a sink in Q, and

Q′ = σaQ. We define the reflection functor

S+
a : repK(Q) −−−−→ repK(Q′)

between the categories of finite dimensional K-linear representations of the

quivers Q and Q′ as follows. Let M = (Mi, ϕα)i∈Q0,α∈Q1 be an object in
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repK(Q). We define the object S+
a M = (M ′

i , ϕ
′
α)i∈Q′

0,α∈Q′
1

in repK(Q′) as

follows:

(a) M ′
i = Mi for i �= a, whereas M ′

a is the kernel of the K-linear map

(ϕα)α :
⊕

α:s(α)→a

Ms(α)−→Ma (the direct sum is being taken over all arrows

α in Q with target a);

(b) ϕ′
α = ϕα for all arrows α : i → j in Q with j �= a, whereas, if

α : i → a is an arrow in Q, then ϕ′
α : M ′

a → M ′
i = Mi is the composition of

the inclusion of M ′
a into

⊕
α:s(β)→a

Ms(β) with the projection onto the direct

summand Mi.

Let f = (fi)i∈Q0 : M −→ N be a morphism in repK(Q), where M =

(Mi, ϕα) and N = (Ni, ψα). We define the morphism

S+
a f = f ′ = (f ′

i)i∈Q′
0

: S+
a M → S+

a N

in repK(Q′) as follows. For all i �= a, we let f ′
i = fi, whereas f ′

a is the

unique K-linear map, making the following diagram commutative

0 −→ (S+
a M)a −−−−→

⊕
α:s(α)→a

Ms(α)
(ϕα)α
−−−−→ Ma

|

|

↓
f ′

a

�L

α

fs(α)

�fa

0 −→ (S+
a N)a −−−−→

⊕
α:s(α)→a

Ns(α)
(ψα)α
−−−−→ Na

Now we define the reflection functor attached to a source.

Let Q′ be a finite connected quiver, a be a source in Q′, and Q = σaQ′.
We define a reflection functor

S−
a : repK(Q′) −−−−→ repK(Q)

between the categories of finite dimensional K-linear representations of the

quivers Q′ and Q as follows. Let M ′ = (M ′
i , ϕ

′
α)i∈Q′

0,α∈Q′
1

be an object in

repK(Q′). We define the object S−
a M ′ = (Mi, ϕα)i∈Q0,α∈Q1 in repK(Q′) as

follows:

(a′) Mi = M ′
i for all i �= a, whereas Ma is the cokernel of the K-linear

map (ϕ′
α)α : M ′

a −→
⊕

α:a→t(α)

M ′
t(α) (the direct sum is being taken over all

arrows α in Q′ with source a);

(b′) ϕα = ϕ′
α for all arrows α : i → j in Q′ with i �= a, whereas, if

α : a → j is an arrow in Q′, then ϕα : Mj = M ′
j → Ma is the composition of

the inclusion of M ′
j into

⊕
α:a→t(β)

M ′
t(β) with the cokernel projection onto Ma.

Let f ′ = (f ′
i)i∈Q′

0
: M ′ −→ N ′ be a morphism in repK(Q′), where

M ′ = (M ′
i , ϕ

′
α) and N ′ = (N ′

i , ψ
′
α). We define the morphism S−

a f ′ =
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f = (fi)i∈Q0 : S−
a M ′ → S−

a N ′ in repK(Q) as follows. For all i �= a, we

let fi = f ′
i , whereas fa is the unique K-linear map, making the following

diagram commutative

M ′
a −−−−→

⊕
α:a→t(α)

M ′
t(α)

(ϕα)α
−−−−→ (S−

a M ′)a −→ 0�f ′
a

�L

α

f ′
t(α)

|

|

↓
fa

N ′
a −−−−→

⊕
α:a→t(α)

N ′
t(α)

(ψα)α
−−−−→ (S−

a N ′)a −→ 0

The following proposition shows that, up to the equivalences of cate-

gories (constructed in (III.1.6)) between modules over a path algebra and

representations of its quiver, the reflection functors S+
a and S−

a coincide

respectively with the reflection functors S+
a and S−

a defined earlier.

5.6. Proposition. Let Q be a finite, connected, and acyclic quiver; a be

a sink in Q; and Q′ = σaQ. Then the following diagram is commutative

modKQ
S+

a−−−−−→←−−−−−
S−

a

modKQ′

F

�∼= F ′

�∼=

repK(Q)
S+

a−−−−−→←−−−−−
S−

a

repK(Q′)

that is, S+
a F ∼= F ′S−

a and S−
a F ′ ∼= FS+

a , where F and F ′ are the category

equivalences defined in (III.1.6) for KQ and KQ′, respectively.

Proof. We only prove that S+
a F ∼= F ′S+

a ; the proof of the second state-

ment is similar. We let A = KQ and B = KQ′, and we use freely the

notation of (5.1)–(5.5). We recall from (III.1.6) that the functor F asso-

ciates with any module M in modA the representation FM = ((FM)i, ϕα)

in repK(Q), where (FM)i = Mεi and, for an arrow α : i → j in Q, the

K-linear map ϕα : Mεi → Mεj is defined by x �→ xα = xαεj. The functor

F ′ is defined analogously, with εi and ei interchanged.

Let b �= a be a point in Q. It follows from (5.3) and (I.4.2), that

(F ′S+
a M)b = (S+

a M)eb
∼= HomB(ebB, S+

a M) ∼= HomB(S+
a (ebA), S+

a M)

∼= HomA(εbA, M) ∼= Mεb = (S+
a FM)b,
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and the composed isomorphism (F ′S+
a M)b

∼= (S+
a FM)b is obviously func-

torial. On the other hand, if b = a, we have vector space isomorphisms

(F ′S+
a M)a = (S+

a M)ea
∼= HomB(eaB, S+

a M)

∼= HomB(S+
a (τ−1S(a)), S+

a M)) ∼= HomA(τ−1S(a), M).

We recall that the almost split sequence in mod A starting from the simple

projective module S(a) = P (a) is of the form

0 −→ S(a)
u

−→
⊕
c �=a

P (c)mc −→ τ−1S(a) −→ 0,

where P (c) = εcA, mc = dimKIrr(S(a), P (c)) = dimKεc(radA/rad2A)εa

is the number of arrows α : c → a in Q. Hence, there are K-linear iso-

morphisms Irr(S(a), P (c)) ∼= εc(radA/rad2A)εa
∼=

⊕
α:c→a

Kα, because the

set of all arrows α : c → a in QA = Q gives (by definition) a basis of the

K-vector space εc(radA/rad2A)εa. The left minimal almost split morphism

u = (uc)c : S(a) −→
⊕
c �=a

P (c)mc is such that, for each c, the homomorphism

uc = [uc1 . . . ucmc
]t : S(a)−→P (c)mc is given by a basis {uc1 . . . ucmc

} of

the K-vector space Irr(S(a), P (c)). We may therefore rewrite uc as (uα),

where α runs over all arrows c → a, so that the almost split sequence

becomes

0−→S(a)
u=(uα)α
−−−−−−→

⊕
α:s(α)→a

P (s(α))
v

−−−−−−→ τ−1S(a)−→ 0

where the direct sum is being taken over all arrows α in QA = Q having

a as a target. Applying HomA(−, M) yields the top left exact sequence in

the commutative diagram

0→HomA(τ−1S(a), M)→HomA(
⊕

α:s(α)→a

P (s(α)), M)
HomA(u,M)
−−−−−−−→HomA(S(a), M)

∼=
� ∼=

�
0−→ (S+

a FM)a −→
⊕

α:s(α)→a

(FM)s(α)
(ϕα)α

−−−−−−→ (FM)a

where (FM)j = Mεj , HomA(u, M) = (HomA(u, M)α)α:s(α)→a, and the

vertical isomorphisms are induced by the isomorphism HomA(eA, L) ∼= Le

of (I.4.2), where L is an A-module and e is an idempotent of A. The lower

row is (left) exact by definition of S+
a . Therefore there exists a K-vector

space isomorphism HomA(τ−1S(a), M) ∼= (S+
a FM)a making the left-hand
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square commutative. Hence (S+
a FM)a

∼= (F ′S+
a M)a. A simple calculation

(left as an exercise) shows that the vector space isomorphisms (S+
a FM)c

∼=

(F ′S+
a M)c for c ∈ Q0 induce an isomorphism of representations S+

a FM ∼=

F ′S+
a M in repK(Q′). It is also easy to verify that this isomorphism is

functorial, so that we have F ′S+
a

∼= S+
a F . �

The following corollary summarises the properties of the functors S+
a ,

S−
a that translate those of the functors S+

a , S−
a into the language of rep-

resentations of a quiver. The proof is easy and left as an exercise to the

reader.

5.7. Corollary. Let Q be a finite, connected, and acyclic quiver with

at least two points; a a sink in Q; and Q′ = σaQ. The reflection functors

S+
a : repK(Q) → repK(Q′) and S−

a : repK(Q′) → repK(Q) satisfy the

following properties:

(a) The functor S−
a is left adjoint to S+

a .

(b) If M is indecomposable in repK(Q), then the following three condi-

tions are equivalent:

(i) S+
a M �= 0,

(ii) M �∼= S(a),

(iii) sa(dim M) > 0.

Moreover, if this is the case, then dimS+
a M = sa(dim M), S−

a S+
a M ∼= M

and S+
a induces an algebra isomorphism EndM ∼= End(S+

a M).

(c) If M ′ is indecomposable in repK(Q′), then the following three condi-

tions are equivalent:

(i) S−
a M ′ �= 0,

(ii) M ′ �∼= S(a),

(iii) sa(dim M ′) > 0.

Moreover, if this is the case, then dimS−
a M ′ = sa(dim M ′), S+

a S−
a M ′ ∼=

M ′, and S−
a induces an algebra isomorphism End M ′ ∼= End(S−

a M ′).
(d) The functors S+

a and S−
a induce quasi-inverse equivalences between

the K-linear full subcategory of repK(Q) of the representations having no

direct summand isomorphic to the simple projective representation S(a),

and the K-linear full subcategory of repK(Q′) of the representations having

no direct summand isomorphic to the simple injective representation S(a).

�

Let A be a hereditary nonsimple algebra and (j1, . . . , jn) be an admissible

numbering of the points of QA. It follows from (5.1)–(5.4) that the functors

C+ = S+
jn

. . . S+
j1

and C− = S−
j1

. . .S−
jn
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are endofunctors of mod A. They are called the Coxeter functors. The

definition of C+ and C− does not depend on the choice of the admissi-

ble numbering (j1, . . . , jn) of the points of QA, because of the following

interpretation of the Coxeter functors in terms of the Auslander–Reiten

translation.

5.8. Lemma. Let A be a hereditary and nonsimple K-algebra, and let

(j1,. . ., jn) be an admissible numbering of the points of QA.

(a) If M is an indecomposable nonprojective A-module, then there are

A-module isomorphisms C+M ∼= τM and C−C+M ∼= M .

(b) If N is an indecomposable noninjective A-module, then there are

A-module isomorphisms C−N ∼= τ−1N and C+C−N ∼= N .

Proof. In view of (IV.2.10), it suffices to prove the first statements in

(a) and (b). We only prove (a); the proof of (b) is similar. We may as-

sume the points of QA to be admissibly numbered as (1, . . . , n). Apply-

ing repeatedly (5.3) to the admissible sequence of sinks (1, . . . , n), we see

that for each i such that 1 ≤ i ≤ n, the module P (i) is simple projective

over K(σi−1 . . . σ1QA) and that, for every indecomposable nonprojective

A-module M , we have

HomA

(
τ−1(

i⊕
k=1

P (k)) ⊕ (

n⊕
l=i+1

P (l)), M

)
∼= S+

i . . .S+
1 M.

Therefore C+M = S+
n . . . S+

1 M ∼= HomA(τ−1A, M). Because the algebra A

is hereditary, (IV.2.14) applies to A and M , and we get A-module isomor-

phisms C+M ∼= HomA(τ−1A, M) ∼= HomA(A, τM) ∼= τM . �

We also need the following technical result.

5.9. Lemma. Let A be a hereditary and nonsimple algebra, (j1, . . . , jn)

be an admissible numbering of the points of QA, and M be an indecompos-

able module in mod A.

(a) If b ≤ a ≤ n and sja
. . . sj1 (dimM) > 0, then sjb

. . . sj1(dimM) >

0, the module S+
jb

. . .S+
j1

M over the algebra K(σjb
. . . σj1QA) is in-

decomposable, and dimS+
jb

. . . S+
j1

M = sjb
. . . sj1 (dimM).

(b) If c(dimM) > 0, then the module C+M is indecomposable and

dimC+M = c(dimM).

Proof. We assume for simplicity that the points of QA are admissibly

numbered as (1, . . . , n). Assume to the contrary that there exists b ≤ a

such that sb . . . s1(dimM) �> 0. We clearly may suppose that b is minimal
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with this property, that is, that sc . . . s1(dimM) > 0 for all c ≤ b − 1.

It follows from (5.4)(a) and an obvious induction, that for any c ≤ b − 1,

the module S+
c . . . S+

1 M over the algebra K(σc . . . σ1QA) is indecompos-

able and dim (S+
c . . .S+

1 M) = sc . . . s1(dimM). Furthermore, the module

S+
b−1 . . .S+

1 M ∼= S(b) is simple projective over the algebra K(σb . . . σ1QA).

Therefore dim (S+
b−1 . . .S+

1 M) is the canonical basis vector eb of Zn so that

sa . . . s1(dimM) = sa . . . sb(eb) = sa . . . sb+1(−eb) = −eb �> 0, which is a

contradiction.

This shows indeed that sb . . . s1(dimM) > 0 for all b ≤ a, but also that,

for any b ≤ a, the module S+
b . . .S+

1 M over the algebra K(σb . . . σ1QA) is in-

decomposable and dim (S+
b . . . S+

1 M) = sb . . . s1(dimM). This completes

the proof of (a). To prove (b), we apply (a) to the case where a = n. �

We are now able to prove Gabriel’s theorem.

5.10. Theorem. Let Q be a finite, connected, and acyclic quiver; K be

an algebraically closed field; and A = KQ be the path K-algebra of Q.

(a) The algebra A is representation-finite if and only if the underlying

graph Q of Q is one of the Dynkin diagrams An, Dn, with n ≥ 4,

E6, E7, and E8.

(b) If Q is a Dynkin graph, then the mapping dim : M �→ dimM

induces a bijection between the set of isomorphism classes of inde-

composable A-modules and the set {x ∈ Nn; qQ(x) = 1} of positive

roots of the quadratic form qQ of Q.

(c) The number of the isomorphism classes of indecomposable A-mod-

ules equals 1
2n(n + 1), n2 − n, 36, 63, and 120, if Q is the Dynkin

graph An, Dn, with n ≥ 4, E6, E7, and E8, respectively.

Proof. Necessity of (a). Assume that Q is not a Dynkin diagram. By

(2.1), Q contains a Euclidean graph as a subgraph. By (2.2), we may assume

that Q is itself Euclidean. If Q = Ãm for some m ≥ 1, then (2.3) gives

that KQ is representation-infinite. Otherwise, we observe that, according

to (5.3), the algebra KQ is representation–infinite if and only if K(σaQ)

is representation–infinite for each sink (or source) a of Q. Thus, if Q is

Euclidean of type D̃n (for some n ≥ 4) or Ẽp (for p = 6, 7, or 8), it follows

from (2.7) and (5.2) that KQ is representation–infinite. We have thus shown

that if KQ is representation–finite, then Q is a Dynkin graph.

Sufficiency of (a). Assume that Q is a quiver whose underlying graph is

a Dynkin graph. We must show that A = KQ is representation–finite. We

may assume the points of Q to be admissibly numbered as (1, . . . , n). Let
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M be an indecomposable A-module. We claim that the vector x = dimM

is a positive root of the quadratic form qQ of the quiver Q.

Let c = sn . . . s1 denote the Coxeter transformation of Q and C+ =

S+
n . . .S+

1 , C− = S−
1 . . . S−

n be the Coxeter functors defined with respect to

the admissible numbering (1, . . . , n) of points of Q. By (4.12), there exists

a least t ≥ 0 such that ctx > 0 but ct+1x �> 0. Because c = sn . . . s1,

there also exists a least i such that 0 ≤ i ≤ n − 1, si . . . s1c
tx > 0, but

si+1si . . . s1c
tx �> 0.

By applying (5.9)(b) repeatedly, we prove that the right A-modules

C+M, C+2M, . . . , C+tM are indecomposable and that

dimC+jM = cj(dimM)

for all j ≤ t. Then applying (5.9)(a) to C+tM we conclude that M ′ =

S+
i . . .S+

1 C+tM is an indecomposable module over K(σi . . . σ1Q) and

dim (S+
i . . .S+

1 C+tM) = si . . . s1c
t(dimM) = si . . . s1c

tx.

Because si+1(dimM ′) �> 0, there is an isomorphism M ′ ∼= S(i + 1), by

(5.4)(a). But then si . . . s1c
tx = ei+1, and according to (4.14) the vector

x = c−ts1 . . . siei+1 = c−tpi+1 (in the notation of (4.13)) is a positive

root of qQ. Furthermore, in view of (5.8) and (5.3)(b), the isomorphism

S+
i . . .S+

1 C+tM ∼= S(i + 1) yields M ∼= C−tS−
1 . . .S−

i S(i + 1).

We have shown that the mapping dim : M �→ dimM takes an inde-

composable A-module to a positive root of qQ. Moreover, the integers i

and t as defined earlier, only depend on the vector x = dimM . Thus, if

M , N are two indecomposable A-modules such that dimM = x = dimN ,

we have, as earlier S+
i . . .S+

1 C+tM ∼= S(i + 1) ∼= S+
i . . .S+

1 C+tN so that

M ∼= C−tS−
1 . . .S−

i S(i + 1) ∼= N . Thus dim is an injective mapping from

the set of isomorphism classes of indecomposable A-modules to the set of

positive roots of qQ.

Finally, the mapping is surjective because, by (4.14), every positive root

x of qQ is of the form x = c−tpi+1 = c−ts1 . . . siei+1, for some i and t.

But then the indecomposable module M = C−tS−
1 . . .S−

i S(i + 1) satisfies

x = dimM . Because qQ has only finitely many positive roots, by (3.4) and

(4.6), A has only finitely many nonisomorphic indecomposable modules.

This finishes the proof of (a) and (b).

The statement (c) follows from (b) and the fact that the number of

positive roots of qQ equals 1
2n(n + 1), n2 − n, 36, 63, and 120 if Q is the

Dynkin graph An, Dn, with n ≥ 4, E6, E7, and E8, respectively (see [41],

[95], and Exercises 10, 11, and 12). �
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The reader may have observed that we have shown in the course of the

proof (with the preceding notation) the following useful fact.

5.11. Corollary. For any indecomposable module M over a represen-

tation–finite hereditary algebra A, there exist integers t ≥ 0 and i with

0 ≤ i ≤ n − 1 (depending only on the vector dimM ) such that

M ∼= C−tS−
1 . . .S−

i S(i + 1). �

We can deduce from Gabriel’s theorem the shape of the Auslander–Reiten

quiver of a representation–finite hereditary algebra. We first obtain an

expression of the indecomposable projective and injective modules by means

of the reflection functors.

5.12. Corollary. Let Q be a Dynkin quiver with n points admissibly

numbered as (1, . . . , n) and let i be such that 1 ≤ i ≤ n. Denote by P (i) and

I(i), respectively, the corresponding indecomposable projective and injective

KQ-modules corresponding to the point i ∈ Q0.

(a) If S(i) denotes the simple K(σi . . . σnQ)-module corresponding to i

in σi . . . σnQ, then P (i) ∼= S−
1 . . .S−

i−1S(i) and pi = dimP (i).

(b) If S(i) denotes the simple K(σi . . . σnQ)-module corresponding to i

in σi . . . σ1Q, then I(i) ∼= S+
n . . . S+

i+1S(i) and qi = dim I(i).

Proof. We only prove (a); the proof of (b) is similar. By Gabriel’s

theorem (5.10), the indecomposable KQ-modules are uniquely determined

up to isomorphism by their dimension vectors; hence it suffices to show that

pi = s1 . . . si−1(ei) = dimP (i).

We show by descending induction on k with 1 ≤ k ≤ i that sk . . . si−1(ei)j

equals 1 if k ≤ j ≤ i and there exists a path from i to k through j, and

equals 0 otherwise. There is nothing to show if k = i. Assume k < i and

that the statement holds for all k < j ≤ i. There is at most one point

j in Q such that k < j ≤ i and there is an arrow j → k and a path

from i to j. Indeed, the existence of two such points j would contradict

the fact that Q is a tree. Hence it follows from the definition of sk that

sk . . . si−1(ei)k = 1 if there exists k < j ≤ i such that there is an arrow

j → k and a path from i to j (that is, if there exists a path from i to k),

and sk . . . si−1(ei)k = 0 otherwise. Because, by our inductive assumption,

[sksk+1 . . . si−1(ei)]j = [sk+1 . . . si−1(ei)]j for all j �= k, this shows our

claim. The result follows after setting k = 1. �
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5.13. Proposition. Let A be a representation–finite hereditary algebra.

(a) For every indecomposable A-module M , there exist t ≥ 0 and an

indecomposable projective A-module P such that M ∼= τ−tP .

(b) The Auslander–Reiten quiver Γ(modA) of A is acyclic.

Proof. We assume for simplicity that the points of QA are admissibly

numbered as (1, . . . , n). Let C− = S−
1 . . . S−

n be the Coxeter functor.

(a) By (5.11), there exists a pair of integers t ≥ 0 and 0 ≤ i ≤ n− 1 such

that M ∼= C−tS−
1 . . . S−

i S(i + 1). The result follows from (5.8) and (5.12).

(b) Assume that

M0 → M1 → . . . → Ms = M0

is a cycle in Γ(mod A). By (a), for each i with 0 ≤ i < s, there exist ti ≥ 0

and ai ∈ (QA)0 such that Mi
∼= τ−tiP (ai). Let t = min{ti | 0 ≤ i < s}.

Then the previous cycle induces a cycle

τ tM0 → τ tM1 → . . . → τ tMs = τ tM0

in Γ(modA), because it follows from (IV.2.15) that Irr(X, Y ) ∼= Irr(τX, τY )

for any pair of indecomposable nonprojective modules X and Y . Moreover,

by definition of t, this cycle passes through a projective A-module. Because

A is hereditary, by (1.10), the cycle consists of indecomposable projective

modules connected by irreducible monomorphisms, which is a contradiction.

�

5.14. Corollary. Let M be an indecomposable module over a representa-

tion–finite hereditary algebra A. Then EndAM ∼= K and Ext1A(M, M) = 0.

Proof. By (5.13)(a), there exist t ≥ 0 and an indecomposable projec-

tive A-module P such that M ∼= τ tP . Applying (IV.2.14) and (IV.2.15)

we get a sequence of isomorphisms HomA(M, M) ∼= HomA(τ tP, τ tP ) ∼=

HomA(P, P ) ∼= K (by (1.5)) and Ext1A(M, M) ∼= DHomA(M, τM) ∼=

DHomA(τ tP, τ t+1P ) ∼= DHomA(P, τP ) ∼= Ext1A(P, P )=0. �

By (IV.2.14), the fact that each indecomposable module over a represen-

tation–finite hereditary algebra A is a brick implies that Ext1A(M, τM) is

one-dimensional for each indecomposable nonprojective module MA and,

hence, any nonsplit short exact sequence 0 → τM → L → M → 0 is almost

split.

We also note that it follows from (1.10) and (5.14) that the combinatorial

method of constructing the Auslander–Reiten quiver explained in Examples

(IV.4.10)–(IV.4.14) works perfectly well for representation–finite hereditary

algebras.
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5.15. Examples. (a) Let Q be the quiver
1 3 2
◦←−−−−◦−−−−→◦ whose un-

derlying graph is the Dynkin graph A3. We wish to construct a complete

list of the nonisomorphic indecomposable KQ-modules.

The simple representations are:

S(1) = (K←−0−→0), S(2) = (0←−0−→K), and S(3) = (0←−K−→0).

The indecomposable projective representations are:

P (1) = S(1), P (2) = S(2), and P (3) = (K
1

←−K
1

−→K).

The indecomposable injective representations are: I(3) = S(3),

I(1) = (K
1

←−K−→0), and I(2) = (0←−K
1

−→K).

The positive roots of qQ have been computed in (4.15)(a). We see in par-

ticular that every indecomposable KQ-module is either projective or injec-

tive. To construct Γ(modKQ) as in (IV.4.10), it suffices to observe that

rad P (3) ∼= P (1) ⊕ P (2). The construction proceeds easily:

100 011

↘ ↗ ↘
111 010

↗ ↘ ↗
001 110

(b) Let Q be the quiver
◦2

◦3

◦
1

◦
4

whose underlying graph is the Dynkin graph D4. We wish to construct a

complete list of the nonisomorphic indecomposable KQ-modules.

The simple representations are:

S(1) =

( 0
↘

K←−0
↗

0

)
S(3) =

( 0
↘

0←−0
↗

K

)

S(2) =

(
K
↘

0←−0
↗

0

)
S(4) =

( 0
↘

0←−K
↗

0

)
The indecomposable projective representations are: P (1) = S(1) and

P (2)=

 K

↘
1

K←−0
↗

0

 P (3)=

 0
↘

K←−0
↗

1
K

 P (4)=

( 0
↘

K
1

←−K
↗

0

)
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The indecomposable injective representations are:

I(1) =

K

↘
1

K
1

←−K
↗

1
K

 ,

I(2) = S(2), I(3) = S(3), and I(4) = S(4).

The positive roots of qQ have been computed in (4.15)(b). To obtain the

remaining indecomposable representations, it suffices, by Gabriel’s theorem

(5.10), to exhibit, for each positive root x, an indecomposable representation

having x as dimension vector. We thus have four other indecomposable

representations, given respectively by:

(1) dimM1 =
(

1
2 1

1

)
, then M1 =


K

↘
1

[ 1
1 ]

K
2←−K

↗
1

K

 (this is indeed an

indecomposable representation, by the proof of (2.6));

(2) dimM2 =
(

0
1 1

1

)
, then M2 =

 0
↘

K
1

←−K
↗

1
K


(3) dimM3 =

(
1
1 1

0

)
, then M3 =

K

↘
1

K
1

←−K
↗

0
0


(4) dimM4 =

(
1
1 0

1

)
, then M4 =

K

↘
1

K←−0
↗

1
K


(indeed, M2, M3, and M4 are indecomposable, because each has a simple

socle isomorphic to S(1)).

To construct Γ(modKQ), we note that there are isomorphisms

rad P (2) ∼= rad P (3) ∼= rad P (4) ∼= P (1).

The construction then proceeds easily, as in (IV.4.10)–(IV.4.14):

1
1 0

0

0
1 1

1

1
0 0

0

↗ ↘ ↗ ↘ ↗
0
1 0

0
→ 0

1 1
0

→ 1
2 1

1
→ 1

1 0
1

→ 1
1 1

1
→ 0

0 1
0

↘ ↗ ↘ ↗ ↘
0
1 0

1

1
1 1

0

0
0 0

1
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(c) Let Q be the quiver

3
◦�

◦←−−−−◦←−−−−◦−−−−→◦−−−−→◦
1 2 6 5 4

with underlying graph E6. Then Γ(modKQ) is the quiver

0
00001

0
10000

↘ ↙
0

00011
1

00000
0

11000

↙ ↘
� ↙ ↘

0
00010

1
11111

0
01000

↘ ↙
� ↘ ↙

1
11110

0
11111

1
01111

↙ ↘
� ↙ ↘

1
11100

1
12221

1
00111

↘ ↙
� ↘ ↙

1
12211

1
01110

1
11221

↙ ↘
� ↙ ↘

0
01111

2
12321

0
11110

↘ ↙
� ↘ ↙

1
01221

1
11211

1
12210

↙ ↘
� ↙ ↘

1
00110

1
12321

1
01100

↘ ↙
� ↘ ↙

1
11210

0
01110

1
01211

↙ ↘
� ↙ ↘

0
11100

1
01210

0
00111

↘ ↙
� ↘ ↙

0
01100

1
00100

0
00110

↘
� ↙
0

00100

We leave to the reader as an exercise to describe explicitly each of the

indecomposable KQ-modules as a representation. Notice that the largest

root 2
12321 has already been described in the proof of (2.6).
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VII.6. Exercises

1. Show that each of the following matrix algebras is hereditary:

(a)

[
K 0 0 0

K K 0 0

K K K 0

K K 0 K

]
(b)

[
K 0 0 0

K K 0 0

K 0 K 0

K 0 0 K

]
(c)


K 0 0 0 0 0

K K 0 0 0 0

K 0 K 0 0 0

K 0 K K 0 0

K 0 K 0 K 0

K 0 K 0 K K

 .

In each case, give the ordinary quiver, then describe the indecomposable

projective and the indecomposable injective modules.

2. Construct, as a matrix algebra, a hereditary algebra whose ordinary

quiver is one of the following:

(a)

◦ ◦
↖ ↙

◦
↙ ↖
◦ ◦

(b)

◦
↙

◦←−−−−◦←−−−−◦
↖

◦

(c) ◦←−−−−←−−−−◦

3. Let A be an algebra. Show that the following conditions are equiva-

lent:

(a) A is hereditary.

(b) For each module MA, the functor Ext1A(M,−) is right exact.

(b) For each module AN , the functor TorA1 (−, N) is left exact.

4. Let A be a finite dimensional basic connected hereditary algebra. Show

that the following conditions are equivalent:

(a) A is a Nakayama algebra.

(b) A ∼= Tn(K) for some n ≥ 1.

(c) A admits a projective-injective indecomposable module.

5. An algebra A is called triangular if there exists a hereditary algebra

H and a surjective algebra morphism ϕ : H → A such that Ker ϕ ⊆ rad2H .

Show that A is triangular if and only if QA is acyclic.

6. Let Q be the quiver

◦�
◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦

Construct bricks having as dimension vectors 1
11210,

1
12321, and 1

01221, re-

spectively.
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7. Show that each of the following integral quadratic forms is positive

definite:

(a) x2
1 + x2

2 + x2
3 + x2

4 − x1x2 − x1x3 − x2x4 − x3x4 + x1x4.

(b) x2
1 + x2

2 + x2
3 + x2

4 − x1x2 + x1x3 − x1x4 − x2x3 + x2x4 − x3x4.

8. Show that each of the following integral quadratic forms is weakly

positive but not positive definite.

(a) x2
1 + x2

2 + x2
3 − x1x2 + x1x3 + x2x3.

(b) x2
1 + x2

2 + x2
3 + x2

4 − x1x2 − x1x3 − x2x4 − x3x4 + 2x1x4.

(c) x2
1 + x2

2 + x2
3 + x2

4 + x2
5 + x2

6 − x1x4 − x2x4 − x3x4 − x4x5 − x4x6

+x1x5 + x1x6 + x2x5 + x2x6 + x3x5 + x3x6.

Show that the quadratic form (c) is not positive semidefinite.

9. A vector x ∈ Zn is called sincere if all its coordinates are nonzero .

Let x be a sincere positive root of a weakly positive integral quadratic form

q. Show that the following conditions are equivalent:

(a) x is a maximal root.

(b) si(x) ≤ x for each i.

(c) Diq(x) ≥ 0 for each i.

10. Let Q be a quiver with underlying graph

Am : 1 2 m−1 m
◦ ◦ · · · ◦ ◦ (m ≥ 1).

Show that the positive roots of qQ in F =
⊕m

i=1 eiZ are just the vectors

e1, . . . , en and ei + ei+1 + . . . + ej , where 1 ≤ i < j ≤ m. Thus Q affords
m(m+1)

2
positive roots.

11. Let Q be the quiver with underlying graph

D̃n :

◦ 1

n n−1 3�
◦ ◦ · · · ◦ ◦

�
◦ 2

(n ≥ 4).

Show that the positive roots of qQ in F =
⊕n

i=1 eiZ are just the vectors

e1, . . . , en, ei + ei+1 + . . . + ej, where 1 ≤ i < j ≤ n, and j ≥ 3, e1 + e3 +

. . . + ej , where j ≥ 3, e1 + e2 + 2(e3 + . . . + ei) + ei+1 + . . . + ej, where

3 ≤ i < j ≤ n. Thus Q affords n(n − 1) positive roots.

12. Compute all the positive roots for E6, E7, and E8 (one finds, respec-

tively, 36, 63, and 120 positive roots).





Chapter VIII

Tilted algebras

As seen in the preceding chapters, the Auslander–Reiten quiver of an
algebra is a very useful combinatorial invariant allowing us to store algebraic
information about the module category. We were, for instance, able to use
it to compute homomorphisms and extensions between modules, as well
as to construct an algebra obtained by tilting from one that was known
before. However, its usefulness is not restricted to being a device for storing
information. As we shall see in this chapter, its combinatorial properties
can be used to characterise classes of algebras.

We start from the results of Chapter VII on the Auslander–Reiten quiver
of a representation–finite hereditary algebra A; it follows from these results
that the full subquiver of Γ(modA) consisting of the projective points is
connected, acyclic, and meets each τ -orbit of Γ(modA) exactly once and
every path in Γ(modA) having its source and target in it must entirely
lie in it. These three properties characterise what is called a section in a
(generally infinite) component of the Auslander–Reiten quiver.

We first generalise this remark by showing that any representation–
infinite hereditary algebra has sections in two infinite components, which
we call postprojective and preinjective. We then define a new class of alge-
bras, the so-called tilted algebras, which now play a prominent rôle in the
representation theory of algebras and which are obtained from hereditary
algebras by tilting. The main result of this chapter is a handy criterion,
independently obtained by Liu [111] and Skowroński [156], which charac-
terises the tilted algebras as being those algebras B having a faithful section
Σ in a component C of Γ(modB) such that HomB(U, τV ) = 0 for all mod-
ules U , V from Σ. Throughout this chapter, and contrary to the previous
ones, our emphasis is on studying representation–infinite algebras rather
than representation–finite ones.

VIII.1. Sections in translation quivers

Because our objective in this chapter is to describe combinatorial prop-
erties of connected components of the Auslander–Reiten quiver of a (not
necessarily representation–finite) hereditary algebra or of an algebra “close”
to being hereditary, we recall that such a component has the combinatorial
structure of a translation quiver, as defined in (IV.4.7). We need a special
type of translation quiver.

301
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1.1. Definition. Let Σ = (Σ0, Σ1) be a connected and acyclic quiver.
We define an infinite translation quiver (ZΣ, τ) as follows. The set of
points of ZΣ is (ZΣ)0 = Z × Σ0 = {(n, x) | n ∈ Z, x ∈ Σ0} and, for each
arrow α : x → y in Σ1, there exist two arrows

(n, α) : (n, x) → (n, y) and (n, α′) : (n + 1, y) → (n, x)

in (ZΣ)1, and these are all the arrows in (ZΣ)1. We define the translation
τ on ZΣ by τ (n, x) = (n + 1, x) for all (n, x) ∈ (ZΣ)0.

For every (n, x) ∈ (ZΣ)0, we define a bijection between the set of arrows
of target (n, x) and the set of arrows of source (n + 1, x) by the formulas

σ(n, α) = (n, α′) and σ(n, α′) = (n + 1, α).

For example, let Σ be the quiver

◦ 3

◦2

◦
4

◦1

◦
5

Then ZΣ is the translation quiver

(2,2) (1,2) (0,2) (−1,2) (−2,2)

↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘
· · · →(2,3) →(1,1) →(1,3)→(0,1)→(0,3)→(−1,1) →(−1,3) →(−2,1) →(−2,3) →◦ · · ·

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗
(2,4) (1,4) (0,4) (−1,4) (−2,4)

↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘
· · · (2,5) (1,5) (0,5) (−1,5) · · ·

We denote by NΣ the full translation subquiver of ZΣ consisting of all
points (n, x) ∈ (ZΣ)0 with n ≥ 0 and, similarly, by (−N)Σ the full transla-
tion subquiver of ZΣ consisting of all points (n, x) ∈ (ZΣ)0 with n ≤ 0.

Clearly, the quiver ZΣ thus defined is a translation quiver with nei-
ther projectives nor injectives, and the maps τ : (ZΣ)0 → (ZΣ)0 and
σ : (ZΣ)1 → (ZΣ)1 are bijective. Moreover, it is easily verified that the
quiver Σ, identified with the full translation subquiver of ZΣ consisting of
the points (0, x), with x ∈ Σ0, and of the arrows (0, α), with α ∈ Σ1, is a
section of ZΣ in the sense of the following definition.

1.2. Definition. Let (Γ, τ) be a connected translation quiver. A con-
nected full subquiver Σ of Γ is a section of Γ if the following conditions are
satisfied:

(S1) Σ is acyclic.
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(S2) For each x ∈ Γ0, there exists a unique n ∈ Z such that τnx ∈ Σ0.
(S3) If x0 → x1 → · · · → xt is a path in Γ with x0, xt ∈ Σ0, then xi ∈ Σ0

for all i such that 0 ≤ i ≤ t.

For a translation quiver (Γ, τ), the τ -orbit of a point x ∈ Γ0 is defined to
be the set of all points of the form τnx, with n ∈ Z. With this terminology,
(S2) can be restated to say that Σ meets each τ -orbit exactly once.

A full subquiver Σ of a quiver Γ is defined to be convex in Γ if, for any
path x0 → x1 → · · · → xt in Γ with x0, xt ∈ Σ0, we have xi ∈ Σ0 for all i
such that 0 ≤ i ≤ t. Thus, (S3) says that a section of Γ is convex in Γ.

1.3. Examples. (a) Let A be a connected hereditary algebra and ΣA be
the full subquiver of the Auslander–Reiten quiver Γ(modA) consisting of the
points corresponding to the isomorphism classes of all the indecomposable
projective A-modules. We know, by (VII.1.4)(g), that any indecomposable
projective A-module has only projective predecessors. Because, according
to (VII.1.6), for any two indecomposable projective A-modules P (a) = eaA
and P (b) = ebA, there exists a K-linear isomorphism

ea(radA/rad2A)eb
∼= Irr(P (b), P (a)),

then ΣA
∼= Qop

A . In particular, Σ is connected.

Similarly, Γ(modA) contains a section induced by the indecomposable
injective A-modules. Indeed, let Σ′

A be the full subquiver of the Auslander–
Reiten quiver Γ(modA) consisting of the points corresponding to the iso-
morphism classes of indecomposable injective A-modules. Then the duality
D : modA → modAop carries Σ′

A to D(Σ′
A) = ΣAop . By applying these

arguments to Aop, we get ΣAop
∼= QA, and consequently

Σ′
A
∼= Qop

A
∼= ΣA.

Assume now that A is representation–finite. We claim that ΣA is a
section of Γ(mod A). Indeed, because QA is acyclic, so is ΣA. The convexity
of ΣA follows from (VII.1.9), because A is hereditary, and therefore the
indecomposable projectives have only projective predecessors. Finally, it
follows from (VII.5.12)(a) that ΣA meets each τ -orbit exactly once, proving
our claim.

As we shall see in Section 2, the same statement holds for representation–
infinite hereditary algebras.

(b) We now give an example of a nonhereditary representation–finite
algebra having a section in its Auslander–Reiten quiver. Let A be given by
the quiver
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◦ 4

◦
2

◦
3

◦1

◦
5

β α

γδ

ε

bound by αβ = γδ, εδ = 0. Then Γ(modA) is given by

0
0 0

1
1

1
0 1

0
0

↗ ↘ ↗ ↘
1

1 0
0

0

0
0 0

1
0

1
0 1

1
1

0
0 1

0
0

↗ ↘ ↗ ↘ ↗ ↘ ↗
0

1 0
0

0

1
1 0

1
0
→

1
1 1

1
0
→

1
0 1

1
0

0
0 1

1
1

↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 0
1

0

1
0 0

0
0

0
0 1

1
0

0
0 0

0
1

where indecomposable modules are represented by their dimension vectors.
We notice that each of the following two sets of indecomposable modules

{
1

1 0
1

0
,

0
0 0

1
0
,

1
0 0

0
0
,

1
1 1

1
0
,

0
0 0

1
1

}
and

{
0

0 0
1

0
,

1
1 1

1
0
,

1
0 0

0
0
,

1
0 1

1
0
,

0
0 0

1
1

}

defines a section of Γ(mod A).

It turns out that the mere existence of a section Σ in a translation quiver
(Γ, τ) implies that (Γ, τ) can be fully embedded in ZΣ. Before proving this
statement, we need an easy lemma.

1.4. Lemma. Let (Γ, τ) be a connected translation quiver and Σ be a

section of (Γ, τ). Then the following hold:

(a) If x → y is an arrow in Γ and x ∈ Σ0, then y ∈ Σ0 or τy ∈ Σ0.

(b) If x → y is an arrow in Γ and y ∈ Σ0, then x ∈ Σ0 or τ−1x ∈ Σ0.

Proof. We only prove (a); the proof of (b) is similar. By (S2), there
exists m ∈ Z such that τmy ∈ Σ0. Assume that m ≤ 0; then there exists
a path in (Γ, τ) of the form x → y → · · · → τmy with both ends in Σ. By
(S3), we have y ∈ Σ0. Hence, by (S2), m = 0. Similarly, m > 0 yields
τy ∈ Σ0. �
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1.5. Proposition. Let (Γ, τ) be a connected translation quiver and Σ
be a section of Γ. Then Γ is isomorphic to the full translation subquiver

of ZΣ consisting of the points (n, x) with n ∈ Z, x ∈ Σ0 such that τnx is

defined in Γ. In particular, Γ is acyclic.

Proof. Let Ω be the full translation subquiver of ZΣ consisting of all
pairs (n, x) ∈ (ZΣ)0 such that τnx is defined in Γ. Considering Ω as a
subquiver of Γ, we see that Ω is the translation subquiver of Γ such that
Ω0 = Γ0 and Ω1 consists of all possible arrows of Γ1 of the forms

τnα = σ2nα : τnx → τny and στnα = σ2n+1α : τn+1x → τny,

where n ∈ Z and α : x → y is an arrow in Σ1. We need to show that in fact
Ω1 = Γ1, that is, each arrow in Γ1 lies in Ω1.

Let α : a → b be an arrow in Γ. By (S2), there exist x, y ∈ Σ0 and
m, n ∈ Z such that a = τmx and b = τny. Assume m = 0. Then a = x ∈ Σ0.
By (1.4), b or τb belongs to Σ0. In either case, α ∈ Ω1. Because the case
n = 0 is similar, assume that m 	= 0 and n 	= 0. Suppose first m > 0 and
n > 0. Because all τ ix, τ jy, with 0 ≤ i ≤ m, 0 ≤ j ≤ n are defined, this
implies that there exists in Γ1 an arrow of the form

σ−2m+1α : τn−m+1y → x or σ−2nα : τm−nx → y.

In the first case, (1.4) yields that τn−m+1y ∈ Σ0 or τn−my ∈ Σ0. By (S3),
this implies τn−m+1y = y or τn−my = y; thus, by (S1), m = n+1 or m = n.
Hence α ∈ Ω1. We proceed analogously in the second case.

The case where m < 0 and n < 0 being similar, we may suppose that
m > 0 and n < 0. Then Γ contains a path of the form

y −→ · · · −→ τny = b −→ τ−1a = τm−1x −→ · · · −→ x.

By (S3), all points on this path belong to Σ and, in particular, Σ contains
two points of the τ -orbit of x (or y), a contradiction to (S2). Finally, the
case where m > 0 and n < 0 is treated in the same way. �

For example, if A is the algebra of Example 1.3 (b) and Σ is one of the two
sections of Γ(mod A), then it is readily seen that Γ(modA) is isomorphic
to the connected full subquiver of ZΣ consisting of all (n, x) ∈ (ZΣ)0 such
that τnx corresponds to an indecomposable A-module (thus, for instance, if

x =
0

0 0
1

0
, then only τx, τ−1x and τ−2x are defined). We have the following

obvious corollary.

1.6. Corollary. Let ∆ be a section in ZΣ. Then Z∆ ∼= ZΣ. �

In particular, if a is a sink in a finite, connected, and acyclic quiver Σ,
then σaΣ (see (VII.5)) is isomorphic to the full translation subquiver of ZΣ
consisting of the points (1, a) and {(0, b) | b ∈ Σ0, b 	= a}. Clearly, this
is a section in ZΣ, so that Z(σaΣ) ∼= ZΣ. Inductively, if (a1, . . . , an) is
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an admissible sequence of sinks in Σ, then Z(σan
. . . σa1

Σ) ∼= ZΣ. These
remarks, together with (VII.5.2), imply the following lemma.

1.7. Lemma. Let Σ and ∆ be two trees having the same underlying

graph. Then ZΣ ∼= Z∆. �

The statement of (1.7) characterises trees. Indeed, we have the following
result.

1.8. Lemma. Let Σ and Σ′ be quivers having the same underlying graph

of type Ãm. Then ZΣ ∼= ZΣ′ if and only if the quivers Σ and Σ′ have

the same number of clockwise-oriented arrows and the same number of

counterclockwise-oriented arrows.

Proof. Let a be a sink in Σ. Then ZΣ contains a unique section ∆
such that a is the unique sink in ∆ and ∆ has a unique source. By (1.6),
Z∆ ∼= ZΣ. We may thus assume from the start that each of Σ and Σ′ has
a unique source and a unique sink. But then the statement is clear. �

VIII.2. Representation–infinite hereditary

algebras

We know from Chapter VII that the representation–finite hereditary al-
gebras coincide with the path algebras of Dynkin quivers and that their
Auslander–Reiten quivers are finite and acyclic and (by (1.3)(a)) have at
least two sections consisting of, respectively, the indecomposable projective
modules and the indecomposable injective modules. Furthermore, the sec-
tions are Dynkin quivers. We now generalise these statements to hereditary
algebras, which are not necessarily representation–finite.

2.1. Proposition. Let A = KQ, where Q is a finite, connected, and

acyclic quiver, and let Γ(mod A) be the Auslander–Reiten quiver of A.

(a) Γ(modA) contains a connected component P(A) such that

(i) for every indecomposable A-module M in P(A), there exist a

unique t ≥ 0 and a unique a ∈ Q0 such that M ∼= τ−tP (a);
(ii) P(A) contains a section consisting of all the indecomposable

projective A-modules; and

(iii) P(A) is acyclic.

(b) Γ(modA) contains a connected component Q(A) such that

(i) for every indecomposable A-module N in Q(A), there exist a

unique s ≥ 0 and a unique b ∈ Q0 such that N ∼= τ sI(b);
(ii) Q(A) contains a section consisting of the indecomposable injec-

tive A-modules; and

(iii) Q(A) is acyclic.
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(c) P(A) = Q(A) if and only if A is representation–finite.

Proof. (a) Let Σ be the full subquiver of the Auslander–Reiten quiver
Γ(mod A) of A consisting of the points corresponding to the indecomposable
projective A-modules. As pointed out in (1.3)(a), there is a quiver isomor-
phism Σ ∼= Qop. We let P(A) be the connected component of Γ(modA)
containing Σ.

(i) We claim that any indecomposable module in P(A) is isomorphic
to a module of the form τ−tP (a), with t ≥ 0 and a ∈ Q0. Indeed, we
first show, by induction on t, that if f : M → τ−tP (a) is an irreducible
morphism, with M indecomposable, then M is of the wanted form. If
M is projective, there is nothing to prove. So assume it is not. Because
predecessors of projectives are projective, we have t ≥ 1 and there exists
an irreducible morphism σ2f = τf : τM → τ−t+1P (a). By the induction
hypothesis, there exist r ≥ 0 and b ∈ Q0 such that τM ∼= τ−rP (b); hence
M ∼= τ−r−1P (b). Next, assume that there exists an irreducible morphism
g : τ−tP (a) → M . If M is projective, there is nothing to prove. So assume
it is not. There exists an irreducible morphism σg : τM → τ−tP (a). By
the preceding argument, τM is of the required form, hence so is M . These
two statements and induction imply our claim.

We now prove that t and a are uniquely determined. If τ−tP (a) ∼=
τ−rP (b), then assuming, without loss of generality, that t ≥ r, we have
P (a) ∼= τ t−rP (b), hence t = r and a = b.

(ii) We must show that Σ is a section in P(A). Because Σ ∼= Qop, we
have that Σ is acyclic. Because predecessors of projectives are projective,
we also have that Σ is convex in P(A). Finally, it follows from (i) that Σ
meets each τ -orbit of P(A) exactly once.

(iii) This follows from (ii) and (1.5).
(b) The proof is entirely similar to that of (a) and is omitted.
(c) Clearly, if A is representation–finite, then Γ(modA) is connected,

and so P(A) = Q(A). Assume conversely that P(A) = Q(A). Then, in
particular, P(A) contains all the indecomposable injective A-modules. Let
m = max{t ≥ 0 | τ−tP (a) be injective for some a ∈ Q0} and n denote the
number of points in Q. Then P(A) contains at most mn indecomposable
modules so that it is a finite component of Γ(modA). By (IV.5.4), A is
representation–finite. �

2.2. Definition. Let A be an arbitrary (not necessarily hereditary)
K-algebra, and Γ(mod A) the Auslander–Reiten quiver of A.

(a) A connected component P of Γ(modA) is called postprojective if P
is acyclic and, for any indecomposable module M in P, there exist t ≥ 0 and
a ∈ (QA)0 such that M ∼= τ−tP (a). An indecomposable A-module is called
postprojective if it belongs to a postprojective component of Γ(modA),
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and an arbitrary A-module is called postprojective if it is a direct sum of
indecomposable postprojective A-modules.

(b) A connected component Q of Γ(modA) is called preinjective if Q
is acyclic and, for any indecomposable module N in Q, there exist s ≥ 0
and b ∈ (QA)0 such that N ∼= τ sI(b). An indecomposable A-module is
called preinjective if it belongs to a preinjective component of Γ(modA),
and an arbitrary A-module is called preinjective if it is a direct sum of
indecomposable preinjective A-modules.

The postprojective components and the postprojective modules are also
sometimes called the preprojective components and the preprojective mod-
ules, respectively (see [21]). Here we use the term “postprojective” intro-
duced by Gabriel and Roiter in [77].

With this terminology, we have the following obvious corollary of (2.1)
and its proof.

2.3. Corollary. Let Q be a finite, connected, and acyclic quiver that is

not a Dynkin quiver, and let A = KQ.

(a) The quiver Γ(mod A) contains a postprojective component P(A) that

is isomorphic to (−N)Qop and contains all the indecomposable pro-

jective A-modules.

(b) The quiver Γ(mod A) contains a preinjective component Q(A) that

is isomorphic to NQop and contains all the indecomposable injective

A-modules. �

Clearly, the assumption that Q is not a Dynkin quiver is equivalent to
saying that A is a representation–infinite hereditary algebra. We notice that,
because P(A) contains all the indecomposable projective A-modules, it is
necessarily the unique postprojective component of Γ(modA). Similarly,
Q(A) is the unique preinjective component of Γ(modA).

2.4. Examples. (a) Let A be the path algebra of the Kronecker quiver

◦ ←−−−−−←−−−−− ◦

Then the postprojective component P(A) is given by

[21] [43]
[
2t
2t−1

]
. . .

↗↗ ↘↘ ↗↗ ↘↘ ↗↗ ↘↘ ↗↗
[10] [32] . . .

[
2t+1
2t

]
. . .

and the preinjective component Q(A) is given by

. . .
[
2s+1
2s+2

]
. . . [34] [12]

↗↗ ↘↘ ↗↗ ↗↗ ↘↘ ↗↗ ↘↘
. . .

[
2s
2s+1

]
. . . [23] [01]
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where indecomposable modules are represented by their dimension vectors.
These components are easily computed starting, respectively, from the in-
decomposable projectives and injectives and using the procedure used in
(IV.4.10)–(IV.4.14).

(b) Let A be the path algebra of the quiver

◦1

◦2

◦3

◦4

◦5

Then P(A) is given by

0
0

1
0
0

1
0

1
0
0

0
1

1
0
0

0
0

1
1
0

0
0

1
0
1

1
1

3
1
1

0
1

2
1
1

1
0

2
1
1

1
1

2
0
1

1
1

2
1
0

2
2

5
2
2

2
1

3
1
1

1
2

3
1
1

1
1

3
2
1

1
1

3
1
2

3
3

7
3
3

· · ·

· · ·

· · ·

· · ·

and Q(A) is given by

· · ·

1
2

3
2
2

2
1

3
2
2

2
2

3
1
2

2
2

3
2
1

3
3

5
3
3

2
1

2
1
1

1
2

2
1
1

1
1

2
2
1

1
1

2
1
2

2
2

3
2
2

0
1

1
1
1

1
0

1
1
1

1
1

1
0
1

1
1

1
1
0

1
1

1
1
1

1
0

0
0
0

0
1

0
0
0

0
0

0
1
0

0
0

0
0
1



310 Chapter VIII. Tilted algebras

(c) If A is not hereditary, its postprojective component may contain injec-
tives. This is clear if A is representation–finite (see, for instance, Example
1.3 (b)). The following is an example of a representation–infinite algebra
having a postprojective component containing all projectives and one injec-
tive. Let A be given by the quiver

◦ 6

◦
3

◦
4

◦
2

◦1

◦
7

◦
5

β α

γδ

µ λ

ε

bound by αβ = γδ, βε = 0, and δε = 0. Then P(A) is given by

1
0 1 0

0
0 0

0
0 0 0

1
1 0

· · ·

↗ ↘ ↗ ↘ ↗
0

1 0 0
0

0 0
→

0
1 1 0

0
0 0

→
0

0 1 0
0

0 0

1
0 1 0

1
1 0

→
1

0 1 1
1

1 0
→

1
0 2 1

3
2 1

→ · · ·

↘ ↗ ↘ ↗ ↘
0

0 1 0
1

1 0
→

0
0 1 0

1
1 1

→
1

0 2 0
2

1 1
→

1
0 1 0

1
0 0

→ · · ·

↗ ↘ ↗ ↘ ↗
0

0 0 0
0

1 0

0
0 1 0

1
0 0

1
0 1 0

1
1 1

and it is easily seen to contain the injective I(1) =
0

1 1 0
0

0 0
.

(d) If A is not hereditary, then it may contain more than one postpro-
jective component. Let, for instance, A be given by the quiver

◦ 5

◦
2

◦
4

◦1

◦3

α

λ

β

γ

ν

µ

bound by αβ = 0, αγ = 0, λµ = 0, λν = 0. Then Γ(modA) contains two
postprojective components, respectively given by

2 1
0

0 0

4 3
0

0 0

↗↗ ↘↘ ↗↗ ↘↘
1 0

0
0 0

3 2
0

0 0
· · ·

and
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0 0
0

2 1

0 0
0

4 3

↗↗ ↘↘ ↗↗ ↘↘
0 0

0
1 0

0 0
0

3 2
· · ·

but it contains only one preinjective component, given by

3 4
0

0 0

1 2
0

0 0

↗↗ ↘↘ ↗↗ ↘↘
· · · 2 3

0
0 0

0 1
0

0 0

0 0
1

0 1

↘ ↗ ↘
0 1

1
0 1

0 0
1

0 0

↗ ↘ ↗
· · · 0 0

0
2 3

0 0
0

0 1

0 1
1

0 0

↘↘ ↗↗ ↘↘ ↗↗
0 0

0
3 4

0 0
0

1 2

We notice that the preinjective component contains all injectives and one
projective P (5) = 0 1

1
0 1

. Because all indecomposable projective and injective
A-modules appear in these three components, these are all the postprojec-
tive and preinjective components of Γ(modA).

We now let A be an arbitrary (not necessarily hereditary) algebra and
record some of the properties of the postprojective and preinjective modules
in the following lemmas.

2.5. Lemma. Let A be an arbitrary (not necessarily hereditary) algebra.

(a) Let P be a postprojective component of the quiver Γ(modA) and M
be an indecomposable module in P. Then the number of predeces-

sors of M in P is finite and any indecomposable A-module L such

that HomA(L, M) 	= 0 is a predecessor of M in P. In particular,

HomA(L, M) = 0 for all but finitely many nonisomorphic indecom-

posable A-modules L.

(b) Let Q be a preinjective component of the quiver Γ(mod A) and N
be an indecomposable module in Q. Then the number of succes-

sors of N in Q is finite and any indecomposable A-module L such

that HomA(N, L) 	= 0 is a successor of N in Q. In particular,

HomA(N, L) = 0 for all but finitely many nonisomorphic indecom-

posable A-modules L.

Proof. We only prove (a); the duality reduces (b) to (a).
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First, we show that there is a simple projective predecessor of M in
P. Because M ∼= τ−t0P (a0) for some t0 ≥ 0 and an indecomposable pro-
jective A-module P (a0), according to (IV.4.3) and (IV.4.4), the modules
τM, τ2M, . . . , τ t0M ∼= P (a0) are predecessors of M in P. If P (a0) is simple,
we are done. If P (a0) is not simple, the radical radP (a0) of P (a0) is nonzero
and, by (IV.4.3), every indecomposable summand M1 of radP (a0) is a pre-
decessor of P (a0) and of M in P. By our assumption, M1

∼= τ−t1P (a1)
for some t1 ≥ 0 and an indecomposable projective A-module P (a1), and we
conclude, as earlier, that P (a1) is a predecessor of M in P. Continuing in
this way, we find a simple predecessor P (ar) of M in P, because P is acyclic
and contains only finitely many indecomposable projective A-modules.

Denote by h(M) the length of a longest path connecting M with a simple
projective module in P. We prove the remaining statements in (a) for all
modules M in P by induction on h(M).

Assume that h(M) ≥ 1, because if h(M) = 0, then the module M is sim-
ple projective and there is nothing to show. Then M is not simple projective
and there exists a right mimimal almost split morphism M ′ → M . If N1 is
any indecomposable summand of M ′, then (IV.4.2)(b) yields h(N1) < h(M)
and N1 belongs to P. By the induction hypothesis, the statement (a) holds
for N1. Because, by (IV.4.2)(b), all immediate predecessors N of M in P are
isomorphic to direct summands of M ′, h(N) < h(M). Moreover, if L 	∼= M
is an indecomposable module such that HomA(L, M) 	= 0, then any nonzero
homomorphism f : L → M factors through M ′ → M and therefore there
exists an indecomposable summand N of M ′ such that HomA(L, N) 	= 0.
In view of h(N) < h(M), it follows from the induction hypothesis that (a)
holds for all indecomposable summands N of M ′, and therefore (a) holds
for M . This completes the proof. �

In the course of the proof, we showed that any indecomposable A-module
M in P has a simple projective predecessor, and any indecomposable A-
module N in Q has a simple injective successor.

We restate the results of (2.5) in slightly different terms. Let M , N
be two indecomposable A-modules. A path in modA from M to N is a
sequence

M = M0
f1
−→ M1

f2
−→ M2 −→ · · ·

ft
−→ Mt = N

where all the Mi are indecomposable, and all the fi are nonzero noniso-
morphisms. In this case, M is called a predecessor of N in modA and N
is called a successor of M in modA. A path from an indecomposable A-
module M to itself, that is, a sequence of nonzero nonisomorphisms between
indecomposables of the form

M = M0
f1
−→ M1

f2
−→ M2 −→ · · ·

ft
−→ Mt = M,
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is called a cycle in modA. Then (2.5) says that, in the case of modules
lying in postprojective or preinjective components, these module-theoretical
notions can be expressed graphically.

2.6. Corollary. Let A be an arbitrary (not necessarily hereditary) K-

algebra.

(a) Let P be a postprojective component of Γ(modA) and M be an

indecomposable module in P. Then

(i) any predecessor L of M in mod A is postprojective and there is

a path in P from L to M , and

(ii) M lies on no cycle in mod A.

(b) Let Q be a preinjective component of Γ(modA) and N be an inde-

composable module in Q. Then

(i) any successor N of L in mod A is preinjective and there is a

path in Q from N to L, and

(ii) N lies on no cycle in modA.

Proof. We only prove (a); the duality reduces (b) to (a).
(i) Let L be a predecessor of M in modA and

L = M0 → M1 → · · · → Mt−1 → Mt = M

be a path in modA. By (2.5), Mt−1 lies in P and is a predecessor of M in
P. The statement now follows by induction.

(ii) follows from (i) and the acyclicity of P. �

2.7. Lemma. Let A be an arbitrary (not necessarily hereditary) alge-

bra and M be an indecomposable postprojective, or preinjective, A-module.

Then End M ∼= K and Ext1A(M, M) = 0.

Proof. Let M be an indecomposable postprojective or preinjective A-
module. Assume to the contrary that dimKEndM > 1. Because End M is
local, this implies rad End M 	= 0, thus there exists a nonzero nonisomor-
phism f : M → M . It follows from (i) of (2.6)(a) and (2.6)(b) that M lies
on a cycle in mod A, a contradiction with the statements (a)(ii) and (b)(ii)
of (2.6).

Next suppose that Ext1A(M, M) 	= 0. By the Auslander–Reiten formula
(IV.2.13), we have

Ext1A(M, M) ∼= DHomA(M, τM) ⊆ DHomA(M, τM).

Hence there exists a nonzero homomorphism M → τM and thus a cycle

M → τM → ∗ → M

in modA. Hence we again get a contradiction with the statements (a)(ii)
and (b)(ii) of (2.6). �
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Our next aim is to show that any representation–infinite hereditary alge-
bra has indecomposable modules that are neither postprojective nor prein-
jective. For this purpose, we need the following lemma, valid over an arbi-
trary (not necessarily hereditary) algebra.

2.8. Lemma. Let A be an arbitrary (not necessarily hereditary) algebra

and

0 → L → M → N → 0

be a nonsplit short exact sequence of A-modules. Then

dimKEndM < dimKEnd (L ⊕ N).

Proof. We have the following commutative diagram with exact columns
and rows

0 0 0� � �
0 −→ HomA(N, L) −→ HomA(N, M) −→ HomA(N, N)� � �
0 −→ HomA(M, L) −→ HomA(M, M) −→ HomA(M, N)� � �
0 −→ HomA(L, L) −→ HomA(L, M) −→ HomA(L, N)

δ

�
Ext1A(N, L)

such that the connecting homomorphism δ : HomA(L, L) −→ Ext1A(N, L)
maps the identity homomorphism on L to the class of the given nonsplit
short exact sequence 0 → L → M → N → 0. In particular, δ 	= 0 and hence

dimKHomA(M, L) < dimKHomA(N, L) + dimKHomA(L, L).

Consequently,

dimKEndM ≤dimKHomA(M, L) + dimKHomA(M, N)

<dimKHomA(N, L) + dimKEndL + dimKEndN

+ dimKHomA(L, N)

=dimKEnd (L ⊕ N). �
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2.9. Proposition. Let A be a representation–infinite hereditary algebra.

Then there exists an indecomposable A-module M such that Ext1A(M, M) 	=
0. In particular, M is neither postprojective nor preinjective.

Proof. Because A is representation–infinite, it follows from (VII.4.6)
that qA is not weakly positive. Hence there exists a positive vector x ∈
K0(A) such that qA(x) ≤ 0. Clearly, there exists a nonzero (not necessarily
indecomposable) A-module N such that x = dimN . Let thus N be an
A-module such that x = dimN and dimKEnd N is the smallest possible.
We notice that, in view of (III.3.13), we have

dimKEndN − dimKExt1A(N, N) = qA(dimN) ≤ 0,

and consequently

dimKExt1A(N, N) ≥ dimKEndN ≥ 1,

so that Ext1A(N, N) 	= 0. Hence there exists an indecomposable sum-
mand M of N such that Ext1A(M, N) 	= 0. We claim that Ext1A(M, M) 	=
0. Indeed, if this is not the case, then, writing N = M ⊕ L, we have
Ext1A(M, L) ∼= Ext1A(M, N) 	= 0 so that there exists a nonsplit short ex-
act sequence 0 −→ L −→ E −→ M −→ 0. By (2.8), we get

dimKEnd E < dimKEnd (L ⊕ M) = dimKEndN.

Because

dimE = dimL + dimM = dim (L ⊕ M) = dimN = x,

this contradicts the minimality of N , thus showing our claim.
Finally, the last statement follows from (2.7). �

2.10. Corollary. Let A be a representation–infinite hereditary algebra.

Then there exists an infinite family of pairwise nonisomorphic indecompos-

able A-modules that are neither postprojective nor projective.

Proof. It follows from (2.9) that Γ(modA) has a component C that is
different from the unique postprojective component and the unique prein-
jective component. Because A is representation–infinite, C is infinite by
(IV.5.4) and, clearly, no module in C is postprojective or preinjective. �

2.11. Example. Let A be given by the Kronecker quiver ◦ ←−−−−−←−−−−− ◦ .
Then A is a representation–infinite hereditary algebra. Let m ≥ 1 and
λ ∈ K be arbitrary; then consider the module Hm(λ) given by

Km 1←−−−−−←−−−−−
Jm,λ

Km,

where Jm,λ denotes the Jordan block corresponding to the eigenvalue λ.
Then it is easily seen that Hm(λ) is indecomposable (this was done in
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(III.1.8) for λ = 0 and is done in exactly the same way for any value of
λ). On the other hand, comparing

dimHm(λ) = (m, m)

with the dimension vectors of the postprojective and preinjective A-modules
as computed in (2.4)(a), we see that Hm(λ) is neither postprojective nor
preinjective. Because it is easily seen that Hm(λ) ∼= Hn(µ) if and only if
m = n and λ = µ, we obtain an infinite family of indecomposable modules
that are neither postprojective nor preinjective.

It follows from (2.10) that the Auslander–Reiten quiver of a representat-
ion–infinite hereditary algebra has components containing neither projective
nor injective modules.

2.12. Definition. Let A be an arbitrary (not necessarily hereditary) al-
gebra. A connected component C of Γ(modA) is called regular if C contains
neither projective nor injective modules. An indecomposable A-module is
called regular if it belongs to a regular component of Γ(modA) and an
arbitrary A-module is called regular if it is a direct sum of indecomposable
regular A-modules.

Let A be a representation–infinite hereditary algebra. We denote by
R(A) the family of all the regular components of Γ(modA) and by addR(A)
the full subcategory of modA whose objects are all the regular A-modules.
We may visualise the shape of Γ(modA) as follows:

R(A)P(A) Q(A)

We now show that in this picture, the homomorphisms can only go from
left to right.

2.13. Corollary. Let A be a representation–infinite hereditary algebra

and L, M , and N be three indecomposable A-modules.

(a) If L is postprojective and M is regular, then HomA(M, L) = 0.
(b) If L is postprojective and N is preinjective, then HomA(N, L) = 0.
(c) If M is regular and N is preinjective, then HomA(N, M) = 0.

Proof. This easily follows from (2.5). �

The statement of (2.13) is more briefly expressed by writing

HomA(R(A),P(A))=0, HomA(Q(A),P(A))=0, HomA(Q(A),R(A))=0.
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2.14. Corollary. Let A be a representation–infinite hereditary algebra.

Then the mutually inverse equivalencesmod A
τ−−−−−−−−→←−−−−−−−−

τ−1
mod A (IV.2.11),

induced by the Auslander–Reiten translations τ and τ−1, induce mutually

inverse equivalences of categories

addR(A)
τ−−−−−−−−→←−−−−−−−−

τ−1
addR(A).

Proof. Let M , N be two regular nonzero A-modules. It follows from the
definition that the modules τM , τN , τ−1M , τ−1N are nonzero and regular.
By (2.13), no homomorphism from M to N factors through a projective or

injective module. Hence HomA(M, N) = HomA(M, N) = HomA(M, N).
The result follows from (IV.2.10) and (IV. 2.11). �

The structure of the category addR(A) will be discussed in detail in the
second volume of this book.

VIII.3. Tilted algebras

As we have seen, each of the postprojective and preinjective components
of the Auslander–Reiten quiver of a hereditary algebra is completely deter-
mined by a section. It follows from (2.3) that such a component is obtained
by repeated applications of the Auslander–Reiten translations to the section
consisting of the indecomposable projective modules or the indecomposable
injective modules, respectively. The use of sections in acyclic components
of Auslander–Reiten quivers is not limited to hereditary algebras. We now
introduce a class of algebras (containing the class of hereditary algebras)
that, as we shall see, are characterised by the property that their Auslander–
Reiten quiver has an acyclic component containing a section satisfying rea-
sonable properties.

3.1. Definition. Let Q be a finite, connected, and acyclic quiver. An
algebra B is said to be tilted of type Q if there exists a tilting module T
over the path algebra A = KQ of Q such that B = EndTA.

Because we are only interested in basic algebras, we may (and shall)
always assume that TA is multiplicity-free. We notice that, by (VI.3.5), a
tilted algebra is always connected.

For instance, any hereditary algebra is tilted. Indeed, let Q be a finite,
connected, and acyclic quiver and let A = KQ; then AA is a tilting mod-
ule so that A = EndAA is tilted of type Q. In Chapter VI, the examples
(VI.3.11)(a) and (VI.3.11)(c) show endomorphism algebras of tilting mod-
ules over hereditary algebras, thus tilted algebras, which are not hereditary.

We now wish to list some elementary properties of tilted algebras that
follow directly from the results of Chapter VI. One terminology is useful
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here. Let A be an additive full subcategory of modA, closed under iso-
morphic images and direct summands. We say that A is closed under

predecessors if, for any path L → · · · → M in modA, with M in A, the
module L belongs to A as well; similarly, A is closed under successors if,
for any path L → · · · → M in modA, with L in A, the module M belongs
to A as well.

3.2. Lemma. Let A be a hereditary algebra, TA be a tilting module, and

B = EndTA.

(a) The torsion pair (X (T ),Y(T )) in modB is splitting.

(b) Y(T ) is closed under predecessors and X (T ) is closed under succes-

sors.

(c) If A is representation–finite, then so is B.

(d) Any almost split sequence in mod B lies either entirely in X (T ) or

entirely in Y(T ), or else it is a connecting sequence.

(e) gl.dimB ≤ 2 and, for any indecomposable B-module Z, we have

pdZB ≤ 1 or id ZB ≤ 1.

Proof. (a) Because A is hereditary, it follows from (VI.5.7) that TA is a
splitting tilting module.

(b) This follows from (a); indeed, let Z = Z0 → Z1 → · · · → Zt−1 →
Zt = Y be a path in modA, with Y ∈ Y(T ). Then HomA(Zt−1, Y ) 	=
0 implies that Zt−1 	∈ X (T ); hence, by (a), Zt−1 ∈ Y(T ). An obvious
induction completes the proof that Y(T ) is closed under predecessors. The
other statement is proved similarly.

(c) This also follows directly from (a).

(d) This follows from (a) and (VI.5.2).
(e) The first statement follows from (VI.4.2). Let Z be an indecomposable

B-module. By (a), Z belongs to either X (T ) or Y(T ). If Z ∈ Y(T ), there
exists an indecomposable A-module M ∈ T (T ) such that Z ∼= HomA(T, M).
But then by (VI.4.1), we get pdZB ≤ pdMA ≤ 1. Assume Z ∈ X (T ).
Because (X (T ),Y(T )) is splitting, it follows from (VI.1.7) that τ−1Z ∈
X (T ). On the other hand, BB ∈ Y(T ). Hence HomB(τ−1Z, B) = 0 and,
by (IV.2.7)(b), we have idZB ≤ 1. �

We notice that (c) can be reformulated by saying that any tilted algebra
of Dynkin type (that is, whose type is a Dynkin quiver) is representation–
finite.

We now wish to prove that the ordinary quiver of a tilted algebra is
acyclic. This follows from the next lemma.

3.3. Lemma. Let A be a hereditary algebra. If T1 and T2 are indecom-

posable A-modules such that Ext1A(T2, T1) = 0, then any nonzero homomor-
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phism from T1 to T2 is a monomorphism or an epimorphism. In particular,

if T1 is indecomposable and Ext1A(T1, T1) = 0, then EndT1
∼= K.

Proof. Let f : T1 → T2 be a nonzero homomorphism, and assume that
f is neither a monomorphism nor an epimorphism. Letting M = Im f ,
we can factor f as f = gh, where h : T1 → M is the canonical epimor-
phism. Because f is neither a monomorphism nor an epimorphism, we have
dimKM < dimKT1 and dimKM < dimKT2. In particular, M is isomor-
phic to neither T1 nor T2. Applying the functor Ext1A(T2/M,−) to the
short exact sequence 0 −→ Ker h −→ T1

h
−→ M −→ 0, we obtain an exact

sequence

Ext1A(T2/M, T1)
Ext1A(T2/M,h)
−−−−−−−−→ Ext1A(T2/M, M) −−−−→ Ext2A(T2/M, Ker h),

where the last term vanishes, because A is hereditary. ThenExt1A(T2/M, h)
is surjective. It follows that there exists an A-module N and a commutative
diagram with exact rows

0 −−−−→ T1
g′

−−−−→ N −−−−→ T2/M −−−−→ 0

h

� h′

� 1

�
0 −−−−→ M

g
−−−−→ T2 −−−−→ T2/M −−−−→ 0.

This implies that we have a short exact sequence

0 −−−−→ T1

»
h

−g′

–

−−−−→ M ⊕ N
[g h′ ]

−−−−→ T2 −−−−→ 0.

Because Ext1A(T2, T1) = 0, by hypothesis, this sequence splits. Therefore
M ⊕ N ∼= T1 ⊕ T2. By the unique decomposition theorem (I.4.10), M is
isomorphic to one of the indecomposable modules T1 or T2, and this is a
contradiction.

The last statement follows from the fact that, because any nonzero ho-
momorphism T1 → T1 is a monomorphism or an epimorphism, it is an
isomorphism. �

3.4. Corollary. If B is a tilted algebra, then the quiver QB of B is

acyclic.

Proof. Assume that B = End TA, where A is hereditary and TA is a
tilting module. Let T ′

1, T ′
2, T ′

3 be three indecomposable direct summands of
T , and f : T ′

1 → T ′
2, g : T ′

2 → T ′
3 be nonzero A-module homomorphisms. We

claim that we cannot have that f is a proper epimorphism and g is a proper
monomorphism. Indeed, if this is the case, then gf : T ′

1 → T ′
3 is nonzero

and is neither a monomorphism nor an epimorphism, and this contradicts
(3.3). By (II.3.3) and (VI.3.10)(a), any cycle in QB induces a cycle

T1
f1
−→ T2

f2
−→ · · · −→ Tr

fr
−→ T1
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in the category modA, where f1, . . . , fr are nonzero nonisomorphisms and
T1, T2, . . . , Tr are indecomposable direct summands of T . By our preceding
claim, this cycle cannot involve an epimorphism followed by a monomor-
phism. Hence all the fi are either epimorphisms or monomorphisms. It
follows that fr . . . f1 ∈ EndTa1

is an epimorphism or a monomorphism,
hence an isomorphism. Consequently, f1 is an isomorphism and we get a
contradiction. �

We now show, by applying (VI.5.4), that the Auslander–Reiten quiver
of a tilted algebra has an acyclic component containing a finite section. To
apply (VI.5.4) to the case where A is hereditary, we need only observe that if
I(a) is an indecomposable injective A-module, then any direct summand of
I(a)/soc I(a) is injective; consequently, there exists an irreducible morphism
I(a) → J in modA, with J indecomposable, if and only if J ∼= I(b), and
there exists an arrow b → a in QA.

3.5. Theorem. Let A be a hereditary algebra, TA be a tilting mod-

ule, and B = EndTA. Then the class Σ of all B-modules of the form

HomA(T, I), where I is an indecomposable injective A-module, forms a sec-

tion lying in an acyclic component CT of Γ(mod B). Moreover, Σ is iso-

morphic to Qop
A , any predecessor of Σ in CT lies in Y(T ), and any proper

successor of Σ in CT lies in X (T ).

Proof. We first show that there exists a quiver isomorphism between Σ
and the section in Γ(modA) consisting of the indecomposable injective A-
modules (which, by (1.3), is isomorphic to Qop

A ). Indeed, let HomA(T, I) →
HomA(T, I′) be an irreducible morphism in modB, where I and I′ are inde-
composable injective A-modules. By (VI.5.4)(a), I′ is isomorphic to a direct
summand of I/soc I, so that there exists an irreducible morphism I → I′ in
mod A. Conversely, if there exists an irreducible morphism I → I′ in modA,
then I′ is isomorphic to a direct summand of I/soc I so, again by (VI.5.4)(a),
there exists an irreducible morphism HomA(T, I) → HomA(T, I′) in modB.
Because, in this case, the equivalence Y(T ) ∼= T (T ) yields an isomorphism
Irr(I, I′) ∼= Irr(HomA(T, I), HomA(T, I′)), we are done.

This quiver isomorphism shows that Σ is a full connected subquiver of
Γ(mod B) and that Σ is acyclic. Let CT denote the connected component
of Γ(modB) containing Σ.

Because Σ consists of modules from Y(T ), which is closed under prede-
cessors, then any predecessor of Σ in CT lies in Y(T ). On the other hand,
if there exists an irreducible morphism Y → X with Y in Σ, but X not in
Σ, then, by (VI.5.4)(a), X 	∈ Y(T ). Therefore X ∈ X (T ). Because X (T )
is closed under successors, this shows that any proper successor of Σ lies
in X (T ). This implies that Σ is convex in CT ; let Y0 → · · · → Yt be a
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chain of irreducible morphisms, where Y0, Yt lie in Σ, then Y1 ∈ Y(T ) (be-
cause it precedes Yt ∈ Y(T )) hence (VI.5.4)(a) gives that Y1 lies in Σ thus,
inductively, all the Yi lie in Σ.

We next observe that any indecomposable projective B-module lies in
Y(T ) and so cannot be a proper successor of Σ in CT . On the other hand,
any indecomposable injective B-module that belongs to Y(T ) must lie on
Σ: indeed, if HomA(T, M) is indecomposable injective, let j : M → I be an
injective envelope in modA, then HomA(T, j) : HomA(T, M) → HomA(T, I)
is a monomorphism (because j is), hence a section, so that HomA(T, M) is
isomorphic to a direct summand of HomA(T, I), thus lies on Σ. This shows
that no proper predecessor of Σ in CT is injective.

We now prove that Σ intersects each τ -orbit in CT . We claim that if Y
belongs to Σ and Z (in CT ) belongs to a τ -orbit that is neighbouring to the
τ -orbit of Y , then Σ intersects the τ -orbit of Z. This claim and induction
clearly yield our statement. Thus, assume that there exist n ∈ Z and an
irreducible morphism τnY → Z or Z → τnY . We now show that we may
suppose n = 0. If this is not the case, and |n| is minimal, we have two cases:

(a) If n < 0, then Z ∈ Y(T ). If not, Z ∈ X (T ) implies that Z is
not projective hence there exists an irreducible morphism τn+1Y → τZ
or τZ → τn+1Y , respectively, and this contradicts minimality. Now there
exists a chain of irreducible morphisms Y → ∗ → τ−1Y . Because Y(T ) is
closed under predecessors and, by (VI.5.2), τ−1Y ∈ X (T ), then Z cannot be
a successor of τ−1Y . Hence there exists an irreducible morphism Z → τ−1Y ,
and so an irreducible morphism Y → Z.

(b) If n > 0, then either Z belongs to Σ and we are done, or Z ∈
X (T ). Indeed, if Z is in neither Σ nor X (T ), then Z is not injective; hence
there exists an irreducible morphism τn−1Y → τ−1Z or τ−1Z → τn−1Y ,
respectively, and this contradicts minimality. If Z ∈ X (T ), then Z is a
neighbour of τnY , for some n > 0, so is a predecessor of Y ∈ Y(T ), and we
get a contradiction.

Consider thus the case n = 0, that is, there exists an irreducible mor-
phism Y → Z or Z → Y . In the first case, it follows from (VI.5.4) that either
Z or τZ lies in Σ. In the second case, we have necessarily that Z ∈ Y(T ).
Thus, either Z belongs to Σ and we are done, or Z is not injective; hence
there exists an irreducible morphism Y → τ−1Z and the first case shows
that either Z or τ−1Z lies on Σ.

Finally, Σ intersects each τ -orbit exactly once; indeed, if both Y and
τ−tY , with t ≥ 1, belong to Σ, then τ−tY ∈ Y(T ) implies τ−1Y ∈ Y(T ),
and this contradicts (VI.5.2). This completes the proof that Σ is a section
in CT . The acyclicity of CT follows from (1.5). �

One may think of the component CT of Γ(modB) as connecting the
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torsion-free part Y(T ) with the torsion part X (T ) along the section Σ. For
this reason, the component CT is called the connecting component of
Γ(mod B) determined by T .

We may visualise the situation as in the following picture:

Y(T ) X (T )

Σ∼=Qop

A

CT ∩Y(T ) CT ∩X (T )

If B is representation–finite, then CT = Γ(mod B), so that we have the
following easy corollary.

3.6. Corollary. Let B be a representation–finite tilted algebra. Then

the Auslander–Reiten quiver Γ(mod B) is acyclic and contains a section.

�

3.7. Examples. (a) Let A be the path algebra of the quiver Q

◦4

◦
2

◦5

◦
3

◦
1

of type D5. Because A is a representation–finite hereditary algebra, its
Auslander–Reiten quiver is easily computed to be

0
1 0 0

0

0
0 1 0

0

0
0 0 1

1

1
1 1 1

0

↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 1 0
0

0
0 1 1

1

1
1 1 2

1

1
0 1 1

0

↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 1 1
1
→ 1

1 1 1
1
→ 1

1 2 2
1
→ 0

0 1 1
0
→ 1

0 1 2
1
→ 1

0 0 1
1
→ 1

0 0 1
0

↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘
0

0 0 0
1

0
1 1 1

0

1
0 1 1

1

0
0 0 1

0

1
0 0 0

0

where the indecomposable modules are represented by their dimension vec-
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tors. Consider the module TA =
⊕5

i=1 Ti, where

T1 = P (5) =
0

0 0 0
1

, T2 = P (4) =
1

1 1 1
1

, T3 =
1

0 1 1
1

,

T4 = I(5) =
1

0 0 1
1

, T5 = I(4) =
1

0 0 0
0

.

It is easily checked that T is a tilting A-module and that B = End T is
given by the quiver

◦
δ

←−−−−◦
γ

←−−−−◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4 5

bound by αβγδ = 0. Computing the Auslander–Reiten quiver of B yields

10000 01000 00100 00010 00001

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗
11000 01100 00110 00011

↘ ↗ ↘ ↗ ↘ ↗
11100 01110→ 01111→ 00111

↘ ↗
11110

Here, as in Chapter VI, we denote by the classes T (T ) and Y(T ) and

by the classes F(T ) and X (T ).
The section Σ consists of the indecomposable B-modules

HomA(T, I(1))=01000, HomA(T, I(2))=01100, HomA(T, I(3))=01110,

HomA(T, I(4))=01111, HomA(T, I(5))=11110.

We see that Σ ∼= Qop
A .

(b) Let A be the path algebra of the quiver Q

6
◦�

◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦
1 2 3 4 5

of type E6. Because A is a representation–finite hereditary algebra, its
Auslander–Reiten quiver is easily computed to be
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0
0 0 1 0 0

↙ ↓ ↘
0

0 1 1 0 0
1

0 0 1 0 0
0

0 0 1 1 0

↙ ↘ ↓ ↙ ↘
0

1 1 1 0 0
1

0 1 2 1 0
0

0 0 1 1 1

↘ ↙ ↓ ↘ ↙
1

1 1 2 1 0
0

0 1 1 1 0
1

0 1 2 1 1

↙ ↘ ↓ ↙ ↘
1

0 0 1 1 0
1

1 2 3 2 1
1

0 1 1 0 0

↘ ↙ ↓ ↘ ↙
1

0 1 2 2 1
1

1 1 2 1 1
1

1 2 2 1 0

↙ ↘ ↓ ↙ ↘
0

0 1 1 1 1
2

1 2 3 2 1
0

1 1 1 1 0

↘ ↙ ↓ ↘ ↙
1

1 2 2 1 1
1

0 1 1 1 0
1

1 1 2 2 1

↙ ↘ ↓ ↙ ↘
1

1 1 1 0 0
1

1 2 2 2 1
1

0 0 1 1 1

↘ ↙ ↓ ↘ ↙
1

1 1 1 1 0
0

1 1 1 1 1
1

0 1 1 1 1

↙ ↘ ↓ ↙ ↘
0

0 0 0 1 0
1

1 1 1 1 1
0

0 1 0 0 0

↘ ↙ ↓ ↘ ↙
0

0 0 0 1 1
1

0 0 0 0 0
0

1 1 0 0 0

↙ ↘
0

0 0 0 0 1
0

1 0 0 0 0

Consider the module TA =
⊕6

i=1 Ti, where T1 = 1
0 1 1 1 0

, T2 = 1
0 0 1 1 1

,

T3 = 1
1 1 1 0 0

, T4 = 1
0 1 1 1 1

, T5 = 1
1 1 1 1 0

, T6 = 1
0 0 0 0 0

.

It is easily checked that T is a tilting A-module and that B = End T is
given by the quiver
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◦ 6

◦
4

◦
5

◦1

◦2

3 ◦

β α

γδ

λ

µ

bound by αβ = γδ. Computing the Auslander–Reiten quiver of B yields

0
0

0 0
0

1

0
0

1 0
0

0

1
0

0 0
0

0
↘ ↙ ↘ ↙

0
0

1 0
1

1

1
1

1 0
0

0
↙ ↘ ↙ ↘

0
0

1 0
1

0

1
1

1 0
1

1

0
1

1 0
0

0
↘ ↙ ↓ ↘ ↙

1
1

1 0
1

0

1
1

1 1
1

1

0
1

1 0
1

1
↙ ↘ ↓ ↙ ↘

1
1

0 0
0

0

1
2

2 1
2

1

0
0

0 0
1

1
↘ ↙ ↓ ↘ ↙

1
2

1 1
1

1

0
1

1 0
1

0

1
1

1 1
2

1
↙ ↘ ↓ ↙ ↘

0
1

1 1
1

1

1
2

1 1
2

1

1
1

1 1
1

0
↘ ↙ ↓ ↘ ↙

0
1

1 1
2

1

1
1

0 1
1

1

1
2

1 1
1

0
↙ ↘ ↓ ↙ ↘

0
0

0 0
1

0

1
2

1 2
2

1

0
1

0 0
0

0
↘ ↙ ↓ ↘ ↙

1
1

0 1
1

0

0
1

1 1
1

0

0
1

0 1
1

1
↙ ↘ ↓ ↙ ↘

1
1

0 1
0

0

0
1

0 1
1

0

0
0

0 1
1

1
↘ ↙ ↘ ↙

0
1

0 1
0

0

0
0

0 1
1

0
↘ ↙

0
0

0 1
0

0
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The section Σ consists of the indecomposable B-modules

HomA(T, I(1)) =
0

0
0 0

1
1

, HomA(T, I(2)) =
0

1
1 0

1
1

, HomA(T, I(3)) =
1

1
1 0

1
1

,

HomA(T, I(4)) =
1

1
1 0

1
0

, HomA(T, I(5)) =
1

1
0 0

0
0

, HomA(T, I(6)) =
1

1
1 1

1
1

.

We note that Σ ∼= Qop
A .

For examples of representation–infinite tilted algebras, we refer the reader
to the next section.

VIII.4. Projectives and injectives in the

connecting component

We start with the following useful consequence of (VI.5.3).

4.1. Proposition. Let A be a representation–infinite hereditary algebra,

TA be a tilting module, B = EndTA, and CT be the connecting component

of Γ(modB) determined by T .

(a) CT contains a projective module if and only if T has a preinjective

direct summand.

(b) CT contains an injective module if and only if T has a postprojective

direct summand.

Proof. Let Σ be the class of all B-modules of the form HomA(T, I),
where I is an indecomposable injective A-module. It follows from (3.5) that
Σ is a section lying in the component CT .

(a) We assume that T has no preinjective direct summand and claim
that CT contains no projective B-module. If ZB in CT is an indecomposable
projective, then, by (3.5), it is a predecessor of Σ. Hence there exists t ≥ 0
such that τ−tZ lies in Σ, that is, there exists an indecomposable injective
A-module I such that Z ∼= τ tHomA(T, I). The assumption that T has
no preinjective direct summand and (2.13) imply that all preinjective A-
modules lie in

T (T ) =
{
MA|Ext1A(T, M) = 0

}
= {MA|HomA(M, τT ) = 0}

and hence so do all the almost split sequences with preinjective end terms.
Therefore, applying repeatedly (VI.5.3)(a) yields Z ∼= τ tHomA(T, I) ∼=
HomA(T, τ tI). Now, τ tI lies in the preinjective component and hence is
not a direct summand of T . Therefore Z is not projective.
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Conversely, assume that T has a preinjective direct summand. Because
the preinjective component is acyclic, there exists a “last” preinjective di-
rect summand of T , that is, a preinjective indecomposable direct summand
T0 such that no proper successor of T0 is a direct summand of T . This im-
plies that all successors of T0 lie in T (T ) (for, if M is a successor of T0, then
M is a predecessor of no other indecomposable summand of T ; however,
0 	= Ext1A(T, M) ∼= DHomA(M, τT ) gives an indecomposable summand T1

of T such that there exists a path M → τT1 → ∗ → T1). Because T0 is prein-
jective, there exists t ≥ 0 such that τ−tT0 = I is injective. Hence, applying
(VI.5.3)(a) repeatedly, τ−tHomA(T, T0) ∼= HomA(T, τ−tT0) ∼= HomA(T, I)
lies in Σ. But then the projective B-module HomA(T, T0) ∼= τ tHomA(T, I)
belongs to CT .

(b) We assume that T has no postprojective direct summand and claim
that CT contains no injective B-module. If ZB in CT is an indecomposable
injective, then, by (3.5), it is a successor of Σ. Hence there exist t ≥ 0 and
an indecomposable injective A-module I such that Z ∼= τ−tHomA(T, I).
The assumption implies that no projective A-module is a direct summand
of T . By (VI.4.9), HomA(T, I) is not injective. Hence t ≥ 1 and, if P
denotes the projective cover of soc I, we have Z ∼= τ−t+1Ext1A(T, P ). On
the other hand, it follows from the assumption that T has no postprojective
direct summand and (2.13) that all postprojective A-modules lie in F(T )
and hence so do all the almost split sequences with postprojective end terms.
Therefore, applying repeatedly (VI.5.3)(b) yields Z ∼= τ−t+1Ext1A(T, P ) ∼=
Ext1A(T, τ−t+1P ). Now τ−t+1P is a postprojective A-module and hence
cannot be injective. Therefore, Z is not injective either; see (VI.5.8).

Conversely, assume that T has a postprojective direct summand. If T has
actually a projective summand P , then if I denotes the injective envelope
of the top of P , we have, by (VI.4.9), that HomA(T, I) is injective and
lies on Σ and hence in CT . We may thus assume that T has no projective
direct summand. Because the postprojective component is acyclic, there
exists a “first” postprojective direct summand of T , that is, a postprojective
indecomposable direct summand T0 of T such that no proper predecessor
of T0 is a direct summand of T . This implies that all proper predecessors
of T0 lie in F(T ). Because T0 is postprojective, there exists t > 0 such that
τ tT0 = P is indecomposable projective. Let I denote the injective envelope
of the top of P . Applying repeatedly (VI.5.3)(b) yields

τ−tHomA(T, I) ∼= τ−t+1Ext1A(T, P ) ∼= Ext1A(T, τ−t+1P ) ∼= Ext1A(T, τT0).

Thus, Ext1A(T, τT0) belongs to CT . By (VI. 5.8), the right B-module
Ext1A(T, τT0) is injective. This completes the proof. �

As a first corollary, we have the following.
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4.2. Corollary. Let A be a hereditary algebra, TA be a tilting module,

B = EndTA, and CT be the connecting component of Γ(mod B) determined

by T . Then CT is a regular component if and only if T is a regular module.

Proof. Indeed, CT is regular if and only if T has neither postprojective
nor preinjective direct summands. Because over a hereditary algebra A
all projective modules lie in the postprojective component and all injective
modules lie in the preinjective component, the statement follows. �

The existence of a regular tilting module over a (necessarily representa-
tion–infinite) hereditary algebra is far from obvious. In fact, as we shall
see, there exists no regular tilting module if QA is a Euclidean quiver, while
there exist regular tilting modules over the path algebras of quivers with at
least three points that are neither Dynkin nor Euclidean.

4.3. Corollary. Let A be a hereditary algebra, T be a tilting A-module,

B = EndTA, and CT be the connecting component of Γ(mod B) determined

by T .

(a) B is representation–finite if and only if CT is both postprojective

and preinjective.

(b) If B is representation–finite, then TA has both a postprojective and

a preinjective direct summand.

Proof. (a) Assume that CT is postprojective, then Σ has finitely many
predecessors by (2.5). Similarly, if CT is preinjective, then Σ has finitely
many successors. Thus, CT is finite. By (IV.5.4), B is representation–finite.

Conversely, if B is representation–finite, then Γ(modB) = CT is acyclic.
Every module Z in CT can be written in the form Z ∼= τ tY , for some
Y in Σ and some t ∈ Z. Because B is representation–finite, there exist
an indecomposable projective module P and s ≥ 0 such that τ sY = P .
Therefore Z ∼= τ t−sP . This shows that CT is a postprojective component.
Similarly, it is a preinjective component.

(b) This follows from (a) and (4.1). �

We have already pointed out that any tilted algebra of Dynkin type is re-
presentation–finite. We present in (4.8) and (5.8) examples showing that we
may obtain representation–finite tilted algebras by tilting representation–
infinite hereditary algebras. In fact, for tilted algebras of Euclidean type,
the converse of (4.3)(b) is also true.

4.4. Proposition. Let Q be a Euclidean quiver, A = KQ, and TA be

a tilting module having both a postprojective and a preinjective direct sum-

mand. Then B = EndTA is representation–finite.
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Proof. Because T is a splitting tilting module, it suffices to show that
each of T (T ) and F(T ) contains only finitely many nonisomorphic inde-
composable modules.

Let T0 be a postprojective indecomposable direct summand of T . We
claim that there exist only finitely many nonisomorphic indecomposable
modules M such that HomA(T0, M) = 0. This clearly would imply that
F(T ) has only finitely many nonisomorphic indecomposable modules. Be-
cause T0 is postprojective, there exist t ≥ 0 and a ∈ Q0 such that T0 =
τ−tP (a). Let M be an indecomposable A-module such that HomA(T0, M) =
0. Because A is hereditary, then (IV.2.15) yields

HomA(P (a), τ tM) ∼= HomA(τ tT0, τ
tM) ∼= HomA(T0, M) = 0.

This implies that (dim τ tM)a = 0, that is, τ tM is annihilated by the idem-
potent ea corresponding to a ∈ Q0. Then, τ tM is zero or an indecompos-
able module over the path algebra of the quiver Q(a) obtained from Q by
deleting the point a and all the arrows having a as source or target. Be-
cause Q is a Euclidean quiver, Q(a) is a disjoint union of Dynkin quivers;
hence its path algebra is representation–finite. This shows that there exist
only finitely many nonisomorphic indecomposable A-modules M such that
HomA(T0, M) = 0. Our claim follows.

Dually, let T1 be a preinjective indecomposable direct summand of T .
There exist s ≥ 0 and b ∈ Q0 such that T1 = τ sI(b). Thus, if N is an
indecomposable A-module such that Ext1A(T1, N) = 0, then (IV.2.15) yields

HomA(τ−s−1N, I(b)) ∼= HomA(τ−s−1N, τ−sT1)

∼= HomA(τ−1N, T1) ∼= DExt1A(T1, N) = 0,

and τ−s−1N is zero or an indecomposable module over the path algebra of
the quiver Q(b) obtained from Q by deleting the point b and all the arrows
having b as source or target. Because, as earlier, Q(b) is a disjoint union
of Dynkin quivers, there exist only finitely many isomorphism classes of
indecomposable A-modules N such that Ext1A(T1, N) = 0 and consequently
of indecomposable modules in T (T ). �

We note that if we tilt a representation–infinite hereditary algebra A
to a representation–finite algebra B by a tilting module TA, then each of
T (T ) and F(T ) contains only finitely many nonisomorphic indecomposable
A-modules, and consequently there is usually a big difference between the
categories modA and modB. At the other extreme, we now exhibit a
class of representation–infinite tilted algebras whose module categories are
as close as possible to that of the hereditary algebra from which we tilt.
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4.5. Theorem. Let A be a representation–infinite hereditary algebra, T
be a postprojective tilting A-module, and B = EndTA.

(a) T (T ) contains all but finitely many nonisomorphic indecomposable

A-modules, and any indecomposable A-module not in T (T ) is post-

projective.

(b) F(T ) contains only finitely many nonisomorphic indecomposable A-

modules, and all of them are postprojective.

(c) The connecting component CT of Γ(modB) determined by T is a

preinjective component Q(B) containing all indecomposable injective

modules and all indecomposable modules from X (T ) but no projective

module.

(d) The images under the functor HomA(T,−) of the regular components

from R(A) form a family R(B) of regular components in Γ(modB).
(e) The images under the functor HomA(T,−) of the postprojective tor-

sion A-modules form a postprojective component P(B) containing

all indecomposable projective B-modules but no injective modules.

(f) Γ(modB) is the disjoint union of P(B), R(B), and Q(B), and we

have

HomB(R(B),P(B))=0, HomB(Q(B),P(B))=0, HomB(Q(B),R(B))=0.

(g) pdZ ≤ 1 and idZ ≤ 1 for all regular modules Z and all but finitely

many nonisomorphic indecomposable B-modules Z in P(B)∪Q(B).

Proof. (a) and (b). Because the postprojective component P(A) of the
quiver Γ(modA) is isomorphic to (−N)Qop

A , it contains infinitely many sec-
tions, all isomorphic to Qop

A . Because, on the other hand, T has finitely
many nonisomorphic indecomposable direct summands, P(A) contains a
section ∆ such that the full translation subquiver P∆ of P(A) consist-
ing of all successors of ∆ contains no indecomposable direct summand
of T . Because T is postprojective, it follows from (2.5) and (2.13) that
T (T ) = {MA |Ext1A(T, M) = 0} = {MA |HomA(M, τT ) = 0} contains all
the modules from P∆, as well as all the regular and preinjective modules.
Moreover, all nontorsion, and in particular all torsion-free, modules must
precede ∆ and hence are postprojective.

(c)–(f). Let Σ be the section in CT constructed as in (3.5). Because T
has no preinjective direct summand, we know from (4.1) that CT contains
no projective module. Further, by (3.5), any proper successor of Σ in CT

lies in X (T ). It follows from (b) and the equivalence X (T ) ∼= F(T ) that Σ
has only finitely many successors.

On the other hand, the translation subquiver P∆ of P(A) lies in T (T )
and, by (VI.5.3), its image under the functor HomA(T,−) is a full trans-
lation quiver closed under successors lying in some component P(B) of
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Γ(mod B). For the same reason, the image of R(A) under the functor
HomA(T,−) is a family of regular components of Γ(modB).

Observe that Γ(modB) is infinite, hence it has no finite component. Be-
cause (X (T ),Y(T )) is a splitting torsion pair in modB, we get that all the
indecomposable modules from X (T ) belong to CT , and P(B) is the image
under the functor HomA(T,−) of P(A) ∩ T (T ). Clearly, P(B) is a post-
projective component containing all the indecomposable projective modules
(because P(A)∩ T (T ) contains all the indecomposable direct summands of
T ). Also, Q(B) = CT is a preinjective component containing all the in-
decomposable injective B-modules, and Γ(modB) is the disjoint union of
P(B), Q(B), and the family R(B) of regular components. Finally, applying
(2.5), (2.13) and using that (X (T ),Y(T )) is a torsion pair, we obtain (f).

(g) Because all the indecomposable projective B-modules belong to P(B)
(thus have only finitely many nonisomorphic predecessors), whereas all the
indecomposable injective B-modules belong to Q(B) (thus have only finitely
many nonisomorphic successors), we have

HomB(DB, τZ) = 0 and HomB(τ−1Z, B) = 0

for all but finitely many nonisomorphic indecomposable B-modules Z in
P(B) ∪ Q(B) and for all regular modules Z. We then apply (IV.2.7). �

Under the assumptions and with the notation of Theorem 4.5, we may
visualise the situation in the following picture:

R(A)

R(B)

P(A)

P(B)

Q(A)

Q(B)= CT

Γ(modA)

Γ(modB)

F(T )

HomA(T,−) Ext1A(T,−)

P(A)∩T (A)

Σ
X (T )

Here, and as usual, we denote by the classes T (T ) and Y(T ) and by

the classes F(T ) and X (T ).
As can be seen, if B is not hereditary itself, its module category is very

close to that of a hereditary algebra. Indeed, with the preceding nota-
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tion, the functor HomA(T,−) induces an equivalence between the addi-
tive full subcategories of modA generated by the indecomposables from
P(A)∩T (T ), R(A), and Q(A), and the additive full subcategories of modB
generated by the indecomposables from P(B), R(B), and Q(B) ∩ Y(T ),
respectively, and all but finitely many nonisomorphic indecomposable A-
modules or B-modules, respectively, belong to one of these subcategories.
Also, gl.dimB ≤ 2 and pdZ ≤ 1, idZ ≤ 1 for all but finitely many non-
isomorphic indecomposable B-modules Z in P(B) ∪ Q(B) and for all reg-
ular modules Z. One may then think of Γ(modB) as “concealing” some
hereditary full subcategory involving all but finitely many nonisomorphic
indecomposable B-modules. This explains the following terminology.

4.6. Definition. Let Q be a finite, connected, and acyclic quiver that is
not a Dynkin quiver. An algebra B is called concealed of type Q if there
exists a postprojective tilting module T over the path algebra A = KQ such
that B = EndTA.

Clearly, the statement that Q is not a Dynkin quiver just means that A
is representation–infinite.

We quote the analogue of (4.5) for the tilted algebras arising from prein-
jective tilting modules. Its proof is similar to that of (4.5) and therefore is
omitted.

4.7. Theorem. Let A be a representation–infinite hereditary algebra, T
be a preinjective tilting A-module, and B = EndTA.

(a) F(T ) contains all but finitely many nonisomorphic indecomposable

A-modules and any indecomposable A-module not in F(T ) is prein-

jective.

(b) T (T ) contains finitely many nonisomorphic indecomposable A-mo-

dules and all of them are preinjective.

(c) The connecting component CT of Γ(modB) determined by T is a

postprojective component P(B) containing all indecomposable pro-

jective modules and all indecomposable modules from Y(T ) but no

injective module.

(d) The images under the functor Ext1A(T,−) of the regular components

from R(A) form a family R(B) of regular components in Γ(modB).
(e) The images under the functor Ext1A(T,−) of the preinjective torsion-

free A-modules form a preinjective component Q(B) containing all

indecomposable injective B-modules but no projective modules.

(f) Γ(modB) is the disjoint union of P(B), R(B), and Q(B) and

HomB(R(B),P(B))=0, HomB(Q(B),P(B))=0, HomB(Q(B),R(B))=0.

(g) pdZ ≤ 1 and idZ ≤ 1, for all regular modules Z and all but finitely

many nonisomorphic indecomposable modules Z in P(B) ∪ Q(B). �
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Under the assumptions and with the notation of Theorem 4.7, we may
visualise the situation as in the following picture:

R(A)

R(B)

P(A)

P(B)=CT

Q(A)

Q(B)

Γ(modA)

Γ(mod B)

T (T )

Q(A)∩F(T )

Y(T ) Σ

Ext1A(T,−) HomA(T,−)

The functor Ext1A(T,−) induces an equivalence between the additive
full subcategories of modA generated by the indecomposable modules from
P(A), R(A), and Q(A)∩F(T ) and the additive full subcategories of modB
generated by the indecomposables from P(B) ∩ X (T ), R(B), and Q(B),
respectively. Thus, as before, one may think of modB as “concealing” a
hereditary full subcategory involving all but finitely many nonisomorphic
indecomposable modules. In fact, one can prove (see Exercise 6.9) that, for
a representation–infinite hereditary algebra A, an algebra B is of the form
End TA for some postprojective tilting A-module T if and only if

B ∼= EndT ′
A,

for some preinjective tilting A-module T ′. Thus the class of concealed alge-
bras coincides with the class obtained from representation–infinite heredi-
tary algebras by preinjective tilting modules.

4.8. Examples. (a) LetAbe the path algebra of the Euclidean quiver Q :

◦ 4

◦
2

◦
3

◦1
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of type Ã3. Consider the indecomposable A-modules:

T1 = P (1) =

0
↙ ↖

K 0
↖ ↙

0

T2 =

0
↙ ↖

K K

1
↖ ↙1

K

T3 =

K
1↙ ↖1

K K
↖ ↙

0

T4 = I(4) =

0
↙ ↖

0 K
↖ ↙

0

We see that T1 = P (1) is postprojective, whereas T4 = I(4) is preinjective.
We claim that T2 and T3 are regular. Indeed, consider the simple A-module
S(2); it has a minimal projective presentation

0 −→ P (1)
p

−→ P (2) −→ S(2) −→ 0.

Hence, by (IV.2.4), τS(2) is the kernel of νp : νP (1) → νP (2). Because
νP (1) ∼= I(1) and νP (2) ∼= I(2), we get τS(2) ∼= T2. Similarly, τ−1S(2) ∼=
T2 and τ−1S(3) ∼= T3

∼= τS(3). Thus there exist cycles

T2 → ∗ → S(2) → ∗ → T2 and T3 → ∗ → S(3) → ∗ → T2

in modA. In particular, T2 and T3 lie in neither P(A) nor Q(A). This

shows our claim. Moreover, it is easy to check that τI(4) = 1
0 1

1
.

Let TA =
⊕4

i=1 Ti. Then (IV.2.14) yields the isomorphisms

Ext1A(T, T ) ∼= DHomA(T, τT ) ∼= DHomA(T, S(2) ⊕ S(3) ⊕ τI(4)) = 0,

and consequently T is a tilting module. Because Q is Euclidean and T
contains both a postprojective and a preinjective direct summand, it follows
from (4.4) that B = EndTA is representation–finite. In fact, B is given by
the quiver

◦ 4

◦
2

◦
3

◦1

β α

γδ

bound by αβ = 0, γδ = 0. The Auslander–Reiten quiver Γ(modB) is given
by

1
1 0

0

0
0 0

1

1
0 1

0

↗ ↘ ↗ ↘ ↗ ↘
0

1 0
0

1
1 0

1
= I(1) P(4) = 1

0 1
1

0
0 1

0

↘ ↗ ↘ ↗ ↘ ↗
0

1 0
1

1
0 0

0

0
0 1

1
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We note that the indecomposable modules 1
1 0

1
, 0

0 0
1

, 1
0 0

0
, 1

0 1
1

form a

section Σ in Γ(mod B) isomorphic to Qop.

(b) Let A be the path algebra of the quiver Q :
1 2 3
◦←−−−−−−◦←−−−−−−←−−−−−−◦ .

Then the beginning of the postprojective component P(A) of Γ(modB) is
of the form

221 463 · · ·
↗↗ ↘↘ ↗↗ ↘↘

110 342 · · ·
↗ ↘ ↗ ↘ ↗

100 010 332 · · ·

and the end of the preinjective component Q(A) of Γ(modA) is of the form

· · · 269 023 001
↗↗ ↘↘ ↗↗ ↘↘ ↗↗

· · · 146 012
↘ ↗ ↘ ↗

· · · 034 112

Consider the module TA = S(1) ⊕ I(1) ⊕ I(3). Then (IV.2.14) yields

Ext1A(T, T ) ∼= DHomA(T, τT ) ∼= DHomA(T, τI(1) ⊕ τI(3)) = 0,

and hence T is a tilting A-module. The tilted algebra B = End TA is given
by the quiver

1 2 3
◦

γ
←−−−−−−◦

α
←−−−−−−
←−−−−−−

β

◦

bound by αγ = 0, βγ = 0. Because the hereditary algebra given by the full
subquiver with points 2 and 3 equals the quotient of B by the two-sided
ideal generated by the idempotent e1 corresponding to the point 1, and is
representation–infinite (it is indeed isomorphic to the Kronecker algebra),
we conclude from (VII.2.2) that B is also representation–infinite. This shows
that in (4.4) the restriction that A be the path algebra of a Euclidean quiver
is essential.

(c) Let A be the path algebra of the Kronecker quiver
1 2
◦←−−−−−−←−−−−−−◦. Then

P(A) and Q(A) are respectively of the forms

P(A) :

P(2) τ−1P(2) τ−2P(2)

↗↗ ↘↘ ↗↗ ↘↘ ↗↗ ↘↘
P(1) τ−1P(1) τ−2P(1) · · ·

Q(A) :

· · · τ2I(1) τI(1) I(1)

↗↗ ↘↘ ↗↗ ↘↘ ↗↗ ↘↘
· · · τ2I(2) τI(2) I(2) · · ·
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If M is an indecomposable A-module not isomorphic to the simple in-
jective module S(2) = I(2), then HomA(P (1), M) 	= 0. Similarly, if N
is an indecomposable A-module not isomorphic to the simple projective
module S(1) = P (1), then HomA(P (2), N) 	= 0. This first implies that
there exists no tilting module T = T1 ⊕ T2 such that T1 is indecompos-
able postprojective and T2 is indecomposable preinjective. Indeed, assum-
ing that this is the case, then there exist t, s ≥ 0 and two indecompos-
able modules: P projective and I injective, such that T1

∼= τ−tP and
T2

∼= τ sI. In view of (IV.2.14) and (IV.2.15), this gives 0 = DExt1A(T2, T1) ∼=
HomA(T1, τT2) ∼= HomA(τ−tP, τ s+1I) ∼= HomA(P, τ t+s+1I), which contra-
dicts the preceding remarks. Consequently, any tilted algebra obtained from
A is representation–infinite (by (4.3)(b)).

The same remarks also show that if a ∈ {1, 2} and s ≥ 0, t ≥ 1, then

HomA(τ−sP (a), τ−s−tP (a)) ∼= HomA(P (a), τ−tP (a)) 	= 0;

therefore, if T = T1 ⊕ T2 is a postprojective tilting module, with T1 and T2

indecomposable, then T1 and T2 belong to distinct τ -orbits. Assume thus
that a 	= b and s, t ≥ 0 are such that T1 = τ−sP (a) and T2 = τ−s−tP (b).
Then (IV.2.14) and (IV.2.15) yield the isomorphisms

DExt1A(T2, T1) ∼= HomA(T1, τT2) ∼= HomA(τ−sP (a), τ−s−t+1P (b))

∼= HomA(P (a), τ−t+1P (b))

and this vanishes if and only if a = 2, b = 1, and t ≤ 1, that is, if and only
if TA

∼= τ−sP (1)⊕ τ−sP (2), or TA
∼= τ−sP (2)⊕ τ−s−1P (1) for some s ≥ 0.

Similarly, if T is a preinjective tilting module, then T ∼= τ sI(1) ⊕ τ sI(2)
or T ∼= τ s+1I(1) ⊕ τ sI(2), for some s ≥ 0. Finally, we prove in the second
volume of this book that, for any regular indecomposable A-module R, we
have Ext1A(R, R) 	= 0 and consequently R cannot be a summand of any
tilting module. This shows that we have obtained all the possible tilting
modules. As a consequence, any tilted algebra from A is concealed and
isomorphic to A.

(d) Let A be the path algebra of the Euclidean quiver

◦1

◦2

◦
3

◦
4

◦5

◦6

of type D̃5. The beginning of the postprojective component P(A) is of the
form
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0 1
1 1

0 0

1 0
2 1

1 1

1 1
2 2

1 0

1 1
3 3

1 2

↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘
0 0

1 1
0 0

→ 0 0
1 1

0 1
→ 1 1

3 2
1 1

→ 1 1
2 1

1 0
→ 2 1

4 3
2 1

→ 1 0
2 2

1 1
→ 2 2

5 5
2 2

→ 1 2
3 3

1 1
→ · · ·

↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗
0 0

1 0
0 0

→ 1 0
1 0

0 0
→ 1 0

2 1
1 0

→ 0 0
1 1

1 0
→ 1 1

3 3
1 1

→ 1 1
2 2

0 1
→ 2 2

5 4
2 2

→ 1 1
3 2

2 1
→ 3 2

6 5
3 2

→ · · ·

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘
0 0

1 0
1 0

1 0
1 1

0 0

0 1
2 2

1 1

2 1
3 2

1 1
· · ·

It is easily verified that the postprojective A-module

TA =
0 0

1 1
0 1

⊕
0 0

1 1
1 0

⊕
1 0

2 1
1 1

⊕
1 1

3 3
1 1

⊕
1 0

2 2
1 1

⊕
0 1

2 2
1 1

is a tilting A-module. Therefore B = EndTA is a concealed algebra of type

D̃5. It is given by the quiver

◦ 5

◦
3

◦
4

◦1

◦
6

◦
2

β α

γδ

λµ

bound by αβ = γδ. The postprojective component P(B) of Γ(modB) is
the image of P(A)∩ T (T ) under the action of the functor HomA(T,−) and
is of the form

1
1 0

0
0 0

0
0 0

1
1 0

1
2 1

2
1 1

· · ·

↗ ↘ ↗ ↘ ↗ ↘ ↗
0

1 0
0

0 0

1
1 0

1
1 0

→
1

1 1
1

1 0
→

1
2 1

3
2 1

→
0

1 0
2

1 1
→

2
3 1

4
2 2

→ · · ·

↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 0
1

1 0
→

0
1 0

1
1 1

→
1

2 0
2

1 1
→

1
1 0

1
0 0

→
2

2 1
3

2 1
→

1
1 1

2
2 1

→ · · ·

↗ ↘ ↗ ↘ ↗ ↘ ↗
0

0 0
0

1 0

0
1 0

1
0 0

1
1 0

1
1 1

1
1 1

2
1 0

whereas the preinjective component Q(B) of Γ(mod B) equals the connect-
ing component CT determined by T and is of the form
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1
0 1

2
1 1

1
1 2

2
1 1

0
0 0

1
0 1

1
0 1

0
0 0

↘ ↗ ↘ ↗ ↘ ↗ ↘
· · ·

2
1 2

2
1 1

→
2

1 3
4

2 2
→

0
0 1

2
1 1

→
1

1 2
3

1 2
→

1
1 1

1
0 1

→
1

0 1
1

0 1

0
0 1

0
0 0

↗ ↘ ↗ ↘ ↗ ↘ ↗
· · ·

2
2 3

5
2 3

→
1

1 1
2

1 2
→

2
1 2

3
1 2

→
1

0 1
1

0 0
→

1
0 2

2
1 1

→
0

0 1
1

1 1
→

0
0 1

1
0 1

↘ ↗ ↘ ↗ ↘ ↗ ↘
1

1 1
2

0 1

1
0 1

1
1 1

0
0 1

1
0 0

0
0 0

0
0 1

We note that the indecomposable modules
0

0 0
1

0 1
,

1
1 1

1
0 1

,
1

1 2
3

1 2
,

2
1 2

3
1 2

,
1

0 1
1

0 0
, and

1
0 1

1
1 1

form a section Σ ∼= Qop in Γ(modB).

VIII.5. The criterion of Liu and Skowroński

To decide whether a given algebra is tilted, we need some intrinsic char-
acterisation. The objective of this section is to give such a characterisation,
obtained independently by Liu [111] and Skowroński [156]. This result uses
the concept of section. There exist many other characterisations, using
related concepts such as that of slice (see, for instance, [145]). But the cri-
terion of Liu and Skowroński is very useful for practical applications. Our
presentation here follows essentially that in [158].

Let A be an algebra. We recall that an A-module M is said to be faithful
if its right annihilator IM = {a ∈ A | Ma = 0} vanishes. We showed in
(VI.2.2) that an A-module M is faithful if and only if AA is cogenerated by
MA, or equivalently, if and only if D(A)A is generated by MA.

Let A be an algebra. We recall from (VI.2.2) that any tilting A-module
is faithful and from (VI.6.3) that any Gen–minimal faithful A-module is a
partial tilting module. We now give an alternate sufficient condition for a
faithful A-module to be a partial tilting module.

5.1. Lemma. Let A be an algebra and M be a faithful A-module.

(a) If HomA(M, τM) = 0, then pdM ≤ 1.
(b) If HomA(τ−1M, M) = 0, then id M ≤ 1.

Proof. We only prove (a); the proof of (b) is similar. Because the
module M is faithful, there exist t ≥ 1 and an epimorphism M t → DA,
by (VI.2.2). Applying the functor HomA(−, τM) yields a monomorphism
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HomA(DA, τM) → HomA(M, τM)t. Hence HomA(DA, τM) = 0 so, by
(IV.2.7), we get pd M ≤ 1. �

Thus, if M is a faithful module such that HomA(M, τM) = 0, it is
a partial tilting module (because pdM ≤ 1 and there are isomorphisms
Ext1A(M, M) ∼= DHomA(M, τM) = 0, by (IV.2.14)).

We now need the following lemma, relating the Auslander–Reiten trans-
lates of the same module in two module categories.

5.2. Lemma. Let A be an algebra, I be a two-sided ideal of A, and

B = A/I. If M is a B-module, then the Auslander–Reiten translate τBM
of M in mod B is a submodule of the Auslander–Reiten translate τAM of

M in modA.

Proof. For any module NA, we set

tI(N) = {n ∈ N ; nI = 0}.

It is easy to see that tI(N) ⊆ N is a B-module and, for each homomorphism
f ∈ HomA(N, L), the restriction tI(f) : tI(N) → tI(L) of f to tI(N) is
a homomorphism of B-modules. Obviously, we have defined a covariant
functor tI : mod A −→ modB.

Assume now that MB is a B-module. Without loss of generality, we may
assume that MA is indecomposable. First we note that if M is projective
when viewed as an A-module, then MB is projective. Indeed, if g : X →
Y is an epimorphism of B-modules, then it is an A-module epimorphism
and Hom B(M, g) : Hom B(M, X) → Hom B(M, Y ) is surjective, because
Hom B(M, Z) = Hom A(M, Z) for any B-module Z.

Assume now that MB is not projective. Then MA is not projective, and
there exists an almost split sequence 0 −→ τAM

f
−→ E

g
−→ M −→ 0 in

mod A. Applying the functor tI yields an exact sequence in modB

0 −→ tI(τAM)
tI(f)

−−−−−−→ tI(E)
tI(g)

−−−−−−→ M −→ 0,

where tI(M) = M , because M is a B-module. The homomorphism tI(g) is
right almost split in modB. Indeed, it is clearly not a retraction and, if XB

is a B-module and u : XB → MB is not a retraction, then u : XA → MA

viewed as a homomorphism of A-modules is not a retraction. Because g is
right almost split in modA, u lifts to a homomorphism v : XA → EA in
mod A such that u = gv. It is clear that Im v ⊆ tI(E), because XI = 0.
Consequently, u lifts to a homomorphism v : XB → tI(E) in modB such
that u = tI(g)v, and we are done.

Because MB is not projective, there exists an almost split sequence

0 −→ τBM
f ′

−→ E′ g′

−→ M −→ 0
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in modB. Because tI(g) is right almost split in modB and g′ is not a
retraction, there exists a homomorphism h : E′ → tI(E) of B-modules
such that tI(g)h = g′. It follows that h is a section because g′ is minimal
right almost split. Consequently, we get a commutative diagram with exact
rows

0 −→ τBM
f ′

−−−−−−→ E′ g′

−−−−−−→ M −→ 0� h

� 1M

�
0 −→tI(τAM)

tI(f)
−−−−−−→ tI(E)

tI(g)
−−−−−−→ tI(M) −→ 0� � 1M

�
0 −→ τAM

f
−−−−−−→ E

g
−−−−−−→ M −→ 0

where the vertical homomorphisms are injective. As a consequence, τBM is
isomorphic to a submodule of tI(τAM) and thus to a submodule of τAM .

�

The following lemma, obtained in [157], is crucial in the sequel.

5.3. Lemma. Let A be an algebra and n be the rank of the group K0(A).
Assume that an A-module M is a direct sum of m pairwise nonisomorphic

indecomposable modules and HomA(M, τM) = 0. Then m ≤ n.

Proof. Let IM be the right annihilator of M , that is, IM = {a ∈ A |
Ma = 0}. Then IM is a two-sided ideal of A. Thus, if B = A/IM , we
have, by (5.2), that τBM is a submodule of τAM = τM . The assumption
that HomA(M, τM) = 0 implies that HomB(M, τBM) = 0. Because M
is a faithful B-module, we deduce from (5.1)(a) that M is a partial tilting
B-module. By Bongartz’s lemma (VI.2.4), there exists a B-module N such
that M ⊕ N is a tilting B-module. By (VI.4.4), m ≤ rk K0(B). On the
other hand, clearly, rk K0(B) ≤ n. �

To motivate the assumptions of the following lemma, we recall that, if
Σ is a section in a component of the Auslander–Reiten quiver Γ(modB)
of an algebra B, say, then, by (1.4), if UB belongs to Σ and there exists
an irreducible homomorphism V → U , then VB belongs to either Σ or
τΣ = {τW | W on Σ}; similarly, if there exists an irreducible morphism
U → V , then V belongs to either Σ or τ−1Σ = {τ−1W | W on Σ}.

5.4. Lemma. Let B be an algebra, C be a component of Γ(mod B), and

Σ be a finite and acyclic connected full subquiver of C.

(a) Assume that if U belongs to Σ and there exists an irreducible mor-

phism V → U , then V belongs to either Σ or τΣ. Then any homo-

morphism f : Y → U between indecomposables U on Σ and Y not

on Σ must factor through a direct sum of modules from τΣ.
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(b) Assume that if U belongs to Σ and there exists an irreducible mor-

phism U → V , then V belongs to either Σ or τ−1Σ. Then any

homomorphism g : U → X between indecomposables U on Σ and X
not on Σ must factor through a direct sum of modules from τ−1Σ.

Proof. We only prove (a); the proof of (b) is similar. Assume that
f : Y → U is a homomorphism between indecomposables U on Σ and
Y not on Σ. Because Σ is finite and acyclic, we prove the statement by
induction on an admissible sequence of sources in Σ (see (VII.5)). Assume
first that U is a source in Σ, and consider the right minimal almost split
morphism u : E → U . Then every indecomposable summand of E belongs
to τΣ. Because f factors through u, we are done. Assume that U is not a
source, and consider the right minimal almost split morphism u : E → U .
Then E = E′ ⊕ E′′, where all the indecomposable summands of E′ belong
to τΣ, whereas all the indecomposable direct summands of E′′ belong to
Σ and are predecessors of U in the admissible sequence. Then f factors
through

u = [u′ u′′] : E′ ⊕ E′′ −−−−→ U.

Because the homomorphism Y −→E′′ thus obtained factors through a direct
sum of modules from τΣ, by the induction hypothesis, the proof is complete.

�

5.5. Lemma. Let B be an algebra, C be a component of Γ(mod B) con-

taining a finite section Σ, and TB be the direct sum of all modules on Σ.

Then HomB(T, τT ) = 0 if and only if HomB(τ−1T, T ) = 0.

Proof. Let p : P → τ−1T be a projective cover. Applying (5.4)(a) to
τ−1Σ, we get that p factors through a direct sum of modules from Σ. Con-
sequently, there exist t ≥ 1 and an epimorphism f : T t → τ−1T . Similarly,
considering the injective envelope of τT , we find s ≥ 1 and a monomorphism
g : τT → T s.

Assume that HomB(T, τT ) 	= 0 and let h : T → τT be a nonzero ho-
momorphism of B-modules. Applying (5.4)(b) to Σ, we get r ≥ 1 and a
factorisation h = h2h1, where h1 : T → (τ−1T )r and h2 : (τ−1T )r → τT.
Then the composed homomorphism gh2 : (τ−1T )r → T s is nonzero, and
consequently HomB(τ−1T, T ) 	= 0. Similarly, HomB(τ−1T, T ) 	= 0 implies
HomB(T, τT ) 	= 0. �

Now we are able to prove an important criterion of Liu and Skowroński,
which characterises the tilted algebras as being those algebras B having a
faithful section Σ such that HomB(U, τV ) = 0 for all modules U and V
from Σ.
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5.6. Theorem. An algebra B is a tilted algebra if and only if the quiver

Γ(mod B) contains a component C with a faithful section Σ such that

HomB(U, τV ) = 0 for all modules U , V from Σ. Moreover, in this case, the

direct sum TB of all modules on Σ is a tilting B-module with A = End TB

hereditary, and C is the connecting component of Γ(modB) determined by

the tilting A-module T ∗
A = D(AT ).

Proof. Let B be a tilted algebra; then there exist a hereditary algebra
A and a tilting A-module T such that B ∼= End TA. By (3.5), the class Σ of
all modules of the form HomA(T, I), where I is indecomposable injective,
forms a section in the connecting component CT of Γ(modB) determined
by T .

By (VI.3.3), there is an isomorphism HomA(T, DA) ∼= (DT )B of B-
modules. Moreover, the B-module

HomA(T, DA) ∼= D(BTA ⊗A A) ∼= (DT )B

generates DB. Indeed, because BT is a tilting module, there exist m ≥ 1
and a monomorphism BB → BTm. Hence we get an epimorphism (DT )m

B →
DB.

Because the module (DT )B
∼= HomA(T, DA) is the direct sum of modules

from Σ, we get from (VI.2.2) that Σ is faithful. Finally, by the connecting
lemma (VI.4.9), the module τ−1HomA(T, DA) ∼= Ext1A(T, A) belongs to
X (T ), whereas HomA(T, DA) ∈ Y(T ). Thus, if U , V are two modules from
Σ, we have HomB(τ−1U, V ) = 0. By (5.5), HomB(U, τV ) = 0. This shows
the necessity.

For the sufficiency, let B be an algebra such that Γ(modB) has a com-
ponent C containing a faithful section Σ such that HomB(U, τV ) = 0 for all
U , V from Σ. By (5.3) and our assumption, Σ is finite. Let TB be the direct
sum of all modules on Σ. We claim that TB is a tilting module such that
A = EndTB is hereditary. Then it follows from (VI.3.3) and (VI.4.4) that
T ∗

A = D(AT ) is a tilting A-module such that the canonical homomorphism

ϕ : B → End T ∗
A,

defined for b ∈ B, t ∈ T and f ∈ T ∗ by ϕ(b)(f)(t) = f(tb), is an isomor-
phism. Moreover, there are isomorphisms

HomA(T ∗, DA) ∼= HomA(DT, DA) ∼= HomA(A, T ) ∼= T

of right B-modules, and hence C equals the component CT∗ of Γ(modB)
determined by T ∗ and Σ is the section constructed as in (3.5).

By hypothesis, TB is a faithful module with HomB(T, τT ) = 0. By (5.5),
HomB(τ−1T, T ) = 0. By (5.1), we have pdTB ≤ 1 and idTB ≤ 1, so that TB
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is a partial tilting B-module. Let f1, . . . , fd be a K-basis of HomB(B, T ) ∼=
TB , then consider the monomorphism f = [f1, . . . , fd] : B → T d. We have
a short exact sequence

0 −→ B
f

−→ T d g
−→ U −→ 0,

where U = Coker f . Because pd TB ≤ 1 and BB is projective, we have
pdUB ≤ 1, so that pd (T ⊕ U) ≤ 1. We claim that

Ext1B(T ⊕ U, T ⊕ U) = 0.

Applying the functor HomB(−, T ) to the preceding short exact sequence
yields an exact sequence

HomB(T d, T )
HomB(f,T )
−−−−−−→HomB(B, T ) −→ Ext1B(U, T ) −→ Ext1B(T d, T ) = 0,

because Ext1B(T, T ) ∼= DHomB(T, τT ) = 0. Because, by definition of f ,
the homomorphism HomB(f, T ) is surjective, Ext1B(U, T ) = 0. Applying
HomB(U,−) to the same short exact sequence yields

0 = Ext1B(U, T d) −→ Ext1B(U, U) −→ Ext2B(U, B) = 0,

because pd U ≤ 1. Hence Ext1B(U, U) = 0. Finally, applying HomB(T,−)
yields

0 = Ext1B(T, T d) → Ext1B(T, U) → Ext2B(T, B) = 0,

because pd T ≤ 1. Hence Ext1B(T, U) = 0. This completes the proof of our
claim and shows that T ⊕ U is a tilting B-module.

We now show that U ∈ addT . If this is not the case, let U ′ be an
indecomposable direct summand of U that is not in addT . Then there
exists an epimorphism T d → U → U ′, and therefore HomB(T, U ′) 	= 0.
By (5.4)(b), we have HomB(τ−1T, U ′) 	= 0. Because id T ≤ 1, we have, by
(IV.2.14),

Ext1B(U ′, T ) ∼= DHomB(τ−1T, U ′) 	= 0,

a contradiction to Ext1B(U, T ) = 0.
This shows that TB is a tilting module. It remains to show that A =

End TB is hereditary. Let PA be indecomposable projective and f : M → P
be a monomorphism with M indecomposable. It suffices to show that MA

is projective. The tilting module TB determines a torsion pair (T (T ),F(T ))
in modB and another (X (T ),Y(T )) in modA. Because PA ∈ Y(T ), which
is torsion-free, we have MA ∈ Y(T ). That is, there exists a homomorphism
g : U → V in modB, with U, V ∈ T (T ), HomB(T, g) = f , HomB(T, U) =
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MA, HomB(T, V ) = PA, and V lying on Σ. Because M 	= 0, there exists
an indecomposable projective A-module P ′

A and a nonzero homomorphism
f ′ : P ′ → M . Then there exists a homomorphism g′ : V ′ → U in modB,
such that V ′ lies on Σ, HomB(T, V ′) = P ′

A and HomB(T, g′) = f ′. Because
f is a monomorphism we have ff ′ 	= 0 and hence gg′ 	= 0.

We prove that U belongs to Σ. Assume, to the contrary, that U does not
belong to Σ. It then follows from (5.4)(a) that there exist homomorphisms
of B-modules t : W → V and h : U → W such that g = th and W is a
direct sum of modules of τΣ. Because thg′ = gg′ 	= 0, there is a nonzero
homomorphism hg′ : V ′ → W , and consequently HomB(T, τT ) 	= 0. This
is a contradiction to our assumption on Σ. Consequently, U belongs to Σ
and therefore the A-module MA = HomB(T, U) is projective. This finishes
the proof. �

5.7. Examples. (a) Let B be the path K-algebra of the quiver

◦ 4

◦
2

◦
3

◦1

◦ 5

β α

γδ

ε

bound by two relations αβ = γδ and εδ = 0 (see Example 1.3 (b)). Then
the Auslander–Reiten quiver Γ(modB) of B is given by

0
0 0

1
1

1
0 1

0
0

↗ ↘ ↗ ↘
1

1 0
0

0

0
0 0

1
0

1
0 1

1
1

0
0 1

0
0

↗ ↘ ↗ ↘ ↗ ↘ ↗
0

1 0
0

0

1
1 0

1
0
→

1
1 1

1
0
→

1
0 1

1
0

0
0 1

1
1

↘ ↗ ↘ ↗ ↘ ↗ ↘
0

1 0
1

0

1
0 0

0
0

0
0 1

1
0

0
0 0

0
1

where the indecomposable modules are represented by their dimension vec-
tors. We consider the illustrated section Σ of Γ(modB). It is easily seen that
any indecomposable projective B-module is a submodule of a module lying
on Σ; hence, by (VII.2.2), Σ is a faithful section. Clearly, HomB(U, τV ) = 0
for all U , V on Σ. Therefore, applying (5.6), we get that B is a tilted al-
gebra, and in fact that if TB denotes the direct sum of the modules on Σ,
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then A = End TB is hereditary and T ∗ = D(AT ) is a tilting A-module such
that B = End T ∗

A. A straightforward calculation shows that A is given by
the Dynkin quiver:

◦4

◦5

◦
1

◦
2

◦
3

of type D5. We now compute the module T ∗
A using the procedure explained

in (VI.6.9). It is known that the points of Σ are of the form HomA(T ∗, I(a)),
where a is a point in the quiver of A. Thus

HomA(T ∗, I(1)) =
1

1 0
1

0
HomA(T ∗, I(2)) =

0
0 0

1
0

HomA(T ∗, I(3)) =
0

0 0
1

1
HomA(T ∗, I(4)) =

1
1 1

1
0

HomA(T ∗, I(5)) =
1

0 0
0

0

Thus, if one writes

T ∗
A = T ∗

1 ⊕ T ∗
2 ⊕ T ∗

3 ⊕ T ∗
4 ⊕ T ∗

5 ,

with T ∗
1 , T ∗

2 , T ∗
3 , T ∗

4 , T ∗
5 indecomposable, one gets

T ∗
1 =

1
1 0 0

0
, T ∗

2 =
1

1 0 0
1

, T ∗
3 =

1
1 1 1

0
,

T ∗
4 =

1
0 0 0

0
, T ∗

5 =
0

0 0 1
0

.

(b) Let B be given by the quiver

◦
1 α 2 β◦ ◦

3

γ

◦4 ε ◦6

η
◦5 ◦7

σ

◦
δ

8
κ

◦
9

bound by two zero relations γβ = 0 and ση = 0. Constructing the Auslan-
der–Reiten quiver Γ(modB) of B as usual yields
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1 0 0
0 0
0 0

0
0

↘
1 1 0

0 0
0 0

0
0

↙ ↘
0 1 0

0 0
0 0

0
0

1 1 1
0 0
0 0

0
0

↘ ↙
0 1 1

0 0
0 0

0
0

↙
0 0 0

0 0
1 0

0
0

0 0 0
1 0
0 0

0
0

0 0 1
0 0
0 0

0
0

↘ ↓ ↙
0 0 0

0 0
0 0

0
1

0 0 1
1 1
1 0

0
0

↘ ↙ ↓ ↘
0 0 0

0 0
0 0

1
1

0 0 1
1 1
0 0

0
0

0 0 1
0 1
1 0

0
0

0 0 0
1 1
1 0

0
0

↙ ↘ ↙ ↘ ↓ ↙
0 0 0

0 0
0 0

1
0

0 0 1
1 1
0 1

1
1

0 0 1
1 2
1 0

0
0

↘ ↙ ↘ ↙ ↓ ↘
0 0 1

1 1
0 1

1
0

0 0 1
1 2
1 1

1
1

0 0 0
1 1
0 0

0
0

0 0 1
0 1
0 0

0
0

↙ ↘ ↙ ↘ ↓ ↙
0 0 1

1 1
0 1

0
0

0 0 1
1 2
1 1

1
0

0 0 1
1 2
0 1

1
1

↘ ↙ ↘ ↙ ↓ ↘
0 0 1

1 2
1 1

0
0

0 0 1
1 2
0 1

1
0

0 0 1
0 1
0 1

1
1

0 0 0
1 1
0 1

1
1

↙ ↘ ↙ ↘ ↓ ↙
0 0 0

0 1
1 0

0
0

0 0 1
1 2
0 1

0
0

0 0 1
1 2
0 2

2
1

↘ ↙ ↘ ↙ ↓ ↘
0 0 0

0 1
0 0

0
0

0 0 1
1 2
0 2

1
1

0 0 0
1 1
0 1

1
0

0 0 1
0 1
0 1

1
0

↘ ↙ ↘ ↓ ↙
0 0 0

0 1
0 1

1
1

0 0 1
1 2
0 2

1
0

↙ ↘ ↙ ↓ ↘
0 0 0

0 0
0 1

1
1

0 0 0
0 1
0 1

1
0

0 0 1
0 1
0 1

0
0

0 0 0
1 1
0 1

0
0

↘ ↙ ↘ ↓ ↙
0 0 0

0 0
0 1

1
0

0 0 0
0 1
0 1

0
0

↘ ↙
0 0 0

0 0
0 1

0
0
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We consider the illustrated section Σ of Γ(modB). Any indecomposable
projective B-module is a submodule of a module on Σ, so Σ is faithful.
Because HomB(U, τV ) = 0 for all modules U , V on Σ, we have, by (5.6),
that B is a representation–finite tilted algebra of type Σop:

◦�
◦←−−−−◦←−−−−◦←−−−−◦←−−−−◦←−−−−◦←−−−−◦←−−−−◦

Observe that Σop is neither a Dynkin nor a Euclidean quiver.

(c) Let B′ be given by the quiver

2 β◦ ◦
3

γ

◦4 ε ◦
6

η
◦
5

◦
7

σ

bound by γβ = 0, ση = 0, and σε = 0. Thus B′ is a quotient of the algebra
B of Example (b). Then Γ(modB′) is the quiver

11
00
0 0

01
01
0 1

↗ ↘ ↗ ↘
10
00
0 0

01
00
0 0

00
11
1 0

01
01
0 0

00
01
0 1

↘ ↗ ↘ ↗ ↘ ↗ ↘
00
10
0 0

→
01
11
1 0

→
01
01
1 0

→
01
12
1 0

→
00
11
0 0

→
00
01
0 0

00
00
0 1

↗ ↘ ↗ ↘ ↗
00
00
1 0

01
11
0 0

00
01
1 0

which contains no section. Therefore B′ is not tilted. This shows that a
quotient algebra of a tilted algebra is not necessarily tilted.

(d) Let B be given by the quiver

◦
2

◦
4

◦6

◦7

◦
5

σ

η

ε

κ

◦

◦

1

3

α

β

γ

δ

bound by σα = 0, σβ = 0, ηγ = 0, and ηδ = 0. Then B is the gluing of
three hereditary algebras: B1 given by the full subquiver with points 1 and
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2, B2 given by the full subquiver with points 3 and 4, and B3 given by the
full subquiver with points 2, 4, 5, 6, and 7.

One can show that if M is an indecomposable B-module, then it is a
module over one of the algebras B1 , B2 and B3 (see Exercise 14). Because
the radical of P (5)B is equal to S(2) ⊕ S(4), S(2) is also a simple injective
B1-module, whereas S(4) is a simple injective B2-module. We infer that
the component C of Γ(modB) containing P (5) is a gluing of the prein-
jective components of Γ(mod B1) and Γ(modB2) with the postprojective
component of Γ(modB3), that is, C is of the form

P(5)

τ−1S(2)

P(6)

P(7)

τ−1S(4)

τ−1P(3)

τ−2S(2)

τ−1P(6)

τ−1P(7)

τ−2S(4)

τ−2P(5)

S(2)

I(1)

τS(2)

. . . τI(1)

↘↘↗↗↘↘

S(4)

I(3)

τS(4)

. . . τI(3)

↗↗↘↘↗↗

· · ·

· · ·

· · ·

· · ·

The modules I(1), S(2), I(3), S(4), P (5), P (6), and P (7) form a faithful
section Σ in C and HomB(U, τV ) = 0 for all U , V on Σ. By (5.6), the
algebra B is tilted (and clearly representation–infinite).

(e) Let B be given by the quiver

◦1 ◦6

◦

2
◦

5

◦
4

◦
3

α

γ

β

δ

ν

λ

η

µ

bound by the commutativity relations βα = δγ = µλ = ην.

Denote by C the hereditary algebra given by the full subquiver with
points 1, 2, 3, 4, and 5 and by D the hereditary algebra given by the full
subquiver with points 2, 3, 4, 5, and 6.

Finally, let B′ denote the algebra with the same quiver as B, bound by
βα = δγ = µλ = ην = 0.
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Clearly, B′ is a quotient of B and one can show that any indecomposable
B′-module is a C-module or a D-module and that any indecomposable B-
module not isomorphic to P (6) ∼= I(1) is a B′-module (see Exercise 15). By
(IV.3.11), we have an almost split sequence of the form

0 −→ radP (6) −→ radP (6)/S(1) ⊕ P (6) −→ P (6)/S(1) −→ 0

in the category modB. There is a decomposition

radP (6)/S(1) ∼= S(2) ⊕ S(3) ⊕ S(4) ⊕ S(5),

radP (6) is the indecomposable injective C-module I(1)C , whereas
P (6)/S(1) is the indecomposable projective D-module P (6)D. Therefore,
the component C of Γ(modB) containing P (6) = I(1) is the following gluing
of the preinjective component of Γ(modC) with the postprojective compo-
nent of Γ(modD):

I(1)C

S(2)

S(3)

P(6)B

S(4)

S(5)

P(6)D

τ−1

D
S(2)

τ−1

D
S(3)

τ−1

D
S(4)

τ−1

D
S(5)

τ−1P(6)D

τCS(2)

τCS(3)

τCS(4)

τCS(5)

τC I(1)· · ·

where τC and τD denote, respectively, the Auslander–Reiten translations in
mod C and modD. The modules S(2), S(3), P (6)B, S(4), S(5), P (6)D form
a section Σ in C. The indecomposable projective B-modules are submodules
of P (6)B and so Σ is faithful. Because HomB(U, τV ) = 0 for all U , V on
Σ, we deduce that B is tilted of type

◦

◦ ◦ ◦ ◦ ◦

We observe that Γ(modB′) is obtained from Γ(modB) by removing P (6)B

and all the arrows with source or target in P (6)B. Thus, Γ(modB′) has a
component C′ obtained from C by removing P (6)B. Moreover, the modules
I(1)C

∼= I(1)B′ , S(2), S(3), S(4), S(5), and P (6)B′
∼= P (6)D form a faithful

section Σ′ in C′ such that HomB′ (U ′, τB′V ′) = 0 for all U ′, V ′ on Σ′.
Therefore, B′ is a tilted algebra of type Σ′op ∼= QB.
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VIII.6. Exercises

1. Construct ZΣ if Σ is one of the following quivers:

(a)

◦�
◦←−−−−◦←−−−−◦←−−−−◦←−−−−◦

(b)
◦

◦−−−−→◦−−−−→◦−−−−→◦

2. Let C be a component of the Auslander–Reiten quiver of an algebra
B, having a faithful section Σ. Show that:

(a) if Σ has finitely many predecessors, then C is postprojective contain-
ing all projective modules and B is a tilted algebra.

(b) if Σ has finitely many successors, then C is preinjective containing
all injective modules and B is a tilted algebra.

3. Let A be a representation–finite algebra and P be an indecompos-
able projective-injective A-module. Show that P belongs to any section in
Γ(mod A).

4. Construct the postprojective and the preinjective component of the
Auslander–Reiten quiver of each of the following algebras A:

(a) A is given by the quiver

◦�
◦−−−−→◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦←−−−−◦

(b) A is given by the quiver

◦

◦←−−−−◦←−−−−◦←−−−−◦

(c) A is given by the quiver

◦←−−−−−←−−−−−←−−−−−◦

(d) A is given by the quiver

◦←−−−−−←−−−−− ◦←−−−−−−◦

(e) A is given by the quiver
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◦

◦

◦

◦◦

◦

γ α

λδ

β

ε

bound by three zero relations αβ = 0, γε = 0, δε = 0.
(f) A is given by the quiver

◦

◦

◦

◦

◦◦

ε δ

λµ

η ν

β α

γ

◦

◦

σ

�

◦ ◦

◦

bound by five zero relations σ� = 0, νησ = 0, δε = λµ, γε = 0,
αβ = 0.

5. Let A be the Kronecker algebra, and for λ ∈ K, let H1(λ) be the
indecomposable A-module given by

K
1←−−−−−←−−−−−
λ

K

where λ denotes the multiplication by λ (see Example 2.11).

(a) Compute a minimal projective presentation for H1(λ) and deduce
that τH1(λ) ∼= H1(λ).

(b) Show that Ext1A(H1(λ), H1(λ)) ∼= K and that the canonical short
exact sequence

0 −→ H1(λ) −→ H2(λ) −→ H1(λ) −→ 0

is almost split, where the module H2(λ) is given by

K2 1←−−−−−−−−−−−−←−−−−−−−−−−−−
I2,λ=[ λ 0

1 λ ]
K2.
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6. Let A be the hereditary algebra given by the quiver

◦1

◦2

◦3

◦4

◦5

Show that, for any pair (λ, µ) ∈ K2 \ {0}, the module H(λ, µ) given by

K2

K

K

K

K

h
1

0

i
h
1

0

i

»
λ

µ

–
h
1

1

i

is regular and that H(λ, µ) ∼= H(λ′, µ′) if and only if the pairs (λ, µ) and
(λ′, µ′) correspond to the same point on the projective line P1(K).

7. Show that, up to isomorphism, there is only one multiplicity-free tilting
module over the Nakayama algebra A = K[t]/(tm), where m ≥ 2.

8. Let B be a tilted algebra and M be an indecomposable B-module.
Show that Ext2B(M, M) = 0.

9. Let B be a concealed algebra, that is, there exists a postprojective
tilting module T over a hereditary algebra A = KQ such that B = End TA.
Show that the postprojective component P(B) of B contains a section iso-
morphic to Qop. Deduce that there exists a preinjective tilting A-module
T ′ such that B ∼= End T ′

A.

10. Let A be a representation–finite algebra such that Γ(modA) is
acyclic. Show that A is tilted if and only if Γ(modA) contains a section.

11. Show that each of the following algebras is a representation–finite
tilted algebra.

(a) A given by the quiver
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◦
6

◦
7

◦
3

◦
1

◦
5

◦
4

◦
2

ηα ξγ

σβ

bound by three zero relations αγ = 0, βσ = 0, ξη = 0.

(b) A given by the quiver

◦
α1←−−−−−−◦

α2←−−−−−−◦←−−−−−− · · ·
αn−2

←−−−−−−◦
αn−1

←−−−−−−◦
1 2 3 n−1 n

(with n ≥ 3), bound by αn−1 . . .α1 = 0.
(c) A given by the quiver

◦ 3

◦
4

◦
1

◦2

α γ η

ξσβ

◦
5

◦
7

◦

◦

6

8

δ

�

bound by two relations αβ = γσ, ηξ = 0.

(d) A given by the quiver

◦5

◦
3

◦
4

◦2
β γ

δσ
◦1

◦
7

◦6

α ξ

� η

bound by two commutativity relations γβ = δσ, ξγβα = η�.

(e) A given by the quiver

◦1

◦2

◦
3

◦
4

◦6

◦7

◦
5

ξ

α

η

σ
β γ

bound by the zero relation σγβα = 0.

(f) A given by the quiver
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◦
4

◦
1

◦
3

◦2◦ 8◦

◦
7

◦
6

◦
5

β

α

γ

σ

η

�

ϕ

ψ
ξ

bound by the relations βα = γσ, ϕψ = η�, and ϕξσ = 0.

(g) A given by the quiver

◦1

◦

◦

◦

◦

2

3

6

5

◦7

◦
4β γ

�

ξ

α

η

σ

δ

bound by two commutativity relations γβα = ξη and σξ = δ�.

12. Show that each of the following K-algebras B is a tilted algebra.
Then compute a hereditary algebra A and a tilting A-module T such that
B ∼= EndTA.

(a) B given by the quiver

◦1 ◦4

◦
2

◦
3

◦
5

◦
3

β

ν

γ

λ

α

µ

δ

bound by two commutativity relations αβ = γδ and λδ = µν.

(b) B given by the quiver

◦
3

◦1

◦
2

◦5

◦
4

β α

γε

δ

bound by the commutativity relation αβ = γδε.

(c) B given by the quiver
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◦
4

◦
2

◦
3

◦1 ◦6

◦
5

β α

γδ

µ

λ

bound by two relations αβ = γδ and λγ = 0.

13. Show that each of the following algebras B is a concealed algebra:

(a) B given by the quiver

◦
3

◦
1

◦
4

◦2◦ 7◦

◦
6

◦
8

◦
5

α

β

γ

σ

ω

δ

η

�
ξ

bound by two commutativity relations αβ = γσ and η� = ωδ.

(b) B given by the quiver

◦ 2

◦
5

◦
4

◦
3

◦6 ◦7

◦
1

η

γα

σβ

ξ �

bound by the commutativity relation αβ = γσ.

(c) B given by the quiver

◦
1 γ

◦
2 ξ

◦
4β

◦
3

◦
5 η

◦
6

◦
7 δ

◦
8 �

α σ

bound by the commutativity relation αβ = γσ.

(d) B given by the quiver
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◦
7

◦
8

◦
6

◦
2

◦
4

◦
1

◦
3

α

ξ �

δ

σ

β

γ
η

◦
9

◦
5

bound by two zero relations δσ = 0 and αβγ� = 0.

14. (a) Let A be given by the quiver 1 ◦
α←−−−−−←−−−−−
β

2
◦

γ
←−−−−◦ 3 bound by

γα = 0, γβ = 0. Show that any indecomposable A-module M = (Mi, ϕα)
with M1 	= 0 is such that (Ker ϕα)∩ (Ker ϕβ) = 0; deduce that if M 	∼= S(3)
and M 	∼= P (3), then M is an indecomposable module over the Kronecker
algebra.

(b) Let B be as in Example 5.7 (d). Show that any indecomposable
B-module is a module over one of the hereditary algebras B1, B2 or B3 .

15. (a) Let B, B′, C, D be as in the Example 5.7 (e). Show that any
indecomposable B′-module M = (Mi, ϕα) such that M1 	= 0 and M6 	= 0
must have one of the homomorphisms ϕα, ϕγ , ϕλ, or ϕν a monomorphism.
Deduce that any indecomposable B′-module is a C-module or a D-module.

(b) Show that any indecomposable B-module not isomorphic to P (6) ∼=
I(1) is a B′-module.



Chapter IX

Directingmodules and

postprojective components

Let A be an algebra. We studied in Chapter VIII some types of compo-
nents of the Auslander–Reiten quiver Γ(modA) of A that are acyclic, that
is, that contain no cyclic paths, such as the postprojective, the preinjec-
tive, and the connecting component of a tilted algebra. We now study more
generally those indecomposable modules that lie on no cycle of nonzero non-
isomorphisms in the module category. These modules are called directing
modules. Although their properties generalise those of modules lying in
one of the aforementioned components, they also enjoy some properties of
their own. For instance, we show that any algebra having a sincere and
directing indecomposable module is a tilted algebra. We next study the
class of representation–directed algebras, which are those algebras having
the property that each indecomposable module is directing, and we show in
particular that these algebras are representation–finite. It is usually diffi-
cult to predict whether a given algebra is representation–directed; we give
here an easily verified sufficient condition — the so-called separation con-
dition — for an algebra to have a postprojective component and so to be
representation–directed whenever it is representation–finite. The last two
sections are devoted, respectively, to algebras having the property that all
their indecomposable projective modules belong to postprojective compo-
nents and to the classification of the tilted algebras of type An.

IX.1. Directing modules

We recall from (VIII.2) the definitions of path and cycles in a module
category. Let A be an algebra. A path in modA is a sequence

M0
f1
−→ M1

f2
−→ M2 −→ · · · −→ Mt−1

ft
−→ Mt

of nonzero nonisomorphisms f1, . . . , ft between indecomposable A-modules
M0, M1, . . .Mt with t ≥ 1. We then say that M0 is a predecessor of Mt

or that Mt is a successor of M0. A path in modA is called a cycle if its
source module M0 is isomorphic with its target Mt. An indecomposable
A-module that lies on no cycle in modA is called a directing module.

Clearly, the requirement that the f1, . . . , ft are nonzero nonisomorphisms
amounts to say that they belong to

radA = radmod A,

357
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the radical of the category modA (see Section A.3 of the Appendix). Be-
cause the arrows of Γ(mod A) represent irreducible morphisms, any path
between points in Γ(modA) induces a path in modA. The converse, how-
ever, is generally not true; indeed, the fi may map between indecomposables
lying in distinct components of Γ(modA).

Our first lemma provides examples of directing modules.

1.1. Lemma. (a) Let A be an algebra and C be a postprojective or prein-

jective component of Γ(mod A). Then every indecomposable A-module in C
is directing.

(b) Let H be a hereditary algebra, T be a tilting H-module, A = EndTH ,

and CT be the connecting component of Γ(mod A) determined by T . Then

every indecomposable A-module in CT is directing.

(c) Let A be a representation–finite hereditary or tilted algebra. Then

every indecomposable A-module is directing.

Proof. (a) This is just (VIII.2.6).

(b) Let MA be an indecomposable in CT and suppose, to the contrary,
that there exists a cycle

M = M0
f1
−→ M1

f2
−→ M2 −→ · · · −→ Mt−1

ft
−→ Mt = M,

where t ≥ 1, the homomorphisms f1, . . . , ft are nonzero nonisomorphisms,
and the modules Mi are indecomposable. By (VIII.3.5), CT contains a
finite section Σ such that all predecessors of Σ belong to the torsion-free
part Y(T ), and all its proper successors belong to the torsion part X (T ).
Moreover, CT is acyclic. Then there exists i such that 1 ≤ i ≤ t and there
is no path of irreducible morphisms from Mi−1 to Mi.

Let r be the least integer such that 1 ≤ r ≤ t and there is no path of
irreducible morphisms from Mr−1 to Mr . Then M = M0, . . . , Mr−1 belong
to CT . Now (IV.5.1) yields a chain of irreducible morphisms

Mr−1 = U0 → U1 → · · · → Up

such that Up is a proper successor of Σ in CT and radA(Up, Mr) �= 0. In
particular, Up ∈ X (T ). Because X (T ) is closed under successors, we have
Mr ∈ X (T ) and consequently M = Mt ∈ X (T ). Similarly, let s be the
maximal integer such that 1 ≤ s ≤ t and there is no path of irreducible
morphisms from Ms−1 to Ms in modA. Then the modules Ms, . . . , Mt = M
belong to CT and there is a chain of irreducible morphisms Vq → · · · → V1 →
V0 = Ms such that Vq is a predecessor of Σ in CT and radA(Ms−1, Vq) �= 0.
In particular, Vq ∈ Y(T ). Because Y(T ) is closed under predecessors, we
have Ms−1 ∈ Y(T ) and consequently M = M0 ∈ Y(T ). Therefore M ∈
X (T ) ∩ Y(T ), a contradiction. Hence M is directing.

(c) This follows easily from (b). �
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It is important to observe that, although in Lemma 1.1, all Auslander–
Reiten components considered are acyclic, there exist examples of directing
modules lying in components containing cyclic paths.

1.2. Example. Consider the algebra A given by the quiver

◦1

◦
2

◦3

β α

γ

bound by αβ = 0 (see Example IV.4.14). Then Γ(modA) is given by

P (2) I(2)

↗ ↘ ↗ ↘
S(1) M S(3)

↘ ↗ ↘ ↗
P (3) I(1)

... ↗ ↘ ↗ ↘
...

S(2) N S(2)
...

...

where M = (P (2) ⊕ P (3))/S(1), N = P (3)/S(2), and we identify the two
copies of S(2) along the dotted lines. Clearly, S(1), P (2), I(2), and S(3)
are directing, but none of the other indecomposable modules is.

We now look at the support of a directing module. Let A = KQA/I
be a bound quiver presentation of an algebra A and M be an A-module.
The support of M is the full subquiver supp M of QA generated by all
the points i ∈ (QA)0 such that (dimM)i �= 0 (equivalently, such that
HomA(P (i), M) �= 0). An indecomposable A-module M is called sincere

whenever its support equals QA (thus, for instance, any faithful A-module
is clearly sincere).

Observe that if ej denotes the primitive idempotent corresponding to
j ∈ (QA)0 and e =

∑
j �∈(supp M)0

ej, then M is sincere viewed as a module

over the algebra A/AeA, called the support algebra of M .
We recall from (VIII.1) that to say that suppM is a convex subquiver of

QA means that any path in QA having its source and its target in supp M
lies entirely in supp M .

1.3. Proposition. Let A = KQA/I and MA be a directing indecom-

posable A-module. Then the support suppM of M is a convex subquiver

of QA.

Proof. Assume to the contrary that suppM is not convex. Then there
exists a path a0

α1−→ a1
α2−→ · · ·

αm−→ am in QA such that m ≥ 2, a0, am ∈
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(supp M)0 but a1, . . . , am−1 �∈ (supp M)0. Let α1 = β1, . . . , βs be all the
arrows in QA from a0 to a1 and αm = γ1, . . . , γt be all the arrows in QA

from am−1 to am. Let J be the two-sided ideal of KQA generated by all
paths of the form βiδ or δγj , with δ ∈ (QA)1, 1 ≤ i ≤ s, 1 ≤ j ≤ t. Consider
the algebra A′ = KQA/(I +J). Because M is annihilated by J , it is an A′-
module. Moreover, HomA′(P (a0)A′ , M) �= 0 and HomA′(M, I(am)A′ ) �= 0.
For any r with 1 ≤ r ≤ m−1, let Ur denote a uniserial A′-module of length
two having S(ar) as top and S(ar+1) as socle. Then there exists a path in
the category mod A′

I(am)A′ −→ S(am−1) −→ Um−2 −→ S(am−2) −→

· · · −→ S(a2) −→ U1 −→ S(a1) −→ P (a0)A′ ,

where the homomorphisms are the obvious ones. Therefore we get a cycle

M −→ I(am)A′ −→ S(am−1) −→ · · · −→ S(a1) −→P (a0)A′ −→ M

in modA′, hence also in mod A, because A′ is a quotient of A. This contra-
dicts the hypothesis that M is directing and finishes the proof. �

1.4. Proposition. Let A be an algebra and M be a directing indecom-

posable A-module. Then EndM ∼= K and Extj
A(M, M) = 0 for all j ≥ 1.

Proof. Because M is directing and indecomposable, modA contains no
cycle of the form M → M ; hence rad EndAM = radA(M, M) = 0, and so
EndAM ∼= K. Denote by U the class of all predecessors of M in modA.
We show by induction on j ≥ 1 that Extj

A(U, M) = 0 for all U in U .
This will clearly imply our claim. Assume j = 1. If 0 �= Ext1A(U, M) ∼=
DHomA(M, τU) for some U in U , there exists a nonzero homomorphism
M → τU , hence a cycle M → τU → ∗ → U → . . . → M , and we get
a contradiction. Therefore Ext1A(U, M) = 0 for all U in U . Assume that

Extj
A(U, M) = 0 for some j ≥ 1 and all U in U . Take U in U and a short

exact sequence 0 −→ V −→ P −→ U −→ 0 with P projective. By (A.4.5)

of the Appendix, we have Extj+1
A (U, M) ∼= Extj

A(V, M), for j ≥ 1, and the
latter vanishes, because all indecomposable summands of V belong to U .
This finishes the proof. �

1.5. Corollary. Let A be an algebra of finite global dimension and M
be a directing indecomposable A-module. Then dimM is a positive root of

the Euler quadratic form qA of A.

Proof. It follows from (1.4) and (III.3.13) that

qA(dimM) =
∑
i≥0

(−1)idimKExti
A(M, M) = 1. �
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IX.2. Sincere directing modules

In this section, we show that any algebra having a sincere directing mod-
ule is tilted. Further, we show how to construct a faithful section in the
Auslander–Reiten quiver of such an algebra. For this purpose, we need a
definition: A path M0 → · · · → Mt in the Auslander–Reiten quiver of an al-
gebra A is called sectional if, for all i with 1 < i ≤ t, we have τMi �∼= Mi−2.
Clearly, if all the Mi belong to a section in Γ(modA), then each such path
between the Mi is sectional. Our first proposition due to Bautista and
Smalø [28] (see also [35]) says that if the composition of the irreducible
morphisms corresponding to a path in Γ(modA) vanishes, then this path
cannot be sectional.

2.1. Proposition. Let A be an algebra, M1, . . . , Mn+1 be indecompos-

able A-modules, and fi : Mi → Mi+1, 1 ≤ i ≤ n, be irreducible morphisms.

If the composition fn . . . f1 either equals zero or there is a commutative di-

agram

M1
f1−−−−→ M2

f2−−−−→ · · · −−−−→ Mn
fn−−−−→ Mn+1

N
h g

where N is an indecomposable module not isomorphic to Mn, h : M1 → N
is a homomorphism of A-modules and g : N → Mn+1 is an irreducible

morphism, then there exists l such that 3 ≤ l ≤ n + 1 and τMl
∼= Ml−2.

Proof. We use induction on n. Assume n = 1. Because f1 is irreducible,
then f1 �= 0 and f1 = gh, with g : N → M2 irreducible. It follows that h
is a section. Because N and M2 are indecomposable, h is an isomorphism.
This contradicts our hypothesis that N �∼= M1.

Assume n > 1 and let f = fn−1 . . . f1. Consider first the case where
fnf = 0. If f = 0, the result follows from the induction hypothesis. If
f �= 0, then fn is not a monomorphism, so it is an epimorphism. Hence the
module Mn+1 is not projective and there exists an almost split sequence of
the form

0 −→ τMn+1

»
f ′

n

l′

–
−−−−−−→ Mn ⊕ L

[fn l]
−−−−−−→ Mn+1 −→ 0

with f ′
n and l′ irreducible. Applying HomA(M1,−) yields a left exact se-

quence

0 −→ HomA(M1, τMn+1)
HomA

„
M1,

»
f ′

n

l′

–«
−−−−−−−−−−−−→ HomA(M1, Mn ⊕ L)

HomA(M1,[fn l])
−−−−−−−−−−−−→ HomA(M1, Mn+1).
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Because fnf = 0, we have
[

f

0

]
∈ Ker HomA(M1, [fn l]); hence there exists

k : M1 → τMn+1 such that f = f ′
nk. If Mn−1

∼= τMn+1,and we are done.
Otherwise, the irreducibility of f ′

n : τMn+1 → Mn yields the result by the
induction hypothesis applied to N = τMn+1, g = f ′

n and to

M1
f1−−−−→ M2

f2−−−−→ · · · −−−−→ Mn−1
fn−1

−−−−→ Mn
fn−−−−→ Mn+1

τMn+1.
k f

′
n

This finishes the proof in case fnf = 0. Assume now fnf = gh �= 0, with
g : N → Mn+1 irreducible and N indecomposable not isomorphic to Mn.
We claim that Mn+1 is not projective. Assume to the contrary that Mn+1 is
projective. Then the irreducible morphisms fn and g are not epimorphisms;
hence they are monomorphisms. Because N �∼= Mn and radMn+1 is the
unique maximal submodule of Mn+1, then the modules Im fn and Im g are
distinct direct summands of radMn+1 and therefore Im fn ∩ Im g = 0. On
the other hand, the relation fnf = gh implies Im fn ∩ Im g �= 0, and we get
a contradiction. Consequently, Mn+1 is not projective.

Because fn and g are irreducible, N �∼= Mn and Mn+1 is not projective,
then there exists an almost split sequence of the form

0 −→ τMn+1

2
4 f ′

n

g′

l′

3
5

−−−−−−−−→ Mn ⊕ N ⊕ L
[fn g l]

−−−−−−−−→ Mn+1 −→ 0.

Applying HomA(M1,−) yields a left exact sequence

0 −→ HomA(M1, τMn+1)

HomA

 
M1,

"
f ′

n

g′

l′

#!

−−−−−−−−−−−−→ HomA(M1, Mn ⊕ N ⊕ L)
HomA(M1,[fn g l])
−−−−−−−−−−−−→ HomA(M1, Mn+1).

Because fnf = gh, we have

[
f

−h

0

]
∈ Ker HomA(M1, [fn g l]). Hence there

exists k : M1 → τMn+1 such that f = f ′
nk. If Mn−1

∼= τMn+1, we are done.
Otherwise, the irreducibility of f ′

n : τMn+1 → Mn yields the result by the
induction hypothesis applied to N = τMn+1 and g = f ′

n. �

A first, easy, important consequence of (2.1) is the following fact, men-
tioned earlier.

2.2. Corollary. Let A be an algebra. If M1
f1−→ M2

f2−→ · · ·
ft−1

−→ Mt is a

path of irreducible morphisms corresponding to a sectional path in Γ(mod A),
then ft−1 . . . f1 �= 0. �

A second consequence of (2.1) is that no sectional path is a cycle.
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2.3. Corollary. Let A be an algebra. If M1
f1−→ M2

f2−→ · · ·
ft−1

−→ Mt is

a sectional path in Γ(mod A), then M1 �∼= Mt.

Proof. Assume to the contrary that M1
∼= Mt. By (2.2), f = ft−1 . . . f1

is a nonzero endomorphism of M1, which is not an isomorphism (because
the homomorphisms f1, . . . , ft−1 are irreducible). Because EndM1 is local,
f is nilpotent. But then the given sectional cycle induces a longer one
in which the composition of the homomorphisms is zero, a contradiction
to (2.2). �

We now proceed to the proof of our main result. We need two lemmas.

2.4. Lemma. Let A be an algebra and M be a directing indecomposable

A-module. Let f : P → P ′ be a nonzero homomorphism between indecom-

posable projective A-modules. Then the induced homomorphism

HomA(f, M) : HomA(P ′, M) → HomA(P, M)

is either a monomorphism or an epimorphism.

Proof. Assume to the contrary that HomA(f, M) is neither a monomor-
phism nor an epimorphism, and set U = Coker f . Because HomA(f, M) is
not a monomorphism, HomA(U, M) ∼= Ker HomA(f, M) �= 0. For an in-
decomposable projective A-module eA, we have functorial isomorphisms
HomA((eA)t, DM)∼=HomA(Ae, DM)∼= eDM ∼=D(Me)∼= DHomA(eA, M),
where, as usual, (−)t = HomA(−, A). It follows that the diagram

DHomA(P, M)
DHomA(f,M)

−−−−−−−−−−−−→ DHomA(P ′, M)

∼=

� ∼=

�
HomA(P t, DM)

HomA(ft,DM)
−−−−−−−−−−−−→ HomA(P ′t, DM)

is commutative. Because the linear map HomA(f, M) is not an epimor-
phism, DHomA(f, M) and HomA(ft, DM) are not monomorphisms. Conse-
quently, HomA(Coker ft, DM) ∼= Ker HomA(ft, DM) �= 0. However, P and
P ′ are indecomposable projective A-modules; hence P

f
−→ P ′ → U → 0

is a minimal projective presentation, so that Coker ft = TrU . Hence we
get HomA(TrU, DM) �= 0 and therefore HomA(M, τU) �= 0. We know
that HomA(U, M) �= 0. Also U , being a quotient of P ′, has a simple
top and hence is indecomposable. We deduce the existence of a cycle
M → τU → ∗ → U → M in modA, contrary to the assumed directed-
ness of M . �

As we observed before, any faithful module is sincere (for example, any
tilting module is sincere). We next show a partial converse of this statement.



364 Chapter IX. Postprojective components

2.5. Lemma. Let A be an algebra. Then any sincere and directing in-

decomposable A-module is faithful.

Proof. Let M be a sincere and directing indecomposable A-module, and
let e1, . . . , en be a complete set of primitive orthogonal idempotents of A.
Suppose to the contrary that the right annihilator R = {a ∈ A | Ma = 0}
of M is nonzero. Then there exist i, j such that 1 ≤ i, j ≤ n and eiRej �= 0.
Let x ∈ R be such that eixej �= 0. Because eiAej

∼= HomA(ejA, eiA), the
element eixej induces a nonzero homomorphism fx : ejA → eiA, eja 
→
(eixej)eja, for a ∈ A. Because M is sincere, Mei

∼= HomA(eiA, M) �= 0
and Mej

∼= HomA(ejA, M) �= 0. But our choice of x guarantees that
HomA(fx, M) = 0, so that HomA(fx, M) is neither a monomorphism nor
an epimorphism, a contradiction to (2.4). Consequently, M is faithful. �

We are now able to prove the main result of this section due to
Ringel [145].

2.6. Theorem. Let A be an algebra having a sincere and directing in-

decomposable module M .

(a) If C is a component of Γ(mod A) containing M, then C contains a

faithful section Σ containing M.

(b) A is a tilted algebra.

Proof. Let M be a sincere and directing indecomposable A-module and
C be the component of Γ(modA) containing M . Let Σ denote the full
subquiver of C consisting of all the successors U of M in C having the
property that every path from M to U in modA is sectional (that is, there
exists no path of the form M → · · · → τW → ∗ → W → · · · → U , in modA
with W indecomposable). Because M is directing, M itself belongs to Σ.
Further, for any U, V ∈ Σ0 we have HomA(U, τV ) = 0; indeed, a nonzero
homomorphism from U to τV yields a path M → · · · → U → τV → ∗ → V ,
a contradiction to the assumption that V ∈ Σ0. Next, by (2.5), M is faithful.
We prove that Σ is a section of C; then applying (VIII.5.6) will complete
the proof.

We notice that Σ has the following property: If there exists a path

M → · · · → N → · · · → U

with N ∈ C0 and U ∈ Σ0, then N ∈ Σ0. If this is not the case, then there
exists a nonsectional path M → · · · → τW → ∗ → W → · · · → N ; hence,
by composition, a nonsectional path from M to U , which is a contradiction.
This implies that Σ is convex: If U0 → · · · → Ut is a path with U0, Ut ∈ Σ0,
then there exists a path M → · · · → U0 → · · · → Ut so that all Ui belong
to Σ.

We claim that Σ is acyclic. If not, then there exists a cycle
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U0 → U1 → · · · → Ur = U0

in Σ. Because all these modules lie in Σ, we have τUi �∼= Uj for all i, j.
Consequently, this is a sectional cycle, a contradiction to (2.3).

It clearly follows from the definition of Σ that it contains at most one
module from each τ -orbit in C. We claim that Σ intersects each τ -orbit in
C. Suppose that this is not the case. Because C is a connected translation
quiver, there exist modules U, V ∈ C0 such that U ∈ Σ0, the τ -orbit of
V does not intersect Σ but U and V have neighbouring orbits; that is,
there exist p, q ∈ Z and an arrow τpU → τ qV or an arrow τ qV → τpU .
If p ≤ 0, then τpU cannot precede any indecomposable projective module
P ∈ C0; indeed, if this is the case, then U itself precedes P , and the sincerity
of M yields a cycle M → · · · → U → · · · → P → M , contrary to the
assumption that M is directing. Similarly, if p ≥ 1, then τpU cannot
succeed any indecomposable injective module I ∈ C0. Indeed, if this is
the case, then U itself succedes I, and the sincerity of M yields a path
M → I → · · · → τpU → ∗ → τp−1U → · · · → U , a contradiction, because
U ∈ Σ0.

It is easily shown that these two remarks imply the existence of an arrow
N = τ lV → U . It follows from our assumption that N �∈ Σ0. Because N
precedes U ∈ Σ0, we have no path M → · · · → N . In particular, N is not
injective, because M is sincere. Now the arrow U → τ−1N induces a path
M → · · · → U → τ−1N . Our assumption implies that τ−1N �∈ Σ0; hence
there exist an indecomposable LA and a path

M −→ · · · −→ τL −→ ∗ −→ L = L0 −→ L1 −→ · · · −→ Lt = τ−1N.

We have HomA(Li, A) = 0 for all i with 0 ≤ i ≤ t. Indeed, if this is not the
case, then there exist an indecomposable projective A-module P ′ and an i
such that 0 ≤ i ≤ t and HomA(Li, P

′) �= 0, and the sincerity of M yields
HomA(P ′, M) �= 0, hence a cycle

M −→ · · ·−→ τL −→ ∗ −→L = L0 −→ L1 −→· · ·−→ Li −→ P ′−→ M,

which is a contradiction. This implies that, for any i such that 1 ≤ i ≤ t,
we have 0 �= HomA(Li−1, Li) = HomA(Li−1, Li) and so

0 �= DHomA(Li−1, Li) = DHomA(Li−1, Li) ∼= Ext1A(Li, τLi−1)

∼= DHomA(τLi−1, τLi) ⊆ DHomA(τLi−1, τLi).

We thus deduce the existence of a sequence of nonzero homomorphisms

τL = τL0 −→ τL1 −→ · · ·−→ τLt = N ;

hence a path M → · · · → τL = τL0 → τL1 → · · · → τLt = N , which is a
contradiction. This shows that Σ intersects any τ -orbit in C and thus is a
section. Because Σ is faithful, according to (VIII.5.6), A is a tilted algebra.

�
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Dually, one can show that (with the same hypothesis and notation) the
full subquiver of C consisting of all the predecessors V of M having the
property that every path from V to M is sectional, is a faithful section in
C, to which we can apply (VIII.5.6).

The converse of (2.6) is clearly not true. For instance, the algebra given
by the quiver 1 2 3

◦
β

←−−−−◦
α

←−−−−◦ bound by αβ = 0 is tilted but has no sincere
indecomposable module.

2.7. Corollary. Let A be an algebra and M be a sincere and directing

indecomposable A-module. Then gl.dimA ≤ 2, pdM ≤ 1 and id M ≤ 1.

Proof. Because A is a tilted algebra, (VIII.3.2) yields gl.dimA ≤ 2.
Moreover, we have HomA(I, τM) = 0 for every indecomposable injective
A-module I. Indeed, HomA(M, I) �= 0 and HomA(I, τM) �= 0 yield a cycle
M → I → τM → ∗ → M , a contradiction. Consequently, pdM ≤ 1 by
(IV.2.7). Dually, idM ≤ 1. �

The next corollary asserts that if M is a directing indecomposable A-
module, then there exists a tilted algebra B (which is a quotient algebra of
A) such that M is a sincere and directing B-module. Thus the structure
of the directing modules over any algebra A is completely determined by
those over the tilted quotients of A.

2.8. Corollary. Let A be an algebra and M be a directing indecompos-

able A-module. Then the support algebra B of M is tilted.

Proof. Clearly, M is a sincere and indecomposable B-module. Also,
Because B is a quotient of A, a cycle in mod B induces a cycle in mod A,
so M is a directing B-module. Applying (2.6) yields that B is tilted. �

IX.3. Representation–directed algebras

In this section we study the algebras having the property that every
indecomposable module is directing. However, we start with a more gen-
eral result asserting that directing modules (over an arbitrary algebra) are
uniquely determined by their composition factors.

3.1. Proposition. Let A be an algebra and M , N be indecomposable

A-modules. If M is directing and dimM = dimN , then M ∼= N .

Proof. Let B be the support algebra of M . It follows from (2.7) that
gl.dimB ≤ 2. In particular, the Euler characteristic 〈−,−〉B of B is defined
(see III.3.11). Moreover, because M is sincere when viewed as a B-module,
pdMB ≤ 1 and idMB ≤ 1, again by (2.7). Finally, by (1.5), dimM is a
root of the quadratic form qB , because M is indecomposable and directing
(when viewed as a B-module).
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Assume, to the contrary, that M �∼= N and dimM = dimN . Clearly,
B is also the support algebra of N . Because pd MB ≤ 1, Ext 2

B(N, M) = 0
and, according to (III.3.13) and (1.5), we have

1 = qB(dimM) = 〈dimM, dimM〉B = 〈dimM, dimN〉B

= dimKHomB(M, N) − dimKExt1B(M, N);

hence HomA(M, N) = HomB(M, N) �= 0. Similarly, idMB ≤ 1 implies that
Ext 2

B(N, M) = 0. It follows that

1 = qB(dimM) = 〈dimM, dimM〉B = 〈dimN, dimM〉B

= dimKHomB(N, M) − dimKExt1B(N, M);

hence HomA(N, M) = HomB(N, M) �= 0. This gives a cycle M → N → M
in modA, contrary to the assumption that M is directing. Consequently,
there is an isomorphism M ∼= N of A-modules. �

The hypothesis in (3.1) that M is directing is essential; as is shown by
Example (1.2), the indecomposable modules P (3) and I(1) have the same
composition factors but are clearly not isomorphic.

Proposition 3.1 and Lemma 1.1 imply that all postprojective and all
preinjective indecomposable modules as well as all indecomposables that
belong to the connecting component of a tilted algebra are uniquely deter-
mined by their composition factors.

We saw in (VIII.4.3) that the Auslander–Reiten quiver of any repre-
sentation–finite tilted algebra is acyclic and, consequently, any indecom-
posable module is directing. On the other hand, the Example VIII.5.7 (c)
shows that there exist representation–finite algebras with acyclic Auslander–
Reiten quivers that are not tilted. This motivates the following definition.

3.2. Definition. An algebra is called representation–directed if ev-
ery indecomposable A-module is directing.

We recall that Gabriel’s theorem (VII.5.10) provides a bijection between
the indecomposable modules over a representation–finite hereditary algebra
and the roots of the corresponding quadratic form. The same result holds
more generally for a representation–directed algebra with global dimension
at most two.

3.3. Theorem. Let A be a representation–directed K-algebra with

gl.dimA ≤ 2. The Euler quadratic form qA of A is weakly positive, and

the correspondence M 
→ dimM defines a bijection between the isomor-

phism classes of indecomposable A-modules and the positive roots of qA.

Proof. Because A is representation–directed, every indecomposable A-
module M is directing and, according to (1.5), the dimension vector dimM
of M is a positive root of qA.



368 Chapter IX. Postprojective components

Let x be a positive vector in K0(A). Then there exists a nonzero A-
module M such that x = dimM . Choose such a module M with
dimK(End M) as small as possible. Let M =

⊕m
i=1 Mi be a decomposition

of M into indecomposable summands. We claim that Ext1A(Mj , Mi) = 0
for any pair (i, j) with i �= j. Suppose that this is not the case. Then
Ext1A(

⊕
j �=i Mj, Mi) �= 0 for some i and therefore there exists a nonsplit

exact sequence

0 −→ Mi −→ N −→
⊕
j �=i

Mj −→ 0.

It follows that dimN = dim (Mi ⊕ (
⊕

j �=i Mj)) = dimM . By (VIII.2.8),

we get dimKEndAN < dimKEndA(Mi ⊕
⊕

j �=i Mj) = dimKEndAM , which

contradicts the minimality of M. Consequently, Ext1A(Mj , Mi) = 0 when-
ever i �= j.

Because each Mi is directing, we also have Ext1A(Mi, Mi) = 0 for any i,
by (1.4). Therefore Ext1A(M, M) = 0 and, because gl.dimA ≤ 2, we have

qA(x) = qA(dimM) = dimKEndM + dimKExt2A(M, M) > 0.

Thus, qA is weakly positive. Moreover, if x = dimM is a positive root of
qA, then 1 = dimKEndM + dimKExt2A(M, M). It follows that EndM ∼= K
and M is indecomposable.

Also, if M , N are indecomposable A-modules such that dimM = dimN ,
then (3.1) implies M ∼= N . Hence, in view of (1.5), M 
→ dimM establishes
a bijection between the set of isomorphism classes of indecomposable A-
modules and the set of positive roots of qA. �

3.4. Corollary. Any representation–directed algebra is representation–

finite.

Proof. Assume that A is a representation–directed algebra. Let A =
KQA/I be a bound quiver presentation of A, and let M be an indecompos-
able A-module. By our assumption, M is directing and, according to (2.8),
the support algebra B of M is a tilted algebra, whose quiver supp M is, by
(1.3), a convex full subquiver of QA. It follows from (3.3) that the quadratic
form qB of B is weakly positive and that M 
→ dimM defines a bijection
between the isomorphism classes of indecomposable B-modules and the pos-
itive roots of qB . But, by (VII.3.4), a weakly positive quadratic form has
only finitely many positive roots. Therefore B is representation–finite. Be-
cause the finite quiver QA has only finitely many convex full subquivers, A
is also representation–finite. �

Note that (3.3) and (3.4) apply in particular to all representation–finite
tilted algebras.
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3.5. Lemma. Let A be a connected representation–finite algebra. Then

A is representation–directed if and only if it admits a postprojective compo-

nent.

Proof. Because A is representation–finite, it follows from (IV.5.4) that
the Auslander–Reiten quiver Γ(modA) of A is connected. Assume that
A is representation–directed. Because Γ(modA) is connected, obviously
Γ(mod A) is a postprojective component. Conversely, assume that A admits
a postprojective component. Because Γ(modA) is connected, it coincides
with its postprojective component. In particular, all indecomposable A-
modules are directing, by (1.1). �

Because the support algebra of any directing module is a tilted alge-
bra, we may look at a representation–directed algebra as being a gluing of
finitely many representation–finite tilted algebras given by the supports of
the indecomposable modules.

3.6. Examples. (a) Let A be given by the quiver
◦1

◦2

◦4

◦5

◦
3

α

β

γ

δ

bound by four zero relations γα = 0, δα = 0, γβ = 0, and δβ = 0. Then
Γ(mod A) is the quiver

P (4) - - - - - - S(5)

S(1) - - - - - I(2) ↗ ↗
↘ ↗ ↘ ↘

P (3) - - - - - S(3) - - - - - - - I(3)

↗ ↘ ↗ ↗
S(2) - - - - - I(1) ↘ ↘

P (5) - - - - - - S(4)

In particular, A is representation–directed. Also, we have in Γ(modA) a
section given by the modules I(1), I(2), S(3), P (4), P (5). Hence A is

tilted of type D̃4, and so gl.dimA ≤ 2. Applying (3.3), we get that qA

is weakly positive, and the dimension vectors 1 0
0

0 0
, 0 0

0
1 0

, 1 0
1

1 0
, 1 0

1
0 0

, 0 0
1

1 0
,

0 0
1

0 0
, 0 1

1
0 0

, 0 0
1

0 1
, 0 1

1
0 1

, 0 1
0

0 0
, 0 0

0
0 1

of the indecomposable A-modules form a
complete list of the positive roots of qA. On the other hand, qA is not
positive definite, because it is Z-congruent to the Euler form of hereditary

algebra of Euclidean type D̃4 (see (VI.4.7), (VII.4.2)).

(b) Let n ≥ 2 be a positive integer. Consider the algebra given by the
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quiver
◦

α1←−−−−◦
α2←−−−−◦←−−−− · · · ←−−−−◦

αn−2

←−−−−◦
αn←−−−−◦

0 1 2 n−2 n−1 n

bound by αi+1αi = 0 for all i, 1 ≤ i ≤ n − 1. The simple module S(i) has
a minimal projective resolution

0 −→ P (0)
f1
−→ P (1)

f2
−→ · · · −→ P (i − 1)

fi
−→ P (i) −→ S(i) −→ 0

and, for each j, S(j) = Coker fj . Therefore, pdS(i) = i for any i, and
gl.dimA = n. On the other hand, Γ(modA) is of the form

P (1) P (3) P (n)

↗ ↘ ↗ ↘ ↗ ↘

S(0) S(1) S(2) . . . S(n − 1) S(n)

↘ ↗ ↘ ↗

P (2) P (n − 1)

and so A is representation–directed. Therefore there exist representation–
directed algebras of arbitrary finite global dimension. Let n = 3 (thus
gl.dimA = 3) and consider the module M = S(0) ⊕ S(3). Using the
projective resolution, we get Ext1A(S(3), S(0)) = 0, Ext2A(S(3), S(0)) = 0
while Ext3A(S(3), S(0)) ∼= K. Because the module S(0) is projective, we
have Exti

A(S(0), S(3)) = 0 for all i ≥ 1. Similarly, Exti
A(S(0), S(0)) = 0

for all i ≥ 1. Finally, Exti
A(S(3), S(3)) = 0 for all i ≥ 1, because S(3) is

directing and (1.4) applies. Hence, according to (III.3.13),

qA(dimM)=
∑
i≥0

(−1)idimKExti
A(S(0) ⊕ S(3), S(0) ⊕ S(3))

=dimKEnd S(0)+dimKEndS(3)−dimKExt3A(S(3), S(0))=1.

Therefore, dimM is a positive root of qA, but it is not the dimension vector
of an indecomposable A-module. This shows that the assumption on the
global dimension of A in (3.3) is essential.

(c) Let A be given by the quiver

◦4

◦
2

◦6

◦
3

◦
1

◦5
α β δ

γ

ε

bound by βα = 0, γβ = 0, δβ = 0, εβ = 0. It follows from the imposed
relations that any indecomposable A-module is an indecomposable module
over one of the hereditary algebras: H1 given by the points 1 and 2, H2
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given by the points 2 and 3, or H3 given by the points 3, 4, 5, and 6. Hence
Γ(mod A) is of the form

0
1 1 0 0

0

1
0 0 1 0

0

0
0 0 1 1

1

1
0 0 0 0

0
↗ ↘ ↗ ↘ ↗ ↘ ↗

0
1 0 0 0

0

0
0 1 0 0

0

0
0 0 1 0

0
→

0
0 0 1 1

0
→

1
0 0 2 1

1
→

1
0 0 1 0

1
→

1
0 0 1 1

1
→

0
0 0 0 1

0
↘ ↗ ↘ ↗ ↘ ↗ ↘

0
0 1 1 0

0

0
0 0 1 0

1

1
0 0 1 1

0

0
0 0 0 0

1

Thus A is representation–directed. The simple modules S(i), with i = 4, 5, 6
have minimal projective resolutions of the form

0 −→ P (1) −→ P (2) −→ P (3) −→ P (i) −→ S(i) −→ 0.

Hence pd S(i) = 3 for i = 4, 5, 6. Clearly, pdS(3) = 2, pdS(2) = 1,
and pdS(1) = 0. Then gl.dimA = 3. Calculating the extension spaces
Exts

A(S(i), S(j)) for s ≥ 1 and 1 ≤ i, j ≤ 6, we find that each of the spaces

Ext1A(S(2), S(1)), Ext1A(S(3), S(2)), Ext1A(S(4), S(3)), Ext1A(S(5), S(3)),

Ext1A(S(6), S(3)), Ext2A(S(3), S(1)), Ext2A(S(4), S(2)), Ext2A(S(5), S(2)),

Ext2A(S(6), S(2)), Ext3A(S(4), S(1)), Ext3A(S(5), S(1)), Ext3A(S(6), S(1))

is isomorphic to K, whereas the remaining spaces vanish. Thus, for any

vector x =
(

x4
x1 x2 x3 x5

x6

)
∈ K0(A), the Euler form qA(x) of A is defined by

the formula

qA(x) =

6∑
i=1

x2
i −

6∑
i,j=1

a
(1)
ij xixj +

6∑
i,j=1

a
(2)
ij xixj −

6∑
i,j=1

a
(3)
ij xixj,

where a
(s)
ij = dimKExts

A(S(i), S(j)) for s = 1, 2, 3. It follows that

qA(x) =x2
1 + x2

2 + x3
3 + x2

4 + x2
5 + x2

6 − x1x2 − x2x3 − x3x4 − x3x5 − x3x6

+ x1x3 + x2x4 + x2x5 + x2x6 − x1x4 − x1x5 − x1x6.

In particular, for x =
(

1
1 0 1 1

1

)
, we have qA(x) = 0. Hence qA is not weakly

positive. Moreover, y =
(

1
1 0 2 1

1

)
satisfies qA(y) = 1, and y is clearly not the

dimension vector of an indecomposable A-module. Also, for z =
(

1
1 1 1 1

1

)
,

we have qA(z) = 2. On the other hand, for any indecomposable A-module
M , we have, by (1.5), qA(dimM) = 1.
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IX.4. The separation condition

The aim of this section is to give an easily verified sufficient (though by
no means necessary) combinatorial criterion for an algebra to have a post-
projective component and thus to be representation–directed whenever it is
representation–finite (see (3.5)). Because representation–directed algebras
have an acyclic ordinary quiver, we assume throughout this section that all
algebras we deal with have an acyclic ordinary quiver.

4.1. Definition. Let Abe an algebra with an acyclic quiver QA.
(a) An indecomposable projective module P (a)A is said to have a sepa-

rated radical if, for any distinct indecomposable summands M and N of
radP (a), the supports suppM and suppN lie in distinct connected compo-
nents of the full subquiver QA(−→a ) of QA generated by the nonpredecessors
of a. The algebra A is said to satisfy the separation condition if each
indecomposable projective A-module has a separated radical.

(b) An indecomposable injective module I(a)A is said to have a sepa-

rated socle factor if, for any distinct indecomposable summands M and N
of I(a)/soc I(a), the supports suppM and supp N lie in distinct connected
components of the full subquiver QA(←−a ) of QA generated by the nonsuc-
cessors of a. The algebra A is said to satisfy the coseparation condition

if each indecomposable injective A-module has a separated socle factor.

Thus, A satisfies the separation condition if and only if the opposite
algebra Aop satisfies the coseparation condition.

Clearly, if an indecomposable projective module P (a)A has a separated
radical, then two distinct indecomposable summands of radP (a) are neces-
sarily nonisomorphic. On the other hand, if P (a)A has an indecomposable
radical, then it has a separated radical. Trivially, any simple projective has
a separated radical.

4.2. Examples. (a) Let A be given by the quiver

◦a

◦
b

◦
c

◦d

β α

γδ

bound by αβ = γδ. The radical of each indecomposable projective is inde-
composable or zero. Hence A satisfies the separation condition.

(b) Let A be given by the same quiver as in (a), bound by αβ = 0,
γδ = 0. Here, radP (a) = S(b)⊕S(c) and QA(−→a )0 = {b, c, d}, thus QA(−→a )
is connected. Hence P (a) does not have a separated radical. Thus A does
not satisfy the separation condition, even though P (b), P (c), and P (d) have
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separated radicals. One shows that the algebra A is representation–finite
and has a postprojective component.

(c) Let A be given by the same quiver as in (a), bound by γδ = 0. Here,
radP (a) = P (b) ⊕ S(c), and so P (a) does not have a separated radical.

(d) Let A be given by the quiver

◦
f

◦
e

◦
c

◦
b

◦
d

◦
a

◦◦

◦

ε
δ γ

β α

µ λ

ν�

σ

h
g

i

bound by αδ = γλ, βε = δµ, λµ = 0, νσ = 0, αβ = 0. Then A satisfies the
separation condition.

(e) There exist algebras satisfying the separation condition, but not the
coseparation condition. Let A be given by the quiver

◦a

◦
b

◦
c

◦
d

◦
e

β

δ

α

µ

γ

λ

bound by αβ = γδ, λβ = µδ. Each indecomposable projective has indecom-
posable (or zero) radical, hence A satisfies the separation condition. On the
other hand, neither I(b) nor I(c) has a separated socle factor.

The examples should inspire the reader for the following picture. The
algebra A satisfies the separation condition if and only if, for any a ∈ (QA)0,
the full subquiver of QA generated by a and QA(−→a ) has the following shape

◦
...

Q1

Qm

Q2

a

with no walk not passing through a between two distinct connected com-
ponents Qi and Qj of QA(−→a ).

The following lemma, used in Section 6, is also strongly suggested by the
preceding examples.
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4.3. Lemma. Let A be an algebra such that QA is a tree. Then A
satisfies the separation condition. Conversely, if A is bound only by zero re-

lations, satisfies the separation condition, and is representation–finite, then

QA is a tree.

Proof. If QA is a tree, then it follows from (III.2.2) that radP (a) is a
direct sum of indecomposables with simple top, the support of each being
contained in a distinct connected component of QA(−→a ). For the converse,
assume that QA is not a tree. Then it contains a full subquiver Q′ that is
a (nonoriented) cycle.

Because QA is acyclic, Q′ has at least one source a and one sink b, so
that it has the following shape, where w and w′ are walks

◦ ◦

◦ ◦

◦ ◦a b

w

w′

Because A is representation–finite, so is the algebra B given by the full
subquiver Q′ with the inherited relations. Hence Q′ is bound by at least
one relation, which is necessarily a zero relation. But then radP (a)A is not
separated, a contradiction. �

We want to show that an algebra satisfying the separation condition
admits a postprojective component. Clearly, this sufficient condition is not
necessary. Indeed, the algebra of Example 4.2 (b) is representation–directed
(as one verifies easily by direct computation of its Auslander–Reiten quiver)
and thus admits a postprojective component, but it does not satisfy the
separation condition.

We need some notation. Assume that A satisfies the separation condition
and that a ∈ (QA)0 is a source of QA. Letting B denote the algebra given
by the quiver QA(−→a ) with the inherited relations, we get B =

∏m
i=1 Bi,

where each Bi is given by a distinct connected component of QA(−→a ). We
may write radP (a) =

⊕m
i=1 Ri, where each Ri is an indecomposable Bi-

module. Because each Bi is a quotient algebra of A, any Bi-module can be
considered as an A-module. We denote by τBi

and τA the Auslander–Reiten
translations in modBi and in modA, respectively.

4.4. Lemma. Assume that A is an algebra satisfying the separation

condition. Let a ∈ (QA)0 and let B, Bi, Ri be as earlier. Assume that

Γ(mod Bi) has a postprojective component Pi and let M ∈ (Pi)0 be such

that Ri is not a proper predecessor of M .

(a) Every predecessor of M in Γ(mod A) is a predecessor of M in Pi.

(b) If M �∼= Ri, then τ−1
Bi

M ∼= τ−1
A M .
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Proof. We use induction on the number n(M) of predecessors of M in
Pi. If n(M) = 1, then M is a simple projective Bi-module, hence a simple
projective A-module, so that (a) follows trivially. On the other hand, any
irreducible morphism in modA of source M has a projective target P (b),
so that if M �∼= Ri, then b �= a, because Ri is the unique indecomposable
Bi-module that is a radical summand of P (a) and so P (b) is a projective
Bi-module. But then the cokernel term in the almost split sequence

0 −→ M −→
⊕

P (b) −→ τ−1
A M −→ 0

is a Bi-module. This implies (b).
For the induction step, we first claim that, for each irreducible morphism

L → M in modA, with L indecomposable, L is a Bi-module. Indeed, if M
is a projective A-module, then it is a projective Bi-module; hence L, being
a submodule of M , is also a Bi-module. If M is not a projective A-module,
then it is not a projective Bi-module, and n(τBi

M) < n(M). The induction
hypothesis gives M ∼= τ−1

Bi
τBi

M ∼= τ−1
A τBi

M so that τAM ∼= τBi
M is a Bi-

module. The almost split sequence 0 −→ τBi
M −→ L ⊕ L′ −→ M −→ 0

in modA guarantees that L is a Bi-module. This implies (a).
We now show (b). Assume M �∼= Ri. To prove that τ−1

Bi
M ∼= τ−1

A M , it

suffices to show that τ−1
A M is a Bi-module. Let M → N be an irreducible

morphism in modA, with N indecomposable. We claim that N is a Bi-
module. If N is not projective, then there exists an irreducible morphism
τAN → M and the claim implies that τAN is a Bi-module. Hence so is
N ∼= τ−1

A τAN ∼= τ−1
Bi

τAN ∼= τ−1
Bi

τAN . If N is projective, then because

M �∼= Ri, we have N ∼= P (b) for some b �= a. We claim that P (b)A is
actually a projective Bi-module. Indeed, if this is not the case, then b is
a predecessor of a so that we have a path b = b0 → b1 → · · · → bt = a,
with t ≥ 1. Because M is a radical summand of P (b), there exists a direct
successor b′ of b lying in suppM , which is a convex full subquiver of QBi

,
by (1.1)(a) and (1.3). On the other hand, because suppRi is also a convex
full subquiver of QBi

, there is an arrow a → a′, with a′ ∈ (QBi
)0. Because

Bi is connected, there exists a walk b′ · · · a′ ←− a ←− · · · ←− b1

in QA with b′ and b1 both direct successors of b. By hypothesis, P (b) has
a separated radical, and M is a summand of radP (b). Therefore b1 must
lie in the support of M , a contradiction to the fact that M is a Bi-module.
This proves our claim.

We are now able to show that τ−1
A M is a Bi-module. If M is an injective

A-module, then it is certainly injective as a Bi-module. If M is not an
injective A-module, then, in the almost split sequence

0 −→ M −→ E −→ τ−1
A M −→ 0

in modA, we have just shown that E is a Bi-module. Hence so is τ−1
A M . �
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4.5. Theorem. Let A be an algebra.

(a) If A satisfies the separation condition, then A admits a postprojective

component.

(b) If A satisfies the coseparation condition, then A admits a preinjective

component.

Proof. We only prove (a); (b) follows from (a) and the standard duality
D : mod A → modAop.

We use induction on |(QA)0|; we have two cases to consider. Assume first
that there exists a source a ∈ (QA)0 and a radical summand Ri of P (a)
that does not belong to a postprojective component of Γ(modBi) (with
the preceding notation). By induction, Γ(modBi) admits a postprojective
component P. By (4.4)(a), P is a postprojective component of Γ(modA).

If this is not the case, then we construct a postprojective component of
Γ(mod A) by constructing a sequence (Pn) of full subquivers of Γ(modA)
such that:

(a) Each Pn is finite, connected, acyclic, and closed under predecessors.
(b) τ−1

A Pn ∪ Pn ⊆ Pn+1.

Then P =
⋃

n≥0 Pn is the wanted postprojective component.

We start by setting P0 = {S}, where S is a simple projective. To obtain
Pn+1 from Pn, we consider the (finite) set S of indecomposable modules
M in Pn having the property that τ−1

A M is not in Pn. We let Pn+1 be
the full subquiver of Γ(modA) generated by Pn and , for each M in S, all
the predecessors of τ−1

A M in Γ(modA). If S is empty, we let Pn+1 = Pn.
Clearly, Pn+1 satisfies (b). We must show that it satisfies (a).

For this purpose, we start by numbering the modules M1, . . . , Mt in S in
such a way that if Mi precedes Mj , then i < j (this is possible because Pn

is acyclic). We use induction on i. We show the induction step. Consider
the almost split sequence 0 −→ Mi+1 −→ E −→ τ−1

A Mi+1 −→ 0 in modA.
We must show that if L is an indecomposable summand of E, then L has
only finitely many predecessors and is directing. If L is projective, say
L = P (a), then by assumption, each of the radical summands Ri of P (a)
lies in a postprojective component of Γ(modBi) and the statement follows
from (4.4)(a). If L is not projective, then either L is in Pn and we are
done, or L is not in Pn and then the existence of an irreducible morphism
τAL → Mi+1, together with the fact that Mi+1 is in Pn, which is closed
under predecessors, implies that τAL is in Pn. Consequently, τAL ∼= Mj

for some j ≤ i; then L ∼= τ−1
A Mj satisfies our assumption by the induction

hypothesis. The case i = 1 is shown likewise. �

We now consider the situation from another point of view. As we have
seen, a representation–finite algebra satisfying the separation condition is
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representation–directed. We wish to characterise, among the representa-
tion–directed algebras, which ones satisfy the separation condition. For
this purpose, we need a new combinatorial invariant introduced in [40].

4.6. Definition. Let (Γ, τ) be a postprojective component of an Aus-
lander–Reiten quiver Γ(modA)), viewed as a translation subquiver of
(Γ(mod A)), τ). The orbit quiver Orb(Γ) of Γ is defined as follows. The
points of Orb(Γ) are the τ -orbits ωx of the points x ∈ Γ0 (and thus are in a
bijective correspondence with the projectives in Γ). For a projective p ∈ Γ0,
let x1, . . . , xs be all its direct predecessors and for each i with 1 ≤ i ≤ s, let
ni be the number of arrows from xi to p, and let pi be the unique projective
in the τ -orbit of xi; then put ni arrows from ωpi

to ωp in Orb(Γ).

One may thus speak of the orbit quiver of Γ(modA), where A is a
representation–directed algebra.

Let (Γ, τ) be a postprojective component of an Auslander–Reiten quiver.
There exists an arrow ωx → ωy in Orb(Γ) if and only if the τ -orbit of x
contains a direct predecessor of the unique projective in the τ -orbit of y.
If this is the case, then there exists a path in Γ from the projective in the
τ -orbit of x to the projective in the τ -orbit of y. Also, because Γ is acyclic,
so is the orbit quiver Orb(Γ).

4.7. Examples. (a) Let A be as in (4.2)(a). Then Γ(mod A) is given by

1
1 0

0

0
0 0

1

1
0 1

0

↗ ↘ ↗ ↘ ↗ ↘
0

1 0
0

1
1 0

1
→ 1

1 1
1

→ 1
0 1

1

0
0 1

0

↘ ↗ ↘ ↗ ↘ ↗
0

1 0
1

1
0 0

0

0
0 1

1

and obviously the orbit quiver Orb(Γ(modA)) is given by

ωP (d) ωP (a)

ωP (b)

ωP (c)

(b) Let B be as in (4.2)(b). Then Γ(modB) is given by
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1
0 1

1

0
0 1

0

↗ ↘ ↗
1

1 0
0

0
0 0

1

1
0 1

0

↗ ↘ ↗
0

1 0
0

1
1 0

1

↘ ↗ ↘
0

1 0
1

1
0 0

0

0
0 1

1

It is clear that the orbit quiver Orb(Γ(modB)) is given by

ωP (d)

ωP (b)

ωP (c)

ωP(a)

In these examples, both algebras A and B are representation–directed. The
first satisfies the separation condition (and its orbit quiver is a tree), whereas
the second does not (and its orbit quiver is not a tree).

4.8. Theorem. Let A be a connected and representation–directed alge-

bra. Then A satisfies the separation condition if and only if the orbit quiver

Orb(Γ(modA)) is a tree.

Proof. (a) The necessity is shown by induction on |(QA)0|. Assume
that A satisfies the separation condition. Because Γ(mod A) is acyclic and
has only finitely many projective points, there exist an indecomposable
projective A-module P (a) having no other indecomposable projective as
a successor. This choice guarantees that a is a source in QA. Let B be
the (not necessarily connected) algebra whose quiver is the full subquiver
of QA generated by all points except a, with the inherited relations. Let
B = B1 × . . .× Bm, where B1, . . . , Bm are connected algebras, and

radP (a) = R1 ⊕ . . .⊕ Rm,

where each Ri is an indecomposable Bi-module. Because a is a source, each
Bi satisfies the separation condition and the induction hypothesis implies
that Orb(Γ(modBi)) is a tree. We notice that if an indecomposable A-
module M is not a proper successor of P (a), then HomA(P (a), M) = 0;
hence M has its support entirely contained in B, so that it is a Bi-module
for some i. For each i ∈ {1, . . . , m}, let P (bi) be the unique indecompos-
able projective Bi-module in the τ -orbit of Ri. Then Orb(Γ(modA)) is
constructed from the disjoint union of the trees Orb(Γ(modBi)) by adding
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one extra point ωP(a) and an arrow ωP(i) → ωP(a) for each i. Hence it is a
tree.

(b) For sufficiency, we suppose that Orb(Γ(modA)) is a tree but that A
does not satisfy the separation condition. There exists a ∈ (QA)0 such that
P (a) does not have a separated radical. We may choose a so that, for each
proper successor a′ of a in QA, the module P (a′) has a separated radical.
Because A is representation–directed, it is representation–finite, hence, by
(IV.4.9), distinct direct summands of radP (a) are not isomorphic. Then
there exist two nonisomorphic indecomposable summands M , N of radP (a)
and two points b1 in supp M and bt in supp N that are connected by a walk

b1 b2 · · · bt

in QA(−→a ). Let c, d ∈ (QA)0 and r, s ≥ 0 be such that M ∼= τ−rP (c) and
N ∼= τ−sP (d). Because b1 is in suppM , we have HomA(P (b1), M) �= 0;
hence we have a path from P (b1) to M and similarly a path from P (bt)
to N in Γ(modA). Consequently, the points c, b1, . . . , bt, d all belong to
the same connected component Q of QA(−→a ). Let B be the algebra given
by the quiver Q with the inherited relations. By our assumption on a,
the algebra B satisfies the separation condition. Because it is a quotient
of A, it is representation–finite. Hence B is representation–directed, be-
cause Γ(mod B) is postprojective, by (4.5)(a), and the necessity part yields
that Orb(Γ(modB)) is a tree. On the other hand, the hypothesis that
Orb(Γ(modA)) is a tree implies that c �= d (otherwise, we would have two
arrows from ωP(c) to ωP(a)). Consequently, Orb(Γ(modA)) contains two
distinct arrows, ωP(c) → ωP(a) and ωP(d) → ωP(a), and hence a cycle

ωP(a)←−ωP(c) · · · ωP(b1) · · · ωP(bt) · · · ωP(d)−→ωP(a),

contrary to the hypothesis that Orb(Γ(modA)) is a tree. �

IX.5. Algebras such that all projectives

are postprojective

We know that if A is a representation–directed or concealed algebra, then
Γ(mod A) has a postprojective component containing all indecomposable
projective A-modules [see (VIII.4.5)]. This is not true in general. For
instance, the algebra A given by the quiver

1 2 3
◦

β
←−−−−−−
←−−−−−−

γ

◦
α

←−−−−−−◦

bound by αβ = 0 is such that the module P (3) is not postprojective. Indeed,
the algebra has a unique postprojective component equal to that of the path
algebra of the full subquiver generated by points 1 and 2, and it is easily seen
that rad P (3) (which is indecomposable) does not lie in this component.
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In general, we have the following characterisation of algebras having the
property that all indecomposable projectives are postprojective.

5.1. Proposition. Let A be an algebra and Γ(modA) the Auslander–

Reiten quiver of A. The following three conditions are equivalent:

(a) The quiver Γ(mod A) admits postprojective components the union of

which contains all indecomposable projective A-modules.

(b) There is a common bound on the length of paths in mod A the targets

of which are indecomposable projective A-modules.

(c) The number of paths in Γ(modA) the targets of which are indecom-

posable projective A-modules is finite.

Proof. Assume (a). It follows from (VIII.2.5) that each path in modA
with target that is an indecomposable projective A-module is of finite length.
Then (b) follows at once.

Because the quiver Γ(modA) is locally finite, (b) implies (c) trivially.
Now we assume (c) and prove (a). Let C be a component in Γ(modA) that
contains an indecomposable projective A-module. We claim that C is post-
projective. Let D denote the full translation subquiver of C generated by
all modules in C that are predecessors of a projective module in C. Clearly,
by our assumption, D is finite, acyclic and closed under predecessors. In
particular, for any M in D, there exist r ≥ 0 and an indecomposable pro-
jective module P in D such that τ rM ∼= P . We now prove that, for any N
in C, there exist s ≥ 0 and a module M in D such that N ∼= τ−sM . Clearly,
this will imply that N ∼= τ−tP , for some t ≥ 0 and some indecomposable
projective P .

Let N be a module in C, and assume it is not in D. Because C is con-
nected, there exists a walk

M = M0 M1 · · · Mm Mm+1 = N

in C, for some M inD. We may assume that none of the modules M1,. . . ,Mm

belongs to D. Then the modules M1, . . . , Mm+1 are not projective; hence
there is a walk

τM1 · · · τMm τMm+1 .

By induction, we conclude that the module τMm+1 = τN is of the form
τ−sL for some s ≥ 0 and some L in D, and consequently N ∼= τ−s−1L.

We complete the proof by showing that C is acyclic. Assume that

L = L1 −→ L2 −→ · · · −→ Lt = L

is a cycle in C. There is an integer r ≥ 0 such that τ rLi is projective for
some i and τ rLj �= 0 for all j �= i, where i and j are such that 1 ≤ i, j ≤ t.
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Hence, there is a cycle

τ rL = τ rL1 −→ · · · −→ τ rLi −→ · · · −→ τ rLt = τ rL

in C passing through the projective module τ rLi. Thus there are paths in C
of arbitrarily large length with a target that is the projective module τ rLi,
a contradiction. �

We now aim to prove the following theorem, which will play an important
rôle later.

5.2. Theorem. Let A be an algebra and assume that Γ(modA) admits

postprojective components the union of which contains all indecomposable

projective A-modules. Then, for any idempotent e ∈ A, Γ(mod (A/AeA))
admits postprojective components the union of which contains all indecom-

posable projective A/AeA-modules.

Proof. It follows from (5.1) that there is a common bound, say m, on the
length of paths in modA with targets that are indecomposable projective
A-modules. We prove that any path in mod (A/AeA) with a target that is
an indecomposable projective A/AeA-module is of length at most m. The
result will follow from (5.1). Let

Mr
fr−→ Mr−1 −→ · · · −→ M1

f1−→ M0 = P ′

be a path in mod (A/AeA), with P ′ projective. There exists an indecom-
posable projective A-module P such that P ′ = P/PeA, and we have an
exact sequence

0 −→ PeA
u0−→ P

v0−→ P ′ −→ 0

in modA. Constructing successively fibered products along the fi yields a
commutative diagram in modA with exact rows:

0 −−−−→ PeA
ur−−−−→ Nr

vr−−−−→ Mr −−−−→ 0∥∥∥∥ � �fr

0 −−−−→ PeA
ur−1

−−−−→ Nr−1
vr−1

−−−−→ Mr−1 −−−−→ 0∥∥∥∥ � �
...

...
...∥∥∥∥ � �

0 −−−−→ PeA
u1−−−−→ N1

v1−−−−→ M1 −−−−→ 0∥∥∥∥ � f1

�
0 −−−−→ PeA

u0−−−−→ P
v0−−−−→ P ′ −−−−→ 0
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We note that Im ui = NieA, and Mi
∼= Ni/NieA for each i such that

1 ≤ i ≤ r. Hence

Ni = Li ⊕ L′
i,

where Li is an indecomposable A-module, and L′
i is an A-module such that

L′
i = L′

ieA. Moreover, vi induces an isomorphism Li/LieA ∼= Mi for each
i. Hence we get a commutative diagram in modA with exact rows

0 −−−−→ LreA
u′

r−−−−→ Lr
v′

r−−−−→ Mr −−−−→ 0

f ′′

r

� f ′

r

� fr

�
0 −−−−→ Lr−1eA

u′

r−1

−−−−→ Lr−1

v′

r−1

−−−−→ Mr−1 −−−−→ 0� � �
...

...
...� � �

0 −−−−→ L1eA
u′

1−−−−→ L1
v′

1−−−−→ M1 −−−−→ 0

f ′′

1

� f ′

1

� f1

�
0 −−−−→ PeA

u0−−−−→ P
v0−−−−→ P ′ −−−−→ 0

where all the homomorphisms are the obvious ones. Beacause fi belongs to
radA(Mi, Mi−1) for each i, we infer that

f ′
i ∈ radA(Li, Li−1)

for each i. Hence, we deduce the existence of a path

Lr
f ′

r−→ Lr−1 −→ · · · −→ L1
f ′

1−→ P

in modA with target in the projective module P , so that r ≤ m. This
finishes the proof. �

Our next question is whether a postprojective component containing all
projectives also contains enough sincere indecomposable modules. To mo-
tivate our result, we start with the following two examples.

5.3. Examples. (a) Let A be given by the quiver

◦4

◦5

◦
3

◦
2

◦
1α

←−−−−
←−−−−

β

γ
ε

δ



IX.5. Algebras such that projectives are postprojective 383

bound by δε = 0, αγ = 0. Then Γ(modA) has a unique postprojective
component P(A) of the form

P(5)=
0

1 0 0
1

0
0 1 0

0
- - - -1 1 3 2

0
- - - -0 1 4 3

0
- - - -0 1 5 4

1
- - - -

↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘

P(4)=
1

0 0 0
0

0
1 0 0

0

0
1 1 0

1

0
0 2 1

0

1
1 4 3

0

0
1 5 4

0

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗

P(3)=
1

1 0 0
0

0
1 1 0

0

0
1 2 1

1

0
0 3 2

0

1
1 5 4

0

0
1 6 5

0

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘

P(2)=
1

1 1 0
0

0
1 2 1

0

0
1 3 2

1

0
0 4 3

0

1
1 6 5

0

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗

P(1)=
1

1 2 1
0

0
1 3 2

0

0
1 4 3

1

0
0 5 4

0

1
1 7 6

0

↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗ ↘
0

0 1 0
0

- - - -1 1 3 2
0

- - - -0 1 4 3
0

- - - -0 1 5 4
1

- - - -0 0 6 5
0

- - - -- - - -

where the modules along the horizontal dotted lines have to be identified.
One sees that P(A) contains all the indecomposable projective modules and
that the dimension vector of any module in P(A) is zero at either point 4
or point 5. Hence P(A) does not contain sincere indecomposables. We

note that the modules P (1) = 1
1 2 1

0
, τ−1P (2) = 0

1 2 1
0

, τ−2P (3) = 0
1 2 1

1
,

τ−3P (4) = 0
0 2 1

0
, and τ−2P (5) = 1

1 3 2
0

form a section Σ of underlying

graph Ã4. It is easily seen that any indecomposable projective A-module is
a submodule of a module on Σ, hence by (VI.2.2), Σ is a faithful section.
Clearly, HomA(U, τV ) = 0 for all U , V on Σ. Applying (VIII.5.6) yields

that A is a tilted algebra of type Ã4. It is not concealed. Indeed, Γ(modA)
has a preinjective component of the form

0
0 6 7

0

0
0 4 5

0

0
0 2 3

0

0
0 0 1

0

↗↗ ↘↘ ↗↗ ↘↘ ↗↗ ↘↘ ↗↗
· · · 0

0 5 6
0

0
0 3 4

0

0
0 1 2

0

and hence A cannot be concealed by (VIII.4.5)(c).

(b) Let A be given by the quiver

1 2 3
◦

γ
←−−−−−−◦

α
←−−−−−−
←−−−−−−

β

◦

bound by αγ = 0. Then Γ(modA) has a unique postprojective component



384 Chapter IX. Postprojective components

P(A) of the form

P(1)=1 0 0 0 1 0 - - - - 1 3 2 - - - - 0 5 4 - - - - 1 6 5 - - - -

↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗
P(2)=1 1 0 0 2 1 1 4 3 0 6 5

↘ ↗ ↘ ↗ ↘ ↗ ↘
P(3)= 1 2 1 0 3 2 1 5 4 · · ·
↗ ↘ ↗ ↘ ↗ ↘ ↗

0 1 0 - - - - 1 3 2 - - - - 0 5 4 - - - - 1 6 5 - - - -
where the modules along the horizontal dotted lines have to be identified.
One sees that P(A) contains all indecomposable projectives, infinitely many
sincere indecomposable modules, and infinitely many nonsincere indecom-
posable modules. On the other hand, one shows easily, as in (a), that A is

a tilted algebra of type Ã2 but is not concealed.

Our present objective is to show that this situation does not occur for
concealed algebras. Let Q be a finite, connected, and acyclic quiver that
is not Dynkin. We prove that if B is concealed of type Q, then all but
finitely many modules from the unique postprojective component P(B) of
Γ(mod B) are sincere. We start by proving that this is the case for the path
algebra A = KQ of Q. We need two lemmas.

5.4. Lemma. Assume that A = KQ, where Q is a finite, connected,

and acyclic quiver that is not Dynkin. Let P and P ′ be two indecompos-

able projective A-modules. Then the sequence dimKHomA(P, τ−mP ′), with

m ≥ 1, is not bounded.

Proof. We recall from (VIII.2.1) that the unique postprojective compo-
nent P(A) of Γ(modA) consists of all modules τ−mP (j), where j ∈ Q0 and
m ≥ 0. For i, j ∈ Q0, let

dij = lim
m→∞

dimKHomA(P (i), τ−mP (j)).

Because Q is not Dynkin, the algebra A is representation–infinite. It follows
from (IV.5.4) that P(A) is infinite and the dimensions

dimKτ−mP (j) =
∑
i∈Q0

dimKHomA(P (i), τ−mP (j))

of the indecomposable postprojective A-modules τ−mP (j) are unbounded.
Consequently, not all dij are finite. We claim that in fact all dij are infinite.

Let b → a be an arrow in Q. Because, according to (VII.1.6), there exist
isomorphisms eb(radA/rad2A)ea

∼= Irr(P (a), P (b)) ∼= Irr(I(a), I(b)), there
exist irreducible morphisms P (a) → P (b) and I(a) → I(b). It follows that
there exist almost split sequences of the form

0 −→ P (a) −→ P (b) ⊕ E −→ τ−1P (a) −→ 0,

0 −→ P (b) −→ τ−1P (a) ⊕ F −→ τ−1P (b) −→ 0,
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and all their nonzero terms are postprojective. Because the component
P(A) is infinite, according to (VIII.2.1), for each m, the modules τ−mP (a)
and τ−mP (b) are nonzero. Hence, there exist almost split sequences of the
form

0 −→ τ−mP (a) −→ τ−mP (b) ⊕ τ−mE −→ τ−m−1P (a) −→ 0,

0 −→ τ−mP (b) −→ τ−m−1P (a) ⊕ τ−mF −→ τ−m−1P (b) −→ 0

for each m ≥ 1. Applying the exact functor HomA(P (i),−), we get exact
sequences, and we easily conclude that

dib ≤ 2dia and dia ≤ 2dib

for any i ∈ Q0. Consequently, dib is infinite if and only if dia is infinite.
Further, (III.2.11) and (IV.2.15) yield

dimKHomA(P (i), τ−mP (j)) = dimKHomA(τ−mP (j), I(i))

= dimKHomA(P (j), τmI(i))

= dimKHomA(τmI(i), I(j)).

Analogously, there exist almost split sequences of the form

0 −→ τI(b) −→ I(a) ⊕ E′ −→ I(b) −→ 0,

0 −→ τI(a) −→ τI(b) ⊕ F ′ −→ I(a) −→ 0,

and all their nonzero terms are preinjective. By (VIII.2.1), the preinjective
component Q(A) of Γ(modA) is infinite and the modules τmI(a) and τmI(b)
are nonzero for all m ≥ 0. Hence, there exist almost split sequences of the
form

0 −→ τm+1I(b) −→ τmI(a) ⊕ τmE′ −→ τmI(b) −→ 0,

0 −→ τm+1I(a) −→ τm+1I(b) ⊕ τmF ′ −→ τmI(a) −→ 0

for each m ≥ 1. Applying the exact functor HomA(−, I(j)), we get exact
sequences and we easily conclude that

daj ≤ 2dbj and dbj ≤ 2daj

for any j ∈ Q0 and, consequently, dbj is infinite if and only if daj is infinite.
Our claim then follows from the connectedness of Q. �

In the following lemma and proposition, we need the notions of reflection
of a quiver and associated reflection functors, as defined in (VII.5).
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5.5. Lemma. Assume that A = KQ, where Q is a finite, connected,

and acyclic quiver that is not Dynkin. Let a be a sink in Q and A′ be the

path algebra of the quiver σaQ. Then all but finitely many indecomposable

postprojective A′-modules are sincere if and only if all but finitely many

indecomposable postprojective A-modules are sincere.

Proof. Consider the APR-tilting module T [a]A=τ−1S(a)⊕(
⊕

b �=a P (b))

and the reflection functors S+
a = HomA(T [a],−) : mod A → modA′ and

S−
a = −⊗A′ T [a] : modA′ → modA as defined in (VII.5). Because S(a)A =

P (a)A is a simple projective A-module whereas S(a)A′ is a simple injective
A′-module, it follows from (VII.5.3) that S+

a and S−
a induce an equivalence

between the full subcategory of modA consisting of all indecomposable
postprojective A-modules except S(a)A and the full subcategory of modA′

consisting of all indecomposable postprojective A′-modules. Moreover, a is
a source in σaQ with corresponding projective module

P (a)A′ = HomA(T [a], τ−1S(a)) = S+
a τ−1S(a).

Let M �∼= S(a) be an indecomposable postprojective A-module. In view of
(IV.2.15) and (VII.5.3), we have

HomA(P (a)A, M) ∼= HomA(S(a), M) ∼= HomA(τ−1S(a), τ−1M)

∼= HomA′(S+
a τ−1S(a), S+

a τ−1M)

∼= HomA′(P (a)A′ , τ−1S+
a M)

and, for any b �= a,

HomA(P (b), M) ∼= HomA′(S+
a P (b), S+

a M) ∼= HomA′(P (b)A′ , S+
a M).

This establishes the lemma. �

5.6. Proposition. Assume that A = KQ, where Q is a finite, connected,

and acyclic quiver that is not Dynkin.

(a) All but finitely many indecomposable postprojective A-modules are

sincere.

(b) All but finitely many indecomposable preinjective A-modules are sin-

cere.

Proof. (a) Because Q is not Dynkin, according to (VIII.2.1) the postpro-
jective component P(A) of Γ(modA) is infinite. Suppose, to the contrary,
that P(A) contains infinitely many nonsincere indecomposable modules.
Then there exists a ∈ Q0 such that HomA(P (a), M) = 0 for infinitely many
modules M in P(A). We claim that we may assume a to be a source in
Q. Indeed, if this is not the case, then by (VII.5.1), there exists an admis-
sible sequence of sources a1, . . . , at such that a is a source of σat

. . . σa1
Q.
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Invoking (5.5) completes the proof of our claim. Therefore, assume that a
is a source in Q. Letting Qa denote the full subquiver or Q generated by
all points except a, and H = KQa, it follows from our assumption that
P(A) contains infinitely many indecomposable H-modules. We may write
H = B × C, with B connected and such that P(A) contains an infinite
sequence (Mi)i≥1 of indecomposable B-modules. We recall that any in-
decomposable module from P(A) has only finitely many indecomposable
predecessors in mod A. Because B-modules are A-modules, each of the Mi

has only finitely many indecomposable predecessors in modB. But B is a
representation–infinite hereditary algebra, so we infer that all Mi are post-
projective B-modules (indeed, it follows from the definition of a preinjective
component that preinjective modules have infinitely many preinjective pre-
decessors whereas, if R is a regular indecomposable B-module, there exists
an indecomposable projective B-module P such that HomB(P, R) �= 0 and
(IV.5.1) shows that R has infinitely many postprojective predecessors). Fur-
ther, because the postprojective component of Γ(modB) has finitely many
τ -orbits, each indecomposable postprojective B-module is a predecessor of
some Mi, and hence all indecomposable postprojective B-modules lie in
P(A). Let radP (a) = N⊕N ′, where N is a B-module and N ′ is a C-module.
Clearly, N is nonzero (because A is connected) and projective. By (5.4),
there exists an indecomposable nonprojective postprojective B-module U
such that dimKHomB(N, U) ≥ 3. Applying the functor HomA(τ−1

B U,−) to
the short exact sequence 0 → N ⊕ N ′ → P (a) → S(a) → 0 yields an exact
sequence

0 = HomA(τ−1
B U, S(a)) −→ Ext1A(τ−1

B U, N ⊕ N ′)

−→ Ext1A(τ−1
B U, P (a)) −→ Ext1A(τ−1

B U, S(a)) = 0,

because τ−1
B U is a B-module, and S(a) is an injective A-module. Moreover,

because A = KQ is hereditary, so is B; hence the projective dimension of
the B-module τ−1

B U is at most 1, and we have

Ext1A(τ−1
B U, N ⊕ N ′) = Ext1B(τ−1

B U, N) ∼= DHomB(N, U).

Consequently, dimKExt1A(τ−1
B U, P (a)) ≥ 3. Let

0 → P (a) → V → τ−1
B U → 0

be a nonsplit short exact sequence in modA. It follows from (VIII.2.8) that

dimKEndAV < dimKEndA(P (a) ⊕ τ−1
B U)

= dimKEndAP (a) + dimKEndA(τ−1
B U) = 2

because HomA(P (a), τ−1
B U) = 0 and

HomA(τ−1
B U, P (a)) = HomB(τ−1

B U, N) = 0
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(because N is projective in modB). Therefore, dimKEndAV = 1 and VA is
indecomposable. Moreover, V belongs to P(A), because it is a predecessor
of τ−1

B U . On the other hand, we have

qA(dimV ) = 〈dimV, dimV 〉A

= 〈dimP (a) + dim τ−1
B U, dimP (a) + dim τ−1

B U〉A

= qA(dimP (a)) + qA(dim τ−1
B U) + 〈dimP (a), dim τ−1

B U〉A

+ 〈dim τ−1
B U, dimP (a)〉A

≤ 1 + 1 + 0 − 3 = −1.

Therefore, 1 − dimKExt1A(V, V ) = qA(dimV ) < 0, and so Ext1A(V, V ) �= 0,
which contradicts the fact that V lies in P(A) and finishes the proof of (a).
Because (b) follows from (a) and from the duality D : mod A → mod Aop,
the proposition is proved. �

We finally prove the announced result.

5.7. Theorem. Let Q be a finite, connected, and acyclic quiver that is

not Dynkin, and let B be a concealed algebra of type Q. Then all but finitely

many indecomposable postprojective B-modules are sincere.

Proof. Let A = KQ and B = End TA for some postprojective tilting
module TA. We know from (VIII.4.5) that the unique postprojective com-
ponent P(B) of Γ(modB) consists of modules of the form HomA(T, M),
where M ranges over all but finitely many isomorphism classes of inde-
composable postprojective A-modules. Moreover, in view of (VI.3.10), if
T = T1 ⊕ . . .⊕ Tn is a decomposition of T into indecomposable A-modules,
then the modules HomA(T, Ti) form a complete set of representatives of
the indecomposable projective B-modules, and these modules lie in P(B).
Fix an index i ∈ {1, . . . , n}. Because Ti lies in the postprojective com-
ponent P(A) of Γ(modA), there exist ai ∈ Q0 and mi ≥ 0 such that
Ti

∼= τ−miP (ai). Further, in view of (VI.3.8) and (IV.2.15), for any inde-
composable module M from P(A) with HomA(T, M) �= 0, there are isomor-
phisms

HomB(HomA(T, Ti), HomA(T, M))∼=HomA(Ti, M)∼=HomA(P (ai), τ
miM).

Because, by (5.6), HomA(P (ai), N) �= 0 for all but finitely many modules
N in P(A), we deduce that HomB(HomA(T, Ti), X) �= 0 for all but finitely
many modules X in P(B), as required. �
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IX.6. Gentle algebras and tilted algebras

of type An

In this section, we consider a class of algebras, the gentle algebras, be-
cause they offer a particularly interesting example and because we need in
the sequel a subclass, that of the tilted algebras of type An. We give here
a complete classification of the latter.

6.1. Definition. Let A be an algebra with acyclic quiver QA. The
algebra A ∼= KQA/I is called gentle if the bound quiver (QA, I) has the
following properties:

(G1) Each point of QA is the source and the target of at most two arrows.
(G2) For each arrow α ∈ (QA)1, there is at most one arrow β and one

arrow γ such that αβ �∈ I and γα �∈ I.
(G3) For each arrow α ∈ (QA)1, there is at most one arrow ξ and one

arrow ζ such that αξ ∈ I and ζα ∈ I.
(G4) The ideal I is generated by paths of length two.

If QA is a tree, the gentle algebra A ∼= KQA/I is called an algebra given
by a gentle tree, or simply, a gentle tree algebra.

6.2. Examples. The following three bound quiver algebras are gentle:
(a) the algebra A given by the quiver

◦1

◦2

◦4

◦5

◦
3

β

δ

α

γ

bound by αβ = 0, γδ = 0;
(b) the algebra B given by the quiver

◦
ε

←−−−−◦
δ

←−−−−◦
γ

−−−−→◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4 5 6

bound by αβ = 0, δε = 0; and
(c) the algebra C given by the quiver

◦ 4

◦
2

◦
3

◦1

β α

γδ

bound by αβ = 0, γδ = 0.

We now show that the tilted algebras of type An are gentle. To do so,
we start by proving a lemma measuring the Hom-spaces in a hereditary
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algebra of type An. We notice first that, over a hereditary algebra of type
An, the middle term of any almost split sequences is a direct sum of at most
two indecomposable modules [this indeed follows from (IV.3.9), (VII.1.6),
and (VII.5.13)]. Consequently, every point in the Auslander–Reiten quiver
is the source or target of at most two sectional paths. We need the following
notation.

Let A be a representation–directed algebra satisfying the separation con-
dition, and assume that the middle term of any almost split sequence in
mod A is a direct sum of at most two indecomposable modules. Let M
be an indecomposable A-module. Draw the two maximal sectional paths
starting at M (that is, sectional paths, that are not properly contained in
other sectional paths). They have respective targets M1 and M2, and they
determine a full subquiver Σ of Γ(modA) with underlying graph An. We
construct ZΣ in which there is a unique maximal sectional path starting at
each of M1 and M2. These two sectional paths intersect at a point X in ZΣ
(which may not correspond to an indecomposable A-module). We then let
R(M) denote the set of all indecomposable A-modules N such that there
is a path

M −→ · · · −→ N −→ · · · −→ X

in ZΣ. For example, let A be the path algebra of the quiver

◦−−−−→◦−−−−→◦←−−−−◦←−−−−◦←−−−−◦
6 5 1 2 3 4

and MA be the indecomposable A-module such that dimM = 011110. We
have indicated in the following picture of Γ(modA) the points of R(M) by
black dots:

M1

◦ • ◦
↗ ↘ ↗ ↘ ↗

◦ • •
↗ ↘M↗ ↘ ↗

◦ • •
↗ ↘ ↗ ↘ ↗ ↘

◦ ◦ • •
↘ ↗ ↘ ↗ ↘ ↗ ↘

◦ ◦ • •
↘ ↗ ↘ ↗ ↘ ↗ ↘

◦ ◦ • ◦
M2

6.3. Lemma. Let A be a representation–directed algebra satisfying the

separation condition, and assume that the middle term of any almost split

sequences in mod A is a direct sum of at most two indecomposable modules.

Let M and N be indecomposable A-modules. Then dimKHomA(M, N) = 1
if and only if N ∈ R(M), and HomA(M, N) = 0 otherwise.
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Proof. Let 0 → N ′ → N → N ′′ → 0 be a short exact sequence in modA
such that the modules N ′ and N ′′ are indecomposable and HomA(M, N ′) �=
0. Applying the functor HomA(M,−) yields an exact sequence

0−→HomA(M, N ′)−→HomA(M, N) −→ HomA(M, N ′′) −→ Ext1A(M, N ′).

Assume Ext1A(M, N ′) �= 0. By (IV.2.13), there exists a homomorphism
N ′ → τM that induces a cycle

M → N ′ → τM → ∗ → M,

contrary to the assumption that A is representation–directed. This shows
that Ext1A(M, N ′) = 0, and we get

dimKHomA(M, N) = dimKHomA(M, N ′) + dimKHomA(M, N ′′),

that is, the function fM = dimKHomA(M,−) is additive on short exact
sequences with indecomposable end terms, provided it is nonzero on the
first term. Clearly, fM (M) = 1. Also, by (IV.5.6), if fM (N) �= 0, then N is
a successor of M . The result follows from an easy induction. �

6.4. Corollary. Let A be a hereditary algebra of type An and TA be a

tilting module. Then B = End TA is a gentle algebra.

Proof. Let T (a) be an indecomposable summand of T and T (b) be an-
other indecomposable summand such that HomA(T (a), T (b)) �= 0. Assume
first that T (a) is not injective. Because

HomA(τ−1T (a), T (b)) ∼= DExt1A(T (b), T (a)) = 0,

T (b) is a successor of T (a) but not of τ−1T (a); hence it lies on one of the
(at most two) maximal sectional paths starting with T (a). This is also
(trivially) the case if T (a) is injective, for then R(T (a)) is reduced to these
two paths. Because

dimKHomA(T (a), T (b)) ≤ 1,

in view of (VI.3.10) there is exactly one nonzero path from b to a in QB.
Similarly, if T (c) is another summand of T such that HomA(T (c), T (a)) �= 0,
then T (c) lies on one of the (at most two) sectional paths ending with T (a),
and there is exactly one nonzero path from a to c in QB . This shows (G1).

If T (c), T (a), and T (b) are as described earlier and they lie on the same
sectional path, then HomA(T (c), T (b)) �= 0 (by (2.2)). If, on the other hand,
they do not lie on the same sectional path, then in particular T (c) is not
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injective and HomA(τ−1T (c), T (b)) = 0 implies HomA(T (c), T (b)) = 0 (see
the following picture). This shows (G2) and (G3).

T (c)

T (b)

T (a)

τ−1T (c)

Because there are at most two sectional paths starting or ending at each
indecomposable summand of T , the argument also proves (G4). �

We now show that tilted algebras of type An are given by gentle trees. For
this purpose, it suffices, by (4.3), to show that they satisfy the separation
condition.

6.5. Proposition. Let A be a representation–finite hereditary algebra,

TA be a tilting module, and B = EndTA. Then B satisfies the separation

condition.

Proof. Assume to the contrary that B does not satisfy the separation
condition. Then there exists a ∈ (QB)0 such that radP (a)B has two inde-
composable summands M1 and M2, having two points b1 and b2 in their
respective supports, which are connected by a walk in QB(−→a ). By (VI.3.8),
this walk induces a walk linking P (b1) and P (b2) in Γ(modB) (on which no
module has a in its support). Because there exist paths from P (b1) to M1

and P (b2) to M2, this yields a closed walk w in Γ(modB)

P (a) ←− M1 ←− · · · ←− P (b1) · · · P (b2) −→ · · · −→ M2 −→ P (a).

We can, of course, assume w to be of minimal length. By (VIII.3.5),
Γ(mod B) is acyclic, hence w contains sources and sinks. One can sup-
pose that every sink corresponds to a projective B-module. Indeed, if the
sink U is such that UB is not projective, then we can replace U by τU and
each arrow V → U by the corresponding arrow τU → V (note that this
process does not affect the length of w). On the other hand, the minimality
of w implies that, repeatedly applying this process, we cannot reach another
point of the original walk w.

Let Y be a point of w that is not a sink. There exists a path from Y
to some sink P , but PB is projective and hence belongs to the torsion-free
class Y(TA). Because TA is splitting, Y(TA) is closed under predecessors.
Thus Y ∈ Y(TA), and all modules on w belong to Y(TA).
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Let Z be a source on w and put NA = Z ⊗B T . If N is not injective,
then by (VI.5.2), the almost split sequence starting with Z ∼= HomA(T, N)
lies entirely in Y(TA); hence we may replace Z by τ−1Z and each arrow
Z → Y by the corresponding arrow Y → Z, thus obtaining a new walk w′

in Y(TA) of the same length as w and such that, for each source Z on w′

the A-module N is injective. We note that w′ may have sinks that do not
correspond to projectives: what matters to us is that it still lies entirely
inside Y(TA).

Applying the functor − ⊗B T , we obtain a closed walk w′ in Γ(modA)
having all its sources injective. This however is impossible, because A is
a hereditary algebra of Dynkin type and hence satisfies the coseparation
condition. �

6.6. Corollary. Let B be a tilted algebra of type An. Then B is a gentle

tree algebra.

Proof. This follows from (6.4), (6.5), and (4.3). �

Our present objective is to characterise among the gentle tree algebras
which ones are tilted of type An. That they are not all so is shown by
Example 6.2 (b). In fact, we show in (6.11) that this is essentially the only
“bad” example.

6.7. Proposition. Let A = KQA/I be a gentle tree K-algebra and

n = |(QA)0|. Then there exists a sequence of algebras A = A0, A1, . . . , Am

and a sequence of separating tilting modules T
(0)
A0

, . . . , T
(m−1)
Am−1

such that

Aj+1 = End T
(j)
Aj

, or Aj+1 = (End T
(j)
Aj

)op

for all j ∈ {1, . . . , m}, and Am is hereditary of type An. In particular, the

algebra A is representation–finite.

Proof. We show that we can tilt A to another algebra given by a gentle
tree, having one fewer relation. The statement follows from an obvious
induction on the number of relations on QA. Up to duality, we can assume
that QA has a sink with exactly one neighbour so that the bound quiver of
A has the form

◦←−−−−◦←− · · · ←−◦
β

←−−−−◦
α

←−−−−◦
1 2 t−1 t t+1

Q′

A

Q′′

A

with αβ = 0 and t ≥ 2. It follows that the beginning of the Auslander–
Reiten quiver Γ(modA) has the form
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P(t)
◦

↗ ↘ P(t)/P (1)
◦

. .
. ↗ ↘

P(2) ↗ . .
. . . .

◦
↗ ↘ ↗ ↘ P(t)/P (t−1)

P(1) ◦ ◦ ◦
P(2)/P (1) ↘

◦
P(t+1)

We define TA =
⊕n

i=1 T (i) by

T (i) =

{
P (t)/P (t − i) 1 ≤ i < t,

P (i) i ≥ t.

It is easy to see that TA is a tilting module. We now show that TA is
separating. Let A denote the additive full subcategory of modA consisting
of direct sums of the indecomposable modules the support of which lies
completely inside {1, . . . , t − 1}.

We claim that F(T ) = A, whereas T (T ) consists of direct sums of the
remaining indecomposable modules. Indeed, because for each i < t and
each indecomposable A-module M , HomA(P (t)/P (i), M) is a subspace of
HomA(P (t), M), we have HomA(T, M) = 0 if and only if HomA(P (j), M) =
0 for all j ≥ t. This shows that F(T ) = A.

To show that T (T ) consists of direct sums of the remaining indecompos-
able modules, it suffices, by maximality of the torsion class, to show that
if M /∈ A is indecomposable, then HomA(M,−)|A = 0. So, let N ∈ A
be an indecomposable A-module such that HomA(M, N) �= 0. Applying
(IV.5.1) repeatedly, our assumptions that HomA(M, N) �= 0 and M /∈ A
imply that HomA(M, P (1)) �= 0, but this is impossible, because P (1) is
simple projective.

We claim that the bound quiver of B = EndTA has the following form

◦
αt←−−−−◦←− · · · ←−◦

α1←−−−−◦
t t−1 1 t+1

Q′′

BQ′

B

where Q′
B = Q′

A and is bound by the same relations as Q′
A, whereas Q′′

B =
Q′′

A and is bound by the same relations as Q′′
A. Moreover, the path

t + 1 → 1 → · · · → t − 1 → t

is not bound; there exists a relation of the form ξα1 in B if and only if there
exists a corresponding relation ξα in A; and there are no other relations in
B involving the arrows α1, . . . , αt.
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Because the points of QB lying inside Q′
B or Q′′

B correspond to those
summands of TA that are the indecomposable projective A-modules corre-
sponding to the points of Q′

A or Q′′
A, respectively, we deduce that Q′

B = Q′
A,

Q′′
B = Q′′

A, and they are bound by the same relations as Q′
A or Q′′

A, respec-
tively.

In view of (VI.3.10), the existence of the irreducible morphisms

P (t) −→ P (t)/P (1) −→ · · · −→ P (t)/P (t − 1) −→ P (t + 1)

in modA implies the existence of the arrows

t + 1
α1−→ 1

α2−→ · · · −→ t − 1
αt−→ t

in QB. Clearly, for i ∈ {1, . . . , t − 1}, there is no homomorphism from
P (t)/P (i) to a projective corresponding to a point in Q′

A and no homomor-
phism from a projective corresponding to a point in Q′′

A to P (t)/P (i). On
the other hand, all the homomorphisms from projectives corresponding to
points of Q′

A to P (t)/P (i) must factor through P (t), and all the homomor-
phisms from P (t)/P (i) to projectives corresponding to points of Q′′

A must
factor through P (t + 1). Thus QB has the required form.

Next, if there exists a relation starting in a ∈ (Q′′
A)0) and ending in t,

it must be of the form ξα = 0, where ξ : a → t + 1. It is replaced in B
by a relation of the form ξα1 = 0, because HomA(P (t), P (a)) = 0 implies
HomA(P (t)/P (1), P (a)) = 0.

We claim that there are no new relations. Indeed, a new relation can
either start at Q′′

B and end at some i ∈ {1, . . . , t − 1} or start at some
i ∈ {1, . . . , t − 1} and end in Q′

B. Suppose a ∈ (Q′
A)0 is such that

HomA(P (a), P (t)/P (i)) = 0 but HomA(P (a), P (t)) �= 0. Then there exists
a nonzero homomorphism P (a) → P (t) having its image in P (i) ⊂ P (t),
which is a contradiction.

Finally, if b ∈ (Q′′
A)0 is such that HomA(P (t)/P (i), P (b)) = 0 but

HomA(P (t + 1), P (b)) is nonzero, we again have HomA(P (t), P (b)) = 0
and hence one of the zero relations discussed earlier. Thus, in particular, B
is given by a gentle tree with one fewer zero relation.

To finish the proof, assume that A is representation–infinite. Because
T is separating, B is also representation–infinite. But applying this pro-
cess inductively, we end with a hereditary algebra of type An, which is
representation–infinite and thus we have a contradiction. �

6.8. Corollary. Let A = KQA/I be a gentle tree algebra.

(a) If n = |(QA)0|, there exists a hereditary algebra H of type An;

a sequence of algebras H = A0, A1, . . . , Am = A; and a sequence

of splitting tilting modules T
(0)
A0

, T
(1)
A1

, . . . , T
(m−1)
Am−1

such that

Ai+1 = EndT
(i)
Ai

or Ai+1 = (EndT
(i)
Ai

)op
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for all i ∈ {1, . . . , m− 1}.
(b) The algebra A satisfies the separation condition.

(c) The middle term of any almost split sequences is a direct sum of at

most two indecomposable modules.

(d) Assume that M and N are indecomposable modules in mod A.

Then dimKHomA(M, N) = 1 if and only if N ∈ R(M), and

dimKHomA(M, N) = 0 otherwise.

Proof. (a) This follows from the fact that B ∼= EndTA, where TA is a
separating tilting module, if and only if A ∼= (End BT )op, where BT is a
splitting tilting module.

(b) Because QA is a tree, we just apply (4.3).
(c) We apply the description of the almost split sequences in (VI.5.2).
(d) We apply (c) and (6.3). �

6.9. Lemma. Let B be a tilted algebra of type An. Then the bound

quiver of B contains no full bound subquiver of the form

◦
δ

←−−−−◦
γ

←−−−−◦ · · · ◦
β

←−−−−◦
α

←−−−−◦
1 2 3 t−2 t−1 t

with t ≥ 4, αβ = 0, γδ = 0; all unoriented edges may be oriented arbitrarily;

and there are no other zero relations between 2 and t − 1.

Proof. Assume first that the bound quiver of B contains such a sub-
quiver with t ≥ 5; then consider the indecomposable B-module M having
as support the subquiver 3 ◦ · · · ◦ t−2 (that is, Mi = K for
3 ≤ i ≤ t − 2 and Mi = 0 otherwise).

We claim that pdM > 1. To construct the projective cover of M , we

take all the sources s1 , . . . , sk in suppM , then topM ∼=
⊕k

i=1 S(si) and

the projective cover of M is P =
⊕k

i=1 P (si). It remains to show that the
kernel of the canonical surjection p : P → M is not projective. But there
exists a source si and a path si → · · · → 3, and P (si) contains a submodule
L, which is a direct summand of Ker p, has simple top S(2) but no simple
composition factors isomorphic to S(1). Now L is not projective; if it were,
it would have S(1) as a composition factor. Then pdM > 1. Similarly,
id M > 1. Therefore, by (VIII.3.2)(e), B is not tilted.

It remains to consider the case where t = 4. Here, the bound quiver of
B has the form

◦
γ

←−−−−◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4
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bound by αβ = 0, βγ = 0. We write the beginning of a minimal projective
resolution for S(4). Clearly, the canonical surjection P (4) → S(4) has in
its kernel a summand Z having simple top S(3). The projective cover of Z
being P (3), the canonical surjection P (3) → Z has in its kernel a summand
Y having simple top S(2). The kernel of the canonical surjection P (2) → Y
has a summand X having simple top S(1). Thus, the beginning of a minimal
projective resolution for S(4) is

P (1)⊕ P1 −→ P (2)⊕ P2 −→ P (3)⊕ P3 −→ P (4) −→ S(4) −→ 0.

hence, pd S(4) ≥ 3 and so gl.dimB ≥ 3. Consequently, by (VIII.3.2)(e),
the algebra B is not tilted. �

6.10. Lemma. Let A′ be a gentle tree algebra with bound quiver

◦ ◦ · · · ◦
β1←−◦

α1←−◦ · · · ◦
α2−→◦

β2−→◦· · · ◦ ◦ ◦· · · ◦←−◦
a0 a1 a2 ar ar+1

such that there is no zero relation having its midpoint between aj and aj+1;

there is a zero relation of midpoint ar pointing left or right according to

whether r is odd or even; and no two consecutive zero relations point in the

same direction. Assume that there exists a path I(a0) → · · · → P (ar+1) in

Γ(mod A′). Then r ≤ 1 and HomA′(I(a0), P (ar+1)) �= 0.

Proof. Let, for each j such that 0 ≤ j ≤ r, A′
j denote the (hereditary)

algebra given by the full subquiver of QA′ :

aj ◦ ◦ · · · ◦ ◦ aj+1

Then it is easily seen that Γ(mod A′) has the following shape

Γ(modA′

r)

Γ(modA′

2)

Γ(modA′

1)

Γ(modA′

0
)

and Γ(modA′
j) ∩ Γ(mod A′

j+1) = {S(aj+1)}. In particular, the existence of

a path from I(a0) to P (ar+1) implies that the path must factor over S(a1),
r ≤ 1, and the quiver of A′ is of the form

◦←−−−−◦←−−−− · · ·
β1←−−−−◦

α1←−−−− · · · ←−−−−◦
a0 a1 a2

bound by α1β1 = 0. Clearly, we then have HomA′ (I(a0), P (a2))) �= 0. �
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6.11. Theorem. A gentle tree algebra A is tilted of type An if and only

if its bound quiver contains no full bound subquiver of the form

◦
δ

←−◦
γ

←−◦ ◦ · · · ◦ ◦
β

←−◦
α

←−◦
1 2 3 t−2 t−1 t

with t ≥ 4, αβ = 0, γδ = 0; all unoriented edges may be oriented arbitrarily;

and there are no other zero relations between 2 and t − 1.

Proof. Thanks to (6.9), we only need to show the sufficiency. We con-
struct a section in Γ(mod A). We consider the connected full subquiver of
Γ(mod A) consisting of those M such that there is a path M → · · · → P (s)
for some source s in QA, and Σ is the right border of this subquiver, that is,
Σ is the connected full subquiver of Γ(modA) consisting of those M such
that there is a path from M to P (s) for some source s in QA, and every
such path is sectional.

It follows from the definition of Σ that it is convex and that it intersects
each τ -orbit at most once. We now show that Σ intersects each τ -orbit.

First, we notice that no indecomposable projective A-module is a proper
successor of Σ. Indeed, let P (a) be an indecomposable projective. There is
a source sa in QA and a path sa → · · · → a that induces a path P (a) →
· · · → P (sa) in Γ(modA). This establishes our claim.

Next, we show that no indecomposable injective A-module is a proper
predecessor of Σ. Assume that there exists a path from I(a) to Σ. We
claim that I(a) in fact lies on Σ. There exists a source sa in QA and a
path I(a) → · · · → P (sa) in Γ(modA). The hypothesis shows that the walk
linking a to sa in QA is of one of the forms

(I) ◦ · · · ◦
β1←−◦

α1←−◦ · · · ◦
α2−→◦

β2−→◦ · · · ◦ ◦ · · ·←−◦
a=a0 a1 a2 ar ar+1=sa

(II) ◦ · · · ◦
α1−→◦

β1−→◦ · · · ◦
β2←−◦

α2←−◦ · · · ◦ ◦ · · ·←−◦
a=a0 a1 a2 ar ar+1=sa

where unoriented edges may be oriented arbitrarily; there are zero relations
with midpoints a1, . . . , ar, no two consecutive of which are oriented in the
same direction; and no other zero relations.

We consider only the case (I); the other is similar. Let A′ be the al-
gebra given by the bound quiver of (I), and let I′(a) and P ′(sa) denote,
respectively, the indecomposable injective A′-module corresponding to a,
and the indecomposable projective A′-module corresponding to sa. Let
E : modA′ → mod A be the full, faithful, and exact embedding defined
by E(M)i = Mi if i ∈ (QA′)0; E(M)i = 0 if i �∈ (QA′ )0; E(M)α = Mα

if α ∈ (QA′)1; and E(M)α = 0 if α �∈ (QA′)1 (under the identification of
modules over A and A′ with representations of corresponding bound quiv-
ers). Then if R : mod → mod A′ denotes the restriction functor, we have
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RE = 1mod A′ . Thus EI′(a)a �= 0, and hence there exists a nonzero ho-
momorphism EI′(a) → I(a). Similarly, we have a nonzero homomorphism
P (sa) → EP ′(sa). Thus, the existence of a path I(a) → · · · → P (sa)
implies the existence of a path

EI′(a) −→ I(a) −→ M1 −→ · · · −→ Mm −→ P (sa) −→ EP ′(sa).

We claim that, by applying the functor R, this yields a path in
Γ(mod A′) from I′(a) to P ′(sa). Indeed, because RE = 1mod A′ , this oc-
curs if supp Mj ∩ QA′ �= ∅ for all j with 1 ≤ j ≤ m.

Let Qb denote the branch

◦ ◦ · · · ◦ · · · ◦←−−−−◦
a b sa

Qa Qb Qsa

of the tree QA′ attached at the point b of QA′ . Suppose that supp Mj∩QA′ =
∅ for some j. Because supp I(a)∩QA′ �= ∅ and suppP (sa)∩QA′ �= ∅, there
exist t1 and t2 with t1 < t2 such that all Mt (with t1 ≤ t < t2) have their
supports not intersecting QA′ , whereas Mt1−1 and Mt2 have their supports
intersecting QA′ . Because Mt1 is indecomposable and suppMt1 ∩ QA′ = ∅,
there exists b ∈ (QA′)0 such that supp Mt1 ⊆ Qb. For the same reason, all
the Mt, with t1 ≤ t < t2, have their supports inside the same Qb. However,
HomA(Mt1−1, Mt1) �= 0 and HomA(Mt2−1, Mt2) �= 0 imply that

suppMt1−1 ∩ supp Mt1 �= ∅ and suppMt2−1 ∩ suppMt2 �= ∅.

Therefore, b ∈ supp Mt1−1 and b ∈ suppMt2 ; hence there exist nonzero
homomorphisms f1 : P (b) → Mt1−1 and f2 : P (b) → Mt2 . Let g denote
the composition Mt1−1 −→ Mt1 −→ · · · −→ Mt2 . Because b �∈ supp Mt1 ,
we have HomA(P (b), Mt1) = 0; hence gf1 = 0. But, by (6.8)(d), any two
paths from P (b) to Mt2 give rise to the same homomorphism, up to scalar
multiplication, hence HomA(P (b), Mt2) = 0, which is a contradiction.

We thus have the required path in Γ(modA′). Then (6.10) yields
HomA′(I′(a), P ′(sa)) �= 0. Hence HomA(EI′(a), EP ′(sa)) �= 0 implies that
HomA(I(a), P (sa)) �= 0. Because I(a) is injective and P (sa) �= 0 is pro-
jective, according to (6.3) and (6.8), there is a sectional path from I(a) to
P (sa), and so I(a) lies on Σ.

This completes the proof that Σ is a section. Clearly, HomA(U, τV ) = 0
for all U , V on Σ. To apply (VIII.5.6), it suffices to observe that the direct
sum

⊕
M∈Σ0

M is a tilting module (and therefore is faithful): indeed, we
have just seen that the number of points on Σ equals the rank of the group
K0(A), and that Ext1A(U, V ) = 0 for all U , V on Σ; on the other hand,
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HomA(DA, τU) = 0 for all U ∈ Σ0, because no injective lies on the left of
Σ, and thus pdU ≤ 1. �

To sum up, we have proved the following useful fact.

6.12. Corollary. An algebra is tilted of type An if and only if its bound

quiver is a finite connected full bound subquiver of the infinite tree

αβ

α

αβ

α β

αβ

β

α
β

β α

β

β α

βα

β α

α

β

α

β

β

α

β

β

α

α

βα

α
β

α

β

α

α

β

α

αα β

β

α

β

β

β α

α β

bound by all possible relations of the forms αβ = 0 and βα = 0 and contains

no full bound subquiver of the form

◦
δ

←−◦
γ

←−◦ ◦ · · · ◦ ◦
β

←−◦
α

←−◦
1 2 3 t−2 t−1 t

with t ≥ 4, αβ = 0, γδ = 0, all unoriented edges may be oriented arbitrarily;

and there are no other zero relations between 2 and t − 1.

Observe that an algebra is a gentle tree algebra if and only if its bound
quiver is a finite full bound subquiver of the infinite bound tree presented
in (6.12). Moreover, it follows from (6.8) that any gentle tree algebra may
be obtained from a hereditary algebra of type An by a finite sequence of
tilts and cotilts.

IX.7. Exercises

1. Let A be a representation–finite algebra. Show that every path in
mod A gives rise to a path in Γ(modA), and conversely.



IX.7. Exercises 401

2. Let A be the path algebra of the Kronecker quiver ◦←−−−−−−←−−−−−−◦. Give
an example of a sincere A-module M that is not faithful, and exhibit a cycle
containing M .

3. Show that each of the following algebras is representation–directed
but not tilted:

(a) A given by the quiver

◦
ε

←−−−−◦
δ

←−−−−◦
γ

←−−−−◦
β

←−−−−◦
α

←−−−−◦
1 2 3 4 5 6

bound by αβγ = 0, βγδ = 0, and γδε = 0;
(b) A given by the quiver

◦8

7

6

1

◦
3

2

◦5

11

10

9

◦

◦
4

µ

η

�

α

β

γ

δ

λ

ν

σ

◦

◦

◦

◦ ◦

◦

bound by αµ = 0, λβ = 0, βη = 0, νγ = 0, γ� = 0, and σδ = 0;
(c) A given by the quiver

◦
6

◦
2

◦
3

◦
3

◦1

◦2

◦7

◦9

α �βξ

ση γ δ

bound by βα = σγ, �β = 0, �σ = 0, ξη = 0, and αη = 0; and
(d) A given by the quiver

◦1

◦
2

◦
3

◦
4

◦
5

◦8

◦
7

◦
6

◦1 ◦
12

◦13

◦
14

◦
10

◦
9

� ψ

α1

β1

α2 α3

β2

α4

β3

ϕ

γ

δ

ξ η
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bound by α2α1 = 0, α4α3 = 0, β2β1 = 0, β3β2 = 0, ϕα4 = 0, ϕβ3 = 0,
α3ψ = 0, �α1 = 0, β2γ = 0, γξ = 0, and ηδ = 0.

4. Show that representation–directed algebras have finite global dimen-
sion.

5. Let A be a representation–directed algebra and a ∈ (QA)0. Show that
P (a) does not have a separated radical if and only if there is a closed walk
in Γ(modA) of the form

P (a)
α0←−−−− M1

α1 M2
α2 · · ·

αt−1 Mt
αt−−−−→ P (a),

where, for each i with 1 ≤ i ≤ t, we have supp Mi ⊆ QA(−→a ).

6. Let A be a representation–finite algebra satisfying the separation con-
dition.

(a) Let M and N be two indecomposable A-modules such that there
exists a path in Γ(modA) from M to N . Show that any two such paths
contain exactly the same number of arrows.

(b) Let M be an indecomposable A-module and let ZA2 be the infinite
quiver

. . . −1 1 3 . . .
↘ ↗ ↘ ↗ ↘ ↗ ↘ ↗

−2 0 2 4

Find a unique translation quiver morphism π : Γ(mod A) → ZA2 such that
π(M) = 0.

7. In the proof of (2.6), when showing that Σ intersects each τ -orbit in
C, show in detail that there exists an arrow N = τ lV → U .

8. In the proof of (4.5), do the case where i = 1.

9. Let A be a representation–finite algebra. Show that A satisfies the
separation condition if and only if it satisfies the coseparation condition.

10. Let A be the gentle algebra given by the quiver

◦1

◦
2

◦3

β α

γ

bound by αβ = 0. Show that for every nonprojective separating tilting
module T , the ordinary quiver of EndT has a cycle.

11. In the proof of (6.3), do in detail the induction step.

12. For each of the following gentle tree algebras, construct a sequence
as in (6.7):





Appendix A

Categories, functors, and

homology

For the convenience of the reader, we collect here the notations and
terminology we use on categories, functors, and homology, and we recall
some of the basic facts from category theory and homological algebra needed
in the book.

We introduce the notions of category, additive category, K-category,
abelian category, and the (Jacobson) radical of an additive category. We
also collect basic facts from category theory and homological algebra. In this
appendix we do not present proofs of the results, except for a few classical
theorems that we frequently use in the book. For more details and complete
proofs, the reader is referred to the following textbooks and papers on this
subject [1], [2], [24], [41], [46], [47], [66], [70], [77], [95], [111], [112], [114],
[115], [125], [129], [133], [148], and [149].

1A. . Categories

1.1. Definition. A category is a triple C = (Ob C, Hom C, ◦), where
Ob C is called the class of objects of C, Hom C is called the class of

morphisms of C, and ◦ is a partial binary operation on morphisms of C
satisfying the following conditions:

(a) to each pair of objects X, Y of C, we associate a set HomC(X, Y ),
called the set of morphisms from X to Y , such that if (X, Y ) �= (Z, U)
then the intersection of the sets HomC(X, Y ) and HomC(Z, U) is empty;
and

(b) for each triple of objects X , Y , Z of C, the operation

◦ : HomC(Y, Z) × HomC(X, Y ) −−−−−−→ HomC(X, Z), (g, f) �→ g ◦ f

(called the composition of f and g), is defined and has the following two
properties:

(i) h ◦ (g ◦ f) = (h ◦ g) ◦ f , for every triple f ∈ HomC(X, Y ), g ∈
HomC(Y, Z), h ∈ HomC(Z, U) of morphisms; and

404
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(ii) for each object X of C, there exists an element 1X ∈ HomC(X, X),
called the identity morphism on X , such that if f ∈ HomC(X, Y ) and g ∈
HomC(Z, X) then f ◦ 1X = f and 1X ◦ g = g.

We often write f : X −→Y or X
f

−→Y instead of f ∈ HomC(X, Y ), and
we say that f is a morphism from X to Y . We also write X ∈ Ob C to
mean that X is an object of C.

We say that a diagram in the category C is commutative whenever the
composition of morphisms along any two paths with the same source and
target are equal. For instance, we say that the diagram

X
f

−−−−→ Y

h

� �g

V
i

−−−−→ Z

is commutative if g ◦ f = i ◦ h.

1.2. Definition. Let C be a category. A category C′ is a subcategory
of C if the following four conditions are satisfied:

(a) the class Ob C′ of objects of C′ is a subclass of the class Ob C of
objects of C;

(b) if X, Y are objects of C′, then HomC′(X, Y ) ⊆ HomC(X, Y );
(c) the composition of morphisms in C′ is the same as in C; and
(d) for each object X of C′, the identity morphism 1′X in HomC′(X, X)

coincides with the identity morphism 1X in HomC(X, X).
A subcategory C′ of C is said to be full if HomC′(X, Y ) = HomC(X, Y )

for all objects X , Y of C′.

Let X and Y be objects of a category C. Any morphism h : X −→ X
in C is called an endomorphism of X . A morphism u : X −→ Y in C is a
monomorphism if for each object Z in Ob C and each pair of morphisms
f, g ∈ HomC(Z, X) such that u ◦ f = u ◦ g, we have f = g. A morphism
p : X −→ Y in C is an epimorphism if for each object Z in Ob C and
each pair of morphisms f, g ∈ HomC(Y, Z) such that f ◦ p = g ◦ p we have
f = g. A morphism u : X −→ Y in C is an isomorphism if there exists a
morphism v : Y −→ X in C such that uv = 1Y and vu = 1X . In this case,
the morphism v is uniquely determined by u, it is called the inverse of u,
and it is denoted by u−1.

If there exists an isomorphism u : X −→ Y in C, we say that the objects
X and Y are isomorphic in C, and we write X ∼= Y . It is easy to see
that any isomorphism is both a monomorphism and an epimorphism. The
converse implication does not hold in general (see Exercise 6.4).
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A direct sum (or a coproduct) of the objects X1, . . . , Xn of C is an
object X1 ⊕ . . . ⊕ Xn of C together with morphisms

uj : Xj −−−−→ X1 ⊕ . . . ⊕ Xn

for j = 1, . . . , n, such that for each object Z in Ob C and for each set of
morphisms f1 : X1 −→ Z, . . . , fn : Xn −→ Z in C, there exists a unique
morphism f : X1 ⊕ . . . ⊕ Xn −−−−→ Z such that fj = f ◦ uj for all
j = 1, . . . , n.

If such an object X1 ⊕ . . . ⊕ Xn exists, it is unique, up to isomorphism.

We often write
n⊕

j=1

Xj instead of X1 ⊕ . . . ⊕ Xn.

For each j ∈ {1, . . . , n}, the morphism uj : Xj −→ X1 ⊕ . . . ⊕ Xn is
called the jth summand embedding (or summand injection).

1.3. Definition. A category C is an additive category if the follow-
ing conditions are satisfied:

(a) for any finite set of objects X1, . . . , Xn of C there exists a direct
sum X1 ⊕ . . . ⊕ Xn in C;

(b) for each pair X, Y ∈ Ob C, the set HomC(X, Y ) of all morphisms
from X to Y in C is equipped with an abelian group structure;

(c) for each triple of objects X, Y, Z of C, the composition of morphisms
in C

◦ : HomC(Y, Z) × HomC(X, Y ) −−−−−−→ HomC(X, Z)

is bilinear, that is, (f+f ′)◦g = f ◦g+f ′◦g and f ◦(g+g′) = f ◦g+f ◦g′, for
all morphisms f, f ′ ∈ HomC(Y, Z) and all morphisms g, g′ ∈ HomC(X, Y );
and

(d) there exists an object 0 ∈ Ob C (called the zero object of C)
such that the identity morphism 10 is the element zero of the abelian group
HomC(0, 0).

It is easy to see that the zero object of an additive category C is uniquely
determined, up to isomorphism.

For any additive category C, we define the opposite category Cop

of C to be the additive category the objects of which are the objects of C,
HomCop(X, Y ) = HomC(Y, X) for all objects X and Y in Ob C; the addition
in HomCop(X, Y ) is the addition in HomC(Y, X); and the composition ◦′ in
Hom Cop is given by the formula g ◦′ f = f ◦ g, where ◦ is the composition
in Hom C. It is clear that (Cop)op = C.

Assume that C is an additive category and let X1 ⊕ . . .⊕Xn ∈ Ob C be
the direct sum of objects X1, . . . , Xn of C. Let uj : Xj −→X1⊕ . . .⊕ Xn be
the jth summand embedding. One can show that, for each j ∈ {1, . . . , n},
there exists a morphism pj : X1 ⊕ . . . ⊕ Xn −→ Xj (called the jth sum-

mand projection) such that pj ◦ uj = 1Xj
, pj ◦ ui = 0 for all i �= j and
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u1 ◦ p1 + . . . + un ◦ pn = 1X1⊕...⊕Xn
. Moreover, given a set of morphisms

g1 : X −→ X1, . . . , gm : X −→ Xn in C, there exists a unique morphism
g : X −−−−→ X1 ⊕ · · · ⊕ Xn such that pj ◦ g = gj for j = 1, . . . , n.

In presenting morphisms between direct sums of objects in an additive
category C, we use the following matrix notation. Given a set of
morphisms

f1 : X1 −→Y, . . . , fn : Xn −→Y and g1 : Y −→Z1, . . . , gm : Y −→Zm

in C we denote by

f = [f1 . . . fn] : X1⊕· · ·⊕Xn −−−−→ Y, g =

[
g1...
gm

]
: Y −−−−→ Z1⊕· · ·⊕Zm

the unique morphisms f and g in C such that f ◦ uj = fj for j = 1, . . . , n
and pi ◦ g = gi for i = 1, . . . , m, where uj : Xj −−−−→ X1 ⊕ · · · ⊕ Xn is
the jth summand embedding and pi : Z1 ⊕ · · · ⊕ Zm −−−−→ Zi is the ith
summand projection. If X = X1 ⊕ · · · ⊕ Xn and Z = Z1 ⊕ · · · ⊕ Zm, then
any morphism h : X −→ Z in C is identified with the m × n matrix

h = [hij ] =

[h11 h12 ... h1n
h21 h22 ... h2n...

...
. . .

...
hm1 hm2 ... hmn

]
,

where hij = pi ◦ h ◦ uj ∈ HomC(Xj , Zi).

1.4. Definition. Let K be a field. A category C is a K-category

if, for each pair X, Y ∈ Ob C, the set HomC(X, Y ) is equipped with a K-
vector space structure such that the composition ◦ of morphisms in C is a
K-bilinear map.

We note that for any object X of a K-category C, the group

EndCX = HomC(X, X)

of all endomorphisms of X in C, equipped with the multiplication ◦, is a
K-algebra (not necessarily finite dimensional) with the identity 1X . We call
it the endomorphism algebra of X .

Throughout, we identify any object X ∈ C with the morphism 1X ∈
HomC(X, X). This allows us to think about C as a class Hom C of morphisms
with the partial associative multiplication ◦ having “local” identities 1X ,
where X ∈ Ob C. If, in addition, C is a K-category we think about C as a
“partial” K-algebra (Hom C, ◦, +) with “local” identities 1X ∈ HomC(X, X)
and local zeros 0X ∈ HomC(X, X), where X ∈ Ob C; see [115].

Let C be an additive category and f : X −→ Y be a morphism in C.
A kernel of f is an object Ker f together with a morphism u : Ker f −→ X
satisfying the following two conditions: (1) f◦u = 0, and (2) for any object Z
of C and for any morphism h : Z −→ X in C such that f ◦h = 0, there exists
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a unique morphism h′ : Z −→ Ker f such that h = u◦h′. A cokernel of f
is an object Coker f together with a morphism p : Y −→ Coker f satisfying
the following two conditions: (1) p ◦ f = 0, and (2) for any object Z of C
and for any morphism g : Y −→ Z in C such that h ◦ f = 0, there exists a
unique morphism g′ : Coker f −→ Z such that g = g′ ◦ p. It is clear that u
is a monomorphism and p is an epimorphism.

Assume that every morphism in C admits a kernel and a cokernel. Then
for each morphism f : X −→ Y in C, there exists a unique morphism f in
C making the square in the following diagram

Ker f
u

−−−−−→X
f

−−−−−−−→Y
p

−−−−−→Coker f

p′

� �u′

Cokeru
f

−−→Ker p

commutative (that is, f = u′ ◦ f ◦ p′), where u′ : Kerp −→ Y is the kernel
of p and p′ : X −→ Cokeru is the cokernel of u. Indeed, because p ◦ f = 0,
there exists a unique morphism f ′ : X −→ Ker p such that f = u′ ◦ f ′.
Moreover, because u′ ◦ f ′ ◦ u = f ◦ u = 0 and u′ is a monomorphism,
f ′ ◦ u = 0 and hence, by the definition of cokernel, there exists a unique
morphism f : Coker u −→ Ker p such that f ′ = f ◦ p′. Consequently, the
morphism f makes the preceding square commutative. One shows easily
that f is unique. The object Ker p is called the image of f and is denoted
by Im f .

1.5. Definition. A category C is an abelian category if
(a) C is additive; and
(b) each morphism f : X −→ Y in C admits a kernel u : Ker f −→ X

of f and a cokernel p : Y −→ Coker f of f and the induced morphism
f : Cokeru −→ Kerp is an isomorphism.

Let C be an abelian category. A sequence (infinite or finite)

. . . −→ Xn+1
fn
−→ Xn

fn−1
−→ Xn−1 −→ . . .

in C is said to be exact if Ker fn−1 = Im fn, for all n. Any exact sequence
of the form 0 −→ X

f
−→ Y

g
−→ Z −→ 0 in C is called a short exact se-

quence.

Let K be a field and A be a K-algebra. In this book, we are mainly
interested in the following two classes of abelian K-categories:

(1) the category ModA of all right A-modules, and
(2) the full subcategory modA of ModA of finitely generated modules.
The objects of the module category Mod A (or mod A) are the right

A-modules (or the finitely generated A-modules). The set of morphisms
between the modules M and N is the set HomA(M, N) of all A-module
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homomorphisms h : M −→ N , endowed with the usual K-vector space
structure. The composition of morphisms is just the composition of maps,
and the direct sum M ⊕N of two modules M and N is just the usual direct
sum of K-vector spaces endowed with the A-module structure given by the
formula (m, n)a = (ma, na) for all m ∈ M , n ∈ N , and a ∈ A.

The kernel of a morphism f : M −→ N in ModA is the A-module
Ker f = {m ∈ M ; f(m) = 0}, and the cokernel Coker f of f is the quotient
A-module N/Im f , where Im f = {f(m); m ∈ M} is the image of f .

It is clear that ModA and modA are abelian K-categories.

2A. . Functors

2.1. Definition. A covariant functor T : C −→ C′ from a category
C to a category C′ is defined by assigning to each object X of C an object
T (X) of C′ and to each morphism h : X −→ Y in C a morphism T (h) :
T (X) −→ T (Y ) in C′ such that the following conditions are satisfied:

(a) T (1X) = 1T (X), for all objects X of C; and
(b) for each pair of morphisms X

f
−→Y and Y

g
−→Z in C, the equality

T (g ◦ f) = T (g) ◦ T (f) holds.
A contravariant functor T : C −→ C′ from a category C to a category

C′ is defined by assigning to each object X of C an object T (X) of C′, and
to each morphism h : X −→ Y in C a morphism T (h) : T (Y ) −→ T (X) in
C′ such that the following conditions are satisfied:

(a) T (1X) = 1T (Y ), for all objects X of C; and
(b) for each pair of morphisms X

f
−→Y and Y

g
−→Z in C, the equality

T (g ◦ f) = T (f) ◦ T (g) holds.

It is clear that any contravariant functor T : C −→ C′ can be viewed as
a covariant functor T : C −→ C′op or T : Cop −→ C′ in an obvious way.

If T : C −→ C′ and T ′ : C′ −→ C′′ are functors, we define their compo-
sition T ′T : C −→ C′′ as follows. For each object X of C, we set T ′T (X) =
T ′(T (X)), and, for each morphism X

f
−→Y in C, we set T ′T (f) = T ′(T (f)).

It is easy to see that T ′T is a functor.

Given a pair of categories C and D, we define their product C × D to
be the category the objects of which are the pairs (C, D) with C ∈ Ob C,
D ∈ Ob D, and morphisms h : (C, D)−→ (C′, D′) are the pairs h = (h1, h2),
where h1 ∈ HomC(C, C′) and h2 ∈ HomD(D, D′). The composition ◦ in C×
D is defined by (g1, g2)◦(h1, h2) = (g1◦h1, g2◦h2), for all h1 ∈ HomC(C, C′),
g1 ∈ HomC(C′, C′′), h2 ∈ HomD(D, D′), and g2 ∈ HomD(D′, D′′). Any
functor F : C × D −−−→ C′ is called a bifunctor.

Let T, T ′ : C −−−−→ C′ be functors. A functorial morphism Ψ :
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T−→ T ′ (or a natural transformation of functors) is a family Ψ =
{ΨX}X∈ObC of morphisms ΨX : T (X) −→ T ′(X) such that, for any mor-
phism f : X −→ Y in C, the diagram

T (X)
ΨX−−−−−→ T ′(X)

T (f)

� �T ′(f)

T (Y )
ΨY−−−−−→ T ′(Y )

in C′ is commutative. In this case, we write Ψ : T −→ T ′. We call Ψ a
functorial isomorphism (or a natural equivalence of functors) if, for
any X∈Ob C, the morphism ΨX :F (X)−→F ′(X) is an isomorphism in C′.

A covariant functor T : C −→ C′ is called an equivalence of cate-

gories if there exist a functor F : C′ −→ C and functorial isomorphisms
Ψ : 1C

�
−→ FT and Φ : 1C′

�
−→ TF , where 1C′ and 1C are the identity

functors on C′ and C, respectively. In this case, the functor F is called a
quasi-inverse of T . If there exists an equivalence Ψ : T−→ T ′ of categories
C and C′, then we say that C and C′ are equivalent categories, and we
write C ∼= C′. A contravariant functor D : C −→ D is an equivalence of
categories if the induced covariant functor D : Cop −→ D is an equivalence
of categories.

2.2. Definition. A contravariant functor D : C −→ D that is an
equivalence of categories is called a duality.

Let K be a field, A be a finite dimensional K-algebra, and Aop be the
algebra opposite to A defined in Chapter I. An important example of a
duality is the standard duality D = HomK(−, K) : mod A −−−−→ mod Aop,
defined in (I.2.9), between the category modA of finite dimensional right
A-modules and the category modAop of finite dimensional left A-modules.

A covariant functor T : C −→ C′ is called dense if, for any object A of
C′, there exists an object C in C and an isomorphism T (C) ∼= A. We say
that T is full if the map

TXY : HomC(X, Y ) −−−−−→ HomC′(T (X), T (Y )),

given by f �→ T (f), is surjective for all objects X and Y of C. If TXY is an
injective map, for all X, Y ∈ Ob C, the functor T is called faithful.

Assume that T : C −→ C′ is a covariant functor between additive cate-
gories C and C′. We say that T preserves direct sums if, for any objects

X1, X2 ∈ Ob C, the morphisms T (X1)
T (u1)

−−−−−−→T (X1⊕X2)
T (u2)

←−−−−−−T (X2)
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induced by the direct summand embeddings X1
u1−→X1 ⊕ X2

u2←−X2 yield
an isomorphism T (X1) ⊕ T (X2)

�
−→ T (X1 ⊕ X2). The functor T is ad-

ditive if T preserves direct sums, and, for all X, Y ∈ Ob C, the map
TXY : HomC(X, Y ) −→ HomC′(T (X), T (Y )), given by h �→ T (h), satisfies
T (f + g) = T (f) + T (g), for all f, g ∈ HomC(X, Y ).

If C and C′ are K-categories, then T : C −→ C′ is called K-linear if T
is additive and TXY is a K-linear map for all X, Y ∈ Ob C.

A full, faithful, and K-linear covariant functor T : C −→ C′ between ad-
ditive K-categories C and C′ is called a fully faithful embedding. In other
words, a K-linear functor T is a fully faithful embedding if, for each pair X
and Y of objects of C, the map TXY : HomC(X, Y )−−→HomC′(T (X), T (Y ))
is an isomorphism of K-vector spaces.

Throughout the text, we agree that the unqualified term “functor” al-
ways means a covariant functor. Moreover, by a functor between additive
categories (or K-categories), we always mean an additive functor (or a K-
linear functor, respectively).

Assume that C and C′ are abelian categories. A covariant additive func-
tor T : C −→ C′ is right exact (or left exact) if, for any exact sequence
X

f
−→ Y

g
−→ Z −→ 0 (or exact sequence 0 −→ X

f
−→ Y

g
−→ Z) in C, the

induced sequence

T (X)
T (f)

−−−−→ T (Y )
T (g)

−−−−→ T (Z) −→ 0

(or 0 −→ T (X)
T (f)

−−−−→ T (Y )
T (g)

−−−−→ T (Z), respectively) in C′ is exact. The
functor T is exact if it is both left and right exact.

It is obvious that the corresponding definitions for contravariant functors
are analogous to the ones for covariant functors. In particular, a contravari-
ant additive functor F : C −→ C′ between abelian categories C and C′ is left

exact (or right exact) if, for any exact sequence X
f

−→ Y
g

−→ Z −→ 0
(or exact sequence 0 −→ X

f
−→ Y

g
−→ Z) in C, the induced sequence

0 −→ F (Z)
F (g)

−−−−→ F (Y )
F (f)

−−−−→ F (X)

(or F (Z)
F (g)

−−−−→ F (Y )
F (f)

−−−−→ F (X) −→ 0, respectively) in C′ is exact.

2.3. Definition. Let A
L−−−−−−−−→←−−−−−−−−
R

B be a pair of additive covariant

functors between abelian categories A and B. The functor L is left adjoint

to R and R is right adjoint to L if there exists an isomorphism

HomB(L(X), Y ) ∼= HomA(X, R(Y ))
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for any object X of A and any object Y of B, which is functorial at X
and Y .

It was shown in (I.2.11) that, given two K-algebras A, B and an A-B-
bimodule AMB, the functor L = − ⊗A MB : ModA −−−−→ ModB is left
adjoint to the Hom-functor R = HomB(AMB, −) : ModB −−−−→ ModA.

We state without proof the following useful lemma (see [6], [148]).

2.4. Lemma. Let A and B be abelian categories and let A
L−−−−−−−−→←−−−−−−−−
R

B

be a pair of additive covariant functors such that L is left adjoint to R.

Then L is right exact and R is left exact. �

The following important fact is frequently used in the book.

2.5. Theorem. A covariant functor T : C −→ C′ is an equivalence of

categories if and only T is full, faithful, and dense.

Proof. Assume that T is full, faithful, and dense. We define a quasi-
inverse functor F : C′ −→ C of T as follows. For any X ′ ∈ Ob C′, we fix
an object X of C and an isomorphism ΦX′ : X ′ �

−→ T (X) in C′. We set
F (X ′) = X . Given a morphism f ′ ∈ HomC′(X ′, Y ′), we choose a morphism
f ∈ HomC(X, Y ) making the following diagram

X ′
ΦX′

−−−−−→ T (X)

f ′

� �T (f)

Y ′
ΦY ′

−−−−−→ T (Y )

commutative. We set F (f ′) = f . It is easy to check that this procedure
defines a covariant functor F . Moreover, for any X ′ ∈ Ob C′, the following
diagram

X ′
ΦX′

−−−−−→ TF (X ′)

f ′

� �TF (f ′)

Y ′
ΦY ′

−−−−−→ TF (Y ′)

is commutative. This shows that the family {ΦX′}X′∈Ob C′ of isomorphisms
defines a functorial isomorphism Φ : 1C′ −→ TF .

Next, we define a functorial isomorphism Ψ : 1C −→ FT as follows. For
any Z ∈ Ob C, we set X ′

Z = T (Z). Then ΦT (Z) = ΦX′

Z
is the composed

morphism

T (Z) = X ′
Z

ΦX′

Z−−−−−−−→ TF (X ′
Z) = T (FT (Z)).
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Because the functor T is full and faithful, there exists a unique isomorphism
ΨZ : Z −→ FT (Z) such that T (ΨZ) = ΦX′

Z
= ΦT (Z).

Let g : Z −→ V be an arbitrary morphism in C. We show that the
following diagram

Z
ΨZ−−−−−→ FT (Z)

g

� �FT (g)

V
ΨV−−−−−→ FT (V ).

is commutative. Because Φ : 1C′

�
−→ TF is a functorial isomorphism, the

following diagram

T (Z)
ΦT (Z)

−−−−−→ TF (T (Z))

T (g)

� �TF (T (g))

T (V )
ΦT (V )

−−−−−→ TF (T (V ))

is commutative. It follows from the choice of ΨZ and ΨV that ΦT (Z) =
T (ΨZ) and ΦT (V ) = T (ΨV ). Hence, we get

T (ΨV ◦ g) = T (ΨV ) ◦ T (g) = TFT (g) ◦ T (ΨZ) = T (FT (g) ◦ ΨZ).

Because T is faithful, the equality yields ΨV ◦ g = FT (g) ◦ΨZ , as required.
Consequently, the functorial morphism Ψ : 1C −→ FT is a functorial iso-
morphism.

Now assume that T : C −→ C′ is an equivalence of categories and that F :
C′ −→ C is a quasi-inverse of T . Let Ψ : 1C

�
−→ FT and Φ : 1C′

�
−→ TF be

functorial isomorphisms. Then, for any X ′ ∈ Ob C′, there is an isomorphism
X ′ ∼= TF (X ′), and therefore T is dense. Moreover, for any morphism
f ′ : X ′ −→ Y ′ in C′, the diagram

X ′
ΦX′

−−−−−→ TF (X ′)

f ′

� �TF (f ′)

Y ′
ΦY ′

−−−−−→ TF (Y ′)

is commutative. This implies that the functor F is faithful. Similarly, for
any morphism h : U −→ V in C, the diagram

U
ΨU−−−−−→ FT (U)

h

� �FT (h)

V
ΨV−−−−−→ FT (V )
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is commutative. This implies that the functor T is faithful. To show that
T is full, we take f ′ ∈ HomC′(T (U), T (V )), where U, V ∈ Ob C, and we
set h = Ψ−1

V ◦ F (f ′) ◦ ΨU ∈ HomC(U, V ). Then the commutativity of the
diagram yields F (f ′) = ΨV ◦Ψ−1

V ◦F (f ′)◦ΨU ◦Ψ−1
U = ΨV ◦h◦Ψ−1

U = FT (h).
It follows that f ′ = T (h), because F is faithful. This finishes the proof. �

2.6. Example. Let A be the lower triangular K-subalgebra

A =

[
K 0
K K

]
=

{(
a 0
b c

)
; a, b, c ∈ K

}
of the matrix algebra M2(K). We show that the category mod A of all
finite dimensional right A-modules is equivalent with the category MapK

of K-linear maps between K-vector spaces, which we will define.
We define MapK to be the category with objects that are triples (V, W, f),

where V and W are finite dimensional K-vector spaces and f : V −→ W is
a K-linear map. A morphism from (V, W, f) to (V ′, W ′, f ′) in MapK is a
pair (h1, h2) of K-linear maps such that the diagram

V
f

−−−→W

h1

� �h2

V ′ f ′

−−−→W ′

is commutative. If (h′
1, h

′
2) is a morphism from (V ′, W ′, f ′) to (V ′′, W ′′, f ′′)

in MapK , we set (h′
1, h

′
2) ◦ (h1, h2) = (h′

1h1, h
′
2h2). It is easy to see that

(h1, h2) is an isomorphism in MapK if and only if h1 and h2 are isomor-
phisms. The direct sum in MapK is defined by the formula

(V, W, f) ⊕ (V ′, W ′, f ′) = (V ⊕ V ′, W ⊕ W ′, f ⊕ f ′);

that is, it is the direct sum of the K-linear maps f and f ′.
To construct an equivalence of categories

ρ : mod A −−−−→ MapK ,

we note that the matrices e1 = (1 0
0 0), e2 = (0 0

0 1), e21 = (0 0
1 0) form a basis

of A over K, 1A = e1 + e2, e1e2 = e2e1 = 0, e21 = e2e21 = e21e1 and
e1e21 = e21e2 = 0. It follows that every module X in modA, viewed
as a K-vector space, has a direct sum decomposition X = Xe1 ⊕ Xe2.
Therefore, X uniquely determines the triple ρ(X) = (VX , WX , fX ), where
VX = Xe2, WX = Xe1, and fX : VX −→ WX is the K-linear map given
by fX(v ) = ve21 = ve21e1, where v = xe2 ∈ VX . If g : X −→ Y is a
homomorphism of right A-modules, we define ρ(g) : ρ(X) −→ ρ(Y ) to be
the pair ρ(g) = (g1, g2), where g1 : VX −→ VY and g2 : WX −→ WY are
the restrictions of g to VX and to WX , respectively. It is easily checked
that ρ is a full, faithful, dense, and K-linear functor, and, according to
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(2.5), the functor ρ is an equivalence of categories. The quasi-inverse ρ1 :
MapK −−→ mod A of ρ is defined by attaching to any object (V, W, f) in
MapK the K-vector space X = W⊕V with the right action · : X×A −→ X
of A on X defined by the formula (w, v) ·

(
a 0
b c

)
= (wa + f(v)b, vc), where

v ∈ V , w ∈ W and a, b, c ∈ K.

2.7. Example. Let A and B be finite dimensional K-algebras, and
let AMB be a finite dimensional A-B-bimodule. We illustrate the notion
of an equivalence of categories by showing that the category of modules
over the lower triangular matrix K-algebra C =

(
B 0

AMB A

)
is equivalent

with a category rep(AMB), called the category of representations of the

bimodule AMB, and defined as follows.
The objects of rep(AMB) are the triples (X ′

A, X ′′
B; ϕ), where X ′

A is a
module in modA, X ′′

B is an module in modB, and ϕ : X ′⊗A MB −→ X ′′
B is

a B-module homomorphism. A morphism from (X ′
A, X ′′

B; ϕ) to (Y ′
A, Y ′′

B ; ψ)
in rep(AMB) is a pair (f ′, f ′′) : (X ′

A, X ′′
B; ϕ) −→ (Y ′

A, Y ′′
B ; ψ), where f ′ :

X ′
A −→ Y ′

A is an A-homomorphism and f ′′ : X ′′
B −→ Y ′′

B is a B-homo-
morphism, making the diagram

(∗)

X ′ ⊗A MB
ϕ

−→ X ′′
B�f ′

⊗M

�f ′′

Y ′ ⊗A MB
ψ

−→ Y ′′
B

commutative. The composition of morphisms and the direct sum in rep(AMB)
are defined componentwise. It is easy to check that rep(AMB) is a K-
category.

The set C =
(

B 0
AMB A

)
of all matrices (b 0

m a), where a ∈ A, b ∈ B, and
m ∈ M , endowed with the multiplication given by the formula(

b 0

m a

) (
f 0

v e

)
=

(
bf 0

mf+av ae

)
,

is a finite dimensional K-algebra with identity element 1 = eB + eA, where
eB = (1 0

0 0), eA = (0 0
0 1). We define a functor

F : mod C −→ rep(AMB)

as follows. For each module XC in modC, we set F (XC) = (X ′
A, X ′′

B; ϕ),
where X ′

A = XeA, X ′′
B = XeB, and ϕ : X ′ ⊗A MB −→ X ′′

B is a B-module
homomorphism defined by ϕ(x′ ⊗ m) = x′ · (0 0

m 0) = x′ · (0 0
m 0)eB. If f :

XC −→ YC is a C-module homomorphism, we define F (f) : F (X) −→ F (Y )
to be the pair (f ′, f ′′), where f ′ : XeA −→ Y eA is the A-homomorphism
given by xeA �→ f(xeA) = f(xeA)eA, and f ′′ : XeB −→ Y eB is the B-
homomorphism xeB �→ f(xeB) = f(xeB)eB. A straightforward calculation
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shows that the diagram (∗) is commutative and therefore F (f) is a mor-
phism in rep(AMB). It is easy to check that F is a covariant K-linear
functor.

To show that F is faithful, we note that if F (f) = 0 then f ′ = 0, f ′′ = 0,
and, in view of the equality 1 = eB + eA, we get f(x) = f(xeA) + f(xeB) =
f ′(xeA) + f ′′(xeB) = 0, for all x ∈ X . Hence f = 0 and it follows that the
K-linear map f �→ F (f) is injective and therefore the functor F is faithful.
In view of (2.5), to prove that F is an equivalence of categories, it remains to
show that F is dense and full. For this purpose, take an object (X ′

A, X ′′
B; ϕ)

in rep(AMB). The K-vector space X = X ′′
B ⊕ X ′

A endowed with the right
C-action · : X × C −→ X defined by the formula

(x′′, x′) · (b 0
m a) = (x′′b + ϕ(x′ ⊗ m), x′a)

for x′ ∈ X ′
A, x′′ ∈ X ′′

B, a ∈ A, b ∈ B and m ∈ M , is a right C-module. It
is immediate that F (X) ∼= (X ′

A, X ′′
B; ϕ), so F is dense. Now let (f ′, f ′′) :

(X ′
A, X ′′

B; ϕ) −→ (Y ′
A, Y ′′

B ; ψ) be a morphism in rep(AMB). A simple calcu-

lation shows that the K-linear map f =
[

f ′′ 0

0 f ′

]
: X ′′

B ⊕X ′
A −→ Y ′′

B ⊕ Y ′
A is

a homomorphism of right C-modules X = X ′′
B ⊕X ′

A and Y = Y ′′
B ⊕Y ′

A such
that F (f) = (f ′, f ′′). This shows that F is full. Consequently,the functor
F is an equivalence of categories.

Usually we identify right C-module X with F (X). In other words, we
view a module X in modC as a triple XC = (X ′

A, X ′′
B; ϕ), where X ′

A is a
module in modA, X ′′

B is a module in modB, and ϕ : X ′ ⊗A MB −→ X ′′
B is

a B-module homomorphism. Any C-module homomorphism f : X −→ Y
is identified with the pair f = (f ′, f ′′), where f ′ : X ′

A −→ Y ′
A is an A-

homomorphism and f ′′ : X ′′
B −→ Y ′′

B is a B-homomorphism such that the
diagram (∗) is commutative.

In view of the adjunction isomorphism (I.2.11), the C-module X can be
also identified with the triple XC = (X ′

A, X ′′
B; ϕ), where X ′

A and X ′′
B are as

given earlier, and

ϕ : X ′
A −→ HomB(AMB, X ′′

B)

is the A-homomorphism adjoint to ϕ defined by ϕ(x′)(m) = ϕ(x′ ⊗ m).

The preceding discussion can be summarised as follows. If A and B
are finite dimensional K-algebras and AMB is a finite dimensional A-B-
bimodule, then there exist equivalences of categories

mod
(

B 0
AMB A

)
∼= rep(AMB) ∼= mod

(
A AMB

0 B

)
. (2.8)

The left-hand equivalence is given by the functor F in (2.7). Its quasi-
inverse is defined by associating to any object (X ′

A, X ′′
B; ϕ) in rep(AMB)
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the K-vector space X ′′
B ⊕ X ′

A endowed with the right action

· : (X ′′
B ⊕ X ′

A) ×
(

B 0
AMB A

)
−→ X ′′

B ⊕ X ′
A

defined by the formula (x′′, x′) · (b 0
m a)=(x′′b+ϕ(x′ ⊗ m), x′a) for x′ ∈ X ′

A,
x′′ ∈ X ′′

B, a ∈ A, b ∈ B, m ∈ M , and to any morphism (f ′, f ′′) :
(X ′

A, X ′′
B; ϕ)−→(Y ′

A, Y ′′
B ; ψ) the homomorphism f ′′⊕f ′ : X ′′

B⊕X ′
A−→Y ′′

B⊕Y ′
A

of right
(

B 0
AMB A

)
-modules. The right-hand equivalence in (2.8) can be

proved similarly. One can deduce from (2.8) an equivalence mod
(
K 0
K K

)
∼=

MapK constructed in (2.6).

We finish this section with basic properties of the categories of functors
from module categories over K-algebras to the category of K-vector spaces.

Let A be a finite dimensional K-algebra. An important rôle in Auslander-
Reiten theory is played by the categories FunopA and FunA of the con-
travariant, and covariant, respectively, K-linear functors from the category
mod A of finitely generated right A-modules into the category mod K of
finite dimensional K-vector spaces, which we now define as follows.

We define FunopA (and Fun A) to be the category the objects of which
are all contravariant (and covariant) K-linear functors T : mod A−→modK,
respectively, from the category mod A of finite dimensional right A-modules
to the category mod K of finite dimensional K-vector spaces. Given a
pair of K-linear functors T, S : mod A −−−−→ mod K, we define the set
Hom(S, T ) of morphisms from S to T to be the set of all functorial mor-
phisms Φ : S −−→ T . If T, T ′, T ′′ are functors in FunopA (or in Fun A)

and T
Ψ

−−→ T ′ Φ
−−→ T ′′ are functorial morphisms given by Ψ = {ΨX}X and

Φ = {ΦX}X , we define the composite functorial morphism Φ◦Ψ : T −−→ T ′′

of Ψ and Φ by the formula Φ ◦ Ψ = {ΦXΨX}X , where X runs through all
modules in mod A. A routine calculation shows that FunopA and FunA
are categories.

Assume that S and T is a pair of functors in FunopA (or in FunA).
We say that S is a subfunctor of T if there is a functorial morphism
u = {uX}X : S −−→ T such that, for each module X in modA, we have
S(X) ⊆ T (X) and the K-linear homomorphism uX : S(X) −−→ T (X) is
the inclusion.

We are now able to prove that the functor categories FunopA and FunA
are abelian.

2.9. Theorem. For any finite dimensional K-algebra A, the categories

FunopA and Fun A are abelian K-categories.

Proof. First, we prove that FunopA and FunA are additive K-categories.
Let T, T ′ be a pair of functors in FunopA (or in FunA). Let λ, λ′ ∈ K

and Ψ, Ψ′ : T −−→ T ′ be functorial morphisms given by Ψ = {ΨX}X and
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Ψ′ = {Ψ′
X}X , where X runs through all modules in modA. We define the

functorial morphism Ψλ + Ψ′λ′ : T −−−−→ T ′ by the formula Ψλ + Ψ′λ′ =
{ΨXλ + Ψ′

Xλ′}X . A routine calculation shows that we have defined a K-
vector space structure on the set of morphisms Hom(T, T ′). Moreover, the
composition

◦ : Hom(T ′, T ′′) × Hom(T, T ′) −−−−−−→ Hom(T, T ′′)

is a K-bilinear map. Further, we define the direct sum of a finite set of
functors T1, . . . , Tn in FunopA (or in Fun A) to be the functor T1 ⊕ . . .⊕Tn

together with direct summand embeddings

uj = {uj,X}X : Tj −−−−→ T1 ⊕ . . . ⊕ Tn,

for j = 1, . . . , n, defined as follows. For each module X in modA, we set
(T1 ⊕ . . . ⊕ Tn)(X) = T1(X) ⊕ . . . ⊕ Tn(X) and

uj,X : Tj(X)−−−−−→T1(X) ⊕ . . . ⊕ Tn(X)

is the jth direct summand embedding. For each A-homomorphism f :
X → Y in modA, we set (T1⊕ . . .⊕Tn)(f) = T1(f)⊕ . . .⊕Tn(f). A direct
calculation shows that T1 ⊕ . . .⊕Tn is the direct sum of functors T1, . . . , Tn

in the categories FunopA and FunA, respectively.

Finally, we define the zero functor by associating to each X in modA
the zero vector space, and to each A-homomorphism f : X → Y in modA
the zero map. It is clear that the zero functor is the unique zero object
in FunopA and Fun A. Consequently, FunopA and Fun A are additive K-
categories.

It remains to prove that the categories FunopA and FunA are abelian.
Let Ψ = {ΨX}X : T −−−−→ T ′ be a functorial morphism in FunopA

(or in FunA), where X runs through all modules in modA. We define
the kernel KerΨ of Ψ and the image Im Ψ of Ψ to be the subfunctor of
T and the subfunctor of T ′ given by the formulas (KerΨ)(X) = KerΨX

and (Im Ψ)(X) = Im ΨX , for each module X in modA. Further, we de-
fine the cokernel CokerΨ of Ψ by associating to each module X in modA
the quotient vector space CokerΨX = T ′(X)/Im ΨX , and to each A-
homomorphism f : X → Y in modA the unique K-linear map (CokerΨ)(f)
such that the diagram

T ′(X)
pX

−−−−→ CokerΨX T ′(X)
pX

−−−−→ CokerΨX

T ′(f)

� �(Coker Ψ)(f) (or T ′(f)

� �(CokerΨ)(f) )

T ′(Y )
pY

−−−−→ CokerΨY T ′(Y )
pY

−−−−→ CokerΨY

is commutative, where pX and pY are the canonical projections. A routine
calculation shows that CokerΨ is a functor and, together with the func-
torial morphism p = {pX} : T ′ −−−−−→ CokerΨ, it is the cokernel of the
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morphism Ψ in the category FunopA (or in Fun A, respectively). By ap-
plying the previous definitions, it is easy to see that the categories FunopA
and FunA are abelian. In particular, it follows from the proof that a short
sequence in FunopA (or in FunA)

0 −−→ T ′ Φ
−−→ T

Ψ
−−→ T ′′ −−→ 0

is exact if and only if, for each module X in modA, the induced sequence
of K-vector spaces

0−−→ T ′(X)
ΦX−−→ T (X)

ΨX−−→ T ′′(X) −−→ 0

is exact. �

The categories FunopA and FunA are studied in detail in Section IV.6.
We now give an example showing that the category FunopA is equivalent

to the category ModB of right modules over a finite dimensional algebra
B if the algebra A is representation–finite, that is, if the number of the
isomorphism classes of the indecomposable modules in mod A is finite.

2.10. Example. Assume that A is a representation–finite K-algebra
and let M1, . . . , Mn be a complete set of the isomorphism classes of the
indecomposable modules in mod A. Let M = M1 ⊕ . . . ⊕ Mn. The finite
dimensional K-algebra

B = EndM

is known as the Auslander algebra (see [21], [31], [151], [164]) of the
representation–finite algebra A. Consider the K-linear functor

H : FunopA −−−−−−→ ModB

defined as follows. If T : mod A −−→ mod K is a contravariant functor, we
denote by H(T ) the vector space T (M) endowed with the structure of right
B-module given by xf = T (f)(x), for all x ∈ T (M) and f ∈ B. If Ψ =
{ΨX}X : T −−−−→ T ′ is a functorial morphism in FunopA, where X runs
through all modules in modA, then we take for H(Ψ) : H(T ) −−→ H(T ′)
the B-module homomorphism ΨM : T (M) −−→ T ′(M). One shows that H

is a K-linear functor which establishes an equivalence of categories

FunopA ∼= ModB.

This follows from the fact that every functor T : mod A −−→ mod K is
uniquely determined by its restriction to M , that is, by the B-module T (M),
because the algebra A is representation–finite (see [12], [13], [115], [146], and
[150] for details).
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Hence, it follows from (IV.6.8) and (IV.6.11) that the projective dimen-
sion (defined in Section A.4) of any simple right B-module is at most 2. This
implies [as will be seen in (4.8)] that the global dimension of the algebra B
is at most 2.

3A. . The radical of a category

Following Kelly [103], we introduce here the notion of a radical radC

of any additive category C (see also Mitchell [115]). We collect elementary
properties of the radical radC , mainly in case C is the category mod A of
finite dimensional modules over a finite dimensional K-algebra A. More
information on radA := radmod A can be found in [21]. We try in this book
to show that the radical radA of mod A and its powers radm

A , where m ≥ 2,
are very efficient tools for describing the structure of the module category
mod A.

3.1. Definition. Let C be an additive K-category. A class I of mor-
phisms of C is a two-sided ideal in C if I has the following properties:

(a) for each X ∈ Ob C, the zero morphism 0X ∈ HomC(X, X) belongs
to I;

(b) if f, g : X −→Y are morphisms in I and λ, µ ∈ K, then fλ+gµ ∈ I;
(c) if f ∈ I and g is a morphism in C that is left-composable with f ,

then g ◦ f ∈ I; and
(d) if f ∈ I and h is a morphism in C that is right-composable with f ,

then f ◦ h ∈ I.

Equivalently, a two-sided ideal I of C can be thought as a subfunctor

I(−,−) ⊆ HomC(−,−) : Cop × C −−−−−−→ ModK

of the bifunctor HomC(−,−), defined by assigning to each pair (X, Y ) of
objects X, Y of C a K-subspace I(X, Y ) of HomC(X, Y ) such that:

(i) if f ∈ I(X, Y ) and g ∈ HomC(Y, Z), then gf ∈ I(X, Z); and
(ii) if f ∈ I(X, Y ) and h ∈ HomC(U, X), then fh ∈ I(U, Z).

Given a two-sided ideal I in an additive K-category C, we define the
quotient category C/I to be the category the objects of which are the
objects of C and the space of morphisms from X to Y in C/I is the quotient
space

HomC/I(X, Y ) = HomC(X, Y )/I(X, Y )

of HomC(X, Y ) modulo the subspace I(X, Y ). In particular, if X is a class
of objects of C, then C/[X ] denotes the quotient category of C modulo the
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two-sided ideal [X ] in C consisting of all morphisms having a factorisation
through a direct sum of objects from X .

It is easy to see that the quotient category C/I is an additive K-category
and the projection functor π : C −→ C/I assigning to each f : X → Y in C
the coset f + I ∈ HomC/I(X, Y ) is a K-linear functor. Moreover π is full
and dense and Kerπ = I.

By the kernel of a K-linear functor T : C −→ C′, we mean the class
KerT of all morphisms h : A −→ B in C such that T (h) = 0. It is easy to
check that KerT is a two-sided ideal in C and the isomorphism theorem for
algebras generalises to additive K-categories as follows.

3.2. Lemma. Let T : C −→ C′ be a full, dense, and K-linear func-

tor between additive K-categories C and C′. Then T induces a K-linear

equivalence of K-categories C/KerT ∼= C′. �

3.3. Definition. (a) The (Jacobson) radical of an additive K-category
C is the two-sided ideal radC in C defined by the formula

radC(X, Y ) =
{
h ∈ C(X, Y ); 1X − g ◦ h is invertible for any g ∈ C(Y, X)

}
for all objects X and Y of C.

(b) Given m ≥ 1, we define the mth power radm
C ⊆ radC of radC by

taking for radm
C (X, Y ) the subspace of radC(X, Y ) consisting of all finite

sums of morphisms of the form

X = X0
h1−→X1

h2−→X2 −→ · · · −→ Xm−1
hm−→Xm = Y,

where hj ∈ radC(Xj−1, Xj). In case C = mod A is the category of finitely
generated right A-modules, we set

radA = radmod A.

It is clear that the intersection

rad∞
A =

∞⋂
m=1

radm
A

of all powers radm
A of radA is a two-sided ideal of modA, known as the

infinite radical of mod A.

3.4. Lemma. Let C be an additive K-category.

(a) For each m ≥ 1, radm
C is a two-sided ideal of C.

(b) Let X1, . . .Xn, Y1 . . . , Ym be objects in C. A morphism

f =

[f11 f12 ... f1n
f21 f22 ... f2n...

...
...

...
fm1 fm2 ... fmn

]
:

n⊕
i=1

Xi −−−−→
m⊕

j=1

Yj
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in C belongs to radC(⊕n
i=1Xi, ⊕

m
j=1Yj) if and only if the morphism fji :

Xi −→ Yj belongs to radC(Xi, Yj) for i = 1, . . . , n and j = 1, . . . , m.

Proof. (a) We only prove the statement for m = 1; because the proof
is similar for m ≥ 2.

Assume that f ∈ radC(X, Y ) and let h′ : Y −→ Z ′ be a morphism in
C. It follows that, for any g′ : Z ′ −→ X , the morphism 1X − g′ ◦ h′ ◦ f
is invertible and therefore h′ ◦ f ∈ radC(X, Z ′) for any morphism h′. Let
h : Z −→ X be a morphism in C. We prove that f ◦ h ∈ radC(Z, Y ) by
showing that 1Z−g◦f◦h is invertible for any morphism g : Y −→ Z. By the
assumption, there exists ϕ : X −→ X such that (1X −h◦g◦f)◦ϕ = 1X and
ϕ◦(1X−h◦g◦f) = 1X . It follows that (1Z−g◦f ◦h)◦(1Z +g◦f ◦ϕ◦h) = 1Z

and (1Z + g ◦ f ◦ ϕ ◦ h) ◦ (1Z − g ◦ f ◦ h) = 1Z , and we are done.
Now we prove that if f, f ′ ∈ radC(X, Y ), then f − f ′ ∈ radC(X, Y ) by

showing that the morphism 1X − g ◦ (f − f ′) is invertible, for any morphism
g : Y −→ X in the category C. Because f ∈ radC(X, Y ), t(1X − g ◦ f) = 1X

and (1X − g ◦ f)t = 1X , for some morphism t : X −→ X . Because f ′ ∈
radC(X, Y ), t′(1X − (−t ◦ g) ◦ f ′) = 1X for some morphism t′ : X −→ X .
Thus t′ ◦ t(1X − g ◦ (f − f ′)) = 1X . Further, by the first part of the proof,
we get f ′ ◦ t ∈ radC(X, Y ), and therefore (1X − (−g) ◦ (f ′ ◦ t))t′′ = 1X for
some t′′ : X −→ X . It follows that (1X − g ◦ (f − f ′)) ◦ t ◦ t′′ = 1X and
therefore 1X − g ◦ (f − f ′) is invertible for any morphism g : Y −→ X in C
as required.

(b) If f = [fji] :
n⊕

i=1

Xi −−→
m⊕

j=1

Yj is a morphism in C then

fji = pj ◦ f ◦ ui ∈ C(Xi, Yj) and f =
n∑

i=1

m∑
j=1

fji,

where ui : Xi −→ X1 ⊕X2 ⊕ · · · ⊕Xn is the ith summand embedding and
pj : Z1 ⊕ · · · ⊕ Zm −→ Zj is the jth summand projection. Thus (b) is a
consequence of (a). �

3.5. Proposition. Let C be an additive K-category.

(a) For any object Z in C, radC(Z, Z) is the Jacobson radical of the

endomorphism algebra EndCZ = HomC(Z, Z) of Z.

(b) Assume that X and Y are objects of C such that the K-algebras

HomC(X, X) and HomC(Y, Y ) are local; that is, each of them has a unique

maximal ideal. Then radC(X, Y ) is the vector space of all nonisomorphisms

from X to Y in C. In particular, if X �∼= Y then radC(X, Y ) = HomC(X, Y ).

Proof. The statement (a) follows from the definition of the radical and
(I.1.3).
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(b) If f ∈ radC(X, Y ) then f is not invertible because, otherwise, in
view of (I.1.3), the element 0 = 1 − f−1 ◦ f would be invertible, which is a
contradiction.

Assume that f : X −→ Y is a nonzero nonisomorphism in C. We show
that f belongs to radC(X, Y ).

First, we prove that for any morphism g : Y −→ X in C, the endomor-
phism g ◦ f : X −→ X is not invertible. Assume to the contrary that g ◦ f
is invertible. Let s : X −→ X be such that s ◦ g ◦ f = 1X . It follows
that the element e = f ◦ s ◦ g ∈ HomC(Y, Y ) is nonzero and the equality
(1Y −e)◦e = 0 holds. Then, in view of (I.1.3), e /∈ rad(HomC(Y, Y )), because
otherwise 1Y − e is invertible and the equality (1Y − e) ◦ e = 0 yields e = 0,
which is a contradiction. Because, by our assumption, rad(HomC(Y, Y ))
is the unique maximal right ideal, there exist r ∈ rad(HomC(Y, Y )) and
h ∈ HomC(Y, Y ) such that 1Y = r + e ◦ h. It follows from (I.1.3) that the
element e ◦ h = 1Y − r ∈ HomC(Y, Y ) is invertible. If t ∈ HomC(Y, Y )
is such that e ◦ h ◦ t = 1Y , then the equality (1Y − e) ◦ e = 0 yields
1Y − e = (1Y − e) ◦ e ◦ h ◦ t = 0. It follows that f is invertible and
f−1 = s ◦ g, contrary to our assumption that f is not an isomorphism.

Because g◦f : X −→ X has no left inverse and radC(X, X) is the unique
maximal left ideal of HomC(X, X), g ◦ f ∈ radC(X, X) and, by (I.1.3), the
element 1X − g ◦ f is invertible for any g : Y −→ X . This shows that
f ∈ radC(X, Y ) and finishes the proof. �

The description of the radical of morphism spaces given in (3.5) is very
useful in applications for C = mod A, because we proved in Chapter I that
finite dimensional indecomposable modules satisfy the hypothesis of the
proposition.

The following corollary indicates that indecomposable objects with lo-
cal endomorphism algebras are somewhat akin to indecomposable finitely
generated modules over finite dimensional algebras.

3.6. Corollary. Let X be an object of an additive K-category C.

(a) If the endomorphism algebra EndCX = HomC(X, X) of X is local,

then X is indecomposable.

(b) Assume that C is abelian. If X is indecomposable and dimK EndCX
is finite, then the K-algebra EndCX is local.

Proof. (a) Assume to the contrary that X decomposes as X = X1⊕X2

with both X1 and X2 nonzero. Then there exist projections pi : X −→ Xi

and injections ui : Xi −→ X (for i = 1, 2) such that u1 ◦ p1 + u2 ◦ p2 = 1X ,
but neither u1 ◦ p1 nor u2 ◦ p2 is invertible. This is a contradiction because
of (I.4.6).

(b) By (I.4.6), it is sufficient to prove that any idempotent e ∈ EndCX
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equals zero or the identity 1X . However, for such an idempotent e, a simple
calculation shows that X ∼= Ker e⊕Ker (1− e). Our claim follows from the
indecomposability of X . �

4A. . Homological algebra

We collect in this section basic notions and elementary facts from ho-
mological algebra needed in the book. In particular, we define the functors
Extn

A and TorA
n , the projective and injective dimensions of a module, and

the global dimension of an algebra and we give several characterisations of
them. For more detailed information on homological algebra, the reader is
referred to [41], [47], [77], [95], [111], [125], [148], and [168].

Throughout this section, K is a field and A is a K-algebra (not neces-
sarily finite dimensional).

A chain complex in the category ModA is a sequence

C• : . . . −→Cn+2
dn+1
−−→Cn+1

dn−→Cn
dn−1
−−→Cn−1 −→ . . .

d2−→C1
d1−→C0

d0−→ 0

of right A-modules connected by A-homomorphisms such that dndn+1 = 0
for all n ≥ 0. A cochain complex in the category ModA is a sequence

C• : 0
d0−→C0 d1

−→C1 d2

−→ . . . −→Cn−1 dn−1

−−→Cn dn

−→Cn+1 dn+1

−−→Cn+2 −→ . . .

of right A-modules connected by A-homomorphisms such that dn+1dn = 0
for all n ≥ 0. For each n ≥ 0, the nth homology A-module of the chain
complex C• and the nth cohomology A-module of the cochain complex C•

are the quotient A-modules

Hn(C•) = Ker dn/Imdn+1 and Hn(C•) = Ker dn/Imdn−1,

respectively.
We start with two simple lemmas.

4.1. Lemma. Let e be an idempotent of a finite dimensional K-algebra

A, and let

C• : 0
d0−→C0 d1

−→C1 d2

−→ . . . −→Cn−1 dn−1

−−→Cn dn

−→Cn+1 dn+1

−−→Cn+2 −→ . . .

be a cochain complex in mod A. For every n ≥ 0, there exists a functorial

isomorphism Hn(C•e) ∼= Hn(C•)e.

Proof. For each n ≥ 0, we denote by dn−1
e : Cn−1e −→ Cne and

dn−1
1−e : Cn−1(1 − e)−→Cn(1 − e) the restriction of dn−1 to Cn−1e and

Cn−1(1 − e), respectively. Because e is an idempotent, C•e and C•(1 − e)
are subcomplexes of C• such that C• = C•e ⊕ C•(1 − e). Moreover, for
each n ≥ 0, we have direct sum decompositions
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Ker dn+1 = (Ker dn+1)e ⊕ (Ker dn+1)(1 − e) = Ker dn+1
e ⊕ Ker dn+1

1−e and
Im dn = (Im dn)e ⊕ (Im dn)(1 − e) = Im dn

e ⊕ Im dn
1−e.

Hence we get

Hn(C•) =
Ker dn+1

Im dn
∼=

Ker dn+1
e

Im dn
e

⊕
Ker dn+1

1−e

Im dn
1−e

∼= Hn(C•e)⊕Hn(C•(1− e)).

Because obviously Hn(C•e)e = Hn(C•e) and Hn(C•(1 − e))e = 0, we get
Hn(C•)e ∼= Hn(C•e)e = Hn(C•e). �

4.2. Lemma. Assume that A is a finite dimensional K-algebra. Let

D = HomK(−, K) : mod A−→mod Aop be the standard duality and let

C• : 0
d0−→C0 d1

−→C1 d2

−→ . . . −→Cn−1 dn−1

−−→Cn dn

−→Cn+1 dn+1

−−→Cn+2 −→ . . .

be a cochain complex in mod A. Then DC• is a chain complex in mod Aop,

and there exists a functorial isomorphism Hn(DC•) ∼= DHn(C•) for every

n ≥ 0.

Proof. For each n ≥ 0, there is a short exact sequence

0−→ Im dn −→Ker dn+1 −→Hn(C•)−→ 0.

By applying the duality D, we get the exact sequence

0−→DHn(C•)−→D(Ker dn+1)−→D(Im dn)−→ 0

of left A-modules. On the other hand, because D is a duality, we get

D(Ker dn+1) ∼= CokerDdn+1 = DCn/Im Ddn+1,

D(Im dn) ∼= DCn/KerDdn,

see (I.5.13). It then follows that the exact sequence

0−→DHn(C•)−→DCn/Im Ddn+1 −→DCn/KerDdn −→ 0

yields an isomorphism DHn(C•) ∼= KerDdn/Im Ddn+1 = Hn(DC•), which
is obviously functorial. �

Let K be a field and A be a K-algebra. We recall that any right A-
module has a projective resolution and an injective resolution in ModA. If,
in addition, A is finite dimensional over K, then any module in modA has
a minimal projective resolution and a minimal injective resolution in modA
(see Chapter I).

4.3. Definition. Let K be a field and A be an arbitrary K-algebra.
(a) The projective dimension of a right A-module M is the non-

negative integer pdM = m such that there exists a projective resolution
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0 −→ Pm
hm−→Pm−1 −→ · · · −→ P1

h1−→P0
h0−→ M −→ 0

of M of length m and M has no projective resolution of length m−1, if such
a number m exists. If M admits no projective resolution of finite length,
we define the projective dimension pdM of M to be infinity.

(b) An injective dimension of an A-module N is the nonnegative
integer idN = m such that there exists an injective resolution

0 −→ N
h0

−→ I0 h1

−→I1 −→ · · · −→ Im−1 hm

−→Im −→ 0

of N of length m and N has no injective resolution of length m− 1, if such
a number m exists. If N admits no injective resolution of finite length, we
define the injective dimension idN of N to be infinity.

One can show that the projective dimension of a module M is the length
of a minimal projective resolution of M . Similarly, the injective dimension
of a module N is the length of a minimal injective resolution of N .

The right global dimension and the left global dimension of a
K-algebra A are defined to be the numbers

r.gl.dimA = max
{
pdM ; M is a right A-module

}
and

l.gl.dimA = max
{
pdL; L is a left A-module

}
,

respectively, if these numbers exist; otherwise, we say that the right global
dimension of A (or the left global dimension of A, respectively) is infinity.

It follows from the previous definitions that pdM = 0 if and only if M
is projective and idM = 0 if and only if M is injective. One can prove that
gl.dimK[t] = 1 and, clearly, the global dimension of any finite dimensional
semisimple K-algebra is zero.

4.4. Example. Let B be the algebra K[t]/(t2). Then the map h :
B −→ B given by b �→ tb is a homomorphism of B-modules, Kerh = radB,
B/radB ∼= radB, and the sequence

· · · −→B
h

−→B
h

−→B−→· · ·
h

−→B
h

−→B,

together with the canonical epimorphism h0 : B−→B/radB, is a mini-
mal projective resolution of the B-module B/radB ∼= K. It follows that
pd (B/radB) = ∞ and r.gl.dimB = ∞.

Let A be a K-algebra. For each m ≥ 0, the mth extension bifunctor

Extm
A : (ModA)op × ModA −−−−→ ModK

is defined as follows. Given two modules M and N in ModA, we take a
projective resolution P• of M and construct the induced cochain complex

HomA(P•, N) :0−→HomA(P0, N)
HomA(h1,N)
−−−−−−−−→HomA(P1, N)−→ · · ·

· · · −→HomA(Pm, N)
HomA(hm+1,N)
−−−−−−−−−→HomA(Pm+1, N)−→ · · ·
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of K-vector spaces. We define Extm
A (M, N) to be the mth cohomology K-

vector space Hm(HomA(P•, N)) of the cochain complex HomA(P•, N), that
is,

Extm
A (M, N)=Hm(HomA(P•, N))=Ker HomA(hm+1, N)/ImHomA(hm, N),

where we set h0 = 0. One shows that, up to isomorphism, the definition does
not depend on the choice of the projective resolution of M . If f : M −→ M ′

is a homomorphism of A-modules and P ′
• is a projective resolution of M ′,

then one can easily show that there is a commutative diagram

· · · −→ Pm
hm−→ Pm−1 −→· · · −→ P1

h1−→ P0
h0−→ M → 0�fm

�fm−1

�f1

�f0

�f

· · · −→ P ′
m

h′

m−→ P ′
m−1 −→ · · · −→ P ′

1

h′

1−→ P ′
0

h′

0−→ M ′ → 0

The system f• = {fm}m∈N (called a resolution of the homomorphism f)
induces the commutative diagram

0 −→ HomA(P ′
0, N)

HomA(h′

1,N)
−−−−−−−−−→ HomA(P ′

1, N) −→ · · ·�HomA(f0,N)

�HomA(f1,N)

0 −→ HomA(P0, N)
HomA(h1,N)
−−−−−−−−−→ HomA(P1, N) −→ · · ·

· · · −→ HomA(P ′
m, N)

HomA(h′

m+1,N)
−−−−−−−−−−→ HomA(P ′

m+1, N) −→ · · ·�HomA(fm,N)

�HomA(fm+1,N)

· · · −→ HomA(Pm, N)
HomA(hm+1,N)
−−−−−−−−−−→ HomA(Pm+1, N) −→ · · ·

It follows that HomA(fm, N)(KerHomA(h′
m+1, N)) ⊆ KerHomA(hm+1, N)

and HomA(fm, N)(ImHomA(h′
m, N)) ⊆ Im HomA(hm, N).

Therefore, the homomorphism HomA(fm, N) induces a K-linear map
ExtmA (f, N) : ExtmA (M ′, N) −−−→ Extm

A (M, N). One shows that ExtmA (f, N)
does not depend on the choice of the resolution f• of f and that

ExtmA (−, N) : ModA −−−−−−→ ModK

is a contravariant additive functor.

Let g : N −→ N ′ be a homomorphism of right A-modules. It is clear
that the family HomA(P•, g) = {HomA(Pm, g)}m∈N defines a morphism
HomA(P•, g) : HomA(P•, N) −→ HomA(P•, N

′) of cochain complexes, that
is, the diagram
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0 → HomA(P0, N)
HomA(h1,N)
−−−−−−−−−→ HomA(P1, N) −→ · · ·�HomA(P0,g)

�HomA(P1,g)

0 → HomA(P0, N
′)

HomA(h1,N ′)
−−−−−−−−−→ HomA(P1, N

′) −→ · · ·

· · · −→ HomA(Pm, N)
HomA(hm+1,N)
−−−−−−−−−−→ HomA(Pm+1, N) −→ · · ·�HomA(Pm,g)

�HomA(Pm+1,g)

· · · −→ HomA(Pm, N ′)
HomA(hm+1,N ′)
−−−−−−−−−−→ HomA(Pm+1, N

′) −→ · · ·

is commutative. It follows that
HomA(Pm, g)(KerHomA(hm+1, N)) ⊆ KerHomA(hm+1, N

′) and
HomA(Pm, g)(Im HomA(hm, N)) ⊆ Im HomA(hm, N ′),

and therefore HomA(Pm, g) induces a K-linear map

ExtmA (M, g) : ExtmA (M, N) −−−−→ Extm
A (M, N ′).

One shows that ExtmA (M, g) does not depend on the choice of the resolu-
tion P• of M and that Extm

A (M,−) : ModA −−−−→ ModK is a covari-
ant additive functor. Consequently, we have defined an additive bifunc-
tor Extm

A (−,−) for any m ≥ 0. One can show that the K-vector space
Extm

A (M, N) is isomorphic to the mth cohomology K-vector space of the
cochain complex HomA(M, I•), where I• is an injective resolution of the
module N .

4.5. Theorem. (a) For any right A-modules M and N , there is a

functorial isomorphism Ext0A(M, N) ∼= HomA(M, N).
(b) Let M and N be right A-modules. Then any short exact sequence

0 −→ X −→ Y −→ Z −→ 0 in ModA induces two long exact sequences

0 −→ HomA(Z, N) −→ HomA(Y, N) −→ HomA(X, N)

δ0−→ Ext1A(Z, N) −→ Ext1A(Y, N) −→ Ext1A(X, N)
...

...
...

· · ·
δm−1
−→ Extm

A (Z, N) −→ Extm
A (Y, N) −→ Extm

A (X, N)

δm−→ Extm+1
A (Z, N) −→ · · · , and

0 −→ HomA(M, X) −→ HomA(M, Y ) −→ HomA(M, Z)

δ0−→ Ext1A(M, X) −→ Ext1A(M, Y ) −→ Ext1A(M, Z)
...

...
...

· · ·
δm−1
−→ Extm

A (M, X) −→ Extm
A (M, Y ) −→ Extm

A (M, Z)

δm−→ Extm+1
A (M, X) −→ · · ·

�
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By applying (4.5), one proves the following useful results.

4.6. Corollary. (a) pd M = m if and only if Extm+1
A (M,−) = 0 and

ExtmA (M,−) �= 0.
(b) idN = m if and only if Extm+1

A (−, N) = 0 and Extm
A (−, N) �= 0.

(c) r.gl.dimA = max
{
idN ; N is a right A-module

}
. �

4.7. Proposition. Let 0 −→ L −→ M −→ N −→ 0 be a short exact

sequence in ModA.

(a) pdN ≤ max(pd M, 1+pdL), and the equality holds if pdM �= pdL.

(b) pd L≤max(pdM,−1+pdN), and the equality holds if pd M �=pdN .

(c) pd M ≤ max(pd L, pdN), and the equality holds if pd N �= 1+pdL.

�

In computing the global dimension of an algebra, the following result
due to Auslander [10] is very useful.

4.8. Theorem. If A is a finite dimensional K-algebra, then

r.gl.dimA = max
{
pd S; S is a simple right A-module

}
= 1 + max

{
pd (rad eA); e ∈ A is a primitive idempotent

}
.
�

Assume that A is a finite dimensional K-algebra. It follows from (4.8)
that r.gl.dimA is the minimal number m such that, for each simple right A-
module S, the functor Extm+1

A (S,−) : ModA −−−→ ModK is zero. Hence,
one concludes that r.gl.dimA is the minimal number m such that, for each
pair of modules M and N in modA, we have Extm+1

A (M, N) = 0. In view
of (4.6), this yields

r.gl.dimA = max
{
idN ; N is in mod A

}
= max

{
pd M ; M is in mod A

}
.

Obviously, a similar formula holds for the left global dimension of A. Hence,
by applying the standard duality D : mod A −→ mod Aop, we get the fol-
lowing result.

4.9. Corollary. IfA is a finite dimensional K-algebra, then r.gl.dimA=
l.gl.dimA. �

The common number r.gl.dimA = l.gl.dimA is denoted by gl.dimA and
is called the global dimension of the finite dimensional K-algebra A.

For each m ≥ 0, we define the mth torsion bifunctor

TorA
m : ModA × ModAop −−−−−−→ ModK

as follows. Given a right A-module M and a left A-module N , we take a
projective resolution P• of M and denote by P• ⊗A N the induced chain
complex
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· · · −→ Pm ⊗A N
hm⊗1
−→ Pm−1 ⊗A N −→ · · · −→P1 ⊗A N

h1⊗1
−→P0 ⊗A N → 0.

We define TorA
m(M, N) to be the mth homology vector space Hm(P•⊗A N)

of the chain complex P• ⊗A N ; that is,

TorA
m(M, N) = Hm(P• ⊗A N) = Ker(hm ⊗ 1)/Im(hm+1 ⊗ 1).

One shows that the definition does not depend, up to isomorphism, on
the choice of the projective resolution of M . If f : M −→ M ′ is a ho-
momorphism of right A-modules, P ′

• a projective resolution of M ′, and
f• = {fm}m∈N is a resolution of the homomorphism f , then f• induces
a morphism f• ⊗A 1N : P• ⊗A N −−→ P ′

• ⊗A N of chain complexes. The
induced homomorphism of the mth homology K-vector spaces is denoted
by TorA

m(f, N) : TorA
m(M, N) −−−−−−→ TorA

m(M ′, N).

One shows that TorA
m(f, N) does not depend on the choice of the res-

olution f• of f and that TorA
m(−, N) : ModA −−→ ModK is a covariant

additive functor. If g : N−→N ′ is a homomorphism of left A-modules, then,
modifying the previous arguments, one defines a K-linear map TorA

m(M, g) :
TorA

m(M, N) −−−→ TorA
m(M, N ′) and proves that TorA

m(M,−) is a covariant
additive functor. One can show that the K-vector space TorA

m(M, N) is iso-
morphic to the mth homology vector space of the chain complex M ⊗A P ′

•,
where P ′

• is a projective resolution of the left module N .

The following result is often used.

4.10. Theorem. Let A be a K-algebra and M be a right A-module.

(a) For any left A-module N , there is a functorial isomorphism of K-

vector spaces TorA
0 (M, N) ∼= M ⊗A N .

(b) Any short exact sequence E : 0−→X −→Y −→Z −→0 of left A-

modules induces a long exact sequence

· · · −→ TorA
m+1(M, Z)

· · · −→ TorA
m(M, X) −→ TorA

m(M, Y ) −→ TorA
m(M, Z)

...
...

...

−→ TorA
1 (M, X) −→ TorA

1 (M, Y ) −→ TorA
1 (M, Z)

−→ M ⊗A X −→ M ⊗A Y −→ M ⊗A Z → 0

depending functorially on M and E.

(c) Let N be a left A-module. Then any short exact sequence of right

A-modules E′ : 0 −→ X ′ −→ Y ′ −→ Z ′ −→ 0 induces a long exact sequence
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· · · −→ TorA
m+1(Z

′, N)

· · · −→ TorA
m(X ′, N) −→ TorA

m(Y ′, N) −→ TorA
m(Z ′, N)

...
...

...

−→ TorA
1 (X ′, N) −→ TorA

1 (Y ′, N) −→ TorA
1 (Z ′, N)

−→ X ′ ⊗A N −→ Y ′ ⊗A N −→ Z ′ ⊗A N → 0
depending functorially on N and E′.

�

We finish this section with the following result.

Proposition. 4.11. Let B be a finite dimensional K-algebra. For all

modules Y and Z in mod B, there exist functorial isomorphisms of K-vector

spaces HomB(Y, DZ) ∼= D(Y ⊗B Z) and DExt1B(Y, DZ) ∼= TorB
1 (Y, Z).

Proof. The first formula is just the adjoint isomorphism D(X⊗B Z) =
HomK(X⊗B Z, K) ∼= HomB(X, DZ) for any module X in modB. To prove
the second, take a projective resolution

· · · −→ Pm
dm−→ Pm−1

dm−1
−→ · · · −→ P2

d2−→ P1
d1−→ P0 −→ Y −→ 0

with each Pi finite dimensional projective. Applying the functorial isomor-
phism Y ⊗B Z ∼= DHomB(Y, DZ) proved in the first part, to each term of
the complex

P• : · · · −→ Pm
dm−→ Pm−1

dm−1
−→ · · · −→ P2

d2−→ P1
d1−→ P0 −→ 0

yields an isomorphism of complexes P• ⊗B Z ∼= DHomB(P•, DZ). Hence,
by applying (4.2), we get the following functorial isomorphisms:

TorB
1 (Y, Z) = H1(P• ⊗B Z) ∼= H1(DHomB(P•, DZ))

∼= DH1(HomB(P•, DZ)) ∼= DExt1B(Y, DZ). �

5A. . The group of extensions

We give an interpretation of the group Ext1A(N, L) in terms of the short
exact sequences 0 → L → M → N → 0 in ModA by constructing a
group Ext1A(N, L) of extensions of a right A-module L by a right A-module
N and by establishing an isomorphism Ext1A(N, L) ∼= Ext1A(N, L). This
interpretation of Ext1A(N, L) is frequently used throughout this book.

In the definition of Ext1A(N, L), we use the notions of fibered product
and of amalgammed sum defined as follows.

5.1. Definition. (a) The fibered product (or pull-back) of a pair
of homomorphisms X

f
−→ Z

g
←− Y of right A-modules is the submodule

P = {(x, y) ∈ X ⊕ Y ; f(x) = g(y)}
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of X ⊕ Y together with two homomorphisms X
f ′

←−P
g′

−→Y defined by the
formulas f ′(x, y) = x and g′(x, y) = y.

(b) The amalgammed sum (or push-out) of a pair of homomor-
phisms X

u
←− Z

v
−→ Y of right A-modules is the module

S = (X ⊕ Y )/{(u(z),−v(z)), z ∈ Z}

together with two homomorphisms X
u′

−→S
v′

←−Y defined by the formulas
u′(x) = (x, 0) and v′(y) = (0, y), where (x, y) is the image of (x, y) ∈ X ⊕Y
under the canonical epimorphism X ⊕ Y −→ S.

The following result is easily verified.

5.2. Lemma. (a) If (P, f ′, g′) is the fibered product of X
f

−→Z
g

←−Y ,

then ff ′ = gg′ and, for any pair of homomorphisms X
f ′′

←− P ′ g′′

−→ Y such

that ff ′′ = gg′′, there exists a unique homomorphism t : P ′ −→ P such that

the diagram

P ′
f ′′

t↘
P −→

f ′

X

g′′

�g′

�f

Y −→
g

Z

is commutative.

(b) If (S, u′, v′) is the amalgammed sum of X
u

←−Z
v

−→Y , then u′u = v′v
and, for any pair of homomorphisms X

u′′

−→ S′ v′′

←− Y such that u′′u = v′′v,
there exists a unique homomorphism r : S −→ S′ such that the diagram

Z
u

−→ X

v

� u′

�
Y

v′

−→ S u′′

r↘
v′′ S′

is commutative.

�

The following result will be frequently used.

5.3. Proposition. Let 0−→L
f

−→M
g

−→N−→0 be a short exact se-

quence in mod A.

(a) If v : V −→ N is an A-module homomorphism and (V ′, v′, g′) is the
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fibered product of V
v

−→N
g

←−M , then there exists a commutative diagram

0 −→ L
r

−→ V ′ v′

−→ V −→ 0�1L

�g′

�v

0 −→ L
f

−→ M
g

−→ N −→ 0

(5.4)

with exact rows.

(b) If u : L −→ U is an A-module homomorphism and (U ′, f ′, u′) is the

amalgammed sum of M
f

←−L
u

−→U , then there exists a commutative diagram

0 −→ L
f

−→ M
g

−→ N −→ 0�u

�f ′

�1N

0 −→ U
u′

−→ U ′ t
−→ N −→ 0

(5.5)

with exact rows.

(c) If there exist commutative diagrams (5.4) and (5.5) with exact rows

then V ′ is isomorphic to the fibered product of V
v

−→N
g

←−M and U ′ is

isomorphic to the amalgammed sum of U
u

←−L
f

−→M .

The proof can be found in [6], [41], and [148]. �

Any short exact sequence 0−→L
f

−→M
g

−→N−→0 in modA is called an
extension of L by N . Two extensions

E : 0−→L
f

−→M
g

−→N−→0 and E′ : 0−→L
f ′

−→M ′ g′

−→N−→0

are said to be equivalent if there exists a commutative diagram

E : 0 −→ L
f

−→ M
g

−→ N −→ 0�1L

�h

�1N

E′ : 0 −→ L
f ′

−→ M ′ g′

−→ N −→ 0

where h is an A-isomorphism. In this case, we write E � E′. We denote
by E(N, L) the set of all extensions of the A-module L by the A-module N .
Given two extensions E and E′ in E(N, L), we define their sum E+ E′ to be
the extension

E + E′ : 0−→L
f ′′

−→M ′′ g′′

−→N−→0,

where M ′′ = W/V and W = {(m, m′) ∈ M ⊕ M ′; g(m) = g′(m′)},
V = {(f(x),−f ′(x′)) ∈ M ⊕M ′; x ∈ L}. The homomorphisms f ′′ and g′′

are induced by the homomorphisms L −→ W , x �→ (f(x), 0), and W −→ N ,
(m, m′) �→ g(m), respectively.
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Consider the set
Ext1A(N, L) = E(N, L)/ � (5.6)

of the equivalence classes [E] = E/� of extensions E in E(N, L). The set
Ext1A(N, L), equipped with the addition [E] + [E′] = [E + E′], is an abelian
group. The class represented by the split extension is the zero element of
Ext1A(N, L). We call Ext1A(N, L) the group of extensions of L by N .

If E is an extension and v : V −→ N , u : L −→ U are A-homomorphisms
then, in view of (5.3), there exist commutative diagrams (5.4) and (5.5)
with exact rows and with the fibered product V ′ and the amalgammed sum
U ′. It follows from (5.3)(c) and (5.2) that E, u, and the commutativity of
(5.5) determine the lower exact row in (5.5) uniquely, up to equivalence of
extensions. Similarly, E, v, and the commutativity of (5.4) determine the
upper exact row in (5.4) uniquely, up to equivalence of extensions.

We denote by Ext1A(N, u)[E] the equivalence class in Ext1A(N, U) repre-
sented by the lower row in (5.5), and we call it the extension induced by

u. Similarly, we denote by Ext1A(v, L)[E] the equivalence class in Ext1A(V, L)
represented by the upper row in (5.4), and we call it the extension induced

by v. A straightforward calculation shows that, for any right A-modules N
and L, we have defined two functors

Ext1A(N,−) : mod A−−→Ab and Ext1A(−, L) : (mod A)op −−→Ab, (5.7)

where Ab is the category of abelian groups.
For each pair of A-modules L and N , the extension group Ext1A(N, L) is

related with the first extension group Ext1A(N, L) by the group homomor-
phism

χ : Ext1A(N, L) −−−−→ Ext1A(N, L) (5.8)

defined as follows. Let [E] be an element of Ext1A(N, L) represented by the
exact sequence E : 0 −→ L

u
−→M−→N −→ 0, and let

P• : · · · −→ Pm
hm−→Pm−1 −→ · · · −→ P1

h1−→P0

together with an epimorphism h0 : P0 −→ N be a projective resolution of
N . Because the module P0 is projective, there exists a commutative diagram

P2
h2−→ P1

h1−→ P0
h0−→ N −→ 0�t1

�t0

�1N

0 −→ L
u

−→ M
v

−→ N −→ 0

It is easy to see that HomA(h2, L)(t1) = t1h2 = 0, and therefore the
A-homomorphism t1 belongs to KerHomA(h2, L). If t′1 : P1 −→ L and
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t′0 : P0 −→ M is another pair of A-homomorphisms making the diagram
commutative, then v(t0 − t′0) = h0 − h0 = 0, and therefore there ex-
ists an A-homomorphism s : P0 −→ L such that t0 − t′0 = us. It fol-
lows that u(t1 − t′1) = (t0 − t′0)h1 = ush1, and the injectivity of u yields
t1 − t′1 = sh1 = HomA(h1, L)(s) ∈ Im HomA(h1, L). This shows that the
coset

χ[E] = t1 + Im HomA(h1, L) ∈ Ext1A(N, L)

of the A-homomorphism t1 ∈ KerHomA(h2, L) modulo Im HomA(h1, L)
does not depend on the choice of t1 and t0, or on the choice of the extension
E in the class [E]. It is easy to check that χ is a group homomorphism.

The following important result is frequently used.

5.9. Theorem. For any pair of A-modules M and N , the group homo-

morphism

χ : Ext1A(N, L) −−−−→ Ext1A(N, L)

defined earlier is a functorial isomorphism.

For the proof the reader is referred to [6], [41], [111], and [148]. �

6A. . Exercises

1. Let A, B be two K-algebras and f : A −→ B be a surjective ho-
momorphism. Let Af denote the full subcategory of ModA the objects of
which are the modules M such that M(Ker f) = 0.

(a) For any B-module X , we define F (X) to be the vector space X
equipped with the multiplication · : X × A → X given by x · a = xf(a),
for all x ∈ X and a ∈ A. Show that this multiplication is well-defined and
induces a right A-module structure on X .

(b) Show that any homomorphism ϕ : X → Y of B-modules induces
a homomorphism F (ϕ) : F (X) → F (Y ) of A-modules, and deduce that
F : ModB −→ ModA is a functor.

(c) Show that the functor F : ModB −→ ModA is additive, K-linear,
full, faithful, and exact.

(d) Show that F : ModB −→ ModA induces an equivalence of cate-
gories Mod B

�
−→ Af .

2. Prove that the upper row of the diagram (5.4) in Proposition 5.3
and the lower row of the diagram (5.5) in Proposition 5.3 are short exact
sequences.

3. Prove that for each pair of A-modules M and N , the addition in
Ext1A(M, N) (defined in Section 5) is associative and commutative.
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4. Let u : Z −−→ Q be the embedding of the ring Z of integers in
the field Q of rational numbers. Prove that u is a monomorphism and an
epimorphism in the category of rings but that it is not an isomorphism in
that category.

5. Let B be the algebra K[t]/(t2).
(a) Prove that the algebra B is self-injective, that is, the module BB is

an injective B-module.
(b) Show that the projective dimension of the simple one-dimensional

B-module S = B/radB is infinite and that the injective dimension of the
simple B-module B/radB ∼= K is infinite, by applying the minimal projec-
tive resolution constructed in Example 4.4.

(c) For any B-module M and each m ≥ 0, compute the extension groups
Extm

B (S, M), Extm
B (M, S), and Torm

B (S, M).

6. Let A be a K-algebra and M be a right A-module.
(a) Show that the covariant functor HomA(M,−) : ModA −→ ModK is

left exact and that it is exact if and only if M is a projective module.
(b) Show that the functor HomA(−, M) : ModA −−−→ ModK is left

exact and that it is exact if and only if M is an injective module.

7. Let A be a K-algebra and assume that the following diagram

0 −→ L
f

−→ M
g

−→ N −→ 0�h′

�h

�h′′

0 −→ L′ f ′

−→ M ′ g′

−→ N ′ −→ 0

in modA is commutative and has exact rows. Prove that the following three
conditions are equivalent:

(a) There exists a homomorphism u : M → L′ of A-modules such that
uf = h′.

(b) There exists a homomorphism v : N → M ′ of A-modules such that
g′v = h′′.

(c) There exist homomorphisms u : M → L′ and v : N → M ′ of A-
modules such that f ′u + vg = h.
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[8] I. Assem and A. Skowroński, Iterated tilted algebras of type Ãn,
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[160] A. Skowroński, Simply connected algebras and Hochschild cohomolo-
gies, Canadian Mathematical Society Conference Proceedings, AMS,
14, 1996, pp. 431–47.
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