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PREFACE

This book is designed to illustrate the importance of analytical methods
applied to some basic molecular biology problems. It serves two purposes.
(1) for molecular biologists to learn some mathematics, and (2) for applied
mathematicians to learn some molecular biology. As our darting point,
some knowledge of both mathematics and molecular biology has to be
assumed. We would like to begin at the level of high school advanced
placement courses. In addition, it is important to try to solve fundamental
molecular biology problems with simple applied mathematical methods,
rather than looking for complicated mathematicad eguetions in less
important problemsin biology.

To illustrate this approach, eight fundamental problems in molecular
biology will be discussed in this book in the order of mathematica
complexity. There are, of course, many more other important problems.
However, after going over this book, the readers can develop their own
andyticd methods to study any problem of particular interest to them. The
basic philosophy isthat we are going to start with crucial experimental data
for a specific problem in molecular biology. A simple model will then be
congtructed with the inclusion of as much biological facts as possible. From
this model, explicit predictions can then be deduced and in turn suggest
further experimental studies.

Chapter 1 discusses the important experiments on amino acid sequencing of
Bence Jones proteins, their relationship to antibodies or immunoglobulins,
alignment of these sequences, caculation of variability as function of
position to locaie antibody combing gtes, structures of antibody-antigen
complexes, humanization of rodent antibodies for therapeutic use, etc.

Chapter 2 condders the saturation of hemoglobin with oxygen at
equilibrium.  This classicd problem has been anadyzed by many famous
molecular biologists. A particular set of extremely accurate experimental
measurements will be graphed in the Hill’s plot. Three models, one-
condant (Hill), two-congtant (Paulin) and three-constant (MWC), are
discussed in detail.  Non-linear leest square fitting of these theoretica
equations to the experimental data in the Hill’s plot gives the equilibrium
congants indicative of dlogteric transition. Further experiments provide a
detailed molecular mechanism of this trangtion.
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In order to sequence the entire genome of Escherichia coli, the locations of
over one thousand genetic markers have been precisely positioned on its
chromosoma map by numerous transduction experiments. In Chapter 3, a
mathematical model is constructed based on al known biological processes
involved in transduction, so that co-transduction frequencies can be
converted into distances between genetic markers.  This traditional map
provides the basis for the eventua construction of the physical map.

Mog of the metabolic pathways involve a collection of different enzymes.
To simplify experimenta sudies, each enzymatic reaction is usualy
measured separately by mixing purified enzyme molecules with substrate
and co-enzyme. Even in such isolated measurements, the analytical
equations are still too complicated. In Chapter 4, simple enzyme kinetic
eguations are derived as a st of non-linear ordinary differential equations.
Various steps of further simplification are illustrated in detail. One of the
original sets of experimental measurements by Michaelis and Menten isthen
compared with these theoretical results.

For 40 years, many three dimensiona structures of proteins have been
determined by X-ray diffraction studies, and to a lesser extent by nuclear
magnetic resonance sudies. Atomic coordinates of non-hydrogen atoms are
avallable from Protein Data Bank. Chapter 5 explains how these
coordinates can be used to caculate bond distances, bond angles, ¢ and
y angles of the protein backbone. Furthermore, hydrogen atoms can be
theoretically positioned into these three dimensional structures, in order to
andyze geric hindrance. Stericdly hindered (¢,w) combinations should be
avoided in future refinements.

In Chapter 6, one of the predictive methods of estimating protein backbone
(¢,y) angles based on the local amino acid sequence and side chain x angles
based on geric hindrance is illustrated. This approach is then applied to
predict three-dimensional structures of short peptide hormones, and of
antibody complementarity determining regions. Other analytical methods of
predicting protein tertiary structures based on their primary sequences
should be developed, snce many amino acid sequences become available
from various genome projects.

The backbone structure of nucleic acids is much more complicated. Chapter
7 explains that each nucleotide unit has five single bonds with rotational
degree of freedom and some flexibility of its ribose ring. Thus, a minimum
of a five-dimensional space will be required for detailed analyss of its
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possible configurations without steric hindrance. Attempts to simply this
complicated problem with two virtua bonds are discussed. Due to its
complexity, anaytic studies of three-dimensiona structures of nucleotides
and nucleic acids will be a very chalenging problem for both molecular
biologists and applied mathematicians.

In Chapter 8, the classca problem of DNA double helix is discussed. In
order to andyze the X-ray diffraction pictures of DNA fibers a 92% and
66% relative humidity, we have to thoroughly understand some of the basic
properties of Fourier transform, Bessel functions, complex variables, etc. It
Is hoped that this chapter can eliminate the lack of knowledge of these
mathematica methods among molecular biologists. Therefore, in the
Appendix, some of the basic tools of applied mathematics are summarized.

Finaly, models are by definition smplified versons of the real molecular
biology processes. Therefore, constant improvements are essentid as more
experimenta data become available. Readers are encouraged to make such
modifications, as well as to propose their own andytica approaches to the
problems mentioned in this book and other important molecular biology
problems.
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CHAPTER 1

ANTIBODIES BINDING ANTIGENS

INTRODUCTION

Under normal circumstances, we are condtantly exposed to foreign
substances including chemicals, bacteria, viruses, etc. In order to defend
ourselves againgt the adverse effects of these substances, we have developed
various immunological mechanisms over years of evolution. The so-cdled
innate process involves certain cells capable of eating such foreign
substance.  For example, carbon particles from smoke are picked up by
macrophages lining our lungs. The macrophages cannot digest these carbon
particles which in turn are not toxic. They just stay around. For city
dwellers, their lungs gradudly turn black after many years of such exposure.
On the other hand, if the foreign substance is a pathogenic bacterium, the
macrophage may try to digest the bacterium. Or, on entering the
macrophage, the bacterium may survive and dtart to divide, thus killing the
macrophage. Such immunological battles go on continuoudy during our
entire life.

In order to improve our chance of survival, we have developed a more
efficient line of defense.  If our macrophages have managed to kill off a
certain type of pathogenic bacteria, the so-caled adaptive process of defense
somehow remembers this incident, by producing specia protein molecules
known as antibodies. If we encounter the same bacteria a second time, one
end of these antibodies will be able to bind to some surface molecules of
these bacteria known as antigens.  The other end of the antibodies will bind
to certain specid receptors on the surface of the macrophages to improve the
efficiency of these macrophages to eat them. Since the number of different
antigens in the world is of the order of millions or billions, we need to have
a sysem capable of producing millions or billions of different antibodies
just for survival in the existing environment. Any deficiency of this system
due to genetic defect, infection, aging, etc. can result in disease processes.
In fact, we are ableto produce specific antibodies capable of binding foreign



substances newly synthesized in the laboratory and have never gppeared in
our evolutionary past.

BEGINNING OF IMMUNOCHEMISTRY

It is thus extremely difficult for biochemists and molecular biologists to
isolate one of these antibodies out of million or billion different ones in our
blood, and try to characterize its properties. On the other hand, over one
hundred years ago in 1848, a physician, Dr. Bence Jones, noticed patients
suffering from a type of cancer, multiple myeloma, excreted a protein in
their urine. On heating the urine in dight acid solution, he saw the protein
precipitating out of solution a 56-64°. It would re-dissolve on boiling
(Kabat, 1976). That protein is now known as Bence Jones protein named
after the discoverer.  Subsequently, it was dso found that such patient had
large amounts of a specific myeloma protein in their blood, different from
patient to patient. It appears as alarge pesk on starch gel eectrophoresis of
serum proteins, and can thus be purified. However, its function is not
known. These proteins are known as immunoglobulins. A graduate student
a Rockefeller University, Edelman (1959), discovered that on reducing the
disulfide bonds the myeloma protein from a multiple myeloma patient
conssted of two chains of polypeptides, one heavy and one light, based on
their molecular weights. The light one corresponded to the Bence Jones
protein in the urine of the same patient. In the same year, Porter (1959)
showed that rabbit antibodies could be digested by papain to give two
distinct fractions, one could till bind antigen while the other had no
antibody activity. The combination of these two important discoveries
provided biochemists and molecular biologists the handle to dart the
investigation of the properties of antibodies.

We now know that multiple myeloma is a cancer of one of the antibody
producing cells, and immunoglobulin is a generalized term for antibodies.
Indeed, the disease process, multiple myeloma, has achieved the task of
isolating one of the million or billion antibodies from the rest. In 1965,
Hilschmann and Craig a Rockefeller University determined the amino acid
sequences of the first three Bence Jones proteins from three different
patients and opened up a new scientific field known as immunochemistry.
Even though the three proteins were not completely sequenced by them a
the time of the publication of their important paper, these sequences
subsequently became available as shown in Fig. 1-1. For conciseness, as
commonly used in any biochemistry or molecular biology textbook, the
single letter abbreviations for amino acid residues are used.



1 10 20 30

| I ] I
Roy -DIQMTQSPSSLSASVGDRVTITCQASQ--——-- SISIFLNW
Ag ~-DIQMTQSPSSLSASVGDRVTITCQASQ-—--——- SISIFLNW
Cum EDIVMTQTPLSLPVTPGEPASISCKSSQSLLDSGDGNTYLNW

40 50 60 70

| | I |
Roy YQOKPGKAPKLLYIDASKLEAGVPSRFSGTGSGTDFTFTISG
Ag YQOQOGPKKAPKLLYIDASNLETGVPSRFSGSGFGTDFTFTISG
Cum YLQKAGNSPQLLIYTLSYRASGVPDRFSGSGSGTDFTLKISR

80 90 100 107

! | I |

Roy LQPEDIATYYCQQFDNLP~----- LTFGGGTKVPF-K

Ag LQPEDIATYYCQQYDTLP~-~--~ KTFGQGTKLEI-K

Cum  VQAEDVGVYYCMQRLEIP---—-- YTFGQGTKLEI-K
110 120 130 140

I I I I
Roy RTVAAPVSFIFPPSDEQLKSGTASVVCLLNNFYPREAKVQWL
Ag RTVAAPVSFIFPPSNEQLKSGTASVVCLLNNFYPREAKVQWL
Cum RTVAAPVSFIFPPSDEQLKSGTASVVCLLNNFYPREAKVQWL

150 160 170 180 190

I I I I |
Roy VDNALQSGNSQESVTQQDSKDSTYSLSSTLTLSKADYEKHKL
Ag VDNALQSGNSQESVTEQDSKDSTYSLSSTLTLSKADYEKHKV
Cum VDNALQSGNSQESVTQQODSKDSTYSLSSTLTLSKADYEKHKV

200 210 214

| I I

Roy  YACEVTHQGLSSPVTKSFNRYEC
AG- -YACEVTHQCLSSPVTKSFNRYEC-- - -

Cum  YACEVTHQGLSSPVTKSFNRYEC

Figure 1-1. Amino acid sequences of three Bence Jones proteins, Cum, Ag and Roy,
aligned with the Kabat numbering system (Rabat et al., 1991).



Each sequence congdts of approximately 214 amino acid residues as listed
from the N-termina to the C-termind. The sequences of the first 107 amino
acid residues of the three proteins were different, and Hilschmann and Craig
designed that portion of these proteins as the variable region. On the other
hand, the remaining 107 amino acid residues, i.e. from postion 108 to 214,
had the same sequence except possibly two or three pogtions. Thus, that
portion was known as the constant region. They made a crucia prediction,
i.e. the variable and constant regions of the same protein were coded by two
different genes.

To sequence the heavy chains of immunoglobulins or antibodies, they have
to be isolated from serum myeloma proteins of patients suffering from
multiple myeloma. That was achieved about five years later. They are in
general about twice as long as the light chains. For example, one of the first
completely sequenced heavy chains, EU (Eddman et al., 1969), has 446
amino acid residues. Another, OU (Putman et al., 1973), has 576 residues.
The N-terminal quarter of these sequences are highly varied as the N-
terminal half of the light chains. The remaining three-quarter of the heavy
chain can roughly be divided into three similar regions. Between the first
and second regions, there is usualy a short segment rich in Cys residues
known as the hinge region.

A schematic representation of an antibody molecule is shown in Fig. 1-2
(see, for example, Kabat et al., 1991). It conssts of two heavy and two light
chains. As discussed before, the light chain can be divided into a variable,
V., and acongtant, C, , region, whilethe heavy chaininto V4, Cu1, hinge,
Ch2 and Cx3 regions. In some cases, the hinge region is absent, and there is
an additional C.4 region. Amino acid resdues are numbered from the N-
terminal ends. Nearly every researcher has a different numbering system.
However, aignment will be very important to further andyze these
sequences. We are thus going to use the Kabat numbering sysem (Kabat et
al., 1991) which has been generdly adopted by many investigators in this
field.

Each of us can produce two different types of light chain constant regions,
known as kappa or x and lambda or A. Ther genes are located on two
different chromosomes, 2p11l (Macolm et al., 1982) and 22q11 (Erikson et
al., 1981; Emanuel et al., 1985) respectively. We can dso produce severd
different heavy chain congtant regions, known as u, 8, ¥, a,, €, etc. and some
minor variations of these. Their genes are al located consecutively on the
same chromosome, 14932 (Croce et al., 1979; McBrideetal., 1982).



Figure 1-2. Schematic representation of antibody molecule (from Kabat et al., 1991).



The light chains are covaently linked to the heavy chains by disulflde or S
S bonds. Severd S-S bonds in the hinge regions of two heavy chains link
them together. Since the hinge regions are relative exposad to the solvent,

enzymes, such as papain or pepsin, can cut the peptide backbones (Porter,
1959). After such digestion, the antibody molecule is broken up into two
Fab fragments and one Fc fragment. The Fc portion is the relatively
congtant end of the antibody molecule capable of binding specid Fc
receptors on macrophages and other cdls able to engulf foreign antigens.
The Fab portions of antibodies will bind specific antigens. The specificity
resdes in the amino acid sequences of the V| and Vy regions collectively
known as the F, fragment of the Fab portion of the antibody molecule.

Therefore, to understand the adaptive aspect of our immune system, we need
to determine a large number of amino acid sequences of the variable regions
of the light and heavy chains of antibodies. The relative smplicity of
isolating Bence Jones proteins from urine samples of multiple myeloma
patients provided a huge experimental resource of such sequence studies.
Bence Jones proteins had been usad as a diagnostic method for multiple
myeloma. In the late 1960's and early 1970's these proteins have provided
vast amount of experimental datato our understanding of the intricacies of
our antibody system.

Within, five years, around eighty partial or complete amino acid sequences
of Bence Jones proteins from human patients were determined. A couple
mouse saquences were dso available. The mouse modd for human multiple
myeloma was developed by Potter (1968) by injecting mineral oil into the
peritoneal cavity of some inbred strains. Their V. regions consisted of about
107 amino acid residues as noted by Hilschmann and Craig (1965). It was
immediately clear that we could not have enough genetic materia to code
for millions or billions of different variable region sequences separately.
Furthermore, one of the centra problems was how different antibodies could
have the ability to bind specific antigens.

In order to study this problem, these sequences were aligned, by positioning
the two invariant Cys resdues forming an internal SS bond a fixed
locations numbered 23 and 88 from the N-termina. An invariant Trp
residue was fixed at position 35, and two invariant Gly residues at positions
99 and 101. Some sequences were longer, and gaps were introduced
between pogtions 27 and 28, and between 95 and 96 (Figure 1-1). This
scheme is the Kabat numbering system for the variable regions of antibody
light chains (Kabat et al., 1991).



My friend, Dr. Kabat, and | were staring at such alignments on long strips of
yellow papers placed on a large conference table, and redlized that we had to
introduce some quantitative measure. Biochemists have long redlized that
for most of the proteins, there are only twenty different ammo acid residues
linked linearly. We reasoned that if the lengths of the variable regions of
light chains were so similar, their segments responsible for the binding of
antigens would condst of different amino acid residues from sequence to
sequence. This Situation is in complete contrast to proteins with one specific
function. For example, cytochrome c's from different species have different
seguences.  However, since they al serve the same function of dectron
trangport, their active Stes should consist of similar or identica amino acid
residues.

Our anadysis had to be simple. Otherwise, immunologists or molecular
biologists would not appreciate our findings. After many attempts, we
settled on the following ratio as a function of position, and named it
variability (Wu and Kabat, 1970):

V(P) = N/D,

where V is the variability, a function of podtion P. For a st of aligned
amino acid seguences, the numerator N is the number of different amino
acid residues found at that position.  The denominator D is the frequency of
the most common amino acid residue a that position. For example, if a
position 23, Cysisfound in all sequences, we haveN = 1, and D =1. Thus,

VEe3) = 1/1=1.

Therefore, variability is equal to one for an invariant position. On the other
hand, the theoretical maximum of V is for a position P where all twenty
amino acid residues are found in different sequences, and they occur at the
same frequency, i.e N = 20, and D = 1/20. Then, for that postion P, we
have:

V(P) = 20/(1/20) = 400.



For actua collections of digned experimentaly determined sequences, this
maximum value is never reached. However, the large range of 1 to 400
gives us sufficient flexibility to analyze the extent of variation of amino acid
residue substitutions a various postions.

One may ask what the big deal isfor this“trivial” anadysis. We first applied
this calculation to a collection of sequences of cytochrome ¢'s from different
species provided to us by Dr. Margoliash. Most of them consst of 104
amino acid residues, similar to the length of the variable region of light
chains of immunoglobulins. The plot is shown in Fig. 1-3.

CYTOCHROMES C

39.
2. f
a. [ L i
-18. a. 1 ca. 38. 48 ca [215] 78. BA. 98. 188
R

VARIABILITY
=

a. . 118.
ESIDUE 0

Figure 1-3. Variability plot for cytochrome ¢'s (Kabat et al., 1991).

Indeed, there are many positions with variability equa to one. Furthermore,
the maximum variability is around 30, much smaller than 400.

The interesting part was that for the 107 positions of the light chain variable
region, aplot of variability V against position P showed three distinct peaks,
at positions 24 to 34, 50 to 56, and 89 to 97. That was totally unexpected.
But it was subsequently verified repeatedly, not only for light chains but
aso for heavy chains where the peaks are located at positions 31 to 35, 50 to
65, and 95 to 102. Representative plots are shown in Figs. 1-4 and 1-5.
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Immunologists, as well as biochemists, molecular biologists, and other
biologists, smply could not believe this smple result. We proposed that the
variable regions of antibody light and heavy chains would fold together with
these sx short segments on one Sde of this globular structure forming the
antibody combining dte.  These segments were thus desgned as

complementarity determining regions (CDR'S). Similar to what the
enzymologists had proposed for the binding of enzyme molecules with their
substrates in a lock-key configuration, we proposed the same for antibodies
binding antigens.  Furthermore, various combinations of these six “fingers’
could easily generate the required number of millions or billions of different

antibodies. Using the Kabat numbering system, we specify the positions for
the sx CDR’s &s listed in Table 1-1. Other portions of the variable region
are designated as framework regions (FR's). Slight variations are observed

in Some Species.

Table 1-1. Postionsfor FR's and CDR's of light and heavy chains of antibodies (modified
from Kabat et al., 1991).

Segment Light Chain Heavy Chain
FR1 1-23 (with occasiond 0, and 1-30 (with occasiond 0)
deletion of 10in V3)
CDR1 24-34 (with possible insertions 31-35 (with possible insertions
between 27 and 28) between 35 and 36)
FR2 3549 36-49
CDR2 50-56 50-65 (with possible insertions
between 52 and 53)
FR3 57-88 66-%4 (with possible insertions
between 82 and 83)
CDR3 8997 (with possible insertions 95-102 (with possible insertions
between 95 and 96) between 100 and 101)
FR4 98-107 (with possible extra 103-113

residue after 106)
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Depending on the total number of sequences used in the caculation, CDR’'s
have higher vaues of variability, about 50 to 150, and FR's lower vaues,
less than 30 as in the case of cytochrome ¢'s In addition, amino acid
residues just in front and just after CDR’s are usualy invariant or nearly
invariant. Even though nucleotide sequences of antibody genes would not
be determined until eight years later, some basic mechanisms of antibody
production became imaginable. During the subsequent 30 years, the rapid
development of genetic and protein engineering technology opened up the
possihbility of artificidly synthesizing designer antibodies for therapeutic
USES.

VERIFICATION OF PREDICTIONS

Some of the immunoglobulins from mouse modes of multiple myeloma
were soon isolated, purified and crystallized. However, what antigens these
immunoglobulins would bind were not known. Their three dimensional
gructures, as determined by X-ray diffraction studies, showed that the six
CDR's were indeed physically locaed together on one surface of the
molecule. The third CDR’s of both light and heavy chains were in the
middle of the ste, while the second CDR'’s on the periphery. They could
indeed bind foreign antigen molecules.

The actud verification of our prediction would, however, wait for the
development of a new technology, namely the production of monoclonal
antibodies. Kohler and Milstein (1975) developed a method of producing
antibodies of a defined specificity in a continuous culture. Thus, when a
mouse is injected with a specific antigen, eg. lysozyme, its spleen cells can
be fused with myeloma cells to generate such continuous cultures known as
hybridoma cell lines. The antibody produced by each cell line is uniform,
like the myeloma proteins, except that its antigen is known. Usualy,
various anti-lysozyme antibodies with different binding affinities can be
isolated. In most cases, complete antibodies are difficult to crystallize due
to the flexible nature of their hinge regions. Thus, their Fab fragments are
manufactured by papain digestion (Porter, 1959), and are co-crystalized
with the antigen molecule. If the binding affinity of the Fab fragment for
lysozyme is sufficient high, they would form stable crystals. Eventudly, 15
years laer, with the development of the this technology, an anti-lysozyme
antibody Fab fragment was co-crystallized with lysozyme (Fig. 1-6), S0 that
their contacting amino acid resdues could be andyzed in detall (Amit et
al., 1986).
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Figure 1-6. Stereo-pair of an anti-lysozyme antibody Fab fragment binding lysozyme (from
Kabat et al., 1991).

Indeed, amino acid residues from al six CDR'’s participate in the binding of
the antigen molecule. Severd immediately adjacent residues are aso
involved (Table 1-2).
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Table 1-2. Amino acid residues of an anti-lysozyme antibody in direct contact with lysozyme
(from Kabat et al., 1991).

Light Chain CDR1 His 30
Tyr 32

FR2 Tyr 49

CDR2 Tyr 50

CDR3 Phe 91

Tp R

S 9B

Heavy Chain FR1 Thr 30
CDR1 Gy 31

Tyr 32

CDR2 Trp 52

Gy 53

Ap ™4

CDR3 Arg 96

Asp 97

Tyr 98

Arg 99

The idea of how the combination of various CDR's can give rise to
antibodies of different specificities, and the identification of numerous
antibody genes became one the mogt fascinating area of molecular biology
research during the past 20 years. A brief summary of the generation of
CDR3's of the antibody light and heavy chainswill be discussed below.

SWITCH PEPTIDE AND J-MINIGENE

In 1967, Milstein was trying to estimate the number of genes for human
kappa light chains. He noticed that in the variable region, subgroups could
be defined by using the first 23 amino acid residues from the N-terminal.
However, there were severd different sequences in the region from position
104 to 107 for each subgroup, and these short segments were shared by
various subgroups. He designated them as switch peptides. We (Kabat et
al., 1978) made a detailed analysis of the amino acid sequences between the
CDR’s, i.e the FR's, and noted that some of these FR amino acid sequences
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were identical among human, mouse and rabbit. For different antibodies
with different CDR's, their FR's can be identical, suggesting that the

variable regions of antibody light and heavy chains can be assembled from
short segments.

In 1978, Bernard et al. were analyzing the nucleotide sequences of mouse
lambda light chain genes in adult and fetus. They discovered that the light
chain variable region gene was assembled from thejoining of a V-gene and
a Jminigene, which were physicaly separated by about 100 kb in the fetal
genome. This process is now known as DNA re-arrangement. In fact, the J-
minigenes code for the amino acid sequences of switch peptides. Specid
recombination sgna sequences (RSS), consisting of a 7-mer and a 9-mer
separated by a spacer of around 12 or 23 base-pairs, are involved in this re-
arrangement (Fig. 1-7). A 23-bp spacer a the 3'-end of the mouse lambda
light chain V-gene can bejoined to a 12-bp spacer at the 5'-end of the J-
mingene. Many different enzymes are required (Slackman et al., 1996).
Portions of the nucleotide sequences for the V-gene and Jminigenes of the
mouse lambda light chain, and their RSS are shown in Fig. 1-7. For kappa
light chains, the spacersfor their RSS are reversed, i.e. a 12-bp spacer a the
3'-end of the V-gene and a 23-bp spacer at the 5'-end of the Jminigene.

Fetal tat ttc tgt gct cta tgg tac age aac cat ttccacaatgacatgtgtagatggggaagtagatcaagaaca

7-mer 23-bp 9-mer

Fetal ggttittgcatgagtctatatcacagtgce tgg gtg ttc get gga gga acc aaactgact gtccta g

9-mer 12-bp  7-mer

Aduit tat ttc tgt gct cta tgg tac agc aac cat tgg gtg ttc gt gga gga acc aaa ctgact giccta g

V-gene J-minigene

Figure 1-7. Portions of nucleotide sequences of the fetal and adult mouse lambda light chain
variable region V-gene and J-minigene (modified from Bernard et al., 1978).
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Thejunction occurs within the coding region of the third CDR3 of the light
chain variable region (Fig. 1-8). The Jmingene of the mouse lambda light
chain was located 12 kb upstream from the 5-end of the exon of the
congtant region. DNA re-arrangement brought the exon of the variable
region close to that of the congtant region.

CDRL2
CDRL/ CDRL3
= = =

Figure 1-8. Relative locations of CDR'sin the light chain variable region
to the V-gene and Jminigene.

As shown in Fig. 1-7, thejoining of the V-gene and the Jminigene has
some flexibility. 1t does not occur at a precise location. Thus, different

codons can result to give rise to different amino acid residues, known as
junctional diversity. The presence of many different amino acid residues at
thisjunction automatically includes that position under the third CDR of the
light chains (Fig. 1-8). However, the reading frames of both V-gene and J
minigene have to be maintained, in order to produce a useful protein.

Otherwise, the re-arrangement V-J segment is designated as a pseudo-gene.
The inclusion of other additional nucleotides &t this junction is relatively
rare, except possibly for rabbit kappa light chains (Sehgal etal., 1999).

Soon afterwards, other researchers discovered that for heavy chain variable
region, the situation is more complicated (Early et al., 1980; Sakano et al.,
1980). The variable region gene of heavy chain is assembled from the
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joining of a V-gene, a D-minigene and a Jminigene. Furthermore, the
addition of possble intervening sequences at their junctions is quite
frequent. They are known as N-segments, if G,C-rich (Alt and Batimore,
1982), or P-segment, if A, T-rich (Lafalleetal., 1989). All of these occur in
the segment coding for the third complementarity determining region of the
heavy chain, CDRH3 (Fig. 1-9). The Jminigenes of heavy chain variable
region are located about 6 kb upstream from the 5'-end of the exon of Cyl

of the u chain, IgM.

Figure 1-9. Relative locations of CDR’s in the heavy chain variable region
to the V-gene, D-minigene and Jminigene.
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UNIQUENESS OF CDRH3

Assuming that the sx CDR’'s can be randomly assorted to generate
antibodies capable of binding various antigens, we would expect that each
specific CDR amino acid sequence would be associated with severd
different specificities. Thisisindeed the case for CDRL1, CDRL2, CDRL3,
CDRH1 and CDRH2. However, a given CDRH3 sequence with five amino
acid residues or more is always associated with a unique specificity (Table
1-3). Severd representative amino acid sequences are illustrated here (Wu,
1999).

Table 1-3. Association of certain amino acid sequences of CDR’s with different antibody
specificities (modified from Wu, 1994).

CDR Amino acid sequence Number of different
specificities
CDRL1 RSSQSLVHSNGNTYLS 16
CDRL2 KVSNRFS 29
CDRL3 SQSTHVPWT 4
CDRH1 DYYMN 10
CDRH2 DINPNNGGTSYNQKFKG 8
CDRH3 YYYGSSLV 1

Since CDRH3 is located in the middle of antibody combining Sites, it seems
that this segment of an antibody molecule effectively defines its fine
specificity. In human, CDRH3 can vary fromjust afew amino acid residues
in length to 31 residues. In cows, camels, €., it can even be longer. In
mouse, however, the longest CDRH3 is 19 amino acid residues for sequence
90 far determined.

Thus, if we want to design an antibody with a specid property, we should
dart from sdecting a CDRH3. Most of them form loop structures, with
about seven or eight amino acid residues giving amore or less flat surface to
the antibody combining site.  Shorter ones provide a recessed surface, while
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longer ones a protrusion.  Length distributions for human and mouse
CDRHS's are illugtrated in Fig. 1-10. In our database available from the
webgte <http://immuno.bmenwu.edu> (Johnson and Wu, 2000), we have
collected a totd of over 2,500 complete and distinct sequences of human
and mouse CDRH3's each. Interestingly enough, there is only one complete
amino acid sequence of CDRH3 shared by human and mouse. Itis

Gly Leu Ser Gly Phe Asp Tyr

Their nucleotide sequences are different. Are CDRH3's species-specific?
Wedo not know.
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Figure 1-10. Length distributions of human and mouse CDRH3's.
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This uniqueness of CDRH3 sequences, especidly at the nucleotide leve,
has opened up a powerful method of detecting residual diseases of B cdl
lymphomas. The heavy chain variable region nucleotide sequences from
such patients are determined before the initiation of trestment. The CDRH3
sequences are then synthesized and used as probes to detect the existence of
avery smal number of malignant cells. Treatment will be continued until
no such cdls can be found by this sengtive method. Crossreaction of the
probe with other heavy chain sequences is usually minimal.

CODING OF CDRH3

Among the above mentioned sx CDR's, the coding segment for CDRH3 is
derived completdy differently from the other five. Usudly, a D-minigene is
first joined to a Jminigene by the process of re-arrangement involving a
number of enzymes (Slackman et al., 1996). Thejoining is not precise, and
intervening nucleotides can be added. Probably two different mechanisms
are involved to incorporate these additional N/P segments.  Subsequently,
this D-J segment is then joined to a V-gene, using the same collection of
enzymatic reactions. CDRH3 gdarts two amino acid residues away from the
second invariant Cys, and ends one resdue from the Gly () Gly pair.
According to the Kabat numbering system, CDRH3 is from position 95 to
102, with possible insertions between postions 100 and 101. A schematic
drawing is illustrated in Fg. 1-11.

N/p N/p

Figure 1-11. CDRH3 consgts of the 5'-end of V-gene, N/P segment, D-minigene,
another N/P segment, and the 5'-end of Jminigene.



21

In order to maintain the reading frames in the V-gene and the Jminigene, s
that the resulting protein can be functiond, the total number of nucleotides
of the segment coding for CDRH3 must be divisible by three. However, the
number of nucleotides of the N/P segments on both ends of the D-minigene
can vary. As areault, al three reading frames of any D-minigene can be
used, as long as there is no termination codon. Furthermore, since the
recombination signal sequences on both sdes of the D-minigene tojoin D to
Jand V to D ae smilar, D-minigenes can be inverted. Thus the
complementary strands of D-minigenes can aso be used to code for
CDRH3. In human and mouse, however, the complementary strands are
found less frequently in the heavy chains of antibodies. In short, one
nucleotide sequence of a D-minigene has the capacity of coding for six
different amino acid sequences (Fig. 1-12).

MMLM Top strand

delabilubobibilidady Bottom strand

Figure 1-12. One nucleotide sequence of a D-minigene can code for
six different amino acid sequences
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Some of the longer D-minigenes may have, in their coding regions, ashort
segment similar to the 7-mer of the recombination signa sequence.  In
certain cases, therefore, such D-minigenes can then join onto another D-
minigene, giving rise to longer nucleotide sequence for coding (Fig. 1-13).
Indeed, some of the longer CDRH3 sequences condsted of D-D joining
(Kurosawa and Tonegawa, 1982), and even D-D-D joining. The
combination of al of the above mentioned mechanisms of generating coding
regions for CDRH3 can in fact result in thousands, millions or even billions
of different sequences of varying amino acid resdues and lengths. It has
thus been suggested that CDRH3 aone is sufficient to define the fine
specificity of an antibody. The other five CDR’s would improve the overall
binding affinity of the antibody.

DI
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Figure 1-13. The mechanism of D-Djoining.
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VACCINATION

Our ability to produce millions or billions of different antibodies was used
to develop the most powerful tool to prevent infectious diseases, namely
vaccinaion. Jenner was credited for the discovery of vaccination (Oder,
1918), dthough it was actualy employed by a Dorsetshire farmer to protect
his family from small pox infection with cow pox (vaccinia). The idea is
that some protein or other substances on less virulent or attenuated bacterial

or vird agents can dimulate our immune sysem to produce specific
antibodies againgt them. Subsequent infections of similar or pathogenic
bacteria or viruses can result in the binding of our antibodies specificaly to
these bacteria or viruses to promote their being engulfed by macrophages,

leukocytes, etc. For each antigen, the production of specific antibodies is on
random basis. Some of the antibodies would have high binding affinities,

while others not so high. Furthermore, the duration of production of these
antibodies varies. Thus, the standard practice is that periodicaly, booster

vaccination will be required.

On the other hand, some infectious agents, e.g. the flu virus, the human
immunodeficiency virus (HIV), ec, can mutate their surface protein
molecules thus avoiding their binding to our antibodies. It isfor this reason
that flu vaccination is required yearly for different strains of viruses. An

effective vaccine for HIV is ill under development. Recently, DNA

segments coding for some of the surface proteins of HIV have been used for
vaccination.  Hopefully, these segments can be incorporated into our
chromosomes and direct the synthesis of specific viral proteins on

continuous basis. In particular, these segments have been used to replace
the CDRH3 of human antibody genes, o that such pieces of viral proteins
are indeed presented on the surface of aprotein in aloop configuration.

Another method of preventing bacteria or vira infection is passive
immunity. Antibodies from a donor, usudly in the form of serum gamma
globulin, can be injected into recipients for temporary protection. This is
sometimes used for travelers to some countries with a number of prevalent
infectious diseases. Serum gamma globulin probably contains millions of
different antibodies, a few of which may be particularly useful to combat
these infectious diseases

The above mentioned techniques have lately been extended to the treatment
of cancer. The idea is that to a certain extent cancer cells are foreign.
Presumably, some of their cell surface molecules are different from those on
normal cdlsor are extraabundant. Thus, specific antibodies may be raised
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againgt such molecules. Eventualy, when the basc interactions between

antibodies and antigens are understood at the molecular level, we should be
able to design specific antibodies to a given antigen. However, a present,

our anaytical knowledge is ill lacking. We thus have to solve this
problem with a different approach as discussed below.

CHIMERIC ANTIBODIES

Before the days of genetic and protein engineering, some mouse antibodies
had been tried in human patients to combat infection. It was noticed that
those mouse antibodies with the Cp heavy chains, or IgM, had longer half-
life in human patients than those with other types of heavy chain congtant
regions. The reason might be due to the relative similarity between the
amino acid sequences between human and mouse IgM’s. Although longer,

the half-life of mouse IgM’s was till too short for effective thergpeutic use.

The basic trouble was that human patients would consider mouse antibodies
as foreign antigens, and develop anti-antibodies to get rid of them.

The antigen binding part of antibodies is located in the light and heavy chain
variable regions, the V| and V.  Therefore, the immediate idea to make
mouse antibodies more tolerable in human patients is to graft the mouse V
and Vy to human light and heavy chain congtant regions respectively (Fig. 1-
14). Thus, theonly antigenic portions of such chimeric antibodies arethe

MOUSE HUMAN
CHIMERIC

Figure 1-14. Schematic representation of achimeric antibody.
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mouse light and heavy chain variable regions. Ther haf-life in human
patients can be aound two weeks, and may exert therr biologica
effectiveness during that period. One of the first approved therapeutic
antibodies of thistypeis an anti-CD20 antibody, designed to trest low grade
B cdl lymphoma CDZ20 is a surface molecule present in mogst B cdls
Various pharmaceutical companies are devel oping other chimeric antibodies
of hybrid mouse and human origin to treat cancers and viral infections.

HUMANIZING MOUSE ANTIBODIES

Chimeric antibodies make use of V| and Vy, of mouse antibodies containing
the CDR’s sdlected for certain specificities. In addition they aso contain the
framework regions (FR's) of the origind mouse antibodies. Some of these
FR's can be antigenic, thus reducing their half-lives in human patients, even
though severd FR amino acid sequences are consarved among human,
mouse and rabbit. At the gene levd, it is possble to cut out the segments
coding for CDR’s from mouse antibody genes. These segments can then be
grafted onto gene segments coding for human FR’'s. The resulting antibody
IS known as humanized mouse antibody. The maor question in
manufacturing such antibodies is which human FR’s should be used.

Idedlly, in order to maintain the avidity of a humanized mouse antibody, the
mouse FR's should be matched againg al known human FR's. The mogt
smilar human FR’'s should then be used. This can preserve the overdl
three-dimensional folding of the resulting antibody molecule. To achieve
this, a gpecid program for sequence matching has been included in our
webgite, <http://immuno.bme.nwu.edu>. Anexampleisillustirated in Fig. 1-
15. On opening our website, click on Seghuntll. A new window will open
up. Pick Match. In the third window, pick amino acid and choose HUMAN
IG HEAVY chain variable region, for example. Then, type in the required
amino acid sequence in single letter abbreviation. The example shows the
match of a mouse heavy chain FRH1 sequence of V11, i.e

EVKLVESGGGLVQPGGSLRLSCATSGFTFT

There are four best matches for human heavy chain FRH1 with two amino
acid residue differences. One of them is mABS55 as shown in Fig. 1-15.



26

HUMAN IG HEAVY CHAIN VARIABLE REGION

NAME mAb55

REF

SEQ

IKEMATSU, H. , HARTNDRANATH, N. ,
UEKTI,Y.,NOTKINS,A.L. & CASAIT,
P. J IMMUNOL 150: 1323-1337

(1993)
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Figure 1-15. Matching amouse FRH1 with human seguences.
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HUMAN ANTIBODIESIN MOUSE

As we have discussed before, among more than 2,500 human and mouse
CDRH3 amino acid sequences each, only one sequence is shared by both.
The question is then whether mouse CDR'’s are dso antigenic in human
patients. Even though the half-lives of humanized mouse antibodies is
approaching that of human antibodies in human patients, they are still not
the same. Thus, recently, transgenic mice carrying human antibody genes
have been condructed. These animals may thus be used to sdectively
produce human antibodies with required specificities. However, whether
such transgenic mice use preferably mouse or human genes for the
production of their antibodies requires careful analysis. In other words, it
will be essential to identify the origin of their CDR's. Our finding of nearly
distinct s#ts of human and mouse CDR's can provide some information by
sequence comparison as illustrated above.

PHAGE DISPLAY LIBRARY

Some filamentous phages can carry extra pieces of DNA. Human antibody
variable regions genes, i.e. V-genes and J-minigenes of the light chains, and
V-genes, D-minigenes and Jminigenes of the heavy chans, can be
incorporated. By various combinations, different phages will display
different V. and Vy on their surfaces. These V| and Vy will associae to
form globular structures known as F, with the same specificities of Fab.

Since large numbers of phages can be processed and screened, those
displaying very high binding affinity F, can be sdected. Separate libraries

can be congtructed for human genes, for mouse genes, €ic.

After the Vi and Vy genes have been sdected for specified binding
properties, they can then be joined onto the constant region genes of the
light and heavy chains respectively for the production of biologicaly active
complete antibody molecules.

In short, there are various biological tools capable of constructing antibodies
with desired properties. However, the binding specificity between antibody
and antigen molecules is not understood, and left to a random selective
process. In order to tackle this basic problem, we have to analyze how
CDR's are folded, how the CDRH3 defines the fine specificity of an
antibody, how the combination of all sx CDR'’s can improve the binding
affinity, etc.
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FOLDING OF CDR's AND PREDICTION OF ANTIBODY
COMBINING STES

For agiven amino acid sequence of a certain CDR of an antibody, predictive
methods will be explained in detail in Chapter 6 of how it may fold in three
dimenson. Since the framework regions of most antibodies assume a
similar structure, they can form a foundation for the predicted CDR's tojoin

onto. Starting from the middle of the combining ste, i.e. CDRH3 and

CDRL3, we can gradudly build the entire structure of the sx CDR loops

The Ste generates a very compact and well-defined surface where the

antigen molecule can interact.

ANTIBODY DESIGN

Our understanding of the properties of protein surface structures is still very
limited. There may be patches of charged residues, three-dimensional
contours of various szes and shapes, hydrophobic or hydrophilic aress, €tc.
It will be important for us to describe them mathematically in order to get
some ingght to the basc mechanisms of antibody-antigen interaction.
While we have locdized the region of antibody molecules capable of
binding antigens, we still have no detailled knowledge of the basic forces
involved in such binding. To manufacture designer antibodies to bind
predefined antigens will be an extremely chalenging area of sudy for the
joint effort of biologists and mathematicians.

APPLICATION TO OTHER PROBLEMS IN MOLECULAR
BIOLOGY

Variability plot can aso be applied to any collection of homologous
proteins. Similar to antibodies, the T cdll receptors (TCR's) for antigen can
aso bind antigens in a somewhat different context. The TCR a and B chain
heterodimers bind processed peptides from foreign antigens gitting in the
grooves of major histocompatibility complex (MHC) class | or 11 molecules.
On the other hand, TCR ¥/6 chains can be MHC-redtricted like a/Bchains,
or can be MHC-unrestricted. Variability plots for human TCR yand & chain
variable regions are shown in Figs. 1-16 and 1-17 (Johnson and Wu, 2000).
Their CDR3's are clearly indicated. However, their CDR1's and CDR2's
are uncertain, probably ether due to the relatively few known amino acid
sequences or due to the less importance of these two CDR’s.
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The length digtributions of the CDR3's of TCR a, B,y ahd & are dso very
informative. Those for TCR a and B are both very narrow, as well as for
their combined length variations (Johnson and Wu, 1999). This can be the
consequence of their binding the complexes of processed peptides inside the
grooves of MHC dass | or Il molecules, which are relatively uniform in
shape and size. On the other hand, thosefor y and 8 are broader, especidly
that for & showing possibly a bimodal distribution (Fig. 1-18). TCR &
chains with longer CDR3's, in combination with TCR vy chains, may thus
bind foreign antigens directly (Melenhorst et al., 1999).
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Figure 1-16. Variability plot for human TCR y chain variable region.
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Figure 1-18. Length distribution of human TCR & chain CDR3's.
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Anocther interesting application of variahility plot is the anadyss of amino
acid saquences of one of the surface glyco-proteins of HTV, gpl20. The
gene coding for this protein mutates rapidly o that new mutant HIV can
avoid the antibodies produced by patients to bind the origind virus.
Thousands of amino acid sequences of gpl20 have been determined and
digned. A variability plot for these sequences clearly identified severa
segments of relatively higher frequencies of amino acid subgtitutions. One
of these segments, known as the VV3-loop, appears distinct from the others.
It isthis segment that protein and DNA vaccinations are under development
as discussed before.

In short, variability plot is one of the smple yet powerful methods of
anayzing digned amino acid sequences of homologous proteins. It can
provide essential information about their structure and function relations a a
molecular level.
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EXERCISE

Calculate the variability for each position of the following st of twenty
sequences and plot variability against position as listed on the tip of these
sequences.

1 10 20 30 40 50
I | | l | I
EIVLTQPGTLSTLSPGERATLSCRASQVSSSYLAWYQQKPGQAPRLLIYG
MAELTQSPVTLSVSPGERVALSCKASQNINDNLAWYQQKPGQAPRLLIYG
EIVLTQSPGTLSLSPGERATLSCRASQTIGTSIHWYQQPPGQAPRLLIYY
MAELTQSPATLSVSPGERATLSCRASQSVGTNLAWYQQKPGQAPRLLIFD
DIQMTQSPFTLSASVGERVTITCRASQRINSRLAWGQQKPGKAPKLLIYK
MAELTQSPSSLSASVGDRVTITCRATQSVSNFLNWYQQKPGEAPTLLIYD
DVMMTQSPLSLPVTLGQPASISCRSSQODGNTYLSWFRQRPGRSPRRLIYN
EIVLTQSPGTLSLSPGERATLSCRASQVSSSYLAWYQQKPGOAPRLLIYG
EFVLTQSPGTLSLSPGDRATLSCRASQVDNYYLGWYQQKPGQAPRLLIFG
MAELTQSPGTLSLSPGERATLSCRASQVSNTFLAWYQQKPGQAPRLLIYD
EIVLTQSPATLSLSPGERATLSCRASEYGNSFMHWYQQKPGQAPRLLIYR
‘MAELTQAPATLSVSPGERATLSCRASQSVGTNLAWYQQKPGQAPRLLIFD
DVVMTQSPSTVSASVGDRVTLTCRASQSISRWLAWYQQOKPGQPPKLLIYW
DIQMTQSPSSVSASVGDRVTIACRASQDISDRLAWYQQKPGKVPKVLIYG
DIQMTQSPSSVSASVGDRVIVTCRASQGISSWLAWYQQKPGKAPKLLIHA
DIKMTQSPSSLSASVGDRVTLTCRASQNVYDSLNWYQQKPGKAPNLLIYG
DIQMTQSPSSLSASVGDRVTITCRASQGIRNDLGWYQQOKPGKAPKLLIFA
DIQMTQSPSTLSASIGDRVTITCRASQNIDSWLAWFQHKPGKAPKPLIYG
ELOMTQSPSSLSASVGDRATVSCOASQSIYNYLNWYQQKPGKSPKEFLTYR
DIQMTQSPSSLSASVGDRVTITCKSSONQKIYLAWYQQKPGKAPKLLIYW
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ASSRATGIPDRFSGSGSGTDFTLTITRLEPEDFAVYYCQQYGGSPYTFGQ
ASESISGIPDRFSGSGSGTDFTLTISRLEPEDFAVYYCQQSSSWPLTFGQ
ASTRDTYIPDTFSGSGSGTDRALTISSLQSEDFGFYYCQQYDNWPPTFGQ
ASTLQSGVPSRFSGSGSGTDFTLTINSLQPDDFATYYCQQYHTYAWTFGQ
ASTSQSGVPSRFSGSGSGMDFSLTISSLQPEDLAMYYCQASINTPALFGQ
VSKRDSGVSDRFSGSGSGTDFTLKISRVKAEDIGTYYCMQDTYWPWIFGQ
ASSKATGIPDRFSGSGSGTDFTLTISRLEPEDFAVYYCQQYGSSPYTFGQ
ASSRATGIPDRFSGSGSGTDFTLTISRLEPEDFAIYYCQHYGSSPWTFGQ
TSSRATGVPHRFTGSGSGTDFTLTISSLQSEDFAVYYCQQYGYSALTFGG
ASNLETGIPARFSGSGSRTDFTLTYSSLEPEDFAVYYCQQSNEDPRTFGG
ASTRDTYIPDTFSGSGSGTDFALTISSLQSEDFGFYYCQQYDNWPPTFGQ
ASTRKSGVPDRFSGSGSGTDFTLTISSLQADDFATYYCQHYDSFSPSFGQ
ASSLQSGVPSRFSGSGSGTDFTLTINSLQPEDFATYYCQQANSFPLTFGG
ASSLQSGVPSRFIGSGSGTDFTLTITSLQAEDFATYYCQQADSLPPTFGQ
ASYLHSGVPSRFSGSGSGTEFTLTITSLHPEDFATYFCQQGFSDARSFGG
ASSLQSGVPSRFSGSGSGTKFTLTISSLQPEDFATYYCLQHNSYPPTFGQ
AFTLONGVPSRFSGSGSGTEFSLTISSLQPDDFATYFCQQAHSFPPTFGG
ASSLQRGMPSQFSGSGYGRDFTLTVSSLQPDDRATYYCQQGVRLPYTFEGQ
ASTRESGVPSRFSGSGSGTDFTFTISSLQPEDIATYYCQQYYRYPRTFGQ
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CHAPTER 2

SATURATION OF HEMOGLOBIN WITH
OXYGEN AT EQUILIBRIUM

INTRODUCTION

Human beings, as wel a many other animas, have developed a very
efficient protein, known as hemoglobin, to carry oxygen from the lungs to
the tissues. We aso have another similar but smpler protein, known as
myoglobin, to sore oxygen in our muscles. Due to the presence of large
amounts of hemoglobin in our red blood cels, it has been relatively easily
purified by biochemists. Similarly, myoglobin can aso be purified from
muscles. Their biochemistry, physiology, genetics, evolutionary history,
three-dimensional structure, etc. have been extensvely studied during the
past century. Indeed, myoglobin and hemoglobin are the two proteins, the
three-dimensiona structures of which have first been determined by X-ray
diffraction studies. Many genetic diseases have been identified with
mutations in the hemoglobin gene. The most well known one is sickle cell
anemia

The binding of myoglobin with oxygen at equilibrium is relatively smple.
One oxygen molecule can bind one myoglobin molecule. There is a specific
ste on the myoglobin molecule containing a smaler molecule, known as
heme (Fig. 2-1), with an iron aom in its center capable of binding oxygen
molecule reversibly. In this case the iron aom is not oxidized to the ferric
date in the presence of oxygen. However, myoglobin is not efficient
enough to transport oxygen from our lungs to our tissues, due to its smple
equilibrium kinetics. Probably through gene duplication as well as other
evolutionary processes, we have acquired a more complex macromolecule
consisting of four subunits, each of which resembles a molecule of
myoglobin. The equilibrium and time-dependent kinetics of hemoglobin
binding oxygen, aswell asvarious molecular models, have been studied
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Figure 2-1. The heme.

extensively by numerous famous biochemists and molecular biologists over
the years. In this chapter, we are going to review the known biological facts
about these two proteins and discuss three models of saturation of

hemoglobin with oxygen at equilibrium.

STRUCTURES OF MYOGL OBIN AND HEMOGLOBIN

Perutz has reviewed the structures of myoglobin and hemoglobin in 1962,
and, with his collaborators, the cooperdtive effects of hemoglobin in 1998,
His life time contribution to the understanding of these proteins, especialy
hemoglobin, is monumental. The amino acid sequences of sperm whale
myoglobin (Mb) and a and B subunits of human hemoglobin (Hb) are
aigned in Table 2-1 (Perutz, 1962), relative to the locations of the helices A
through H (Nobbs et al., 1966). The three dimensiona structure of
myoglobin had been determined before its amino acid seguence was
completely characterized. Furthermore, some of the amino acid residues
were not visible in the three dimensiona structure due to the flexibility of
loops connecting helices.



39

Table 2-1. Amino acid sequences of sperm whale myoglobin and & and B subunits of human
hemoglobin (modified from Perutz, 1962).

R e N EEE B -oneo [ ]--c--|
Mb VAGEWSEILKXWAKVQALVAGHGKLTLIRLFKSHPETLEKFDRFKHLK
Hb (o) VLSPADKTNVKAAWGKVGAHAGEYGAEATLERMFLSFPTTKTYFPHF -DLS
Hb(B)  VHLTPEEKSAVTALWGKVN--VDEVGGEALGRLLWYPWIQRFFESFGDLS
=D | |- mmoe Boooooooo- I
Mb TEAEMKASEDLKVHGIEVDTALGAILKKKGHHELEALPKAESHAKLFKI
Hb(a) H----- GSAQVKGHGKKVADALTNAVAHVDDMPNALSALSDLHAHKLRV
Hb (B) TPDAVMGNPKVKAHGKKVLGAFSDGLAHLNDLKGTFATLSQLHCDKLHV
[---nee G-nnnnnes I Hoooooooo- |
Mb PIKYXEHLSXAVIHVRATKHDDEFGAPADGAMDKALELFRKDIAAKYKELGYGE
Hb (e) DPVNFKLLSHCLLVTLAAHLPAEFTPAVHASL DKFLASVSTVLTSKWR
Hb (B) DPENFRLLGNVLVCVLAHHFGKEFTPPVQAAYQKWAGVANATAHKWH

Subsequently, the myoglobin sequence has been revised (Edmundson, 1965)
and realigned (Eck and Dayhoff, 1966):

VLSEGEWQLVLHVWAKVEADVAGHGQODILIRLFKSHPETLEKFDRFKHLKTEAEMKASED
LKKHGVITVLTALGAILKKKGHHEAELKPLAQSHATKHKIPIKYLEFISEAT THVLHSRHP
GNFGADAQGAMNKALELRFKDIAAKYKLEGYQG

These two proteins have a high content of a-—helices, the locations of which
are given in Table 2-1. Each chain is associated with one heme (Fig. 2-1).
Heme can be physically dissociated from these proteins, and the a-helical
contents ae dragtically reduced. Ther three-dimensional dructures are
similar. However, the association of the two a—subunits and two B -subunits
of the hemoglobin molecule is complicated, plays avital role of the function
of the entire protein, and has been extensively studied by Perutz (1998). A
schematic representation of the three dimensional arangements of these
subunits in hemoglobin can be found in Perutz (1962). More detailed three
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dimensiona sructure as that shown in Fig. 2-2 can be found in a standard
textbook, Lehninger Principles of Biochemistry (Nelson and Cox, 2000) and
at the website <http://www.rcsb.org/pdb/>.

Figure2-2. a— and B~subunits of hemoglobin from Nelson and Cox (2000) with permission.

It is important to redize that the folded structure is not detic. The
connecting loops or turns as well as the a-helices can move around relative
to each other. The iron aom in the heme is adso movable, depending on the
presence or absence of oxygen molecule.

EQUILIBRIUM BINDING OF MYOGLOBIN WITH OXYGEN

The reversible binding of myoglobin with oxygen can be represented as:

K
Mb + O, == MbO,,
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where Mb is the deoxy-myoglobin, MbO, the oxy-myoglobin, and K the
equilibrium congtant. In astandard experiment, at various oXygen pressures,
the relative amounts of oxy-myoglobin are measured in terms of a non-
dimensond quantity, percentage saturation. It isusually represented as

y = [MbO,]/ ((Mb] + [MbO.]) .
Since the equilibrium congtant K can be expressed as

K = ([Mb] - [G,])/ [MbO,],
We can simplify percentage saturation to:

y = [0}/ K +[0.)).

Onplotting y vs. [O,], we have acurve shown in Fig. 2-3.
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Figure 2-3. Percentage saturation, y, of myoglobin as a function of oxygen pressure, [O,].
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The equilibrium congtant K can be determined by drawing a horizontal line
ay = 0.5 or 50%, intersecting the curve, and dropping a vertica line to the
[O] axis. It is equa to the oxygen pressure at half saturation, or [Og .
Also, the initial dope of the curve is equa to K. This same equation will
be encountered again in Chapter 4 for smple enzyme kinetics.

Thus, the binding of oxygen by myoglobin is smple. However, biochemists
do not like to dead with curves. Two other graphs or sraight lines are

commonly used. One plots 1/y as afunction of 1/[O,] as shown in Fig. 2-4.
Inthis case,

lly = 1 +K 1/[0].

The straight-line extrapolation of the experimental data points insects the
horizontal axis a —1/K.

‘U}' ‘: x

1/0,]
Fig. 2-4. Plot of 1ly againgt 1/[O;].

The other plotsy against y/[O,] (Fig. 2-6) or vice versa. Here,

y + Ky/[O;] = 1.
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The draight line drawn through the experimenta data points intersects the
horizontal axisat 1/K.

1“:

4N

y/[O,]

Figure 2-5. Theplot of y againg y/[O)].

Experimental measurements for equilibrium saturation of myoglobin with
oxygen indeed follow the theoretical curves or straight lines as shown in
Figs 2-3 to 2-5.

EXPERIMENTAL MEASUREMENTS OF SATURATION OF
HEMOGLOBIN WITH OXYGEN AT EQUILIBRIUM

We can easly redize from the saturation curve shown in Fig. 2-2 that
myoglobin would not be a good oxygen carrier protein from our lungs to our
tissues, Snce the oxygen pressure in our tissues is not near zero. We need a
protein having a steep dope between the oxygen pressures of our tissues and
our lungs. Indeed, hemoglobin has evolvedjust for that purpose. In order to
understand its properties, careful experimental measurements are essential.
The best study was by Roughton etal. in 1955. Their results, together with
experimenta error, are listed in Table 2-2.
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Table 2-2. Experimental measurements of hemoglobin saturation with errors (Roughton et

al., 1955).

Oxygen pressure (mm Hg) Percentage saturation (error)
0.306 0.782 (0.05)
0.408 1.023 (0.05)
2.14 11.17 (0.5)
2.943 24.51 (0.5)
3.141 27.68 (0.5)
5.574 68.78 (0.5)
7.349 82.79 (0.5)
10.220 92.72 (0.5)
29.5 98.85 (0.05)
44 .2 99.23 (0.05)

One may wonder why they were so meticulous about their errors. Indeed, if
percentage saturation, v, is plotted against oxygen pressure, [O2}, as shown
in Fig. 2-6, the error bars are not visible.

00T
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Figure 2-6. Percentage saturation of hemoglobin, y, against oxygen pressure, [O].
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However, it is clear that the saturation curve is“S’ shaped. The location of

the steep dope depends on the pH of the solution, known as the Bohr effect,
some smal molecules, eg. 2,3-diphosphoglycerate, etic. Over the years,
numerous theoretical models have been proposed to explain this interesting
behavior of hemoglobin. Three of them will be discussed here.

ONE-CONSTANT MODEL

The smplest theoreticd modd is that proposed by Hill (1910), as an
extenson to the oxygen saturation of myoglobin discussed above, i.e:

K
Hb + 4 0, === Hb([01]): ,

snce hemoglobin hastwo a—subunits and two B—subunits. He redized that
this was not possible, since a five molecular collison would be required.
However, one can carry out the formality and derive an equation for the
percentage saturation, y, just as in the case of myoglobin. We get:

y = [O]' /(K +[0,]).

Indeed, this equation can fit the experimental data plotted in Fig. 2-6 very
well. At very low oxygen pressure, y will increase as the fourth power of
[O]. At higher oxygen pressure, y will approach 1, and can exhibit the
property of an “S’ shgped curve. The equilibrium congtant K can aso be
determined as before, and is equal to [0,

Hill proposed that ingtead of the y vs. [O;] plot, a more sengitive plot would
be needed. That plot is now known as the Hill’s plot. Instead of y, he
calculated:

y/(1-y) = [O]]'/K

= [0,]*/[O,]1"
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= ([0:] / [O:in)* -

Therefore, Hill proposed to plot In{y/(1-y)} against In{[O;] / [OZ12}. Inthis
case, his one-constant model of hemoglobin saturation would give a Sraight
line of dope of four, since

In{y/(1-y)} = 4 In{[O:]/ [O:]in} -

Thisisthe well known Hill’ s plot.
To compare with the experiment results of Roughton et al. (1955) in Table

2-2, we need to estimate the value of [0y, from the plot in Fig. 2-6. Using
the two experimenta measurements closest to 50% saturation, we have:

68.78 — 27.68 50.00 - 27.68

5,574 - 3.141 [O.)in —3.141

Therefore, [Oy]y isaround 4.46 mm Hg.

The experimenta Hill’s plot is shown in Fig. 2-7, including error bars of
0.5% for al ten experimental measurements of percentage saturation. It is
immediately obvious that this error renders the measurements at very low
and very high percentage saturation useless. For this reason, Roughton et
al. were extremely careful of reducing the errors for these measurements
down to 0.05%.

The dope of the experimenta result around 50% saturaion is usualy
between 2.8 and 3.1, indicating clearly that the one-constant model of
hemoglobin saturation is not correct. In fact, a one time, someone even
suggested that hemoglobin might have only three subunits. The three-
dimensiona dructure determined by X-ray diffraction studies obvioudy
eliminated that possibility (Fig. 2-2). Many models based on two molecular
collisons, i.e. sequentia binding of oxygen molecules to hemoglobin, have
thus been proposed subsegeuntly.
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In{y/(1-y)}

ln{[oz]f[ozlm}

Figure 2.7. Hill’s plot for the experimental results of Roughton et al.
with error bars of 0.5% for al ten measurements.

TWO-CONSTANT MODEL

Pauling proposed two theoretical models for hemoglobin saturation in 1935,
both with two congants. Only his tetrahedral model will be discussed here,
In this case, he assumed that the two a—subunits and two P-subunits are
aranged in a tetrahedral configuration, as verified by X-ray diffraction
studies years later. Different numbers of oxygen molecules, zero to four,
would bind to these four subunits. On the addition of an oxygen molecule to
the heme, he assumed that there would be a free energy change of RT In K’
which defined the congtant K’, where R is a universd condant and T the
absolute temperature.  He further assumed that the dstabilizing energy
associated with two neighboring oxygenated hemes could be denoted by RT
In & which defined the congtant a.. If we denote the relative amount of
deoxy-hemoglobin as 1, then the relative amounts of hemoglobin with one
to four oxygen molecules would be;
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one oxygen molecule: 4K’ [0,],

two oxygen molecules: 6 a K2 [O;)*.
three oxygen molecules. 40°K”? [0, and
four oxygen molecules: oS K [O,)*.

The factors 4, 6 and 4 denote possible alternative associations of oxygen
with the subunits of hemoglobin. The powers of o indicate the numbers of
nearest neighbor connections in the tetrahedral modd (Fig. 2-8).

A
AR B A

VARAWAW AW AP

TAWAR NP
Va\

Figure 2-8. All possble states in the tetrahedral model of Pauling (1935).
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In order to calculate percentage saturation, y, at a certain oxygen pressure
[0,], we need to divide the totd number of oxygen molecules associated
with hemoglobin by the tota number of available Stes for oxygen
molecules:

4K’ [0]+ 120 K7 [0, + 12 &2 K [O.F + 4 a K [0,]*

y= .
4 {1+4K [0,]+6 a K2 [0, +4 & K* [O,] + s K™ [0,]%}

A factor of 4 can be cancelled from the numerator and the denominator,
giving the equation in Pauling’ s origina paper. He used p to denote [O,].
To compare his theoretical model with the experimental data of Roughton et

al. inthe Hill's plot, we can estimate the asymptotic expressions of y/(1-y)
for very low and very high oxygen pressures. Since

y K’ [0,]+3 aK’?[0,]* +3 a* K [O,] + o« K* [O,]*

l.y 143K [0)]+3aK?[OF+ 0 K” [0,
we have, for very low oxygen pressure, the following:
In {y/(1-y)} = In {[O,] / [Oz},z} + In {K’ [O;}i} ,

which is a graight line of dope one in the Hill’s plot. Since [0,]i, = 4.46
mm Hg, K’ can thus be determined from the experimental data of Roughton
etal. Similarly, for very high oxygen pressure, we have:

In {y/(1-y)} = In {[0,}/ [O,)iz} + In {0’ K’ [O;),r} ,

which is aso a graight line of dope one in the Hill’s plot. The value of o
can aso be determined experimentally. Indeed, very few experimenta
measurements of hemoglobin saturation other than those of Roughton et al.
were accurate enough to exhibit these important features in the Hill’ s plot.
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Pauling’s theoreticd model has avery important hidden finding. To satisfy
the requirement that a [O,] = [0,),2, ¥y = %, the equation for y/(1-y) gives
the following:

1+2K [0.)ir = 22K [Og]i* + * K™ [O5),° .

This equation can be consdered as a quadratic equation for a®. Since a has
to be pogtive by definition, o® hasto be positive also. The two solutions for
o’ ae

= 2K [05)i’ + (4K [O]is° + 8K [O)1° + 4K [0,) '}

0 =

2K [0,]0

1

H

K’ 2 [02] 1/22

-2K”[0:)ir’ = {4 K**[0,):1° + 8 K™ [O,]),° + 4 K™ [O,]1°}'?
or o} =

2K*[0,)i*

~1-2K’ [0,

Kaz [02]1/22
The second solution is not valid, since it is negative. The first solution
gives:

K’ [O)in = 1/ {0'3 K’ [0]is} »

or In {K’ [O.)ir} =-In {&’ K’ [O;]1} -
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In other words, the Hill’s plot should be symmetric around the origin. The
experimental measurements of Roughton etal. gave:

In {K’ [O;}a} = -2.173,

and In {o* K’ [0,],n} =2.565,

which are reasonably dose to the above requirement.  For this interesting
reason, Pauling’s model has been “re-discovered” after more than 60 years.
Using the average of these two numbers, we get K’ = 0.021 and o = 4.85
which are reasonably close to what Pauling got originaly.

THREE-CONSTANT MODEL

The most commonly quoted theoretical model in biochemistry textbooks for
equilibrium hemoglobin saturation with oxygen is the MWC mode
proposed by Monod et al. (1965). They made the following assumptions:

1. The a~subunits and B—subunits are the same.

2. Hemoglobin molecules exist in two different sates: T for tense (or taut)
and Rfor relaxed. Thesetwo dates are in equilibrium.

3. Oxygen molecules bind to the hemoglobin subunits sequentidly. The
equilibrium congtants are the same, one for the T—state and another for
the R—state.

4. At low oxygen pressure, hemoglobin is in the T-state. Transition
occurs from the T-dtate to the R—dtate as the oxygen pressure is
increase.

The T- and R-dates of hemoglobin are designated as To, Ty, T,, T, T, and
Ry, Ry, Ry, Ry, R, respectively with the subscripts indicating the number of
oxygen molecules bound to that state. Thus,
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kr
T, + 0, &==2=T,,

where kr is the equilibrium constant given by:

[TJ[O;] 4
kT T e, e, .

Ty 1

The factor 4 in the last equation is required to take into consideration of the
four identical subunits capable of binding the first oxygen molecule, while
the factor 1 indicates that there is only one subunit with a bound oxygen
molecule. We aso have, for subsequent bindings of oxygen molecules:

(T1[0.] 3 (T.1[0.] 2 [T:1{0:] 1

kT=—_—-———._—n= =

T] 2 m] 3 ] 4

For the R-dates, the equilibrium congtant kg is similarly defined. The
equilibrium congtant between the T- and R-dtates is

K = [To]/ [Ro] .

Percentage saturation, y, can again be defined by counting the number of
oxygen molecules on each of the dates divided by the tota number of
available oxygen binding stes of dl the dates. It is, with the use of the
summation notation,:

2i[T) + Zi[R]
y= s
42X [T] + Z[R]}
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where the summation extends over al subscripts, i.e. i = 0to 5. Theright
hand side of the equation can be expressed as a function of [O,]with the

three congtants, kr , kr , and K. To obtain that expresson, we need to
caculate the above four sums.

Zi[T)=[T]+2[T,)+3[T;] +4[T]
=4 [To] ([O:)Vkr) + 12 [To] ([02)/kx)* + 12 [To] ([O5}/kn)’
+3 [To] ([O2)/k)*
=4 [To] ([O:l/kr) {1 + ([O:}/kn)} .
Similarly, we can derive the following results:
2 i [R] =4 [Ro] ([0:)/kn) {1 + ([O:Vk0)}’
2 [T]= [T {1+ {{O:Vkn)}*,

and X [R]=[Ro] {1 +([O}ka}".

With these simplifications, we get:

K {[0:)/kq) {1 + ([O:Vkr}’ + ([Oo)/ka) {1 + (10:)/ke}?
y=

KA1+ ([0:)/kn)}* + {1 + ([OVkn)}*
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with the three equilibrium constants clearly indicated. In the original paper,
Monod et al. (1965) made the following substitutions:

o =[O:)/ke ,

md c= kg/k'r .

Therefore, percentage saturation satisfies the following eguation:

Kca {1 +ca}*+a {1 +a}’

y=
K{l+ca}*+{l+a}

A casud reader would consider this as atwo-constant model having K and ¢
as equilibrium constants. However, a is not {O,] and a third constant is
hiddenin a. Comparing to some experimental results, Monod et al. found
that K was around 10* and ¢ around 1072,

To estimate the values of kr . kg , and K of the MWC model based on the
experimental measurements of Roughton et al. (1955), we can again use the

very low and very high oxygen pressure approximations of y/(1-y). In this
case, we have for very low oxygen pressure,

In {y/(1-y)} = In {{O2} / [Oa)ir} + In {{O:]in/ksr} ,

and for very high oxygen pressure,

In {y/(1-y)} = In {[O,] / [O;]in} + In {[O,]./kr} ,

using the approximate values of K and c determined by Monod et al. (1965).
The value of K can be determined using the requirement of [O,] = [Ou)izs ¥
= Y, together with the values of kr and ke . Thus, we get initialy:
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kr=39.2 mm Hg,

ke = 0.343 mm Hg,

and K=2.69 X 10%

The value of ¢ isthen about 8.57 X 107, in reasonably good agreement with

what Monod et al.(1965) found originaly. The vaue of K, however, is
quite different. More accurate values of these equilibrium constants can be

obtained by lees square fitting of the theoreticd equation to the
experimenta data as discussed below.

LEAST SQUARE FITTING

The three mode!s discussed above can dl be fitted to experimenta measured

data of hemoglobin saturation plotted against oxygen pressure, i.e. they vs.
[O,] plot. However, for the same data displayed by the Hill’s plot, the one-
condtant model does not fit a al. The two-constant model can be fitted

reasonably closdy, but not completely, due to the symmetry property of the
model. On the other hand, the three-constant model may be fitted quite
closdly. But, what is “fitting”? To define “fitting” precisdly, we need to
introduce the idea of least square.

In our present discussion, for any experimentally measured oxygen pressure,
[0,], the corresponding experimentally determined percentage saturation, y,
is converted to In {y/(1-y)}, to give an experimental data point on the Hill’s
plot. On the other hand, we can subgtitute the experimentally measured
vaue of [O,] into the equation derived from the MWC modd!:

y K ([0:)/kq) {1 + ([0:Vkn)} + ([Oa)/ka) {1 + ([O:)kn)}’

——— ==

1-y K {1+([0.)kn)}’ + {1+ ([O.)ka)}

to obtain a theoretical value of In (y/(1-y)} which depends on the three
equilibrium constants. The difference between the experimental and



56

theoretica values of In {y/(1-y)} isthen squared. For the ten measurements
by Roughton et al., these ten squares are summed to give S(kr.kg,K). This
sum of squares is then minimized with respect to the three equilibrium
congants. These three congtants can be varied either independently or
together until S reaches a minimum.

Starting with the values of the three congtants listed before, we get a value

of S=0.13715. Inthe Hill’s plot, we can look at the discrepancies between

experimental pointsand theoretical valuesof In {y/(1-y)}. They arelisted in
Table 2-3 with theseinitia values of ks , ks and K for the ten experimentally
measure OXygen pressure.

Table 2-3. Experimental and theoretical values of In {y/(1-y)} with ky =39.2 mm Hg,
Kz =0.343 mm Hg and K = 2.69 X 10*.

PO, (mm Hg) experimental theoretical
0.306 -4.843 -4.825
0.408 -4.572 -4.523
2014 -2.073 -2.197
2.943 -1.125 -1.227
3.141 -0.960 -1.043
5.574 0.790 0.679
7.239 1.571 1.491

10.220 2.544 2.365
29.5 4.454 4.258
442 4.859 4.748

The results in Table 2-3 clearly indicate that the initial estimations of the
three congtants give a good fit for experimental data points at very low
oxygen pressure, and not S0 good for the rest.  Since the equation for In
{yl(1-y)} is highly non-linear, adjusting the three constants can sometimes
getto alocd minimum of the sum of squares, S. Therefore, it becomes
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essentid to plot the experimental and theoretical values together to examine
their differences.

By adjusting these congants in a sufficiently broad range, the values of Sfor
different sets are listed in Table 2-4:

Table 2-4. Values of S(kr,kg,K) for different sets of kr, kg and K.

kr ' K S(kr,kx,K)
392mmHg 0343 mmHg 2.69X 10* 0.13715
41.0mmHg 0341 mmHg 228X 10 0.04708
405mmHg  0315mmHg 316X 10* 0.02170
400mmHg 0300 mm Hg 3.90 X 10° 0.01574
40.0mmHg  0.300 mmHg 3.92X10* 0.01563
39.9mm Hg 0.300 mm Hg 392X 10* 0.01561

The value of S may be reduced even further. Table 2-4 indicates that the
initial estimation for K is not very accurate, the reason being the inaccurate
value of [O,], Obtained from they agangt [O,] plot (Fig. 2-6). Calculating
backwards for the last st of kr, ke and K, we get:

[Oa]ir = 429 mm Hg .

With these new vaues, arevised Hill's plot is shown in Fg. 2-9 with the
actua error bars measured by Roughton et al. (1955), and the theoretically
cdculatevaues of In {y/(1-y)} based onthe MWC mode and the best st of
three congtants. Thefit isreasonable, but still not perfect.

The ratio ¢ (= ke/kr) changes to 0.752 X 10° only dight different from the
origina estimation of Monod et al.(1965). However, the vaue of K is quite
different, being about four times larger.
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Figure 2-9. Hill's plot for the experimental measurements of Roughton et al.
and the theoretical vaues based on the MWC moddl.

PREDICTION BASED ON THESE CONSTANTS

The very large value of K indicates that at low oxygen pressure, hemoglobin
molecules are mogtly in the T-dtate. Therefore, [R,] can be neglected
completely with respect to [T,). Theratio of [T,]/[R,Jisaround 2.95 X 107,
S0 that [R,] can aso be neglected with respect to [T,], On the other hand,
theratio of {T,)/[R,} isaround 12.22, i.e. they are of smilar concentrations.
At high oxygen pressure, [Ts]/ [Rs] = 1.67 X 102, and [T,] / [R,] = 1.25 X
10*. Therefore, [T} and [T,} can be neglected. In short, according to the
MWC model, as the oxygen pressure increases, roughly around 50%
saturation, the T-gtate changes into the R—state (Fig. 2-10). This trangition
isthe most important prediction of the MWC model (Monod et al., 1955).



9

To “\_._.h 1 5= = Tz < = (T3)‘—-_-__-=-(T4)

I

BI==R)I==R.==R==R,

Figure 2-10. Various states in the MDC model.

FURTHER EXPERIMENTAL STUDIES

Perutz et al. (1998) reviewed the current status of this problem and gave a
detailed account of how the transition occurred between the T- and R-states
(Fig. 2-11).

Figure 2-11. The T to R transition (from Nelson and Cox, 2000, with permission).
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There are relative movements between the o~ and B-subunits, as well
structural changes involving sdt-bridges, a-helices, iron atoms, etc. Many
of the recent experimentd findings point to the idea that oxygen molecules
would initialy bind to the a—subunits first. When both a-subunits contain
oxygen molecules, the subsequent configuration changes would then alow
B-subunits to bind oxygen molecules. In other words, we have:

T, (aaBBl
T, {oaBBlk
T, [aaBBl
R, [2aBBlk
R, [aaBBx
R, [2aBBlk

where the underlines indicate the presence of bound oxygen molecules on
the subunits. Thus, the assumption in the MWC model of a—subunits and

B-subunits being identical has to be modified. Consequently, the equations
for the equilibrium constants become:

[T][OC.] 2 [Ti][O0] 1

Kp=———e =

[T] 1 T.] 2

k=[T,]/[R],
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[R][O;] 2 [R][O;] 1
and kg = = .
[Rs] 1 (R] 2

Similar modifications will be required for the expresson of percentage
saturation:

[T +2[T]+2[Ry] +3[R] +4[Ry]

4 {[To] +[T] + [T2] + [Ro] + [Rs] +[Re]}

Fromthis, we can derivethefollowing:

y k {(ke/[Oa]) + 1} + {1 +3 ([Oa)/kg) + 2 ([OVke)'}

Ly k{2 (&e/[0,]) + 3 (,ka/[O:]) + 1} + {1 + ([Or)/kn)} '

On using the experimental data of Roughton et al. (1955) & very low and
very high oxygen pressures, we note that the value of k; is reduced by a
factor of two, whilethat of kg increased by afactor of two, i.e.

kr =19.6 mm Hg,
and k: = 0.686 mm Hg.
Therequirement of [0,] =[O}z &y = %2 gives.
k =206,

which is equal to the value of K(kg/kr)* inthe MWC model. Again, by least
square fitting to the entire set of experimental measurements of Roughton et
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al. (1955) in the Hill's plot, these three equilibrium congtants will be
changed dightly.

OTHER STUDIESON HEMOGL OBIN

We have only reviewed three of the relatively smple models on equilibrium
saturation of hemoglobin with oxygen. There are many other models, eg.
Adair's (1925), Koshland's (1966). etc., proposed during the past century.
In addition, this protein also transports carbon dioxide, and has many
additional interesting properties.

Over the years, numerous studies have been carried out on its kinetic
properties, replacement of iron by other trangtion elements, effects of pH,
binding of small molecules, genetic mutants, etc., just to name a few. A
close collaboration between experimenta measurements and theoretical
models plays vital rolesin all of these studies. There are dso many diseases
asociated with hemoglobin abnormalities, eg. Hb Kansas, Hb Yakima, Hb
Zurich, Hb S, Hb Lepore, o and B thalassemia, persstence of fetal y chain,
etc. Only recently, specified amino acid residue changes have been used to
study the detailed molecular mechanisms of hemoglobin functions (Bettati
et al., 1998; Tsai etal., 2000).

2,3-DIPHOSPHOGLYCERATE

This small molecule is highly concentrated inside our red blood cells. Each
hemoglobin molecule binds one molecule of 2,3-diphosphoglycerate. Its
presence is essentia to the S-shgped hemoglobin saturation curve. Perutz
(1970) has reasoned that it binds tightly to the B-subunits of deoxy-
hemoglobin or the T—state. On transition to oxy-hemoglobin or the R—state,
2,3-diphosphoglycerate drops out. Whether it binds to the two PB—subunits
symmetrically (Arnone, 1972) or asymmetricaly (Pomponi et al., 2000)
remains uncertain.

OTHER ALLOSTERIC PROTEINSAND ENZYMES

Conformational changes of proteins due to the binding of smal molecules
occur frequently in various biochemical reactions.  Since the first
description of this phenomenon, known as alosteric regulation, in 1963 by
Monod et al., numerous papers are published yearly about various proteins
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and enzymes exhibiting this behavior. Hemoglobin is just one of the
proteins which have been carefully analyzed. An enzyme, aspartate
transcarbamylase (Gerhart and Schachman, 1968), has aso been extensively
studied.

To find other examples, the website <http://www.nchi.nim.nih.gov> can be
used to search for “dlosteric enzymes’ under PubMed. Severd thousand
papers will be listed. However, careful measurements such as those of
Roughton et al. (1955) are rare. Without such experimental data, it would
be difficult to decide which models are more close to redity, as we have
clearly illustrated in this Chapter.
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EXERCISE

Determine the three equilibrium constants in the Perutz’'s modification of
the MWC model by least square fitting to the experimental measurements of

Roughton et al. inthe Hill’s plot. Draw the curve to visualize that it indeed

passes through dl the ten experimenta data points very closdly. The vadue
of [0.]i», may be adjusted dightly to make sure that the interpolated straight
line of the middle experimental data points passes through the origin.



CHAPTER 3

CO-TRANSDUCTION AND LOCATION OF
Escherichia coli GENETIC MARKERS

INTRODUCTION

Escherichia coli has been one of the central tools to study the basic
principles of biochemistry, molecular biology and cell biology. Non-
pathogenic strains were used in many laboratories. Metabolic pathways
have been delinested carefully. Mutants were isolated with certain selected
defective enzymes involved in these pathways. Various methods of genetic
manipulation using these mutants have been developed. The collection of
these experimental findings verified the circular chromosoma  structure.
Then, a detalled E. coli genetic map was congtructed, followed by complete
sequencing of its genomic DNA.

In this chapter, one of the genetic methods developed for E. coli,
transduction (Lederberg et al., 1951; Zinder and Lederberg, 1952; Lennox,
1955), will be discussed in detall.  Experimentaly, two genetic markers can
be co-transduced if they are sufficiently close to each other. The frequency
of co-transduction will be related to the distance between these two markers.
This relationship can be derived theoretically by considering all aspects of
the biological process of transduction. Many experiments were dso carried
out with three nearby genetic markers, known as three-point andysis. Some
researchers even sudied four closdly linked markers.

In order for an experimental study of transduction to be successful, it is
essentid to determine the approximate locations of the involved genetic
markers. Such estimations can be achieved by another genetic manipulation
aso developed for E. coli known as conjugation (Lederberg and Tatum,
1946). This process involves the transfer of the entire E. coli chromosome
from the donor to therecipient in 100 minutes at 37°C in arich medium, and
will thus be reviewed first.
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CONJUGATION

Strain E. coli K-12 can carry an F plasmid capable of integrating into the E.
coli chromosome at various locations in different orientations. They can
transfer their DNA during synthesis, at high frequency into a recipient E.
coli through physical contact, and thus designated as Hfr or high frequency
of recombination. The donor-recipient pair can be broken artificialy by
high shear rate in a blender, for example, and the transfer of genetic material
is thus interrupted.

A typica experiment consisted of mixing a donor strain with a good gene
and a recipient strain with a defective gene. For example, the recipient
might have a defective mutation of one of the genes for the synthess of
amino acid threonine, designated as thr~ Without providing threonine in the
growth medium, the recipient strain could not grow. On the other hand, the
donor carried the normal gene, designated as thr*. In order to sdect
recombinants with thr* gene, no threonine was added to the growth medium
in which the mixture was plated. However, another genetic marker was
required to prevent the growth of the donor strain. Usually, the gene which
provided resistant to streptomycin, strM*,was used. The recipient was
srM” while the donor was strM™.  The addition of streptomycin to the
medium without threonine could only support the growth of the desired
recombinant.

At various times after mixing the donor and recipient strains together, the
culture was vigoroudly blended for a minute before plating. If the thr* gene
from the donor strain had not been transferred into the recipient strain, no
thr* recombinants could result, except by reversion of thr™ to thr™ usually a a
very low frequency around 107, Therefore, no colony would appear on the
sdlecting plate. After a certain duration, the thr* gene from the donor would
enter the recipient. By recombination with at least two cross-overs, the thr”
gene could replace the thr™ gene on the recipient chromosome, to give riseto
the required recombinants. They would form colonies on the selecting
plates. The number of recombinants was plotted against time after mixing.
The intersection of this curve with the time-axis was recorded. That time
would be proportional to the length of the E. coli chromosome from the
point of F plasmid integration to the genetic marker thr.

Using different Hfr's of different orientations and starting points of transfer
in such interrupted mating experiments, many pioneer researchers in this
field have established the approximate locations of numerous genetic
markers on the E. coli chromosome map. The chromosome is circular and
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has alength of 100 minutes, i.e. the time required to transfer the entire
chromosome under ided conditions (Fig. 3-1). Position O minute designates
the location of the genetic marker thr.

Figure 3-1. Preliminary E. coli genetic map.

TRANSDUCTION

As more and more genetic markers were placed on this map, it became
obvious that the relative locations of nearby markers might not be precise,
since interrupted mating could only be accurate to a distance corresponding
to afew minutes. Another method of transferring genetic materid from a
donor to a recipient E. coli by a bacterid virus or phage was discovered,
known as transduction (Lederberg et al., 1951; Zinder and Lederberg,
1952). Inthe case of E. coli (Lennox, 1955), a mutant of the wild-type P1-
phage was developed to cary a fixed amount of genetic materia from any
location of the donor chromosome.
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This process consists of packaging a piece of E. coli DNA into the phage
head accidentaly. Thus, it occurs only rarely about one out of a thousand

times. This hybrid phage is known as the transducing particle. If it infects
the recipient E. coli, the smal piece of DNA from the donor can thus be
introduced into the recipient. The Sze of the donor DNA has a length of

about two minutes, or roughly 1 X 10° base-pairs (bp), i.e. the origind size
of the P1l-phage DNA. This length is ided to complement the above-
mentioned experimental location of genetic markers by conjugation.

A typica experiment involved the infection of the donor strain having the
good gene, eg. thr*, with the P1-phage. The progeny phages together with
the transducing particles were separated from the bacteria by centrifugation,
and used to infect the recipient strain carrying thr, for example. Similar to
the conjugation experiment, the sreptomycin marker could be used to
eliminate any contaminating donor strain, although not absolutely required.
Transductants were then isolated on sdecting plates and counted. Due to
the much small sze of the donor DNA fragment, the frequency of obtaining
transductants would be much smaller than that of recombinants from
conjugation experiments. Fortunately, it was usually much larger than the
reversonrate,

If the distance between two genetic markers is less than two minutes, they
can be transduced into the recipient simultaneoudy by one transducing
particle. Let the markers in the donor be denoted by A+ and B+, and the
corresponding ones in the recipient by A—and B— In one experiment, let
the experimentally measure number of transductants with A+ marker be
[A+], and that of transductants with both A+ and B+ markers be [A+B+].
Then the co-transduction frequency is defined as

cf. = [A+B4] / [A4].

Since transduction is arare event, if the separation of the genetic markers A
and B is larger than two minutes, c.f. = 0. Also, if genetic markers A and B
arethe same, c.f. = 1. The question is how to convert other values of c.f.
into the physical distance between markers A and B.  One simple-minded
suggestion is to draw a straight line between the above two points (Fig. 3-2).
However, there is no biological reasoning for this approach. Furthermore,
its validity can be tested by considering three consecutive genetic markers,
A, B and C. Experimentaly, one can measure the co-transduction



69

frequencies for A and B, B and C and A and C. The distances deduced from
the straight line should be additive, i.e.

cfipg—————>Dys,

¢.f.ipc ——————>Dxe,

Cfac ————>Dyc,
then, Dag + Dgc = Dac -

Consider an actual experiment with the following results (Singer et al.,
1965):

C.f.AB = 042,
C.f.BC = 057 ,
and cfac = 019.

Then, based on the straight line, we get.

Dag =116 min ,
Dgc = 0.86 min,
and Dac = 162 min.

However, Dag + Dgc = 202min # 1.62 min = Dac .
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CO-TRANSDUCTION FREQUENCY

0 0.2 0.4 0.6 0.8 1
DISTANCE BETWEEN GENETIC MARKERS

Figure 3-2. Straight line relation of co-transduction frequency
and distance between genetic markers.

For this reason, many transduction experiments involving three nearby
genetic markers have been performed, known as three-point andlyses. It is
thus essentia to derive the biologicaly relevant curve connecting the two
above-mentioned end points. Furthermore, the accumulated data on many
three-point analysis experimenta measurements can be used to test the
usefulness of the theoretical curve.

MODEL FOR RANDOM GENERALIZED TRANSDUCTION

The accidental packaging of a piece of E. coli chromosoma DNA into the
P1-phage head implies that not only the piece has a fixed length of two
minutes but aso that the piece is cut out randomly over the entire
chromosome. The latter property is commonly referred as generalized. Let
the recipient E. coli carry a defective gene designated by A—, and the donor
E. coli the good gene A+. For atypica transduction experiment, we would
like to calculate the chance of obtaining atransductant carrying the A+ gene.
Since the E. coli chromosome is circular, two or any even number of cross-
overs are required to maintain the viability of the transductant. Since cross-
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overs are rare events, we only need to condder two cross-overs as shown in
Fig. 3-3.

donor
fragment

} recipient

Figure 3-3. The basic mechanism of obtaining an A+ transductant.

Cross-overs are proportiond to the length of the involved DNA segment,
and the constant of proportionality can be denoted by . Since we have no
idea of the distance from the left end of the donor DNA fragment to the
marker A+, we shall designate it as x. However, we know that the entire
length of the donor DNA fragment is fixed and can be denoted by L. Thus,

the distance from the marker A+ to the right end of the donor DNA

fragment is L-x. In random generalized transduction, a uniform distribution
of various pieces of donor DNA fragments is assumed and the distribution

congtant is denoted by ¢. Then, the chance of obtaining an A+ transductant
can be calculated by integrating over al relevant values of x, i.e. from 0 to
L:
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L
[A+] =f cux WL — x)dx
0

L
=cpu(Lx*/2 - x*/3)

0
= cp?(L3/2 - L%3)
=cp® L6 .

The values of c and 1 will depend on the conditions of the experiment and
can vary from experiment to experiment. Therefore, it is difficult to predict
the value of [A+]. Fortunately, we are not interested in the value of [A+]
but rather the ratio of [A+B+] / [A+] or the co-transduction frequency. The
basic mechanism of obtaining A+B+ transductants is illustrated in Fig. 3-4.
We need one cross-over to the left of A and another to the right of B.

1 ] donor
fragment

1 1 recipient

Figure 3-4. Basic mechanism of obtaining an A+B+ transductant.
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L et the distance between genetic markers A and B be denoted by D. Thena
similar calculation as before gives.

L-D
{A+B+] = cux pfL -D-x)dx
0

= cp?(L -D)%/6.
Therefore, the co-transduction frequency is smply:
cf. = [A+B+] / [A+] = (1-DIL).

which isindependent of c or p (Wu, 1966). As long as the measurement of
[A+] and [A+B+] arecarried out in the same experiment, thereisno need to
determinec nor Y . Thisresult isplotted in Fig. 3-5, quite different from the
graight line shown in Fig. 3-2
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Figure 3-5. Biological relevant relation of co-transduction frequency and distance
between genetic markers in generalized random transduction.
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For agiven experimentally measured co-transduction frequency, the straight
line in Fig. 32 and the curve in Fig. 35 give very different distances
between the two genetic markers. Inthe case of the experiment mentioned
before, wehave:

Dag = 0.50 min )
Dgc = 0.34 min ,
and Dac = 0.85min.

Therefore, the sum of Dag and Dgc 1S 0.84 min closeto 0.85 min, Dac.

The edtimated distances between genetic markers using the biological
relevant curve (Fig. 3-5) are much smaler than those esimated by the
graight line relation (Fig. 3-2). With this mathematical modeling, three-
point anayss can give consigtent and accurate distances between the three
consecutive genetic markers as discussed below.

THREE-POINT ANALYSS

Transduction experiments were performed for numerous genetic markers of
E. coli, some involve three nearby consecutive ones. These experiments
have been referred to as three-point analysis. Let us assumethat A, B and C
are the three nutrient supplements required for the growth for the recipient
grain which is thus denoted as A-B—C-.  On the other hand, the donor
strain does not requirethesefor growth, sothat itisdesignated asA+B+C+.
In atypical experiment, P1-phage is first grown with the donor strain and
then harvested. After mixing with the recipient strain, they are then plated
out on plates with supplements B and C, C and A, or A and B, to sdlect for
A+, B+ and C+ transductants respectively. Streptomycin can be used to
eliminate the background growth of the donor strain as in a conjugation
experiment.

After a day or two, transductants will form colonies on these three plates.
Each colony isthen picked by sterile tooth-picks and patched onto plates
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with the same supplements in a pattern shown in Fig. 3-6. Usually, 100
patches are made, with 50 patches per plate.

ATz ]s]a N\
/s le|7]8[s]i0]\
ji2ii3j4|is|e |17 [B\

19 120]21|22|23[24)25 |26
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36(37|38/39 |40| 4l
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\43 aalas | a6 |a7 |48}/
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Figure 3-6. Patch pattern for 50 patches per plate.

These patches grow out much faster, usualy over-night. Each plate is then
replica plated onto other plates, using a velvet samp dightly smaller than
the surface of the plate. For the origina plate with supplements B and C,
four replica plates are used, one with supplement B only, one with C only,
one with no supplement, and the last plate with both supplements. These
plates will score for transductants with the following genetic markers:

plate with supplement B only: A+B+C+, A+B-C+;
plate with supplement C only: A+B+C+, A+B+C—;
plate with no supplement: A+B+C+;
and plate with both supplements. A+B+C+, A+B+C-, A+B-C+, A+B-C-.

Similarly, for the origina plate with supplements C and A, aso four replica
plates are used:



76

plate with supplement C only: A+B+C+, A+B+C—;

plate with supplement A only: A+B+C+, A-B+C+;

plate with no supplement: A+B+C+;

and plate with both supplements: A+B+C+, A+B+C—, A-B+C+, A-B+C-.

For the original plate with supplements A and B, the four replica plates are;

plate with supplement A only: A+B+C+, A-B+C+;

plate with supplement B only: A+B+C+, A+B-C+;

plate with no supplement: A+B+C+;

and plate with both supplements: A+B+C+, A+B-C+, A-B+C+, A-B-C+.

After sorting out the above results, twelve measurements are available:

[A+]:  [A+B-CH

[A+B+CH

[A+B-C+]

[A+B+CH]
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[BH: [A-B+CH
[A+B+CH
[A-B+C+]
[A+B+C+]

[CH: [A-B-CH]
[A-B+C+]
[A+B-C+]
[A+B+CH]

Just as before, ratios are usudly reported. In these sudies, however, there
are only two unknowns to be determined, namely, the distance between
markers A and B, and that between B and C. We shdl denote them as S and
T respectively. As aresult, three-point anaysis can provide very accurate
estimations of distances between genetic markers.

The equations for these ratios can be derived as follows. In order to obtain
transductants with [A+B-C+], we need a cross-over to the left of A, one
between A and B, another between B and C, and a fourth to the right of C.
Therefore, the experimentally measured number will be proportional to p”.
Dividing by [A+] or [C+] both being proportiona to u? we get a ratio
proportiona to p2. Since p isasmall number, p? is negligible, usually much
less than 0.01. This finding has been used to order the three genetic
markers.  Thus, among the twelve experimentally measured ratios, two
should be zero or less than 0.01. The other ten will then be functions of two
non-dimensionad ratios:
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a =S/L,
and B=T/L.
To derive these equations, refer to Figs. 3-3 and 3-4. First, we have:
[A+] =[B+] =[CH],

since they are al equivalent to each other. If we have three genetic markers
A, B and C in that order, instead of two genetic markers A and B shown in
Fig. 3-4, to get A+B+C+ transductants, we need a cross-over to the left of A

and another to theright of C. Thus, we have:

[A+B+C+]/[A+] = (1 — S/L — T/L)®

=(l-a- [3)3.

If we consder A+B+ transductants, the third genetic marker can be C+ or
C-. Therefore, by definition, we have:

[A+B+] / [A4] = [A+B+CH] /[A+] + [A+B+C /[A+],
or (1-a)® = (1-a—p)® + [A+B+C] / [A4] .
or [A+B+C]/[A+] = (1-a)® — 1-a—B)°.

Then among [A+], the sum of the four ratios must equal to one, with one of
the four being zero. Thus, we have:
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[A+B-CH/[A] = 1 - (1 -,
[A+B+CH/[A+] = (1 -a)’ - (1-a-BY,
[A+B-C+ /[A+] = 0,
[A+B+CH] /[A+] = (1-a~P),
[AB+C]/[B+] =1+ (1-a-B) ~ (1-a) - (1-B),
[A+B+C]/[BH] = (1-a) - (1 -a-BY,
[A-B+C+] /[B+] = (1-B) - (1-a-BY,
[A+B+CH] /[B+] = (1 - ~B)’,
[A-B-C+]/[C+ =1 - (1 -BY,
[A-B+C+] /[C+] = (1-B) - (1-a-P),
[A+B-CH+] /[CH] = 0,
and  [A+B+C+] /[CH = (1-o-B).

The ten non-zero experimentally measurable ratios are al functions of two
varigbles, a and B. Therefore, agan by leas square fitting of the
experimental data to the theoretica eguations, we should be able to
determinec and B very accurately. On multiplying by L, the length of the
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DNA carried by the transducing particle of two minutes or 9.28 X 10* bp, «.

and B can give the distances between genetic markers A and B and that
between B and C.

AN EXAMPLE

Numerous three-point analysis experimentd data are available in the
literature. A typica example is illustirated here. The three sets of four
replica plates of patches are shown in Figs. 3-7 to 3-9. These numbers of
patches are then converted to ratios given in Table 3-1 (Singer et al., 1965).

Table 3-1. Ratios from athree-point analysis experiment.

[A+B-C] [A+B+C [A+B-CH] [A+B+CH] [A-B+C] [A-B+C+] [A-B-CH]

(A 051 030 000 019
[B+] 020 017 020 043
[cH 0.00 014 0.43 043

It is obvious from Table 3-1 that experimental errors are not avoidable. For
example, theoretically

[A+B+C-] / [A+] = [A+B+C]/[B+],

but the experimental measured ratios are 0.30 and 0.20 respectively. Itisfor
this reason that least square fitting to the ten non-zero experimental data

points can give very accurate values of aand B. Initial estimations of o and
B3 can be obtained from [A+B—C-] / [A+] and [A-B-C+] / [CH], i.e.

051=1~-(1-0a),

and 043=1-(1-B).



Therefore, o = 0.21 and B =0.17.

plate with supplement B only: A+B+C+, A+B-C+
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Figure 3-7. Replicaplating for colonies selected with supplements B and C.
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We can start with these initial values of aand B to obtain more accurate
values by least square fitting (discussed in Chapter 2) to the ten non-zero
vaues in Table 3-1. The sum of squares of the differences between theory
and experiment, in this case, can be denoted as S(a,B). First, B isfixed a&
0.17, and ais varied to cdculate the value of S, as shown in Table 3-2.

Table 3-2. Adjusting ato find the minimum vaue of S(a,B) for p=0.17.

o S(a,B)
0250 0.020107
0253 0019916
0.254 0.019890
0.255 0.019882
0.256 0019893
0.257 0.019921
0.260 0.020118

Therefore, we can use a = 0.255, and then vary B to get aminimum value of
S(a,B) as shown in Table 3-3.

Table 3-43. Adjusting g to find the minimum vaue of S{c.8) for & = 0.255.

B S(.B)
0170 0.019882
0171 0.019861
0.172 0.019865
0173 0.0198%4
0174 0.019949

Finally, by least square fitting, we get:



o = 0.255,

and B =0171.

Multiplying the above values of a and B by the length of the DNA in the
transducing particle or 2 min, we have the separation between genetic
markers A and B being approximately 0.51 min and that between markers B
and C0.34 min.

Escherichia coli GENETIC MAP

Taylor (1970) sarted to examine the genetic markers of E. coli carefully and
congructed a linkage map. At that time, the entire length of the E. coli
chromosome was assumed to be 90 minutes in length. That map was re-
calibrated in 1976 by Bachmann et al. As more and more genetic markers
were identified, Bachmann (1983, 1990) have been incorporating all
available genetic markers of E. coli into the linkage map using tranduction
experiments and the above derived equations. She had positioned a total of

1,403 of them on the E. coli chromosome by 1990. During the past ten
years, even more genetic markers have been identified (see the specid

website at Yale University, <http://cgsc.biology.yale.edu >). Asan example,
the section of the E. coli chromosoma map from 0.0 minuteto 1.0 minute is
shown in FHg. 3-10. This information has provided a useful guide to the
sequencing of E. coli genome (see, for example, Itoh et al., 1996).
Recently, both the traditiona map (Berlyn, 1998) and the physica map
(Rudd, 1998) have been summarized. Other websites can be found from the
above website and are o listed by Rudd (2000).

The physical map (Rudd, 1998) conssts of restriction enzyme Stes and
postions of cloned segments of E. coli chromosome in lambda phage
EMBL4 (Koharaetal., 1987). It has been correlated with the 4,639,221 bp
DNA sequence of E. coli K-12 grain MG1655 verson M52 (Blattner et al .,
1997). The thr A gene has been sequenced (Katinta et al., 1980) and was
physically postioned near the beginning of the DNA sequence by
convention (Blattner et al., 1997)
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Figure 3-10. Traditional map of 0.0 minute to 1.0 minute of the E. coli chromosome (from
<http://mmbr.asm.org/content/vol 62/issue3/images/large/mr03800331p1l.jpeg>).
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FUTURE WORK

As pointed out by Rudd (2000), E. coli has been an old workhorse in
molecular biology, as well as in biochemistry, cell biology, genetics, €tc.
With the complete knowledge of its genome, more intriguing questions can
be asked. There are many open reading frames (ORF's) which can code for
proteins with unknown functions. These proteins can be synthesized in vitro
and their functions investigated. The development of a new technology
known as DNA chips can thus help our understanding of numerous
biological processes carried out by E. coli (Sdinger et al., 2000). In their
study, they used a 544 X 544 grid of 24 X 24 pm regions to Smultaneously
measure RNA abundance for large numbers of genes under various growth
conditions as a function of time. The information contents of these chips are
extensve. How to anayze such information remains a challenge to both
biologists and mathematicians.
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EXERCISE

Cdculate the distances between genetic markers D and E and between E and
F based on the following experimental result of another three-point andyss:

[D+E+] [D+E+HR] [D+EF+] [DHEHH] [D-E+R] [D-E+F] [D-E+]

[DH 0.75 0.19 0.00 0.06
[E+] 018 010 031 041
[F] 0.00 007 052 041

Obtain their initial values, and then try to improve their accuracy by lesst
square fitting.
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CHAPTER 4

ENZYME KINETICS

INTRODUCTION

Biochemists have isolated many enzymes from various biologica sources
(Dixon and Webb, 1964), and molecular biologists have andyzed ther
amino acid and nucleotide sequences together with their three-dimensiona
gructures, in order to understand their functions. Enzymes catalyze certain
chemica reactions, and have evolved over millions of years to carry out
their functions under required conditions very efficiently. The properties of
enzymes are thus specified by the rates of reactions they mediate. At the
same time, they may aso promote reactions of similar chemicas but to a
less degree of efficiency.

For our present discusson, one of the glycerol dehydrogenases will be
consdered (Fig. 4-1). It removes two hydrogen atoms from glycerol to
form dihydroxyacetone. The hydrogen atoms are ddlivered to a co-enzyme,
nicotine adenine dinucleotide (NAD). There are two nearby pockets on the
enzyme, one for glycerol and the other for NAD. The two smal molecules
can bind to the enzyme sequentially. Then, they react and the products,
dihydroxyacetone and reduced NAD, will dissociate from the enzyme
molecule.

It is not easy to measure the concentration of dihydroxyacetone. Thus, the
rate of the enzymatic reaction is usualy measured by the amount of reduced
NAD as afunction of time. This molecule has a characterigtic absorption of
light with wave-length at 340 nm. In atypica experiment, various amounts
of glycerol dehydrogenase, nicotine adenine dinucleotide and glycerol are
mixed in a buffer promoting this reaction & a pH not necessarily
physiological. The solution is then loaded into a UV-transparent glass
cuvette scanned by a spectrophotometer at 340 nm and recorded on atime
chart. The dope of the curve gives the velocity of the enzymatic reaction
for the given concentrations of the enzyme, co-enzyme and the substrate.
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H,COH H,COH

HCOH =—= CO

H,COH H,COH

Figure 4-1. Conversion of glyceral to dihydroxyacetone by glycerol dehydrogenase.

SIMPLIFIED REACTION

If we. represent glycerol dehydrogenase by E, NAD by C, glycerol by S
dihydroxyacetone by P and reduced NAD by C, the above mentioned
reaction can be summarized asin Fig. 4-2.

E+C+S/ E'C+i\ESC_"EPC/EQ+Ii\E+P+C
\\\\ESHS/' —\\EP+C/ w

Figure 4-2. Schematic representation of an enzymatic reaction.
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There are 18 kinetic congtants (represented by the 18 arrows in Fig. 4-2) to
be measured. Sincethis is obvioudy not possble for most enzymes, drastic
smplification is necessary. For mogt enzymétic reactions, the co-enzyme
NAD is omitted even though the concentration of reduced NAD is actudly
measured. Thus, sufficient amount of NAD must be added to saturate the
enzyme with the co-enzyme. Then the production of the product is
consdered to be irreversible (Fig. 4-3).

k, k,
E+S<—=ES w» E +P
k.,

Figure 4-3. Simplified enzymatic reaction.

As a reault, 18 kinetic constants are reduced to three.  This smplified
reaction is usually referred to as the Michaglis-Menten kinetics (Michaelis
and Menten, 1913). Rate equations are needed to determine them.

RATE EQUATIONS
From Fig. 4-2, the rate equations can be written down using the directions of
the arrow:

d[E]/dt = -k, [E][S] + k. [ES] + k, [ES],

d[S]/dt = -k, [E][S] + k. [ES],

d[ES]/dt = k, [E][S] - k. [ES] - k. [ES],

and d[P]/dt = k. [ES].
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They satisfy the initiad conditions a t = O, [E] = [E]o, [ = [Slo, [E] =0
and [A = 0. This st of ordinary differentia equations is non-linear, since
three of the equations contain terms with the product of two unknowns.
However, we have:

d[E]/dt + d[ES]/dt = 0,
or [E] + [ES] = [El.
This simply states that enzyme molecules are conserved.
SIMPLE ENZYME KINETICS
In simple enzyme kinetics, it is assumed that the formation of the enzyme-
substrate complex, ES, occurs very rapidly. Therefore, it isassumed that

d[ES]/dt = 0.

90 that the differential equation involving d[ES]/dt is reduced to an algebraic
equation:

k, [E] [S] - k., [ES] - k. [ES] = 0.

The second assumption in simple enzyme kinetics is that the concentration
of the subgtrate, [§, hardly changes, i.e.

[S] = [Sh,

at all times. Thisisareasonable assumption if:

[Slo >> [E]o .
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In most in vitro experimental measurements, [Jo is of the order of 10° M or
larger while [E]o is of the order of 10° M. However, in metabolic pathways
involving a number of consecutive enzymes, this assumption may not be
vdid. With this assumption, the rate equation involving d[S)/dt must be
ignored.

As aresult, we have the following set of algebraic equations:

[E] + [ES] = [E}o,
k, [E] [S])o — k, [ES] - k,[ES] = 0,

and V = k, [ES],

where V is the velocity of the reaction and is equal to d[P]/dt. We can thus
express [E] in terms of [E], and [ES], and express [ES] in terms of [E], and

[Ho, 1.6
[E] = [E}, - [ES],
which can be substituted into the equation with the kinetic congtants to give:
ki ([Elo — [ESD [S) - (k, + k;) [ES] = 0.

From this equation, [ES] can be expressed in terms of the three kinetic
congtants and the initia concentrations of the enzyme and substrate:

[ES] = [E]o [S)o/ {[S]s + (ki + ko) /ki} .

Finally, we can cdculate the velocity of the simple enzyme kinetic reaction:



V = Vo [Sh/ {[Sh + Ka},

W|th lex = k2 [E]O ’

and K. = (ki +ko)/k, .

This equation is essentidly identica to that for equilibrium saturation of
myoglobin with oxygen (see Chapter 2).

As an example, one of the glycerol dehydrogenases (McGregor et al., 1974)
has been purified, and its enzymatic activity measured in the absence of any
cation (Table 4-1). For a concentration of the co-enzyme, NAD, at 0.343
mM, the velocity of the reaction, V, was expressed in mM of NADH formed
per minute per mg of enzyme, and the initiad concentration of glycerol, [Jo,
in mM.

Table 4-1. Experimentally determined V at various [J, for a glycerol dehydrogenase as
measured from one of the graphs published by McGregor et al. (1974).

[S]o(mM) V(mM NADH min™'mg™)
519 1927 - 2004
706 2.9 - 24.27
9.7 2825 - 2976
1825 37.59 - 39.06

Similarly, three different plots are commonly used by biochemists to
determine Vo and K., from such experimenta measurements. Fig. 4-4
shows the plot of V againgt [y as a hyperbola. Fig. 4-5 shows that of 1/V
aganst 1/[S]o, and Fig. 4-6 that of V against V/[S]o, both as straight lines.
Sometimes, the axes may be exchanged.
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Figure 4-5. 1)V plotted against 1/[S]o.
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One immediately realizesthat not al the original threekinetic constants, k; ,
k., and k; can be determined in smple enzyme kinetics. Ifthe initid enzyme
concentration, [E]o, is known, then V5 can be used to determine k,, since:

ky = Vo / [E]o .

However, K., is a combination of al three constants, and we cannot solve
for ky and k., separatey. This is the consequence of the two simplifying
assumptions reducing the origind four ordinary differential equations to
three dgebraic equations. In order to understand the problems ceused by
these assumptions, we need to examine the initial conditions carefully. At
time zero, FES = 0. However, in the “seady dat€’ of smple enzyme
kinetics, [ES has a non-zero value. Similarly, the enzyme concentration,

[E], is dso discontinuous for t = 0~ and t = O+. Asto the concentration of

the product, [F], at t = O, its dope should be zero, not a afinite value, snce
d[P)/dt = k; [EJ and [ES] = 0. These discontinuities of [, [E], [EY and

[F areillustrated in Fg. 4-7.
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Figure 4-7. Discontinuities of [, [E], [ES and [F] just before and after t = 0.
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Mathematically, it is essentia to find solutions suitable of fitting into this
short time interval. The assumption causing this problem is setting:

d[ES}/dt = 0.

The other assumption of [§ = [F may Hill be acceptable as long as.

[S)o>>[E], .

In this case, the firg-order non-linear ordinary differential equation is
reduced to a firg-order linear ordinary different equation:

d{ES]/dt = k, [E] [S], — (k, + k) [ES]
= k, [E} [Slo — k; [S]y + k, + k;) [ES].
TRANSITION REGION
To solve this equation, multiple it with the integrating factor:
expl(k, [Sl, + k,; + ky)t]
S0 that terms contain [ES] can be combined. Therefore,

d{[ES] exp[(ki[S]o + k.. + ka)t}
= ki [E], [S]o exp[(ki[S]+ k. + Ky)t] .

dt

On integrating with respect to t, we get:
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k, [Elo [S)o
[ES] exp[(k[S]o + k, + ky)t] = exp[(k,[S]o + k., + ky)t]
k[Sl+k,+k

+ constant .

The constant can be determined with the initial condition, i.e. at=0, [E] =
0. Thus, the congtant equalsto —k; [Elo [So/ (Ki[So + k1 + ko). Asaresult,

ki [E], [S]o
[ES] = {1 — exp-[(ki[S]s + k. + k)t]}
k[S] +k; +k

For large values of t, the exponential term approaches zero, and [EY
approaches the value found in Smple enzyme kinetics.

Similarly, [E] dso has this exponentia transition from [E], to the “Steady
date’ vaue in simple enzyme kinetics, since [E] + [ES = [E]o.

To cdculate [F, we need to integrate the rate equation:

d[P] Vi [S]o
——— =k, [ES] = =——— {1 - exp—[ki([S], + Ku)t},
dt [Slo + Kn

and satisfy the initial condition of [P] =0 att=0.

Voux [Slo 1 - exp-[k\([S]o + Ku)t]
[P} = {t - }.
[Sh + K. k([S]o + Ka)

Thesetrangition regions are illustrated in Fig. 4-8 for small time.
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[E]

[Elo

[ES]

[P]

t=0

Figure 4-8. Transition regions for [E], [ES and [F], assuming [ = [Fo.
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Att=0, [A =0and dF/dt = 0. After some time, d[P}/dt will reach the
“Seady dat€’ of smple enzyme kinetics. A critical time, t., can be defined
by extrapolating the linear portion of the [P curve to intersect the time or
horizontal axis (Dixon and Webb, 1964). From the equation of [F just
derived, we have

t. = {k([Sh+Ku)}".

Note that this critica time depends on the three kinetic congtants and aso
the initid substrate concentration. Together with Vi and K, |, t. provides
the third equation to determine the three kinetic congtants. Therefore,
finaly we have:

k = 1/{t([SL+Kaw},

ki = Kn/ {t:([Slo+Kn)} — Vuu/ [ELs,

and k; = Vo / [Elo .

For most enzymatic reactions, t. is usually very small and can only be
measured by special devices.

LOW SUBSTRATE CONCENTRATION

In the original paper of Michaelis and Menten (1913), the concentration of
the product was measured at various times for different concentrations of the
subgtrate at the beginning of the enzymatic reaction. An example of one of
their measurements is illustrated here (Figs. 4-9 to 4-16). For higher initia
substrate concentrations, the initial rate of product formation had a constant
region followed by another dower congtant region. However, for lower
initiadl substrate concentrations, this rate was condtant for a very short
duration of probably just a few minutes. The reason for this non-linearity
was most likely due to the depletion of substrate as time went on.  Without
this simplifying assumption, the rate equations mentioned above are thus
non-linear, and can only be solved numerically.
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Figure 4-9. Plot of product againgt time for [, = 0.333 n.
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Figure 4-10.Plot of product againgt time for [So = 0.167 n.
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Figure 4-11.Plot of product againgt time for [S]o = 0.0833 n, experiment a
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Figure 4-12.Plot of product againg time for [§o = 0.0833 n, experiment b.

105



106

product

product

e
3d:
21 ” e *
i x
B x
3+
- x
OB
0 20 40 60 80 100 120 140 160

time (min)

Figure 4-13.Plot of product againg time for [So = 0.0416 n.
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Figure 4-14.Piot of product against time for [Jo = 0.0208 n.
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For high initia substrate concentrations (Figs. 4-9, 4-10), the initid rates of
product formation were congtant for about 10 minutes and dowed down
somewhat. They remained at the dower congant rate for nearly 100
minutes. At intermediate substrate concentration (Figs. 4-11, 4-12), there
was a short lag of a few minutes, somewhet indicative of the existence of a
trandent sate discussed above, with at, of around 2 to 6 minutes. Beyond
30 minutes, the rates dowed down gradudly. For lower substrate
concentrations (Figs. 4-13 to 4-16), the initid rates could not be maintained
and the rates of product formation leveled off quickly.

NUMERICAL SOLUTION FOR NON-LINEAR RATE EQUATIONS

Since the trangition from the initial conditions at t = 0 to the steady Sates
assumed in smple enzyme kinetics occurs very quickly, usually less than
one or afew minutes, sometimes in seconds or less, numerical calculations
should avoid that time period, or use time increment, At, much lessthan t. .
In the simplest approximation, we have:

[PI(t+At) = k, [ES)(®) At,
[ES)(t+At) = ki {{E], - [ES](1)} [S)(t) At
— {k, + ko} [ESI(®) At,
[S)t+At) = - k, {[E], - [ES](D)} [SI(t) At
and + k, [ESI(®) At.

Inthis situation, [§ is no longer considered as a congtant. It will gradually
reduce in concentration. As a result, [ES will dso gradually decrease.
Eventualy, the substrate will be exhausted, and [ES will dso gpproach
zero. Schematically, thetime courses of [§, [E], [E] and [P] are illustrated
in Fig. 4-17. The rate of product generation eventualy levels off, as
actually noticed by Michaelis and Menten (1913) for low initid substrate
concentrations (Fig. 4-15, 4-16).
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Figure 4-17. Schematic time courses of [§, [E], [ES] and [F for low [Io .
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Other methods for more accurate numerica integration of non-linear
ordinary differential equations are commonly used, eg. Taylor-series, Euler,
Runge-Kutta, efc. (see, for example, Gerdd, 1978).

INHIBITORS

There are two simply types of enzyme inhibitors. competitive and non-
competitive (Dixon and Webb, 1964). Other more complicated types are
aso possible. Inthe case of the fully competitive inhibitor, we have:

k, k.
E+SS——=ES—>» E+ P,
k.,

and E +] —/———=FEI,

ks

where | denotes the inhibitor. If we make the similar assumptions as in the
case of simple enzyme kinetics, i.e. dES|/dt = O, d[El)/dt = O, [§ = [,
and [I] = [l]o, we have:

k [E] [S] - (ki + k) [ES] =0,
and ks [E] (1) - ks (EI] = 0,

0 that [E] {1 + Kk [S)o/ (ks + ko) + ks [I]o/ ks} = [E].
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Since V = d[P}/dt = k, [ES],

we have V = Vo [Sh/ {[Sh + Ka + Kd[ll/Ki},

where Ki = ka/ks. In the presence of various amounts of the inhibitor, Vi
does not change while the apparent K ., defined as

apparent K,, = K, + K,[Il/K;

will be increased as [I]o increases. Usudly, 1/V is plotted against 1/[S]o as
shown in Fig. 4-18.

VA"

. >0

[, =0

0 1/[S]o

Fig. 4-18. Fully competitive inhibitor.
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The smplest type of non-competitive inhibitor can be consdered as

ks
ES + [ ==——= ESI,

ks

El + § =———== ESI.

k,

and

The resulting equations, even with the assumptions similar to smple
enzyme kinetics, are quite complicated. With the requirement of conserving
enzyme molecules, i.e.

[E] + [ES] + [EI] + [ESI] = [E],,

the three unknown concentrations, [ES, [El] and [ES], satisfy the
following set of simultaneous agebraic equations:



{k,[S]o + ks[I]o + k; + k;} [ES] + ky[S]o [EI] + {ki[S], — ks} [ESI]

=K [EJo[S]o

ks[1]o [ES] + {ks[T]o + ki[S]o + k} [EI] + {ks[I]o — k..} [ESI]

=ks[Eo[I]o

and ks(I]o [ES] + ki[S]o [EI] - {k. + k;} [ESI] = 0.

Using the formula given in the Appendix, we can solve for [ES] to give:

[E)o[S] [S] [S)o - Ko
(EJo[To [[o +a[S]e+K; (o - oK,
0 afS] —{oKn +Ki}
[ES] =
[8]o + [M/a + K, (Sk [Sl. - Ki/a
[I:Jo (Do + oS, + K; (Mo - aKn
[, afS]o ~{oKn + K}

where K, = (ky + kp)/k; as before, Ki = ka/ks and a = ky/ks. On simplying
the messy dgebra, we have;

(Eo [8]o Ki

[ES] = :
{[Slo + Ka} {[1}o + K;}
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In this case, the velocity of the enzymatic reaction is:

Vo [So

{81+ Ka} {1+ [I/K3}

The K, does not change while the apparent V. as defined

apparent V,,,, = V../ {1+ [1}/Ki}

is reduced as [l] increases. The 1V vs. 1/[S|o plot for non-competitive

inhibitor is shown in Fg. 4-19.

M > 0

0 11181

Figure. 4-19. Non-competitive inhibitor.

Many of the new drugs developed during recent decades are enzyme

inhibitors of various types.
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FUTURE STUDIES

As illustrated here, we have only discussed about the very simplified kinetic
reaction of asingle enzyme. This formulation can be incorporated into the
Sudy of time-dependent kinetics of hemoglobin saturation (see for
example, Farmery and Roe, 199%), the equilibrium states of which has been
discussed in Chapter 2. 1t can adso be used as a building block for analyzing

metabolic pathways involving a collection of different enzymes (see, for
exanple, Yang et al., 1999). However, in most cases, only the Ky, and Vs
are of interest to most biochemists and molecular biologists.

Some of the enzymatic reactions are very fast. Specid devices have been
developed to measure such reactions in the millisecond range (see, for
example, Cornish-Bowden, 1979). Recently, such messurements are
gradually becoming more routine (see, for example, Sclavi et al., 1998
Koltermann et al., 1998). Then, the basc mechanism of how enzymes
function at the molecular level can be deciphered.
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EXERCISE

Write down the rate equations for two consecutive enzymes, acohol
dehydrogenase and adehyde dehydrogenase, for the metabolism of ethanal,
assuming simple enzyme kinetics for both.



CHAPTER 5

THE ¢ AND y ANGLES OF PROTEINS

INTRODUCTION

Mogt proteins are liner polymers of 20 different amino acid resdues, eg.
myoglobin discussed in Chapter 2. Hemoglobin conssts of four chains, two
a and two B, which are held together by hydrophobic interactions.  Other
proteins, eg. antibodies discussed in Chapter 1, have these linear polymers
connected by covaent bonds.

The amino acid residues arejoined together by peptide bonds usually in the
trans-configuration (Fig. 5-1). Due to the de-locdization of eectrons, that
bond is considered as “partially” double. As a result, locdly the peptide

bond is more or less flat, i.e. the two neighboring C, , N, H, C and O atoms
showninFig. 5-1 al liein one plane.

(o]

\

C

— /%‘\ /\‘\,

H

Figure 5-1. The peptide bond.
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For each amino acid resdue, it is bracketed by two peptide bonds, one on
the N-sde and the other onthe C-gde. Sincethere is no rotational degree of
freedom for peptide bonds, the protein backbone contains two single bonds
for each residue, freeto rotate. They aretheN-C, and the C,—C bonds (Fig.
5-2). These rotations are designated as ¢ and y respectively. They will be
defined precisdly.

H o
|
e ¢ /wc\
{
R

Figure 5-2. Two single bonds free to rotate in an amino acid residue.

THE ¢ AND yw ANGLES

The best method of displaying the ¢ and y angles in three dimension is to
make use of the paper modd illugtrated in Fig. 53, as origindly used by
Pauling to discover the a-helix. Fig. 5-2 is duplicated, and the N-C,and
the C,—C bonds are extended beyond the C,—atom. Cut aong the heavy
lines drawn on the page. This includes the triangle outlined by the above
extensons. Fold along the N-C, bond, as well as the C.~C bond. These
folds represent the ¢ and y angles respectively. The ¢ angle is the angle
between the plane defined by C.,-N-C, and the plane defined by N-C,—C.
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Smilarly, the y angle is the angle between the plane defined by N-C,.-C
and the plane defined by C,—~C-N.,, .

Figure 5-3. Paper modd illustrating the ¢ and y angles.
(Make acopy and cut along the heavy lines.)
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PRECISE DEFINITION OF THE ¢ ANGLE

To define the ¢ angle precisdy, look down the N-C,, bond (Fig. 5-4). Hold
the C.—atom fixed, together with C, H and the R-group. Rotate the N, H and
C,, atoms counter-clockwise. That defined the ¢ angle. Unfortunately, there
aretwo conventions. The old one used in some textbooks (see, for example,
Dickerson and Geis, 1969) defines the ¢ angle as (° in the flat extended
configuration. The new one accepted by current literatures defines ¢ angle
as—180° in the same configuration.

0° (old)
~180° (new)

Figure 5-4. Definition of the ¢ angle.
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PRECISE DEFINITION OF THE y ANGLE

Similarly, to define the y angle precisdy, look down the C-C, bond (Fig. 5
5). Again hold the C,—atom fixed, together with N, H and the R-group.
Rotate the C, O and N.; atoms counter-clockwise. That definesthe y angle.
Also, there are two conventions identical tothe ¢ angle.

@]
5

v
Vg

| 0° (old)
: ~180° (new)

Figure 5-5. Definition of the w angle.
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The old and new conventions for both the ¢ and y angles are illustrated in
Table 5-1.

Table 5-1. Old and new conventions for the ¢ and y angles.

Old New
o -1800
300 ~1500
60° —120°
a0° -o00
1200 —600
1500 -300
1800 00
2100 +300
2400 +600
2700 +900
300° +1200
3300 +1500
3600 +1800

Sometimes, however, in the new convention, the + sign may be omitted
resulting in ambiguity.

PROTEIN DATA BANK

Since the determination of the three dimensiona structures of myoglobin
and hemoglobin as previousy mentioned in Chapter 2, many other three
dimensiona structures of numerous proteins have been analyzed by X-ray
diffraction studies, NMR measurements, theoreticd predictions, etc. Mogt
of these structures are available from the Protein Data Bank at website
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http://www.rcsh.org/pdb/, except possibly those predicted theoretically. The
Cartesan coordinates for non-hydrogen aoms are usudly reported.
However, ¢ and y angles are not available. In this Chapter, how these
angles can be caculated from atomic coordinates will be explained in detall.

UNIT NORMALSTO PLANES

To define a plane, we need to specify its unit normal. For the three planes

shownin Fig. 5-3, C,,~N-C, , N-C,-C and C,~C-N,, , the unit normals can
be cdculated from the vectors drawn from C, to C; , N, C and N, .
Therefore, sarting with the atomic coordinates of C4, N, C, , Cand N.q, we
need to trandated the origin of the coordinate system to C. . Then, in the
trandated system, the coordinates for C; , N, C and N.; specify the vectors
C.1. N, C and N, respectively. The unit normals for the three planes are as

follows:

NXC,
plane C.,.-N-C,: U= ,
INXC.l
CXN
planeN-C,—C: V= .
|[CXN|
N, XC
and plane C,—C-N.,: W= ———
IN. X C|

¢ AND y ANGLESASANGLESBETWEEN PLANES

Sincethe ¢ angle is the angle between planes C.,—N-C, and N-C,-C, we
have:

cos¢ = V.U,
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However, whether ¢ is positive or negative cannot be specified. A triple
product is needed to determine the Sign of ¢:

if CXN-C, > 0, then o> 0;
if CXN-C, <0, then ¢ <0.

The ¢ angle thus calculated is in the old convention, if postive. If negative,
add 360° to get the value in the old convention. To express ¢ in the new
convention, subtract 180° from that value.

Similarly, since the y angle is the angle between planes N-C,—C and
C.—C-N.,, We have:
cosy = VW,
Again, atriple product is needed to determine the Sign of :
if CXN:'N,, > 0, then Y <0;

if CXN-N,, <0, then y>0.

Also, the w angle thus caculated is in the old convention, if postive. If
negative, add 360° to get the value in the old convention. To expressy in
the new convention, subtract 180° from that value.

AN EXAMPLE

Consider atypical st of Cartesian coordinates for non-hydrogen atoms C, ,
N, C., CandN,; aslisted in Table 5-2.
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Table 5-2. A typicd s of Cartesian coordinates for @aomsC_; N, Cy,CandN . ;.

X y z

Ci -13.351 10195 6.742
N -14.244 9389 7.285
Ca -14.271 9077 8721
C -13.756 7.654 8943
N. 12711 7.340 8199

They are in Angstrom units, A, or 0.1 nm. Thethird decimal place may not
berdidble. Asdiscussed later, the first two decimal places are generated by
the use of a standard peptide unit. To postion the C,—atom at the origin, the
above st of coordinates is trandated to give the result listed in Table 5-3:

Table 5-3. Trandated coordinates of atoms listed in Table 5-2, withCq—atom positioned at
the origin of the new coordinates.

X y z
Ca 0.920 1118 -1.979
N 0.027 0.312 -1.436
C. 0.0 0.0 0.0
C 0.515 -1423 0222
N1 1560 -1.737 -0.522

Thevectors C_; N, C and N,; are thus defined by the new coordinates (Fig.
5-6). From these, we can calculate the unit normals to the three planes (Fig.
53), U, V and W, as mentioned above. We have:

CXN =1974i + 0746 j +0.199k,
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wherei, | and k are unit vectorsin the x-, y- and z-directions.

Y-

(2]

Figure5-6. Locations of C.1, C, N and N, in the coordinate system where C, is at the origin.

Therefore, [CXN| = 2.120,

90 that U =0931i+ 0352 + 0.094k.

Similarly, we can caculate:

V = 0.557i - 0.818) - 0.145k,

and W = -0.611i — 0333 - 0.718 k.

The unit vectors U, V and W are shown in Fig. 5-7.
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Figure 5-7. Unit vectors U, V and W to the three planes illustrated in Fig. 5-3.
Since cos¢p = UV = 0217,
D0 o =77.
To determine its Sign, we calculate the triple product
CXN-C, = 2.256.

Therefore, the value of ¢ is positive 77° in the old convention. In the new
convention,

o =770 - 180° = - 103°.
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Similarly, cosy = U-W =-0.754,

S y = 139°,

Then we calculate the triple product

C X N*N,, = 1.680.

Therefore, in the old convention,

gy = —139° + 360° = 221°;

and in the new convention,

y = 221° - 180° = +41°,

The plus sign is very important in the new convention, in order not to be
contused with the old convention.

BOND DISTANCES AND BOND ANGLES

The above s& of atomic coordinates can dso be used to caculate the bond

distances and bond angles of the peptide backbone. The bond distances are:
C.—N 1.32A

N-C, 147 A

C.—C 153 A



C~-N, 1.32A
The bond angles are:
C,-N-C, 123°
N-C,~-C 109°
C.-C-N, 114°

As discussed later, these values are very smilar to those for a standard
peptide unit. In fact, since most of the X-ray diffraction studies of protein
three-dimensiona structures do not have enough resolution to locate the
postions of aoms, the sandard peptide unit is used to condruct the final
atomic model.

RAMACHANDRAN (¢,w) PLOT AND STERIC HINDRANCE

Based on quantum mechanical calculations (see, for example, Schiff, 1955),
electron dengity distributions around hydrogen atoms are relaively diffused.
Therefore, hydrogen atoms are usualy not “vishle’ in X-ray diffraction
Sudies. However, based on hard-sphere approximation or various empirical
interactions between non-bounded aioms, hydrogen atoms play an extremely
important role in determining whether a certain configuration is stericaly
dlowed. Ramakrishnan and Ramachandran (1965) made an exhaudtive
study of such configurations for amino acid residues, based on ¢ and y
angles as defined above. They introduced the Ramachandran (¢,y) plot,
athough they used an angle designated as ¢* which was different from w.
Hard-spheres are usudly assumed for non-bounded atoms, with a minimum
contact distance allowed between any two atoms as listed in Table 5-4.
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Table 5-4. Empirical minimum distances between non-bounded atoms in Angstrom units, A.
Non-bounded atoms Normal limit Extreme limit

C--C 3.0 2.9
C----H 24 2.2
C---N 2.9 2.8
CemO 2.8 2.7
H--H 2.0 1.9
He--N 2.4 2.2
H----O 2.4 2.2
N----N 2.7 26
N----0 2.7 2.6
0---0 2.7 2.6

To cdculate geric hindrance, the bond distances and bond angles of a
standard peptide unit must aso be given, as shown in Fig. 58 The bond
distance from H to N or C isassumed to be around 1.05 A.

H o
P A l*s_
/ - 1238 (14 [at 3125
TN 4 c
ar 123 ““‘\
hsc’m BN e A5
¥ {

4 R

Figure 5-8. Bond angles and bond distances of a standard peptide unit.
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For example, condder {0°0°% in the new convention (Fig. 59). The O
bounded to C., and the H bounded to N, are separated by lessthan 0.2 A (<
2.2 A). Thisconfiguration isthus gericaly hindered.

\C/ OH\N/

N c
- \cx / \O
A H

Figure 5-9. Configuration for (0°,0% in the new convention.

Regardless of whether the old or new convention isusedfor ¢ and y angles
the same Ramanchandran (¢,y) plot is used by al researchers for ranges of

(f to 36 in the old convention and -180° to +180° in the new convention
(Fig. 5-10). The configurations represented by (0°,0°) and (-103°,+41°) in
the new convention are plotted. The point represented by (0°,0°) has bad

geric hindrance as mentioned above. The other point, (—103°,+419),
presumably should be gericdly dlowed, snce it is found in one of the
dructures of a protein.

The gteric hindrance ca culations used by Ramakrishnan and Ramachandran
(1965) are, however, totdly independent of X-ray diffraction studies of
proteins. Thus, they provide a different aspect for the study of protein
configurations. The distances between any two non-bounded atoms can be
calculated from the (¢,y) angles and the bound distances and angles of a
Sandard peptide, and compared with the minimum contact distances listed
in Table 54 as to whether they are dlowed.
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+|80°

-180° [ +180°

Figure5-10. TheRamanchandran (¢,w) plot.

Such cdculations will depend on the chemica structure of the amino acid
residue.

ALLOWED CONFIGURATIONS OF AMINO ACID RESIDUES

For the 20 different amino acid resdues, they can be divided into three
groups. Glycine resdue is different from the others, with its R-group
atached to C,—atom being a hydrogen atom. Proline resdue has a ring
gtructure for its Sde chainjoining to the backbone N—atom. Sometimes, it
can beinthe cis-configuration. All the other 18 amino acid resdues have a
C,—atom covalently bonded to the C,—atom. They are usudly considered
together for steric hindrance caculations, and represented by the aanine
resdue. Ramakrishnan and Ramachandran (1965) have caculated the
dlowed regions for danine and glycine residues as shown in FHg. 511 and
Fig. 5-12 respectively. The extreme minimal limits are used for these plots.
In the case of proline residue, the ring structure of its Sde chain redtricts its
¢ angle to about —-60° in the new convention (Fg. 5-13). Proline residues
may sometimes be in the cis-configuration, and have ¢ around +60° instead.



+180° g

v o *
f
-180° - a
~180° [ +180°
¢

Figure5-11. Allowed region inthe Ramachandran plot for alanine resdue.

+180°
X
v oo *
-180°
~180° i +180°

Figure5-12. Allowed region in the Ramachandran plot for glycine residue.
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Figure5-13. Restriction of ¢ to about —60° for proline residue.

The cdculations for the alowed regions are very sengtive to the value of
the t or the N-C,~C angle. This angle is usualy assumed to be 11C, but
may indeed vary by about 5° (Ramakrishnan and Ramachandran, 1965).

In generd, for every three-dimensiona structure of protein determined by
X-ray diffraction dudies, the (¢,y) angles should be calculated from the
atomic coordinates of non-hydrogen atoms, as discussed above, in order to
investigate how the three-dimensiona structure can be refined.  However,
thee (¢,y) angles are usudly not liged in the protein data bank,
http://www.rcsh.org/pdb/.  In a recent study of the sructure of 30S
ribosomal subunits, Wimberly et al. (2000) mentioned:

“For the proteins, 95.7% of the residues were in the core or dlowed regions
of the Ramachandran plot, 2.4% in the generoudy alowed region and 1.9%
in the disallowed region.”

The configurations of the 1.9% of disallowed amino acid resdues may have
their (¢,w) angles adjusted to be included in the dlowed regions after
refinement.
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CALCULATIONS OF COORDINATES OF NON-BONDING ATOMS

In athree-dimensiond Cartesan coordinate sysem as shown in Fig. 5-14,
placethe C,—atom at the origin, the N—atom on the negative y-axis, and the
C—atom in they,z-plane.

TZ

Figure5-14. Locations of protein backbone atoms.

Thus, the coordinates of these three atoms are:

C. 0,0,0),

N  (0-1470), and

C  (00521.44).
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The y-coordinate for C—atom is caculated from:

1.53 cos(180°-110°) = 1.53 cos70°

it

= 0.52,

and its z-coordinate caculated as

1.53 sin70° = 1.44.

With the use of the rotation matrix discussed in the Appendix and the
symmetrical locations of atoms bounded to the C,—atom, the coordinates of
the H-atom and the Cg—atom can be caculated as follows. The y-coordinate
fortheH-aomis

1.05 cos70° = 0.36.

The x-coordinate for the H-atom is:

1.05 sin70° cos(120°-90°) = 1.05 sin70° cos30°

0.86.

Also, the z-coordinate for the H—atom is;

-1.05 sin70° 5sin30° = -0.49 .

Therefore, we have approximately the coordinates of the H—atom as
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H(C.) (0.86,0.36,-0.49) .

Consider the bond distance between C,— and Cy—atomsto be 1.53 A. Then
asimilar calculation givesthe coordinates of the Cs—atom as:

C(C)  (-1.25,0.52,-0.72).

The coordinates of other atoms will depend on the (¢.w) angles. Fig. 5-14
shows the protein backbone structure in a sretched out configuration
corresponding to (0°,0°) in the old convention. Thus, coordinates of various
atoms will first be given in the old convention, and then repeated in the new
convention. Since

sin(0 — 180%) = —sin®,
and cos(6 — 180°) = —cosO,
the expressions in the old and new conventions differ by a sign change,

whenever ¢ or y isinvolved.

With the use of rotation matrix discussed in the Appendix, those depend on
the ¢ angle are:

H(N) (<0.96 sin¢,—1.90,0.96 cosd) (OLD)
(0.96 sin¢,—1.90,-0.96 cosd) (NEW)
C, (1.11 sin¢,~2.19,~1.11 cosd) (OLD)

(-1.11 sin,-2.19,1.11 cos¢) (NEW)



O(C.) (2.26 sin¢,—1.73,~2.26 cosd)

(—2.26 sing,—1.73,2.26 cosd)

Those depend onthe y angle are:

0(C) (1.06 siny,
—1.06 cosy c0s20° + 2.17 sin20°,

1.06 cosy sin20° + 2.17 cos20°)

(—1.06 siny,
1.06 cosy cos20° + 2.17 sin20°,

—1.06 cosy sin20° + 2.17 cos20%)

N4 (—1.21 siny,

1.21 cosy cos20° + 2.07 sin20°,

—1.21 cosy sin20° + 2.07 cos20")

(1.21 siny,
~1.21 cosy cos20° + 2.07 sin20°,

1.21 cosy co0s20° + 2.07 cos20°)

(OLD)

(NEW)

(OLD)

(NEW)

(OLD)

(NEW)



H(N,)  (=2.09 siny,
2.09 coswy cos20° + 1.50 sin20°,

—2.09 cosy sin20° + 1.50 cos20°) (OLD)

(2.09 siny,
—2.09 cosy cos20° + 1.50 sin20°,

2.09 cosy sin20° + 1.50 cos20°) (NEW)

Since the minimum alowable distances between non-bounded atoms are
usualy accurate only to the first decima place (table 5-4), some error in the
ssoond decimd place of the above coordinates can be tolerated. In generd,
such hard-sphere approximations give reasonable good result.

OTHER INTERACTION POTENTIALS BETWEEN NON-
BOUNDED ATOMS

The interaction between non-bounded atoms can be calculated theoreticaly
by dipole-dipole interactions (Schiff, 1955) for reatively large separaions.

This gives an dtraction between non-bounded atoms proportiond to the six
power of their separation For interactions within short digances, various
empirical potentias have been suggested. One of the most commonly used

potentids to study protein folding is the Lennard-Jones potentia (see, for
example, Fogolari etal., 1996; dementi etal., 1999). Inthiscase, thereisa
repulson between non-bounded atoms proportiond to the twelve power of
their separation. Sometimes, the Buckingham potentia (see, for example,

White, 1997) is ds0 used. The repulsion is conddered to be exponentid.

Allowed regions inthe (¢,y) plot (Brant et al., 1967) can dso be caculated

using thee potentids (Fig. 5-15, 5-16). They are in generd somewhat
different from those estimated with minimum contact distances as discussed
by Ramakrishnan and Ramachandran (1965). However, whether they give
better results than hard-sphere approximations remains to be seen.
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Figure5-15. Allowed region inthe (,y) plot for Alabased on interaction potentials.
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Figure5-16. Allowed region inthe (¢,y) plot for Gly based on interaction potentials.
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DISTANCE BETWEEN NEAREST NEIGHBORING C,—ATOMS

The distance between the two nearestneighboring C.—aoms is independent
of the (¢,y) angles as shown in Fig. 5-17.

\)\x\/\

Figure5-17. Disance between two nearest neighboring C,—atoms.
By extending the linethrough C to N, we can cdculate that distance as
{(0.62 + 1.32 + 0.80)* + (1.40 + 1.23)}}'2

= 3.80

Thus, it has a fixed distance of 380 A. Some of the old wire models of
proteins were congructed with this fixed distance together with the angles
between successve segments, known asthe C,—aom models.
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SECONDARY STRUCTURES OF POLYPEPTIDES

If a linear polypeptide has the same (¢,y) angles for every amino acid
resdue, it will fold up into a periodic structure, commonly referred to asthe
secondary structure. The most well known one is the right-handed a—helix
originaly predicted by Pauling et al. (1951) theoreticdly, and verified
experimentally soon afterwards. It conggts of 3.6 amino acid resdues per
turn, and is dabilized by the presence of hydrogen-bonds between the
backbone N-atoms and the carbonyl O-aoms. The ring dructure thus
formed contains 13 atoms. It is therefore sometimes referred to as a 3.6;3
helix. In order to form these hydrogen-bonds, the (¢,y) angles are roughly
in the range of (-48°-57) to (-67°-44°) in the new convention, <o that the
o~hdix can have some flexibility (Dickerson and Geis, 1969). In the case
of myoglobin and hemoglobin (Chapter 2), nearly 80% of the protein is in
the helical configuration. However, there is some debate as to whether these
helices are ., i.e. 36, or 310 which is dightly different with three amino
acid residues per turn and the ring structure formed by hydrogen-bond
having 10 atoms. The 3io-helices havedifferent (¢,w) angles (Dickerson
and Geis, 1969).

Atomic models can be generaed using these (¢,y) vaues, the trandation
and rotation of coordinates as discussed in the Appendix, and numerical
computations with programming. These are very interesting studies but
beyond the score of this book. However, using repeated peptide units
represented in Fig. 5-3, it is possible to get an idea of the three dimensiona
gructure of the a—helix.

Another important secondary structure is the p—strand. It is nearly straight
with two amino acid residues per “turn”. When digned, severd of them can
form either anti-parallel or parallel p—plested sheet with hydrogen-bonds.
Severd sheets may be dsacked together for stability as in the case of
antibody molecules (Chapter 1). For anti-parallel B-strands, their (¢,y)
values ae around (139, +13%°); and for paralel pB-drands, around
(-123,+116°). Similarly, these structures can be visualized by using the
paper modd illugtrated in Fig. 5-3.

There are many other secondary or periodic Structures of polypeptides,
discussed by Dickerson and Geis (1969). Mog of them are right-handed,
but some are |eft-handed.
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EXERCISE

Cdculate the bond digances bond angles and ($,¢) angles from the
following s&t of atomic coordinates:

X y z
Cy 16.683 21.745 12.868
N 17.852 21.693 12.260
Ca 18.733 20.517 12317
C 19.008 20.156 13.779

N,y 19.596 21.117 14.468



CHAPTER 6

PREDICTION OF PROTEIN FOLDING

INTRODUCTION

Since the dassicd experimenta demongtration that the primary amino acid
sequence of a protein contains the information for three-dimensiona folding
by Anfinsen (1973), numerous methods of prediction have been published in
the literature. As we have discussed in the previous Chapter, proline and
glycine resdues can have important effects on the folding of the protein
backbone.

Due to the absence of the H—atom on the backbone of the proline residue, it

cannat form hydrogen-bonds in front of the N-termina sde of the protein

chain. Thus, it isusualy considered to bean a—helicd breaking residue. In
some casss, its presence results in abend of the a—helix. At the same time,
snce its ¢ angle is around —60° which is somewhat different from that for

ether anti-parale or pardle p-srand, proline is dso conddered as a
B—strand bresker, or at least distorts a3 —strand.

On the other hand, glycine residue can havemany (¢,y) angle combinations,
not possible for any other amino acid resdue. Therefore, it has a tendency
of being present in bends or turns of protein backbones.

As a result, many of the protein folding predictive methods rely on such
datistica results of various amino acid residues being present in a—helices,
B—strands, or in turns, as suggested from three-dimensona structures of
proteins determined experimentally. Mogt of the methods are difficult to
understand. One of these (Chou and Fasman, 1974) was relatively straight
forward. However, sometimes one segment may have tendencies of being
a—helical as well as formingB—strands. Rules were then proposed to
choose one of these two possibilities. In general, most of the methods give
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good predictions for the presence of e—helices, not so good for B—strands,
and even worse for turns.

The helical wheel method of predicting the existence of a—helix (Schiffer
and Edmundsen, 1967) positions the amino acid resduesin aprotein ong a
theoreticd a—hdix. If there are many hydrophobic resdues lining only one
surface of that a—helix, it is assumed that the helix indeed exist (Fig. 6-1).
The success of this method results from the fact that in most globular
proteins, their a—helices are on the surface, with one Sde facing the interior
of the protein, thus hydrophaobic.

@
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Figure 6-1. The helical whed method.

The helica whed method has dso been used to predict trans-membrane
regions of proteins. Due to the presence of a central hydrophobic layer in
membranes, the e-helix should consist of hydrophobic amino acid residues.
Since therise per amino acid resdue inan e-hdix is 15 A, adretch of



147

around 18 hydrophobic resdues in aprotein strongly suggests the existence
of atrans-membrane region of about 27 A in length.

For al these predictive methods, one may ask two questions.
(1) Isthe prediction sdf-consstent?

(2) From the prediction, isit possble to display the three-dimensiona
dructure of the protein?

Sdf-consgtent means that if the three-dimensional sructure of a protein is
dready determined experimentdly, the predictive method should indeed
predict that structure. The hdica whed method is sdlf-consgtent, but most
of the other methods are not. If the locations of e-hdices, p-strands, and
turns are all precisdy predicted, it is usualy not possble to generate the
three-dimensiona structure of the protein.  There are dways amino acid
residues not in one of these three configurations.

For these reasons, we will condder a predictive method involving the
edimation of ¢ and y angles as defined in the previous Chapter. As
discussed below, in principle, it is sdf-condstent and should be able to
provide sufficient information to congruct the entire three-dimensiond
structure.

REFERENCE PROTEINS

Aswe have discussad in the previous Chapter, there aremany (¢,y) angles
dericdly dlowed for al amino acid resdues. Thus, for a protein of 100
amino acid resdues, for example, if there are ten possible choices of (¢,w)
angles for each resdue, the totd number of configurations to be andyzed
will be 10%. Even the fastest compute currently available will not be able
to handle so many different calculations. It is thus essentid to reduce the
number of (¢,y) choices for every postion of the protein.

Furthermore, experimentally observed (¢,w) angles as determined from
atomic coordinates of proteins with known three-dimensiona structures a
the webste, http:/Aww.rcsh.org/pdb, may not agree with those predicted
theoreticdly. Some of the experimentaly determined (¢,w) angles are not
within the dlowed regions based on seric hindrance caculations. On the
other hand, some of the alowed regions inthe (¢,y) plot are not populated
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by experimentaly observed vaues. In short, the smple-minded theoretica
caculations discussed in the previous Chapter do not tell the entire Sory.
Many factors are beyond our comprehension at thistime.

Therefore, proteins with known three-dimensiona structures will be used as
references. Mog of these are soluble proteins that have been crystallized.
Even though their aoms cannot be visudized directly from X-ray
diffraction studies due to insufficient resolution, atomic coordinates for dl
non-hydrogen atoms are usudly provided with the incorporation of the
slandard peptide units. From these, the (¢,) angles of each residues can be
determined as discussed in detall in the precious Chapter. Together with the
squences of these reference proteins, their (¢,yw) angles will provide the
necessary information for predicting protein folding.

For example, the first 26 amino acid residues of myoglobin are liged in
Table 6-1 together with their (¢,y) anglesinthe new convention. Duetothe
flexibility of the N-termina end, the (¢,y) anglesof Va at postion 1 are not
determined.

Table6-1. (¢,w) angles of resdues 2 to 26 of myoglobin.
Postion  Amino Acid Residue (é.w) agles

1 va

2 Leu —47° +134°
3 S —50° +149°
4 Glu 48 55°
5 Gly —54°-55°
6 Glu :6523-432
7 Trp —4

8 Gin —40°57°
9 Leu —648°-47°
10 \Z| 520 _49°
1 Leu -63°-41°
2 His -66°-33°
13 vd —66°—44°
14 Trp —51°-64°
15 Ala —41°-36°
16 Lys —73-46°
17 Vd -61°-32°
18 Glu -6
19 Ala —71°-3%°
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20 Asp 4P +69
21 va 48’ 58°
2 Ala -61°-35°
23 Gly -61°-62°
24 His —49° 5
25 Gly 55’ 54°
2 Gin —48° 5

Residues 4 to 17 al have (¢,y) angles close to the a—helical configuration.
Residue 18 is more dose to the 3,helica configuration (Dickerson and
Ges 1989). Reddue 20 is definitely not a—hdicd. One may ask how
accurate these vaues are. This turns out to be a question not usualy
answvered by X-ray crystallographists. Indtead, it is important to determine
the three-dimengond structure by a different method.

For horse cytochrome ¢ conssting of 104 amino acid residues, its three-
dimensond structure has dso been invedigaied by nuclear magnetic
resonance (Kar et al., 1994) measurements. There are about ten resdues
having quite different (¢,y) angles from those determined by X-ray
diffraction dudies Such difference can be attributed to the different
physicd dates one being in solution and the other in crystdl.  However,
they may aso be due to the inability of positioning peptide units precisdy
into the electron density map provided by X-ray diffraction analysis. To
connect the nearest C,—atoms with backbone atoms, it is possible to offset
the y angle by 180° and the ¢ angle of the following residue aso by 180°.
Hopefully, such errors are relaively rare.

Thus, for al proteins with known atomic coordinates of their non-hydrogen
atoms, the (¢,y) angles of each amino acid residue can be caculated, except
those at the N-terminal and C-terminal ends. They are associated with the
known amino acid sequences of these proteins. If indeed the sequence
determines the three-dimensiona folding of a protein, these (¢,y) angles can

be cosdy corrdated with the sequence.  This vauable experimentd

information unfortunately cannot be derived theoreticdly, without
extremely complicated caculations.

SELECTING ¢ AND wANGLES

In order to predict the three-dimensiond folding of any protein with known
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amino acid sequence, it is necessary to compare segments of its sequence
with those in reference proteins. If matched, there is a possibility that
locdly the two identica segments may fold smilarly. However, the chance
of finding such matches is very smal. On random bass, for a segment
conggting of m amino acid residues, the chance is 20™. Thus, to edimate
the (¢,y) angles of a specific amino acid resdue due to the influence of
nelghboring ones on bom sdes, we have:

m=1: 1 outof?20,
m=3: 1 outof8000,
m=5: 1 outof3,200,000, €c.

It becomes clear that this matching process may be successful for m = 3,
with the presently available reference proteins. Hopefully, as more three-
dimensiona sructures of proteins are determined, m =5 may be use. These
vaues of m can barely include the effect of neighboring amino acid residues
to promote theformation of e-helices.

On the other hand, B-—plested sheets are Stabilized by hydrogen-bonds
between different B—strands which can be pogtioned at various parts of the
amino acid sequence. This long-range effect will be very difficult to predict
using the method of matching sequences localy.

Various rules of sdection can be desgned to estimate the (¢,y) choices for
the middle amino acid residue in tri-peptides (m = 3). Anexampleis
illustrated here. Consider the tri-peptide, Va Glu Lys (Wu et al., 1974).
This sequence can be matched exactly with tri-peptides in reference
proteins.  One of the (¢,y) angles found in these reference protens is
(=75°+142°). On the other hand, out of the 8,000 possible tri-peptides, a
fairly large number of them are not present in reference proteins. Thus, in
addition, for every tri-peptide, its condituent di-peptides will dso be
matched. In the present case, some of the (§,w) angles found in reference
proteins for Val Glu (), Va () Lys and () Glu Lys, areliged in Table 6-2.
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Table 6-2. Some of the (¢,4) angles found in reference proteins for the three di-peptides

Va Glu () Va ()Lys () Gu Lys
699 -101°-154° —46°-34°
8033 -128° +136° —48°-43°
45042 -133° +147° -114° +180°
~121°+134° -104°+125° 124° 30
—65°—42° -61°-49° —99° 29
—29° —45° —67°-59 —87°-44°
-68°56° -89%+90 —03° +22°
-60°—39°

If the ¢ and  values for dl three di-peptides in Table 6-2 are within about
30 of each other, they are combined and averaged. They give a possible
choice of (-58°~41°%). Other less restrictive selections are dso possible.

This procedure of matching amino acid sequences of tri-peptides and
sdecting the (¢,y) angles of the middie amino acid residue of reference
proteins is sdf-consgent.  Condder a protein with known three-
dimensiond structure. If this protein sequence together with its (¢,y) angles
is included in the reference proteins, the process of matching tri-peptides
will automatically pick the known (¢,w) angles as possble choices. This
seemingly trivid result, however, provides a condstent scheme of sdlecting
¢ andy angles. A known three-dimensiona structure will automatically be
included as one of the possible choices.

Consider the above mentioned case of Vd Glu Lys with two possible (¢,y)
choices for the middle amino acid resdue Va, ie (-75°+142%) and
(-59°-41°). If every residue in a protein with 100 amino acid residues has
two possible choices of (¢,y) angles, atota of 2'° or roughly 10® possible
combinations have to be analyzed. This number, athough much smaller
than 10™, is still too large to be processed by modern day computers. Even
though the (¢, ) angles of every residue together with the structure of the
standard peptide unit can in principle generate detailed three-dimensiona

structures of the protein, it would be impossible to pick the correct one. In

addition, the variation of as small as 1° for the sdected ¢ and w angles can
produce extensive digtortions on cumulative basis over 100 residues.
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BACKBONE STRUCTURE PREDICTION

Therefore, further reduction of (¢,y) choices for each amino acid residue
seems to be essentiad for this matching process to be useful in predicting
three-dimensional structures of proteins. Essentialy only one choice for
each residue will be needed. One way of achieving this god is to consider
al other proteins homologous to the one under study. For example,
presumably cytochromes ¢ from various species should fold into similar or
nearly identical three-dimensional structures. However, locally, their amino
acid sequences may be different. For a certain postion, the (¢,y) choices
can be different for each of these sequences. The required choice for the
collection of al these sequences must be common to al of them. As a
result, some of the positions of cytochromes ¢ may have only one choice for
their (¢,w).angles. Other positions can till have severd choices.

Short Peptide Hormones

Another possible application of this matching process is to short peptides
such as the nine amino acid neurohypophysed hormones (Honig et al.,

1973). Even in the case of severd (¢,y) choices for each amino acid
residue, the total number of combination of choices is relatively small since
there are only afew residues. These peptide hormones do not form crystals
easly. Thusthelr three-dimensiona structures cannot be anayzed by X-ray
diffraction studies. On the other hand, nuclear magnetic resonance (NMR)

can be a powerful physical tool to determine their structures. Thus, results
based on theoretical predictive methods can be compared with experimental

NMR findings, athough the solvent in the NMR study may not be water.

Homol ogous sequences are dso used to reduce the number of (¢,y) choices.
They are ligted in Table 6-3. The presence of a disulfide bond between Cys
1 and Cys 6 can provide additiond restrictions of the (¢,y) angles.
However, the N-terminal and C-terminal residues, i.e. Cys 1 and Gly 9, can
have some flexibility. Energy minimization with various potentid functions
between non-bounded atoms as discussed in the previous Chapter can be
used to refine the (¢,w) angles. Inthe process, the Cys 1 and Cys 6 disulfide
bond is established and steric hindrance avoided.
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Table 6-3. Amino acid sequences of seven neurohypophyseal hormones. All C-termind Gly
are amidated. Cys 1 and Cys 6 form adisulfide bond.

1 2 3 4 5 6 7 8 9

Arginine-vasopressin Cys Tyr Phe Gln Asn Cys Pro Arg Gly

Lysine-vasopressin Cys Tyr PheGln Asn Cys Pro Lys Gly
Vasotocin Cys Tyr Ile Gln Asn Cys Pro Arg Gly
Oxytocin Cys Tyr Ile Gln Asn Cys Pro Leu Gly
Mesotocin Cys Tyr Ile Gln Asn Cys Pro Ile Gly
Isotocin Cys Tyr Ile Ser Asn Cys Pro Ile Gly
Glumitocin Cys Tyr Ile Ser Asn Cys Pro Gln Gly

For these seven neurohypophysed hormones listed in Table 6-3, the initid
choices of (¢,y) angles for the nine postions are given in Table 64,
together with various additiona adjustments.

Table 6-4. Initia choices and adjustments of the (¢,w) angles for neurohypophyseal

hormones.
Initial Minimizing Energy
Postion choices Cysl-Cys6 minimization
digtance
1 -135°+166° —135°+166° -152° +140°
2 —60°-60° ; —100°+130° —60°-60° -80°-60°
3 —66°—11° —66°—11° —67°36°
4 —78°+142° 78 +142° o8’ +149°
5 —96°+32° ; —65°-25° —96°+32° —99°+34°
6  —-135°+154° ; 52°+141° —52°+141° —43%+147°
7 5338 5338 53°-21°
8 546" : 97°+13 —59°—46° 73

9 +81°-30° +81°-30° +82° +69°
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Other models may be congtructed with the additional requirement of binding
Cu™(Honiget al., 1973).

Peptide Loopson Proteins

Typicd examples of peptide loops on proteins are the complementarity
determining regions (CDR's) of antibodies discussed in Chapter 1
Numerous amino acid sequences of CDR'’s have been determined during the
past 35 years. The method of predicting peptide backbone folding has been
applied to these saquences, and results in theoreticaly generating detailed
three-dimensiona structures of antibody combining sites. An examples will
be illustrated here.

In this casg, the three-dimensiona structure of the framework regions of a
similar antibody is used as a scaffold.  Structures of various CDR’s are

predicted by matching sequences and (¢,w) anglesto reference proteins, and
connected onto the scaffold. Therefore, the predicted loop folding must

have the N-termind residue starting at a fixed postion in space with a given

orientation. At the end of the loop, the C-termind residue dso has a fixed
location and orientation. Furthermore, steric hindrance should be avoided
not only within the same CDR loop but dso among different CDR loops

These redtrictions are usudly sufficient to reduce the possible theoretica

three-dimensiona structures of the sx CDR loops to just one or a mos a
fewchoices.

This gpproach has been applied to immunoglobulin MOPC-315 (Stanford
and Wu, 1981). The known atomic coordinates of the framework regions
for another immunoglobulin Newm (Poljak et al., 1972, and the webste,
http://www.rcsh.org/pdb) were used asthe scaffold.

For each CDR, the known (¢,y) angles of the amino acid residue
immediately to the N-termind dde is included to fix the location and
orientation of that end. In order to fix the location and orientation of the C-
termind end, the known (¢,y) angles of the three amino acid resdues
immediately after the CDR segment are dso included.  The (¢,y) choices of
the CDR amino acid resdues are then adjusted to make sure that each CDR
loop can fit onto the scaffold. The criterion of fitting again depends on
minimizing a sum of squares. In this casg, they are the distances between
experimental and theoretical locations of the C,—atoms of the three amino
acid resdues immediately after the C-termind end of the CDR. By
adjustingthe (¢,w) angles of the CDR amino acid resdues and adjacent
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ones, this sum of squares can usudly be reduced to less than 15 A2
However, it is important to avoid deric hindrance.  Since Newm has no
CDRL2, alonger ssgment from MOPC-315 is used.

For the sx CDR's the dtructures of the middle ones, i.e CDRH3 and
CDRL3, are predicted first, followed by those of CDRH1 and CDRL1.
CDRH2 and CDRL2 are on the periphery and their structures are usualy
predicted las. The sx CDR's form a very compact structure with little
flexibility. In the case of MOPC-315, the final s&ts of (¢,y) angles for the
six CDR's are illugrated in Tables 6-5. Angles are rounded off to the
nearest degree. Table 6-6 gives the predicted atomic coordinates of the non-
hydrogen backbone atoms. These results were from Stanford (1979).

Table 6-5. Amino acid residue (¢,y) angles of MOPC-315 CDR's. Adjacent resdues arein
parenthess.

Position (Kabat numbering) Amino acid residue (é,w) angle

CDRL1 () Cys —-130°+133
24 Arg —155°+131°
25 S 720410
26 S —75°+151°
27 Thr- -1120-16°
27A Gly 7P -41°
278 Ala —107°+154°
27C va 6347
28 Thr —138°+13°
29 Thr -118°+137°
0 S +530+82°
31 A -66°+108°
R Tyr -157°+151°
3 Ala 6P+
A A —124°+91°
(35 Trp 1422 +140°
(36) lle 1478 +12%
(37 Gln —130°+123°

CDRL2 (46) Gly -83°+106°
47 Leu —72-37°
(49) lle -1520+133°
(49) Gly —125°+149°
50 Gly 67233
51 Thr 7P 3

52 S —144°+111°



CDRL3

CDRH1

CDRH2

97

(98)

(99)
(100)

(30
31
32

(47)
(49

51
52

Ala

His

-100°-31°
—76°+69°
—75°+120
640 +142°
+65°+15°
-93°+137°
—77°+166°
—76°-&°
5717

-108°+147°

—168°+140°

-104°+151°

—121°%+118°
-103°+125°
1680178
—1250+132°
—120°-179°
—71°4°
-61°0-72°
-161°+133°
58040
—41°+147°
—-89°+116°
-101°+97°
—100° +141°

—74°+137°
46073
—170°-158°
—112°+141°

—95° +150°
—134°+137°
-66°—38°
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Table 6-6. Atomic coordinates of non-hydrogen backbone atoms of MOPC-315 CDR's.

233 RRIILBBBIFAL

RS

5888

Non-hydrogen atom

CDRL1

24N
24CA
24C

25N
25CA
25C

26N
26 CA
26C

X

-3829
-39.78
-40.64

-41.76
-4291
-4358

-43.67
-44.29
-43.33

GIn

y

1575
1600
1505

1565
1492
1410

1472
14.10
1307

~107°-9°
-35°+160°
-81°+128°
113P-3
-71°+1°
—96°+142°
-90°+162°
7P +120
—15% +1650
7P 220
-6 +159°
—46°-22°
—70°+64°

_106°+134°

-114° +154°
-116°+28°
5P +138°
-61°-56°
-165°+88°
143 +162°
-83%+3X°
o +38°
62 +133°
—7120-70°
118 +128°
—123+97°
+17°+148°

z

-6.62
-1.28
-6.72

-6.36
579
-6.89

-805
924
983
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CDRL2

27N
27CA
27C

27AN
27A CA
27IAC

27BN
27B CA
2/BC

271CN
2ICCA
27CC
28N
28CA
28C
29N
29CA
29C
30N
30C

31N

3742
3775

-1046
-11.10

-1301
-14.42

-14.21
-14.58

-14.43
-13.87
-12.55

-12.60
-11.39

-10.17
0838

-117
-2.16
-192



CDRL3

SIN
S1CA
51C
52N
52CA
52C
33N
53C
54N
54C
55N

55C

56N
56C
89N
89CA
8C
ON

N0C

91N
91CA
91C

92N
92CA
92C
93N
9B CA
93C
94N

AUCc

-37.72
-3800
-36.77

-35.62
-34.32
-33.30

-3291
-31LA
-3056

-3060
-20.39
-2880

-2829
-271.67
-26.29

-26.15
-2491
-2379

-36.62
-37.85
-38.74

-39.96
-4098
-42.35

-43.32
-44.72
4522

-45.83
-47.90
-48.49
-49.93
-50.24
-49.36

-49.47
-49.42

3281
3418
35.06

3445
H1
34.10

3434
350
34.16

3548
36.30
3H13

34.89
3555

3643
3719
36.22

230
2273
2350

2302

2361
2301

2345
2301
2246
2129
2039
1975
1838
1740

1626
16,78

064
019
041

018
088

21
282
-2.78

2175
271
-1.30

095

041

138
161
19

093
161
0.63

0.52
036
003

080
066
-200

-190
287
-385
-387
-282
-2.78

-185
041
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CDRH1

CDRH2

95N
9%5C
9% N
96C
97N

97 CA
97C

31N
31CA
31C
32N
32C
3N

33C

AN
3AC
33BN
33HC

35AN
35ACA
3BAC

S0ON
S0CA
50C

51N
51 CA
51C

52N
52 CA
52C

-48,23
-47.9%6

4676
45,64
44,46
44,69
4369
4230
4422

4474
-44.19

1720
1774
1855
1973
2067
2000
1874
1791
1817
30.79
3848
37.30
36.17

34.24
3%
3179

30.71
28.36
2713
2623
2645
2518

2181
2315
2377

2506
2585
2654

26.74
2739
2843

-0.03
131
129

188
197
268

301
3.70
311

1207
1107

1084
1024
1119

1117
1200
1112

1175
1109
21

1164
1303

1435
1512
1581

1053
1016
1133

1150
1257
1202

1292
1261



59N
59CA
59C
60N
60C
61N
61 CA
61C
62N

62CA
62C

63N
63C
64N
64C
65N
65C

-54.93
5641
-57.19
-5841
-58.16
-57.02
5705
-57.09
-57.50

-56.61
5562
-56.03

-57.17
-57.75
-56.91

-55.87
-53.72
-53.27
-52.11
-50.83
-49.72
-47 9%

4767
47123

-4590
-45.98
-47.18
4874

-49.36
-49.90

257
30.70
031
2040
27.46
2694
2525
239
2342
2350
24.09

24.27
2342

2717
2190

20.59
1946
19.76
1871
1848
1887
1724
1663
1500
1388
1301
1266
1337
1300

1505

1321
1407
1492

1437

1750
1728
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CDRH3 95N -39.74 3173 1001
95 CA -3948 B2 842
95C -3935 3517 639
9% N -3948 882 842
9% CA -30.34 35.19 791
9%C -3935 3517 639
97N -4006 36.14 584
97CA 4021 3631 439
97¢C -3883 3656 377
98N -38.18 3758 428
98 CA -36.84 37.9 383
98C -36.23 3894 486
99N -3556 3834 582
99 CA -34.89 3006 691
9C -3359 3836 727
100N 3274 3910 7.95
100 CA -3142 3862 839
100C -3158 3784 970
100A N 272 37.20 980
100A CA -33.08 3638 1097
100A C -3261 3194 1075
101N -32.06 34.39 1182
101 CA -3155 3301 1183
101C -3269 204 1166
102N -3240 3112 1065
102 CA B35 3008 1023
102C -52 2906 1135

Comparison with Experimental Results

As discussed in Chapter 1, CDRH3 of an antibody molecule confers fine
specificity. Ther structures have been determined experimentally in severd

antibody crysta structures (Kabat et al., 1991). Due to the “anchoring’
amino acid resdues a the two ends of CDRH3, they al form loops (Figs. 6-
210 6-11), smilar to the above prediction.



HyHE [-fo

Figure 6-2. Stereo view of CDRH3 with five amino acid resdues.

ANO2,

Figure 6-3. Stereo view of CDRH3 with six amino acid residues.

4-4-20

Figure 6-4. Stereo view of CDRH3 with seven amino acid residues.
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DL

Figure 6-5. Stereo view of CDRH3 with eight amino acid residues.

Sel55-4

Figure 6-6. Stereo view of CDRH3 with nine amino acid resdues.

Bvo4-o|

Figure 6-7. Stereo view of CDRH3 with ten amino acid residues.
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MePrle3

Figure 6-8. Stereo view of CDRH3 with eleven amino acid residues.

34-71

Figure 6-9. Stereo view of CDRH3 with twelve amino acid resdues.

R11.?

Figure 6-10. Stereo view of CDRH3 with fifteen amino acid resdues.
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3Dbb

Figure 6-11. Stereo view of CDRH3 with seventeen amino acid residues.

As a result, depending on the number of amino acid resdues, some
canonica loops (Chothia and Lesk, 1987) have been proposed without the
detalled andyss of sdecting ¢ and y angles. Thus, for antibodies, an
abbreviated approach of predicting backbone structures has been proposed
with the use of such standard configurations for dl sx CDR's (Webster and
Rees, 1995).

Proteins of Similar Functions

Many proteins have similar enzymatic functions, even though their amino
acid sequences are different. For example, as discussed in Chapter 4,
glycerol dehydrogenase uses NAD &s a co-enzyme. There are many other
NAD-linked dehydrogenases and have smilar three-dimensiona structures
consisting of parallel B—pleated sheets stabilized by ahelices. Thus, it is
possible to make use of a known dehydrogenase structure as a framework to
predict the three-dimensiona folding of another one.

Severd of the NAD-linked dehydrogenases have an NAD domain conggting
of a p—pleated sheet with six parallel —strands and a left-handed twist of
about 100°. That sheet is stabilized by four a—helices, two on each side of

the sheet. However, there is little amino acid sequence homology among

these dehydrogenases, except that Gly residues are common at ends of
severd pB-strands and an Asp residue is conserved for NAD binding.
Although the catalytic domains of these dehydrogenases appear somewhat

different, there are still many structural similarities.
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With these redrictions and other information derived from mutational
dudies, symmetry of tetramer subunits, etc., the three-dimensiond structure
of the backbone of ribitol dehydrogenase (Stevens and Wu, 1985) has been
proposed basad on the predictive method discussed in this Chapter. While it
is not sufficient to sdlect (¢,y) angles for each amino acid resdue of a
protein to predict its three-dimensond folding, the incorporation of
additiona information can, in some cases, provide sufficient restrictions to
predict the tertiary structure of the backbone of a protein.

With the rapid development of various genome projects, the amino acid
sequences of many proteins, some represented by the so-called open reading
frames (ORF9), will become avalable.  Prediction of ther three-
dimensiond folding and possible structures can provide valuable biological
information to their functions.

SIDE-CHAIN STRUCTURE PREDICTION

After the backbone structure of a peptide loop, eg. one of the CDR's of
antibodies, is proposed, the side chains of al amino acid resdues in the loop
can be andyzed. An example is illustraied for an immunoglobulin,
MOPCI104E (Mcintire et al., 1965). It is an IgM with a A light chain
Appellaetal., 1968) and a p heavy chain (Kehry etal., 1979). It reactswith
dextran, especidly dextran B1355 from L. mesenteroides, thus specific for
the a(1»3) linkage. Nigertriose can very effectively inhibit MOPC104E's
binding of dextran B1355, suggesting that the binding Ste may conss of
three residues of a(1-+3)-linked glucose. Further study (Schepers et al.,
1978) suggedts that there is a 12 A-deep cavity complementary to the
nigerose disaccharide with a subste for a third glucose resdue in an
adjacent groove. MOPC104E isthus specific for terminal nigerosyl resdues
as in the case of dextran B1355, but not for a(1+3) linkages only in the
middle of dextran molecules.

Various atempts to crystallize MOPC104E for X-ray diffraction studies
have unfortunately failed. Thus, its detailed antibody combining ste three-
dimensiona structure can only be predicted (Hovis and Wu, 1985). Similar
to MOPC315, the predicted CDR’s arejoined onto the framework structure
of Newm, except in the region of CDRL2 where that of REI (Epp et al.,
1975) is dso used. In the order of prediction, the CDR amino acid
sequences and their (¢,y) angles are listed in Tables 6-7 to 6-12 (Hovis,
1982).
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Table 6-7. Amino acid sequenceand (§,w) angles of CDRL3 of MOPC104E.

Position (Kabat numbering) Amino acid residue ¢w) angles
8 Ala -9 _35°
0 Leu -81°-9°
a Trp —42038°
R Tyr -115°+13
3 Sy —56°-11°
V] A -10°+118°
% His —61°-38°
% Trp 630210
97 Vd —100°+145°

Table 6-8. Amino acid sequence and (¢,) angles of CDRH3 of MOPC104E.

Position (Kabat numbering) Amino acid resdue $.v) angles

95 A 530520
% Tyr —114°+137°
97 Asp —920+79°
B Trp —69°-11°
0 Tyr -127° +161°
100 Phe 440 48°

101 A -114°+128°
102 va -110°-4°

Table 6-9. Amino acid sequenceand (¢,w) angles of CDRH1 of MOPC104E.

Position (Kabat numbering) Amino acid residue (o w) angles
31 Ag 30740
2 Tyr —105°+128°
3 Tyr —123° +180°
A Met -82°+158°
35 Lys ~135°+177°
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Table 6-10. Amino acid sequence and (é,w) angles of CDRL1 of MOPC104E.

Postion (Kabat numbering)

24
25
26
27
27A
2/B
2iC
28
29
0
3
32
3
A

Amino acid resdue

Arg
S

S

Thr
Gly
Ala
vd

Thr
Thr
S

A
Tyr
Ala
A

(%) angles

—129 +161°
127 +170
-50°-37°
—149° +163°
—12°+94°
-60° 520
48 +131°
-139°+134°
-81°-¢°
—600-44°
1200 +142°
92013
—72°+101°
—71°—67°

Table 6-11. Amino acid sequence and (¢,y) angles of CDRL2 of MOPC104E.

Postion (Kabat numbering)

0
ol

SHEITR

Amino acid resdue

Gly
Thr
Asn
Asn
Arg
Ala
Pro

(dw) agles

65’55
—620-46°
—64%+138°
720440
1682 +172°
—109L +138°
—73+136°

Table 6-12. Amino acid sequence and (¢,w) angles of CDRH2 of MOPC104E.

Position (Kabat numbering)

0
ol
52
52A
3
A

Amino acid residue

A

lle
A
Pro
A
A

é.w) angles

—177°+154°
—129° +107°

—138%+120°
6L +7°
—-62°-61°
—810,—410
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Gly +133 250

55

56 Gly +67°+36°
57 Thr -64°-10°
58 S 1538 +117°
59 Tyr —67°+124°
€0 Axn —-840+167°
61 Gn 1363 +125°
62 Lys -68°-37°
63 Phe —40°-37°
64 Lys +23+76°
65 Gly +162°-79°

Based on these backbone dructures of the MOPC104E CDR's, the side
chains of each amino acid resdue can then be adjusted to avoid deric
hindrance of non-bounded atoms. Their three-dimensiond dtructures are
shown in Figs. 6-12 to 6-17.

Figure 6-12. Stereo view of CDRL3 of MOPC104E.
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Figure 6-13. Stereo view of CDRH3 of MOPC104E.

Figure 6-14. Stereo view of CDRH1 of MOPC104E.
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Figure 6-15. Stereo view of CDRL1 of MOPC104E.

Figure 6-16. Stereo view of CDRL2 of MOPCIO4E.
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Figure 6-17. Stereo view of CDRH2 of MOPC104E.

Indeed, the atomic coordinates of al non-hydrogen atoms are determined
(Hovis, 1982).

FUTURE THEORETICAL STRUCTURAL STUDIES

Even though the andytica method outlined above is quite complicated, it
makes use of the existing experimental data on three-dimensiona structures
of reference proteinsto predict possible three-dimensiond configurations of
peptides of known amino acid sequences. However, much more work will
be required to undersand how proteins fold into ther active tertiary
dructures with the information content of their amino aod sequences
(Anfinsen, 1973). In some smple cases the amino adid sequences of
relaively smal proteins in the proper environment may be sufficient to
determinetheir folding. For larger proteins, they may require the interaction
of other proteins or organdles. Theoreticd anayss for the latter Stuation
will be very complicated.
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EXERCISE

Plot the backbone atomic coordinates of MOPC-315, and rotate around the
X-, y- and z-axis separately using the rotation matrix in the Appendix.
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CHAPTER 7

STRUCTURESOF POLYNUCLEOTIDES

INTRODUCTION

Similar to polypeptides, periodic structures of polynucleotides can dso be
analyzed by dgeric hindrance studies. The basic building block is a
nucleotide. For RNA, i.e ribonucleic acid, there are four ribonucleotides
with different bases. adenine (A), cytosine (C), guanine (G) and uracil (U).
For DNA, i.e. deoxyribonucleic acid, there are four deoxyribonucleotides
with different bases adenine (A), cytosine (C), guanine (G) and thymine
(T). The ribose ring is more or less flat, smilar to the peptide bond in
polypeptides, athough it can assume severd different configurations. The
sde chain configurations of nucleotides are specified by one single bond
free to rotate. Unlike the polypeptide backbone where each amino acid
resdue has only two single bonds with rotational degree of freedom,
designated by the ¢ and w angles, polynucleotide backbone has five degrees
of rotationa freedom for each nucleotide as shown in Fig. 7-1 (Metzler,
1977). Thus, to define aperiodic structure needs at least afive-dimensiona
goace. For this reason, very few dudies on periodic dructures of
polynucleotides have been carried out. It is awide-open field in molecular
biology for detailed theoretical andyss.

In this Chapter, some historical attempts to study polynuclectide structures
are summarized. Nomenclatures used by various authors are different. It is
hoped that once the periodic structures of polynucleotides are understood,
detailed three-dimensional structures of RNA and DNA can be analyzed.
Tremendous amount experimental data are aready avalable for relatively
short RNA and DNA segments. However, even the packing of DNA insde
aA—phage is beyond comprehension.
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Figure 7-1. Configuration of a nucleotide unit.

PERIODIC STRUCTURES

Similar to polypeptides, Pauling and Corey (1953) aso proposed that DNA
could exist in periodic dtructures. Many other periodic structures were
subsequently suggested, and severd of these will be discussed in the next
Chepter. Some are right-handed, and others left-handed. However, unlike
polypeptides, the basic building block has many more single bonds free to
rotate. As a result, periodic structures of polynucleotides can not be
visualized easily in atwo-dimensiond Ramachandran plot. There is aso no
smple paper model as that for the peptide backbone illustrated in Chapter 5.
Ingead, a minimum of a five-dimensional space will be required for the
backbone, together with possble distortions of the ribose ring.  Over the
years, virtual angles have been suggested. However, it is usualy very
difficult to reduce any description in a five-dimensional space to a two-
dimensiona space.



179

On the other hand, the sde chains of polynucleotides have much smpler
configurations as compared to those of polypeptides. The four bases of both
RNA and DNA are dl flat structures, and are linked to the ribose ring by a
sngle glycosdic bond. This bond will be andyzed first.

GLYCOSDIC BOND
Similar to the minimum dlowed contact distances between non-bounded

atoms, another gpproach of studying steric hindrance is to use the atomic
and van der Wadl radii of various aioms as listed in Table 7-1.

Table 7-1. Atomic and van der Waal radii of H, C, N, O and P.

Atom Atomic radius (A) van der Waal radius (A)
H 030 12
C o.77 16
N 0.75 15
0] 0.74 14
P 110 19

The van der Wadl radii listed above are on the larger Sde.  Some authors
assume that for H atom can be as small as 0.9 A. For numerical evauations,

we calculate a quantity, designated as tolerance A, among any two sets of
non-bounded atomsi andj (Wu, 1968):

A = Min {disance between atomsi and]
i)

—van der Wad radius of atom |

—van der Wadl radius of atomj }.
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Atom i denotes atoms on one Sde of the single bond in consideration, and
atom j those on the other Sde of the single bond. For A > 0, there is no
deric hindrance. For A < 0, it does not necessarily indicate disalowed
configurations, snce the minimum dlowed van der Wad radii may be
smadller than those listed in Table 7-1, by asmuch as 0.3 A.

The rotation around the glycosidic bond is denoted by « in Fig. 7-1, but was
by 6, asillustrated in Fig. 7-2 (Wu, 1968).

Figure 7-2. Definition of 8,, rotation around the glycoddic bond.

The ring structure of the pyrimidine or purine base lies in the x,z-plane and
below the x,y-plane. It is held stationary. The glycosidic bond lies dong
the negative z-axis, with C," of theribosering at the origin. At 6, = 0°, al of
the solid bonds shown in Fig. 7-2 are in the x,z-plane.  The angle 6,is
defined as the angle between the x,z-plane and the plane formed by the
glycosdic bond and the C,’—C;’ bond of the ribose ring. The right-hand rule
Is used to define the postive direction of 8, for rotation around the z-axis.
The torson angle defined by Donohue and Trueblood (1960) is roughly
equal to 240° ~ 8,. Only those atoms shown in Fig. 7-2 are considered for
geric hindrance caculations.
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Tolerance A is cdculated for pyrimidine and purine bases separately, as
illustrated in Fgs. 7-3 and 7-4.

A

Figure7-3. Tolerance A as afunction of @, for pyrimidine bese

Aln)

Figure 7-4. Tolerance A asafunction of @, for purine base.
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The negative vaues of tolerance A in Figs. 7-3 and 7-4 suggest that the van
der Wad radii of various atoms listed in Table 7-1 should be reduced
somewhat, especialy that for H atom. However, roughly, we have posshle
values of 8, for pyrimidine and purine in the ranges.

pyrimidine:  95°to 13(F, and 230°to 315",

purine: 40° to 160F, and 220° to 320~.

The vadue of 100° corresponds to the syn configuration suitable for the
Hoogsteen pairing (Hoogsteen, 1963), and that of 280° to the anti
configuration suitable for the Watson-Crick pairing (Watson and Crick,
1953). Indeed, especiadly for purine bases, there is afairly large amount of
alowable rotation around the glycosdic bond.

FIVE DEGREES OF FREEDOM OF THE BACKBONE

Rotations around the five single bonds (Metzler, 1977) between two
successve phosphorous atoms as shown in Fig. 7-1 have designations
overlapping with those for the polypeptide backbone. To avoid such
confusion, earlier in 1968, they were designated as 85, 6, 6,, 85 and 85 (Wu,
1968). The C,—-C3 bond will be consdered separaidly due to the
regtrictions imposed by the ribose ring structure.

Theangle 6, is defined in Fig. 7-5, for the rotation around the C,-Cs' bond.
The C, aom is postioned at the origin, and the C4/—Cs’ bond dong the
negative z-axis The CH;O group of the sugar lies below the x,y-plane, and
is held stationary with the O atom in the x,z-plane. The ribose ring is then
rotated around the z-axis in the postive direction, with the right-hand rule,
At 8,=0° all solid bondsin Fig. 7-5 are inthe x,z-plane. Theangle 6, isthe
angle between the x,z-plane and the plane formed by the C;'-C, and
C,/—Cs bonds. Agan for cdculation of tolerance A, only those aoms
shown in Fig. 7-5 are included. Tolerance as a function of 8, is plotted in
Fig. 7-6. The leagt hindered vaues of 6, are around 120° and 240°. Mogt of

the values of 8, seem to be allowed, except possible between 130° to 230°.



Figure 7-5. Definition of 8,, rotation around C4’_Cs' bond.

360°

Figure 7-6. Tolerance Aasafunction of ,.
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The angles 8; and 0. define the rotations around the O-Cs' bond and the
bond between that O atom and the P atom (Figs. 7-7 and 7-8).

Figure7-7. Definition of 8,, rotation around the O-Cs' bond.

Figure 7-8. Definition of @, rotation around the O-P bond on the 5'-end.
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In Fg. 7-7, the C5' atom is placed at the origin, and the Cs'—O bond dong

the negative z-axis  The P a@om is in the x,z-plane. The angle 6, is the

angle between the x,z-plane and the plane formed by the C,/'-Cs' bond and

the C;-O bond. InFg. 7-8, the P aom is placed at the origin, and the P-O

bond on the 5'-end dong the negative z-axis with the Cs' aom in the x,z-

plane. The angle 6, isthe angle between the x,z-plane and the plane defined

by the (C;'9)O-P and the P-O(-C5') bonds. In both cases the postive 6,
and 6, angle follow the right-hand rule dong the z-axis Due to the
relatively large van der Wad radius of the P atom, the tolerance A is
caculated for various values of 8, for the P atom only and illustrated in Fig.
7-9. As expected, when the P atom is opposite to the two H atoms on Cs',

l.e. 0,=180°%there is least dteric hindrance. Other locations for low

tolerance are around 6; of 110° and 29C.

AlA)

-1.0 ] | |

Figure 7-9. Tolerance asafunction of 8, for P aom only.

Since the varidion of 8, from 180 to 360° is Smilar to that from 180° to (@,
only the later range is consdered together with the 6, for tolerance
A cdculation involving other atoms. The result is shown in Fig. 7-10, with
the P atom excluded. The region with tolerance gregter than zero (A > 0)is
dippled.



A<D

360

63 (excluding P)

Figure 7-10. Allowable values of angles8; and 8, with the omission of the P atom.
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Similarly, angles 6 and 6, are defined as the rotation around P-O and
O-C; bondsasilludrated in Fgs. 7-11 and 7-12.

Figure7-11. Definition of 8s, rotation around the P-O bond on the 3 -end.

Figure 7-12. Definition of 8, rotation around the O-C;' bond.
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InFig. 7-11, the P a@om is placed at the origin, and the P-O(-C3') dong the
negative z-axis. The other P-O(-C5') bond is in the x,z-plane a 65 = 0°.
Angle 8, is the angle between the x,z-plane and the plane defined by these
two P-O bonds. InFg. 7-12, the C;' atom is placed &t the origin, and the
C;-O and the O-P bonds are in the x,z-plane. Angle 6, is the angle
between the x,z-plane and the plane defined by the Hy—C;' and the C;'-O
bonds. In both cases the pogtive value follows the right-hand rule dong
the z-axis. Agan, due to the relative large van der Wad radius of the P
atom, tolerance A is plotted again 85 for Paom only in Fig. 7-13.

Figure 7-13. Tolerance A asafunction of 8¢ for P aom only.

Similar to the Situation for the combination of €, and 8., tolerance A can dso
be plotted for the combination of 6; and8s excluding the P atom. Symmetry
of 8, Sill exigsfor DNA. However, the presence of the OH group attached

to the C,’ @om on RNA makes this symmetry no longer valid (Murthy et

al., 1999). Fig. 7-14 illustrates tolerance asafunction of 8s and 6, for DNA.

Thus, it is clear that the 3'-end of the nucleotide unit is more redricted due

to geric hindrance than the 5'-end.



A<0

90° 180
8¢ (excluding P)

Figure 7-14. Allowable vaues of angles 85 and 8¢ with the omisson of the P atom.
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RIBOSE RING STRUCTURE

As illustrated in Fig. 7-1, the ribose ring structure is not planar. The C;’
atom or the C5' atom can be displaced out of the plane towards the Cs' atom.
Thus, even though the C3'—C4" bond is not free to rotate, it can assume
severd different positions, commonly referred to as pucker (Sarma, 1980).
Thus, it provides additional complication to the backbone structure of
polynucleotides, smilar to the idea that peptide bonds in polypeptides may
not be completely planar.

Therefore, to understand the complete nature of periodic or secondary
structures of DNA and RNA requires detailed calculations of al sericaly
alowed configurations. Such caculations must be carried out in the five-
dimensiona space defined by angles 85, 64, 64, 85 and 8¢ , together with the
glycosidic bond defined by 6, and the puckering phase and amplitude of the
ribose ring structure (Marzec and Day, 1993, Murthy et al., 1999). As
mentioned before, various authors use different designations for these
angles. Some of them are liged in Table 7-2.

Table 7-2. Notations used to designate rotations around single bonds of anucleotide.

Bond Wu, 1968 Metzler, 1977 Murthy et al., 199
P-O 0, W o

0-Cs’ 0, 0 B
Cs-Cy ) 4 Y
Cy-Cy G P,A
C,’-0 06 ® €

o-r 0; ¢ 9
glycosidic 0, X x

Unified notations, as well as conventions of angles, can then provide a
careful study of polynuclectides conformations (Murthy et al., 1999) similar
to the Ramachandran plot for polypeptides.
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VIRTUAL ANGLES

In the hope of reducing the complexity of the polynucleotide backbone
configuration to a two-dimensond plot, various virtua angles have been

proposed during the past 30 years. Olson and Flory (1972) proposad to
congder two virtual bonds, one from P to C5' and the other from C5' to the
other P of the repeating nucleotide unit. They were therefore able to use a
two-dimensona representation of two virtual angles for the rotations
around these two virtual bonds. Duarte and Pyle (1998) suggested a dight

variaion, using two virtual bonds from Pto C4 and from C,' to the other P.
Whether a two-dimensiona description can subdtitute the real Stuation of a
five- or sx-dimensond space is open for discussion.

FUTURE ANALYSS

While the polynucleotide configurations are more complicated than those of
polypeptides, it is essentid to analyze them in complete detail regardless of
whether multi-dimensiona space will be required. Once their periodic or
secondary structures are thoroughly understood, detailed comparison with
experimental data can provide vauable information about the three-
dimensond folding of DNA and RNA. In generd, due to the presence of
five angle bonds with some degree of freedom to rotate for each nucleotide,
the backbone structure of DNA and RNA may be quite flexible. With the
rapid development of experimental study of tertiary structures of RNA
molecules and short DNA segments, it may soon be possible to understand
how DNA is packaged tightly insde the A—phage heads, into chromosomes
which can duplicate without tangling, etc.
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EXERCISE

Cdculate the gericdly dlowed configurations as a function of the rotation
around the glycosidic bond for the four bases separady, using the minimum
contact distances between non-bounded atoms listed in Chapter 5. Try to
find the bond distances and bond angles for the riboseringand A, C, G, T
from sandard textbooks.



CHAPTER 8

FIBER X-RAY DIFFRACTION AND DNA DOUBLE
HELIX

INTRODUCTION

Fiber X-ray diffraction has been used to determine the secondary structure
of DNA. In 1953 Franklin and Goding obtained the first useful
experimenta result. To andyze their diffraction picture in detall, we need
to examine its near forward region shown in Hg. 8-1, up to the fourth layer
line. That pictureis symmetric |eft-to-right and top-to-bottom:

Figure 8-1. Sketch of the fiber X-ray diffraction picture of the sodium sdt of DNA obtained
Franklin and Godling (1953), including only up to the fourth layer line.
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In the same issue of Nature, two other important papers were dso published:
one by Watson and Crick (1953) showing the double helix modd, and the
other by Wilkins, Stokes and Wilson (1953) including the following

paragraph:

“It must first be decided whether the Structure congsts of essentidly one
helix giving an intensity distribution aong the layer lines corresponding to
I, 3, J; ..., or two smilar co-axid helices of twice the above sze and
relatively displaced aong the axis a distance equa to haf the pitch giving 1,
Jos Js ..., Or three hdlices, etc. Examination of the width of the layer-line
stresks suggests the intendties correspond more dosdy to 3.2, 32, 32 thanto

) P L PR

The J, is the nth order of Besd function (see, for example, Whittaker and
Watson, 1915). It istherefore important for us to understand the properties
of Bessdl function, and aso the reason why helices give X-ray diffraction
patterns related to Bessd function (see, for example, Cochran, Crick and
Vand, 1952).

SOME SMPLE PROPERTIESOF J,

Besd function J, can be defined by the following generating function (see
for example, Whittaker and Watson 1915):

G(x,t) = exp [x(t— 1/6)/2] = X ¢ J(x).

By taking partia derivatives of G(x,t) with respect to x and t separately, we
Oet:

(t- 12 2t 1,(x) = 2 t* dI(x)/dx,
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and x(1+ 1/8)2 2 0 J(x) = 2 n t Jo(x).

Collecting terms with the same t", we derive the following two recurrence
relations:

Uri(x) ~ Jun(x)1/2 = dJ(x)/dx.

and X[J(X) + Jna(x))/2 = (n+1) Joi(x).
The second equation can aso be written as:
X[Jn(X) + 1o (X))/2 = n J(X).

On diminating J1(X) and Jwi(X) from these two equations, we can verify
that J,(x) is one of the solutions of the following Bessd differential
equation:

dy/dx? + 1/x dy/dx + (1 —~n¥/x*) y =0,

The other solution is denoted by Y ,(x) which is singular a x = 0.

If we consider t as the complex variable, Cauchy’s integral theorem can be
applied to obtain the value of contour integral around a unit circle, i.e t =
exp [i6], in the counter-clock-wise direction of G(x,t)/t™!. Since
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(t—1/t)/2 =i sinb,

we g€,

0,+2n
2nJ(x) =] exp [ix sin6 — inO] d6.
8,

where 6, is any angle. Vaues of J(x) can be found in tables of
mathematica functions (see, for example, Abramowitz and Stegun, 1965).
Those of Ji(X), B(X), J(x) and Jy(x) in the range of x between 0.0 to 8.0 are
lisged in Table 81. Only five decimal places are included. Bessd functions
are dso available on various computers.

Table 8-1. Vauesof J,(x) forn= 1,2, 3and4, and 00 < x < 80.

X Ji(x) B(X) J(x) 3

00 0.00000 0.00000 0.00000 0.00000
0.2 0.09950 0.00498 0.00017 0.00000
04 0.19603 001973 0.00132 0.00007
06 0.28670 0.04367 0.00440 0.00033
08 0.36884 007582 0.01025 0.00103
10 0.44005 0.11490 0.01956 0.00248
12 0.49829 0.15935 0.03287 0.00502
14 0.54195 0.20736 0.05050 0.00906
16 056990 0.25697 007252 0.01500
18 0.58152 0.30614 0.09880 0.02320
20 057672 0.35283 0.128%4 0.03400
22 0.55596 0.38506 0.16233 0.04765
24 0.52019 043098 0.19811 0.06431
26 047082 045897 0.23529 0.08401
28 040971 047769 0.27270 0.10667

30 0.33906 048609 0.30906 0.13203



32 026134 048353 0.34307 015972
34 017923 046972 037339 0.18920
36 0.0947 044481 0.39876 0.21980
38 001282 040930 041803 0.25074
40 -0.06604 0.36413 043017 0.28113
4.2 -0.13865 031053 043439 0.31003
44 -0.20278 0.25009 043013 0.33645
4.6 -0.25655 0.18459 041707 0.35941
438 -0.29850 0.11605 0.39521 0.377%
50 -0.32758 0.04657 0.36483 0.30123
52 -0.34322 -002172 032652 039847
54 -0.34534 -0.08670 0.28113 0.39906
56 -0.33433 -0.14638 0,22978 0.39257
58 -0.31103 -0.1989%5 0.17382 037877
6.0 -0.27668 -0.24287 0.11477 0.35764
6.2 -0.23292 -0.27688 0.05428 032941
6.4 -0.18164 -0.30007 -0.00591 0.29453
6.6 -0.12498 -0.31192 -0.06406 0.25368
6.8 -0.06522 -0.31228 -0.11847 0.20774
7.0 -0.00468 -0.30142 -0.16756 0.15780
72 0.05433 -0.27998 -0.20087 0.10509
74 0.10963 -0.24897 -0.24420 0.05097
76 0.15921 -0.20970 -0.26958 -0.00313
78 0.20136 -0.16378 -0.28535 -0.05572
80 0.23464 -0.11299 -0.29113 -0.10536

In order to reconcile with the discussion of Wilkins, Stokes and Wilson
(1953), we have plotted J%(X), JA(X), JA(x) and JA(X) vs. X in Fig. 82 with
the vaues in Table 8-1.

Their first peaks gradudly reduce in height, and ther haf widths increase
only dightly. In order to differentiate them, the most significant feature is
their locations, or the values of x at their first maximums. They are roughly
around 18, 30, 4.2 and 54 respectively. As clearly indicated in Fig. 82,
the widths of their first peaks cannot tell them apart at all.
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Figure 8-2. Plots of J%(x), 1 (X), J#(x) and J%(x) for 0<x < 8.

X-RAY DIFFRACTION PATTERN OF HELICAL LINE
In three-dimension, the equations which define aright-handed helix are:
X =r cos(2nz/P),

and y =r sin(2nz/P),

wherer is the radius of the helix, and P its pitch. The helical axis is dong
the z-axis (Fig. 8-3). For aleft-handed helix, the only change is to insert a
minus sign in front of r for the equation of y, i.e.



X =r cos(2n&/P),

and y = -t sin(2n{/P).

Figure 8-.3. A right-handed helix of radius r and pitch P.

Congider an X-ray beam from a source hitting a specimen. The éectrons in
the specimen are st into vibration around their equilibrium postions and
emit diffracted beams of the same wave length. The diffracted beams will
interfere with each other, according to the Bragg's law of diffraction, and
are recorded on a film. For two eectrons, located a A and B, in the
specimen (Fig. 84), let s, denote the unit vector in the incident direction,
and s the unit vector in the diffracted direction. The diffracted wave for
electron at B will lag behind that for electron a A by adistance equal to AC
—DB. If the position vector from A to B is denoted by x, then
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AC=x:3,
DB =x-s,,

and AC-DB=x.(s —s,).

Figure 8-4. Basc principle of X-ray diffraction for two eectrons located a A and B.
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To add the amplitudes of the diffracted beams from these two dectrons in
the phase plane vectoridly, we need to caculae the phase difference from
the path difference by multiplying with 2n/A, where A is the wave length of
the X-ray. Thus if the amplitude of the diffracted beam from dectron A is
denoted by A, then that from eectron B is A.exp [2ni x« (s — s,)/A], in the
direction of s The X-ray film then can be used to determine the reciprocd

space coordinates defined as

h=(s-s.)VA.

Just like the physical space coordinates defined by x = (x,y,z), we adso have
h = (§1,0), and

x-h=x&+yn +2z(.

If we represent the specimen as eectron density distribution, p(x), over its
volume, the total amplitude of the diffracted beams from all its eectrons can
be cdculated by the following integration:

Ah)= A, f p(x) exp [2i (x§ + yn + 20)] d'x,

where the triple integrd indicates integration over the entire volume of the
specimen.
For uniformed eectron density distribution along a right-handed helix, since
X and y are expressed in terms of z, the triple integral can be reduced to a
sngleintegral. Alsoreplace& andn by:

€ =R cosy,

and N =R siny.
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The final expression of the integral becomes

/ exp {2nrRi [cos(2nz/P) cosy + sin(2nz/P) siny] + 2nizl} dz.

However, since the helix has a pitch P, the Bragg's law of diffraction gives
congtructive interference only on layer lines determined by

P sina. = nA,

where a is the angle between unit vectors s and s, and n is an integer. In
the near forward direction, the layer lines are shown in Fig. 81, with
specific values of £ equdl to:

2 sin(/2) /A = sinct /A = n/P,

for a being very small. The integration over the entire length of z can be
replace by from O to P. Together with a change of variable,

2nz/P —-y=7n/2 -6,

the total amplitude of the diffracted beam, A(h), is proportiond to:

Y+ 72
/ exp {2nrRi sinb + in(-0 + /2 + )} d6.
Yy - 3n/2
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Comparing this with the integral representation of the Bessd function, we
get that A(h) is proportiona to (Franklin and Goding, 1953):

J.(2nrR) explin(n/2 + y)l,

The intengty on the various layer lines, 1(h), being the square of the
absolute value of A(h), is thus proportiona to J.X(2arR). It becomes
essentid for usto calculate the values of 2arR for the various intensity spots
on the X-ray diffraction picture, since the pesks of the Bessdl functions are

located at specific values of its arguments.  Only then, we can understand

the statement made by Wilkins, Stokes and Wilson (1953).

As pointed out by Franklin and Goding (1953), the intensity spot on the
equatoria layer line (Fig. 81) was due to the sdeto-side packing of
helices. Again, using the Bragg's law of diffraction, the value of R for that
spot isroughly equa to 1/2r. Thus, 2nrR has an approximate value of = or
3.14. Among al J,2(2xnrR), the only one has a peak roughly at that vaue of
its argument around 3.14 is J;’(2reR). Width of the J,2(2nrR), as suggested
by Wilkins, Stokes and Wilson (1953), is not agood measureto differentiate
them. SeeTable 8-1 and Fig. 8-2 for details.

While the origind X-ray diffraction picture obtained by Franklin and
Godling in 1953 was for sodium salt of DNA fiber a 92% relative humidity,
interestingly enough, Langridge and coworkers obtained another picture in
1960 for the lithium salt of DNA fiber at 66% relative humidity as shown in
Fig. 85.

We shdll try to use the mathematics developed above to understand how the
DNA double helix can give rise to one of the experimentally obtained
diffraction pictures shown in Fig. 81 or 85. Then we need to give a
plausible explanation to the other experimenta diffraction picture.
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4

Figure 8-5. Sketch of the fiber X-ray diffraction picture of the lithium sat of DNA obtained
by Wilkins group (1960), including only up to the fourth layer line.

DIFFRACTION PATTERNSOF COMBINATION OF HELICES

Besd function has well defined properties. The first pesk of J,2(2nrR) is
higher than that of J,2(2nrR), etc., and that the former occurs a a smaler
vaue of 2nrR. In fact, there is atheorem stating that the zeros of successve
Bessd function occur between the zeros of the former one. Thus, snce the
intensity spots on the first layer line are wesker than those on the second
layer line for 92% as well as 66% relative humidity (Figs. 8-1 and 8-3), and
snce the intensity spots on the fourth layer line are missing, the presence of
another helix is indicated. In order to determine the relative positions of the
two helices, we would consider adding their amplitudes on the first four
layer lines in the phase plane (Figs. 8-6 and 8-7).
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Figure 8-6. The phase difference on the fourth layer line, 4¢, is equd to x,
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Figure 8-7. The phase difference on the fourth layer line, 44, isequal to 3x.
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The arrows representing the amplitudes on the first four layer lines are
scaled to the maximum values of Ji(x), B(x), B(x) and L(x) as liged in Table
8L

The absence of any intengity spot on the fourth layer line (Figs 8-1 and 8-5)
suggedts that the vectors representing the amplitudes of the two helices must
be opposite to each other in the phase plane. Thus, the phase difference on
the fourth layer line, 4¢, is equa to =, 3=, Sx or 7. However, the Stuation
for 5n is amilar to that of 3x (Fig. 8-5), and 7= tor (Fig. 8-4). Fordp =,
or ¢ = n/4, the addition of the two amplitudes on the first layer line (Fig. &
6) results in alarge vector. Thus, the intensities of the spots on the first four
layer lines would be very srong, strong, weak and absent, quite different
from those observed for DNA fibers (Figs. 8-1 and 8-5). On the other hand,
for 4¢ = 3xn, or ¢ = 3n/4, the resultant amplitude on the first layer line is
much smaler than individual amplitude (Fig. 8-7). Intengties would then

be weak, strong, strong and absent on the first four layer lines, as observed
experimentally (Figs. 8-1 and 8-5).

Therefore, the relative displacement between the two heliceswill be 3xP/8x,
or 3P/8, as shown inthe original sketch by Watson and Crick (1953).

Since the intendities predicted by the above double helix on the first, second
and third layer lines must locate at vaues of 2arR correspond to the first
peaks of J(2nrR), J,(2nrR) and J,*(2nrR), or roughly at 1.86, 3.05 and 4.20
repectively, and since the spot on the equatoria layer line corresponds to a
value of 2nrR equa to about 3.14, we can conclude that the Watson and
Crick double helicad DNA secondary structure is in agreement with the X-
ray diffraction picture of the lithium sdt of DNA at 66% relative humidity
(Fig. 83). In that picture, the intendty spot on the second layer line is
located directly above that on the equatorid layer line, suggesting that the
intensity on the second layer line indeed corresponds to J,2(2nrR).

BIOLOGICAL CONSEQUENCES OF DNA DOUBLE HELIX

Indeed, the DNA double helical structure has been consdered as the most
fundamental aspect of modern day molecular biology. It conssts of two
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essential parts. duality and helicity. Duality was adso suggested by
Chargaff’s rule of [A] = [T] and [G] = [C]. Many molecular biological
processs, eg. DNA-DNA hybridization, semi-conservative replication,
transcription, reverse transcription, DNA-RNA hybridization, etc., depend
on this dudity. On the other hand, helicity has resulted in numerous
topological problems, as well as problems of energy requirement for
unwinding and re-winding during DNA semi-consarvative replication. One
of the physicists turning molecular biologist once commented that in the
highly viscous medium of the cell nucleus, our long DNA molecule of about
3.2 billion base-pairs had to unwind and re-wind during one cell cycles. The
amount of energy lost due to viscous drag and then dissipated as heat would
bevery large.

To overcome the unwinding and re-winding problems, biochemists and
molecular biologigts have isolated numerous enzymes known as gyrases,
helicases, topo-isomerases, eic. The scientific literature is filled with papers
explaining how the problem of helicity can be resolved. Some of the topo-
isomerases have been consdered as “magicians magician”, since they can
cut one of the DNA backbone strands, move it over to the other Sde of the
other strand, and ligate the cut strand back without leaving a trace. This
process will reduce the double helix by one turn. It is a fascinating story to
reed these aticdes Many of the three-dimensona dsructures of these
enzymes have been determined by X-ray crystallography.

Helicity causes another problem. Many of the biologicad active DNA
molecules, eg. that of plasmids, E. coli, ec., are double stranded intact
circles. How can these molecules unwind and re-wind? Are cutting and
pasting absolutely required? Why should evolution give rise to such DNA
molecules with so many difficulties for them to replicate? Or, does
evolution actualy provide a vital advantage to such molecules? This has
been an interesting problem to molecular biologists since 1953 when the
DNA double helix was proposed.

All of such findings strongly suggest that we may need to look for another
possible secondary structure of DNA.  Interestingly enough, that structure
was originally suggested by Wilkins, Stokes and Wilson in 1953 as

“two similar coaxia helices of twice the above size and relatively displaced
along the axis equal to half of the pitch”.
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Unfortunately, they discarded it by looking a the “width of layer line
dreeks’, indead of the locations of the intengity spots on the various layer
lines of the origind picture obtained by Franklin and Goding (1953) for
sodium salt of DNA fibers at 929% relative humidity .

ANALTERNATIVE HELICAL STRUCTURE OF DNA

For a single helix of pitch 2P, there will be twice the number of layer lines
on the X-ray film representing the reciproca space. Layer lines appear at
¢ =n/2P, ingead of £ =n/P. In order to reduce the number of layer line by a
factor of two, another helix of pitch 2P is placed dong the same hdlicd axis,
but displaced by adisance P. With destructive interference, intensity spots
on al odd layer lines will be cancelled, thus giving layer lines again a & =
n/P. As originaly mentioned by Wilkins, Stokes and Wilson (1953), this
combination of two helices will give spots on layer lines with intengties
correspond to J,2(2nrR), J2(2nrR), J&(2nrR), etic. Based on our previous
discussion, the intensty spot on the first layer line will thus be located
directly on top of that on the equatoria layer line. This is indeed the case
for the X-ray diffraction picture shown in Fig. 8-1.

At the same time, the model must also result in reduced intensity on the first
layer line and eliminate that on the fourth layer line. Thus, another similar
et of two helices can be placed dong the same helical axis and displaced

relative to the first set by 3P/8 as discussed before (Figs. 84 and 85). The
X-ray diffraction pattern basad on this four-sranded dructure, in its
molecular details, is in perfect agreement with that shown in Fig. 81 (Wu,

1969). Another way of looking at that structure isto first consder one DNA
double helix. Unwind it completely to a straight ladder with base-pairs on
one Sde of the ladder. Take another ladder, and mutually intercalate the two
ladders together. Then twist them down dightly. The mass per unit length
remains the same.

In order to understand the intricacy of how various combinations of helices
can give rise to different X-ray diffraction patterns, the following helices or
combination of helices are illustrated:
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one helix with radius r and pitch P (Fig. 8-8),

two co-axid helices of radius r and pitch P, relatively displaced for a
distance of 3P/8 aong the helical axis (Fig. 8-9),

one helix with radius r and pitch 2P (Fig. 8-10),

two co-axid helices of radius r and pitch 2P, relatively displaced for a
distance of Paongthehdicd axis (Fg. 8-11), and

5. two stsof two hdicesasin Fig. 811, relatively displaced for adistance
of 3P/8 dong the helicd axis (Fig. 8-12).

NP

W

Figure 8-8. Onehdlix with radius r and pitch P.
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Figure 8-9. Two co-axid helices of radius r and pitch P, relatively displaced
for adistance of 3P/8 dong the helicd axis.
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Figure 8-10. One helix with radius r and pitch 2P.
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Figure 8-11. Two co-axid helices of radius r and pitch 2P, relatively displaced
for adigance of P aongthehdlicd axis.

Figure 8-12. Two s#ts of two helicesasin Figure 8-11, relatively digplaced
for adistance of 3P/8 aong the helical axis.
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In Figs. 88 to 812, the same scde is usad for the reciproca space
coordinate system, h, and the spot on the equatorid layer linefor R= 1/2r is
shown. Then, it becomes obvious which combinations of helices give
patterns similar to the experimenta findings shown in Figs. 8-1 and 8-5. To
study detailed molecular structures represented by these combinations will

require massive amount of computing time. Numerica sums of various
orders of Bessd function with double precison will be essentid (Cochran,

Crick and Vand, 1952).

Severd other four-stranded helical structures of DNA have been proposed
over the years. As pointed out by McGavin, Wilson and Barr (1966), there
IS no steric hindrance of the base-pairs in the middle of the helices in their
mode. Wilson is the same author for both this 1966 paper and the 1953
paper mentioned before. Similarly, Gehring, Leroy and Gueron (1993) have
aso proposed a sericaly alowed four-stranded structure.  Others congst of
Sde-by-sde double helices, some with one right-handed and another left-
handed.

If DNA is double helicd a 66% relative humidity and in crysds, and is
quadruple helica a 92% relaive humidity and in solution, a logica
extrgpolation to 100% relative humidity ingde cell nucleus suggests that the
sugar-phosphate backbone of DNA can exist in a straight configuration.
This possibility can thus resolve many of the difficulties resulting from the
universally accepted double helica structure, epecidly for unwinding and
re-winding.

POSSIBLE BIOLOGICAL IMPLICATIONS
Possible hiologica implications of the above mathematica anaysis of the
X-ray diffraction pictures of DNA fibers will now be discussed.

Right-Handed or Left-Handed Helix

Do the X-ray diffraction pictures shown in Figs. 81 and 85 indicate that
the DNA helix hasto be right-handed?
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For aphysicig, he or she would place amirror behind the experimenta s&t-

up and look at the mirror-image. There, the right-handed helix turn into left-
handed helix, while the X-ray diffraction picture appears the same. Tha
picture is symmetric right-to-left. Therefore, the physicis would conclude
that if right-handed hdlix give that X-ray diffraction picture, left-handed

helix would give the same picture. The solution isthus not unique.

For a mathematician, he or she starts with the equations of the right-handed
helix or of the left-handed helix. There is only one negative sgn difference.
On carrying out the cdculaion for the tota amplitude, A(h), the
mathematician discovers that + w becomes —y. However, the intensity,
I (h), remains the same as J,(2nrR) since the phase drops out. Again, both
the right-handed helix and left-handed helix give the same X-ray diffraction
pattern.

For a biologist, he or she needs to learn some mathematics and physics as
discussed here, before the above question can be answered. As we have
pointed out, without a thorough knowledge of X-ray diffraction and the
properties of Bessdl function, it is rather difficulty to understand the entire
problem.

Duality

All the consequences basad on the duality of DNA double helix are retained
for the four-stranded moddl.

Unwinding and re-winding

Since the sugar-phosphate backbones are draight, unwinding and re-
winding are no longer required (Wu, 1969).

DNA Super coils

The smplest DNA supercoils are the intact double-stranded DNA circles of

plasmids. Under eectron microscopes, they appear as rods or branched
rods, each of which consss of two sde-by-sde DNA double helices
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according to the conventiona explanation. The two complementary DNA
circles are inter-twined so that they cannot separate from each other unless
one of them is cut covaently. It is well known that many biological active
DNA molecules need to retain their intact circular structure for replication.
Therefore, in view of our present discusson, can this supercoil structure
actually provide some evolutionary advantage?

We shall start with the four-stranded structure (Wu, 1969) as suggested by
the X-ray diffraction picture of sodium sat of DNA fiber a 92% relative
humidity, and consider it as two mutually intercalating stretched out double
helices. We can connect their ends in such a way to give two base-paired
circles of complementary strands. This rod structure (Wu and Wu, 1996;
Stasiak, 1996) would be nearly indistinguishable from the conventional
supercoil under the electron microscope. Nevertheless, in this case, the two
complementary DNA single-stranded circles are not inter-twined and
separable without any covalent bond breakage. Hopefully, with better
resolutions of various types of electron microscopy techniques, the sugar-
phosphate backbones of DNA supercoils may eventually be visible.

FUTURE EXPERIMENTS

As explained throughout this book, the interplay of experimentation by
molecular biologists and analysis using mathematical and physical methods
should suggest some future experiments.  Since the current anaysis of DNA
secondary structure is highly unconventional and controversia, few or no
experiments have been suggested and studied. Some will be suggested here.

Agaro=Gd Electrophoress

It is well known that intact plasmid supercoils moves faster than their
linearized molecules on agarose gel electrophoresis. The usual explanation
is that supercoils are more compact and thus move faster. However, one
may ask the simple question of how much faster. Using linearized DNA
molecular weight markers, one can easily measure the corresponding
molecular weight of the intact supercoils. In most cases, they fall within
about 15% of half of the molecular weight of the linearized molecules. This
experiment should be verified with plasmids of different sizes. A possible
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explanaion can congder the linearized molecules as representations of the
conventional double helicadl DNA fiber structure. On the other hand, the
intact supercoils may consst of two novel separable complementary single
strand DNA circles, which are hydrogen-bonded to each other, representing
the four-stranded DNA fiber structure suggested before. During agraose gel
electrophores's, they may separae due to the dectrogtatic repulsion of the
negatively charged phosphate groups on their backbones. However, for
most plasmid molecules, the molecular weights of the two complementary
drands are very doseto each other. Thus, even if they have separated, the
two complementary single stranded DNA circles would gppear as a Sngle
band. New experimental methods would be required to study how they can
be distinguished.

Effect of mMRNA

Many of the plasmid molecules carry drug resistant markers, i.e. they direct
the synthesis of enzymes which can degrade certain antibiotics. Thus, if the
plasmid molecules are purified under conditions so that the MRNA
molecules remain intact, these MRNA molecules will bind to one of the two
complementary strands of DNA sdlectively. Since RNA-DNA hybridization
is more stable than DNA-DNA hybridization, it will be possble to sdect

conditions for agarose gd dectrophoress such that the mRNA molecules
are still associated with one of the DNA drands. The molecular weight of
that DNA strand together with the mRNA is thus larger than the other DNA

dgrand done. Furthermore, the configuration of the former may dso be
different.

Experimentally, the two complementary intact single strand DNA circles of
plasmid molecules, in the presence of MRNA molecules binding sdectively
to one of them, can separate into two bands on agarose gl eectrophoresis
(Wu and Wu, 1996). Each of the bands can then be concentrated with the
glass bead method, and their nucleotide sequences determined. For pUC19,
one of the smaller plasmids, their sequences are indeed complementary to
eech other. This experiment must be repested for other plasmid molecules
of larger molecular weights, in order to establish that the complementary
strands of al plasmids are indeed separable regardless of ther lengths.
Agarose gel dectrophoresis may have alength limit of about 50 kb for such
sudies, as in the case of cosmid molecules,



217

Programmed Electrophoress

Even though the two complementary srands of mogt plasmids have very
smilar molecular weights, they may have different folding configurations
when sepaated from each other.  Therefore, after running agarose gd
electrophoress in one direction for a certain period of time, we can reverse
the dectrodes and run it in the other direction. The duration of each run can
vary by changing the current or voltage. In addition, the condition of the
buffer can dso be adjusted. The configuration of one of the two
complementary cdrcles may then move faster. Thus, current, tune, pH,
direction, and other factors of the run can be dtered in order to get the best
separation of the two bands. Depending on the physicd length of the
agaoe gd, we can have a programmed eectrophoress for plasmid
molecules of different molecular weights. If this idea works, the separated
bands can again be concentraied and andyzed, or be hybridized with various
probes.

Redriction Enzyme Activities

It has been noted that most restriction enzymes can digest linearized DNA
molecules faster than DNA supercails. A careful quantitative andyss of
these enzymatic activity may support the idea that linearized DNA
molecules are in the conventiond double helical configuration and that
restriction enzymes usually bind to double helices. On the other hand, DNA
supercoils can exist in the four-stranded structure as discussed before, and
may not bind these enzymes effectively. However, locd converson from
one structure to the other in equilibrium can give rise to reduced rates of
digestion.

Binding of Topo-isomerase |

During recent years topo-isomerase | is commercidly available,
Presumably, in the near future, other topo-isomerases, as well as gyrases,
hdlicases, etc. will dso be available to the molecular biology community.
Their interactions with DNA supercoils and linearized DNA molecules can
then be investigated carefully. For example, in the presence of mRNA,
intact pUC19 molecules give two bands on agarose gd eectrophoresis.
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However, with the addition of topo-isomerase |, the two bands collapse into
one. Furthermore, under that condition, digestion by restriction enzymes is
even more retarded. How are these biological macro-molecules interacting
with each other (see, for example, Arimondo et al., 2000)?

Three Dimensional Folding of DNA

Since the discovery of DNA double helix more than 40 years ago, the three-
dimensiona folding of DNA, or DNA tertiary structure, is largely unknown.
How is the DNA molecule packed insde the head of a lambda phage? On
osmoatic shock, the phage DNA will exhibit many loops. Since the detailed
folding of this 50 kb DNA molecule is not understood, larger DNA
molecules are essentialy beyond comprehension. Various basic proteins are
intimately associated with DNA, but the detailed protein-DNA interactions
are aso not understood, except in afew cases. As discussed in the previous
chapter, the study of three-dimensional structures of DNA will be a major
endeavor in the future.
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EXERCISE

Determine the X-ray diffraction pattern of three identical co-axia helices
each with radius r and pitch 3P and relatively displaced from each other by
P dong the helica axis.
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APPENDIX

INTRODUCTION

During my numerous discussions with my colleagues in various departments
in different universties about writing this book, | have been reminded
repeatedly to include an appendix to review various smple mathematical
methods for the benefit of readers who may have forgotten about them. |
adso remember an incident many years ago about a first year graduate
student from my Department of Biochemistry, Molecular Biology and Cell
Biology. She wanted to spend three months in my laboratory o that she
could have a better understanding of the Hill’s plot. | asked her whether she
dtill remembered the definition of logarithm. She looked a me and sad,
“Of coursel” | was a little worried, and said gently, “Can you tell me what
itis? Shereplied, “It isabutton on my calculator.”

We have learned many mathematical methods during our high school days.
Unfortunately, we have dso forgotten most of them. In addition, other
mathematical methods are covered in various courses in college.  Unless
they are applied immediately to solve problems, they are dso forgotten. So,
to begin with, the definition of logarithm will be discussed.
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LOGARITHM
For numbers like thousand, million, billion or trillion, they can be

represented as 10°, 10°, 10° and 10™. Logarithm with base 10 isthen defined
as, for example:

leo 103 =3.
In general, we have:
logiwX" = nlogyX .

The number 10 is arbitrary, and we can have other numbers. However,
there is anumber denoted by e and defined as

e= lim (1+ 1n)"
n-> o

Logarithm with base e (= 2.71829) is usudly denoted by In. Similarly, we
have:

Inx" = nlinx.
The usefulness of the number e will become clear when we discuss about
derivatives.
In Hill’s plot, In is used so that the non-linear equation based on the Hill’s

model of hemoglobin saturation with oxygen a equilibrium can be
converted into a straight line (see Chapter 2).
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SIMULTANEOUSLINEAR ALGEBRAIC EQUATIONS
For three unknowns related by linear agebraic equations, they can be solved

using determinants. Consider the following st of equations:

ax +by +cz=A,

n
w

ex +fy +gz

and kx +my + nz = C,

where X, y and z are the unknowns, while the other symbols represent
known quantities. Then, the value of x is given by the following equation:

0w >
3 - o
S0 O

~ o ®
83 = O
S0 o

Vaues of y and z can be smilarly expressed. The value of the determinant
is calculated as follows:

= a(fn-mg) - b(en - kg) + c(em - kf).

=0 ®
g8 -g
=K BN

Thisresult isused in Chapter 4 to study non-competitive enzyme inhibitors.
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QUADRATIC ALGEBRAIC EQUATION
Quadratic equations gppear frequently in many mathematical problems. The

two solutions can be obtained using some smple agebraic relations.
Congder:

AxX*+Bx +C =0,
where A, B and C are condtants. Dividing the equation by A gives:
x? + (B/A)x + (CIA) =0.

Then, add on aterm 0 that the first two terms can be combined to form a
perfect square, i.e.

X2 + (BIA) X + (BI2A)? — (BI2A)? + (CIA) = O,
or {x + (BI2A)}* — (B* — 4AC)/(2A)* = 0,
or {x+(B/2A) — (B> — 4AC)"I2A} {x + (BI2A) + (B® — 4AC)¥?/2A} =0.
Therefore, we get:
x = {-B +(B? - 4AC)"3/2A,
or x = {-B — (B? - 4AC)"3/2A .

This result is used to solve for o in the Pauling’s model of hemoglobin
saturation (see Chapter 2).
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TRANSLATION AND ROTATION OF CARTESIAN
COORDINATES

In two dimensions, to trandate the origina of one Cartesan coordinate
sysem (x,y) to a point (ab) results in a new coordinate system (X',y’) as
shown in Fig. A-1.

Figure A-1. Trandation of coordinates in two dimension.
The new coordinates are given by:
X' =X - a,
and y =y - b

In two-dimensiond rotetion, let the angle of rotation at the origin by 8. As
shown in Fig. A-2, a point represented by (x,y) in the original coordinate
system is then denoted as (X',y’) in the new coordinate system. The values
of X' andy’ can be caculates by the condruction illustrated in that figure.



226

Yy
3
y
o mo‘bm::,‘.
- ‘-‘ .‘ x!
Lo ' l\
e . X
1
0 H
. X
0

FigureA-2. Rotation of coordinatesin two dimension.

Using the definitions of Sine and cosine, we get:

cosOx + sinby,

x\o
I

v
It

and y’ = — sinfx + cosfy.
In matrix notation, the last two equations can be written as.

x’ cos® sinf X

y’ —sin® cosO] |y

The 2 X 2 matrix on the right-hand side is usually referred to as the rotation
matrix.
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In three dimengons, trandation isamilar, i.e:

X =X-4g
y' =y-b,
and Z=z-C

Rotation is a combination of three two-dimensiona rotations, i.e. obtaining
the coordinates by rotating around three axes separately. These angles of
rotation are referred to as Eulerian angles.  Unfortunately, there is no
universally agread convention of the sequence and direction of rotations.
One possible s of Eulerian angles, ¢, © and v, gives the following rotation
matrix in three-dimension (Goldgtein, 1950):

- -

cosy cosd — cos sing siny  cosy sin + cosB cos¢ siny  siny sind

— sin\y cos¢ — cosO sing siny - siny sind + cosO cosd siny  cosy sin6

sin0 sin¢ — sin® cos¢ coso ]

However, for the discusson of rotations for single bonds in polypeptides
and polynucleotides (Chapters 5 to 7), successive two-dimensiona rotations
can be chosen to simplify calculations of atomic coordinates.
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DERIVATIVE

If y isafunction of x, we usualy write:

y =y (X).

If y is plotted againgt X, we can think about the function as a curve. The
dope of the curve at any given vaue of x is defined as

dy y (x+Ax) -y (x)
— = llm
dx Ax->0 Ax

It can be easlly verified that:

dx/dx = 1,
dx?/dx = 2x,
dx3/dx = 3x2,

dx"/dx = nx"*.

by power series expansion, eg,

(x+Ax) = x* +2xAx + (Ax),

and (x+Ax)" = x* +nx*' + higher order termsin Ax.
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Using the definition of e, we can cdculate the derivative of € with respect
tox:

de*/dx =d{ lim (1+1m)y*}/dx
n-> o0

= lim lim {(1+ /n)**% — (1+ l/n)y*}/Ax
Ax230 n»> o

= lim (1+1m)™ lim {(1+1/n)*-1}/Ax
n-> o0 Ax-»0

= lim (Q1+1n)™ lim Ax/Ax
n- e Ax->0

= g*.

This expresson is sometimes also denoted as exp[x]. For this reason, Inis
known as the naturd logarithm.

Partid derivative for functions of two variables with respect to one of the

variables can be obtained by considering the other variable as a condant.
For example,

expx(t—1/t)/2]

= (t-1/t)2 exp[x(t~1/)/2] ,
X

asdiscussed in Chapter 8.
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INTEGRATION

For smplicity, integration is consdered asthe reverse of derivative. Thus

/ x"dx = (n+1)"' x™,

Thisresult isused in Chapter 3. Similarly for terms involving e, we have:

fe“"dx = n'e™,

which is used in Chapter 4.

For definite integras with limits of integration, the value is cdculated for
the upper limit and is subtracted with that calculated at the lower limit.
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VECTORS

For two vectorsinthree dimension;

a=aitajtak,

and b =hbi+hj+bk,

where i, j and k are unit vectors dong the x-, y- and z-axis Their dot
product gives ascdar:

a.b = ghb,ta b tab,.

Their cross product is defined as

aXb

P
P

i
8
b,

o
o
N

y

(ab,— a,b)) i
+ (a,b, — ab,) j
*(ady—ah) k
The direction of this vector is perpendicular to both a and b and follows the

right-hand rule.
The length of vector a equals to:
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lal = {a’ + 3’ + a’}'"
Then, we aso have for the dot product:
a‘b = |a| |b]| cosO,

where 6 is the angle between vectors a and b. Similarly, for the cross
product:

jaXb|=|a|]|b]| sin@.

The tetrahedral angle, t, can be cadculated with the use of the dot product.
Consder

a= i+j+Kk,
and b=-1i-j+k.
Therefore, -1 = 3 cost,
or cost = ~1/3,
e T = 109.47°,

which is usually rounded to 110° (Chapter 5).



SMPLE DIFFERENTIAL EQUATION

From the definition of e, the solution of the following differential equation:
dy/dt = Ay

issmply y = B€", where A and B are constants. This equation is commonly
encounter in many biologicd processes  For example, a culture of bacteria
grows exponentidly can be described for A being postive. If the sarting
number of bacteriais No, then B =No. The doubling time is calculated from:

2=é",
or t = (In2)/A.

For any decaying process, whether a radioactive materid, HIV-1 RNA
molecules in blood of AIDs patients, or other substances, A is negative. In
such casss asimilar caculation gives the half-life.

The above differential equation is classified as linear first order ordinary.
Other differentia equations can be of higher order, non-linear, partid, c.
(see for example, Taubes, 2001). They can adso be converted into integra
equations.
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COMPLEX VARIABLE

The complex variable is usually represented by z=x +i y, wherei = (-1)*2
A function of complex variable, f(z), is sad to be regular or andytic in a
region of the complex plane, if its derivative exiss (see, for example,
Carrier et al., 1966). The complex plane has a horizonta or red axis
denoted by x, and a vertica or imaginary axis denoted by y. The most
important theorem of complex variable is the Cauchy integral theorem

(Knopp, 1943):
ff(z)dz =0,

for a contour which endoses a region where f(z) is andytic. The arrow
indicates that the integration is in the counter-clockwise direction (Fig. A-3).

contour

Figure A-3. Contour integra in the complex plane.
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If the contour is a unit circle around the origin of the complex plane, then
according to the Cauchy integral theorem we have:

fz“dz= 0,

for integer n equa to or greater than 0. For n = -1, we subgtitute z with
e® nthat dz=1ie®d6. Then,

oa+2n
%z‘dz= id0 = 2x:i,
o

where a is any starting angle for integration. For n = -2, the same change
of variable gives.

ot2n
%z" dz = / ie®dd = —ie®
o

The same holds for n = -3, 4, -5, eic. These results are used in Chapter 8
to cdculate the integra representation of the Bessdl functions.
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FOURIER TRANSFORM

As we have discussed in Chapter 8, X-ray diffraction study connects the
physica space x tothe reciprocd spaceh. Similarly, timet can be related to
frequency A. Such connections are through a mathematical operation known
as Fourier transform.  The Fourier transform F(A) of a function f(t) can be
defined as (Carrier et al., 1966):

]
F(A) = (2m)'? / e™ f(t) dt,
-

and the inverse Fourier transform is.

[ -]
ft) = 2m)" / e™ F(A) dA.
- 00

This transform and many other transforms are valuable mathematical tools
to solve differentiad and integra equations. One of the important reults is
the Convolution Integra which gives an expresson for the inverse Fourier
transform of the product of two Fourier transforms:

@« 00
(2ny'” / e™FQA) GA)dA = (2n)'"? / fix - &) g(€) dE .

Cochran et al. (1952) usad this result to derive the X-ray diffraction pattern
of adiscontinuous hdix as the summeation of various Bessd functions.
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