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Foreword

It is often difficult to persuade undergraduate students of the importance of
mathematics. Engineering students in particular, geared towards the prac-
tical side of learning, often have little time for theoretical arguments and
abstract thinking. In fact, mathematics is the language of engineering and
applied science. It is the vehicle by which ideas are analyzed, developed, and
communicated. It is no accident, therefore, that any undergraduate engi-
neering curriculum requires several mathematics courses, each one designed
to provide the necessary analytic tools to deal with questions raised by en-
gineering problems of increasing complexity, for example, in the modeling
of physical processes and phenomena. The most effective way to teach stu-
dents how to use these mathematical tools is by example. The more worked
examples and practice exercises a textbook contains, the more effective it
will be in the classroom.

Such is the case with Solution Techniques for Elementary Partial Differ-
ential Equations by Christian Constanda. The author, a skilled classroom
performer with considerable experience, understands exactly what students
want and has given them just that: a textbook that explains the essence
of the method briefly and then proceeds to show it in action. The book
contains a wealth of worked examples and exercises (half of them with an-
swers). An Instructor’s Manual with solutions to each problem and a .pdf
file for use on a computer-linked projector are also available. In my opin-
ion, this is quite simply the best book of its kind that I have seen thus
far. The book not only contains solution methods for some very important
classes of PDEs, in easy-to-read format, but is also student-friendly and
teacher-friendly at the same time. It is definitely a textbook that should be
adopted.

Professor Peter Schiavone

Department of Mechanical Engineering
University of Alberta

Edmonton, AB, Canada






Preface to the Second Edition

In direct response to constructive suggestions received from some of the

users of the book, this second edition contains a number of enhancements.

Section 1.4 (Cauchy—Euler Equations) has been added to Chapter 1.

Chapter 3 includes three new sections: 3.3 (Bessel Functions), 3.4

(Legendre Polynomials), and 3.5 (Spherical Harmonics).

The new Section 4.4 in Chapter 4 lists additional mathematical models

based on partial differential equations.

Sections 5.4 and 7.4 have been added to Chapters 5 and 7, respectively,
to show—by means of examples—how the methods of separation of
variables and eigenfunction expansion work for equations other than

heat, wave, and Laplace.

Supplementary applications of the Fourier transformations are now

shown in Section 8.3.

The method of characteristics is applied to more general hyperbolic

equations in the additional Section 12.4.
Chapter 14 (Complex Variable Methods) is entirely new.

The number of worked examples has increased from 110 to 143, and

that of the exercises has almost quadrupled—from 165 to 604.

The tables of Fourier and Laplace transforms in the Appendix have

been considerably augmented.

The first coefficient of the Fourier series is now %ag instead of the pre-
vious ag. Similarly, the direct and inverse full Fourier transformations
are now defined with the normalizing factor 1/ V27 in front of the inte-
gral; the Fourier sine and cosine transformations are defined with the
factor y/2/m.

While T still believe that students should be encouraged not to use elec-

tronic computing devices in their learning of the fundamentals of partial

differential equations, I have made a concession when it comes to exam-



xiv PREFACE TO THE SECOND EDITION

ples and exercises involving special functions, transcendental equations, or
exceedingly lengthy integration. The (new) exercises that require compu-
tational help because they are not solvable by elementary means have been
given italicized numerical labels. Their answers are worked out with the

®

with full simplification. I have also included a few extra formulas in table

Mathematica™ software and are given in the form that package produces
Al in the Appendix to assist with the evaluation of some basic integrals
that occur frequently in the solution of the exercises.

The material in this edition seems to exceed what can normally be covered
in a one-semester course, even when taught at a brisk pace. If a more
leisurely pace is adopted, then the material might be stretched to provide
work for two semesters.

I wish to thank all the readers who sent me their comments and urge
them to continue to do so in the future. It is only with their help that this
book may undergo further improvement.

I would also like to thank Sunil Nair, Sarah Morris, Karen Simon, and
Kevin Craig at Taylor & Francis for their professional and expeditious han-

dling of this project.

Christian Constanda
The University of Tulsa
March 2010



Preface to the First Edition

There are many textbooks on partial differential equations on the market.
The great majority of them are well written and very rigorous, with full
background explanations, detailed proofs, and lots of comments. But they
also tend to be rather voluminous and daunting for the average student.
When I ask my undergraduates what they want from a book, their most
common answers are (i) to understand without excessive effort most of what
is being said; (ii) to be given full yet concise explanations of the essence of
the topics discussed, in simple words; (iii) to have many worked examples,
preferably of the type found in test papers, so they could learn the var-
ious techniques by seeing them in action and thus improve their chances
of passing examinations; and (iv) to pay as little as possible for it in the
bookstore. I do not wish to comment on the validity of these answers, but
I am prepared to accept that even in higher education the customer may
sometimes be right.

This book is an attempt to meet all the above requirements. It is designed
as a no-frills text that explains a number of major methods completely but
succinctly, in everyday classroom language. It does not indulge in multi-
page, multicolored spiels. It includes many practical applications with so-
lutions, and exercises with selected answers. It has a reasonable number of
pages and is produced in a format that facilitates digital reproduction, thus
helping keep costs down.

Teachers have their own individual notions regarding what makes a book
ideal for use in coursework. They say—with good reason—that the perfect
text is the one they themselves sketched in their classroom notes but never
had the time or inclination to polish up and publish. We each choose our
own material, the order in which the topics are presented, and how long we
spend on them. This book is no exception. It is based on my experience
of the subject for many years and the feedback received from my teaching’s
beneficiaries. The “use in combat” of an earlier version seems to indicate
that average students can work from it independently, with some occasional
instructor guidance, while the high flyers get a basic and rapid grounding in

the fundamentals of the subject before progressing to more advanced texts
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(if they are interested in further details and want to get a truly sophisticated
picture of the field). A list, by no means exhaustive, of such texts can be
found in the Bibliography.

This book contains no example or exercise that needs a calculating device
in its solution. Computing machines are now part of everyday life and we
all use them routinely and extensively. However, I believe that if you really
want to learn what mathematical analysis is all about, then you should
exercise your mind and hand the long way, without any electronic help. (In
fact, it seems that quite a few of my students are convinced that computers
are better used for surfing the Internet than for solving homework problems.)
The only prerequisites for reading this book are a first course in calculus
and some basic knowledge of certain types of ordinary differential equations.

The topics are arranged in the order I have found to be the most con-
venient. After some essential but elementary ODEs, Fourier series, and
Sturm—Liouville problems are discussed briefly, the heat, Laplace, and wave
equations are introduced in quick succession as mathematical models of
physical phenomena, and then a number of methods (separation of vari-
ables, eigenfunction expansion, Fourier and Laplace transformations, and
Green’s functions) are applied in turn to specific initial/boundary value
problems for each of these equations. There follows a brief discussion of
the general second-order linear equation with two independent variables.
Finally, the method of characteristics and perturbation (asymptotic expan-
sion) methods are presented. A number of useful tables and formulas are
listed in the Appendix.

The style of the text is terse and utilitarian. In my experience, the
teacher’s classroom performance does more to generate undergraduate en-
thusiasm and excitement for a topic than the cold words in a book, however
skillfully crafted. Since the aim here is to get the students well drilled in
the main solution techniques and not in the physical interpretation of the
results, the latter hardly gets a mention. The examples and exercises are
formal, and in many of them the chosen data may not reflect plausible real-
life situations. Due to space pressure, some intermediate steps—particularly
the solutions of simple ODEs—are given without full working. It is assumed
that the readers know how to derive them, or that they can refer without

difficulty to the summary provided in Chapter 1. Personally, in class I al-
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ways go through the full solution regardless, which appears to meet with
the approval of the audience. Details of a highly mathematical nature, in-
cluding formal proofs, are kept to a minimum, and when they are given,
an assumption is made that any conditions required by the context (for
example, the smoothness and behavior of functions) are satisfied.

An Instructor’s Manual containing the solutions of all the exercises is
available. Also, on adoption of the book, a .pdf file of the text can be
supplied to instructors for use on classroom projectors.

My own lecturing routine consists of (i) using a projector to present a
skeleton of the theory, so the students do not need to take notes and can
follow the live explanations, and (ii) doing a selection of examples on the
board with full details, which the students take down by hand. I found that
this sequence of “talking periods” and “writing periods” helps the audience
maintain concentration and makes the lecture more enjoyable (if what the
end-of-semester evaluations say is true).

Wanting to offer students complete, rigorous, and erudite expositions is
highly laudable, but the market priorities appear to have shifted of late.
With the current standards of secondary education manifestly lower than in
the past, students come to us less and less equipped to tackle the learning
of mathematics from a fundamental point of view. When this becomes
unavoidable, they seem to prefer a concise text that shows them the method
and then, without fuss and niceties of form, goes into as many worked
examples as possible. Whether we like it or not, it seems that we have
entered the era of the digest. It is to this uncomfortable reality that the
present book seeks to offer a solution.

The last stages of preparation of this book were completed while I was
a Visiting Professor in the Department of Mathematical and Computer
Sciences at the University of Tulsa. I wish to thank the authorities of
this institution and the faculty in the department for providing me with
the atmosphere, conditions, and necessary facilities to finish the work on
time. Particular thanks go to the following: Bill Coberly, the head of the
department, who helped me engineer several summer visits and a couple
of successful sabbatical years in Tulsa; Pete Cook, who heard my daily
moans and groans from across the corridor and did not complain about

it; Dale Doty, the resident Mathematica® wizard who drew some of the
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figures and showed me how to do the others; and the sui generis company
at the lunch table in the Faculty Club for whom, in time-honored academic
fashion, no discussion topic was too trivial or taboo and no explanation too
implausible.

I also wish to thank Sunil Nair, Helena Redshaw, Andrea Demby, and
Jasmin Naim from Chapman & Hall/CRC for their help with technical
advice and flexibility over deadlines.

Finally, I would like to state for the record that this book project would
not have come to fruition had I not had the full support of my wife, who,
not for the first time, showed a degree of patience and understanding far

beyond the most reasonable expectations.

Christian Constanda



Chapter 1

Ordinary Differential
Equations: Brief Review

In the process of solving partial differential equations (PDEs) we usually
reduce the problem to the solution of certain classes of ordinary differential
equations (ODEs). Here we mention without proof some basic methods for
integrating simple ODEs of the types encountered later in the text. We
restrict our attention to real solutions of ODEs with real coefficients. In

what follows, the set of real numbers is denoted by R.

1.1. First-Order Equations

Variables separable equations. The general form of this type of ODE is

y = Z—Z = f(z)g(y)-

Taking standard precautions, we can rewrite the equation as

and then integrate each side with respect to its corresponding variable.

1.1. Example. For the equation
vy — 2z =0
the above procedure leads to

/dey = Q/xdm,

which yields

or
y(z) = (322 + C)'/3, C =const. m
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Linear equations. Their general (normal) form is

Y +plr)y = q(z),

where p and ¢ are given functions. Computing an integrating factor u(z)

() = exp{ / p(x)da:},

we obtain the general solution

by means of the formula

— [ @) e

(@

y(r) =
An equivalent formula for the general solution is

L) {/xu(t)q(t)dt + C} C' = const,

y(r) = e

a
where a is any point in the domain where the ODE is satisfied.
1.2. Example. The normal form of the equation
xy +2y—22=0, x#0,
is
, 2
Y+ -y =z
x

Here

so an integrating factor is

d
M(Jj) = exp{Z/%} = elnm2 _ .1:2.

Then the general solution of the equation is

1 1 C
y(x) = x—g/l“gdﬂc = 19624- ot C =const. m
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1.2. Homogeneous Linear Equations with
Constant Coefficients

First-order equations. These are equations of the form
y +ay=0, a = const.

Such equations can be solved by means of an integrating factor or separation

of variables, or by means of the characteristic equation
s+a=0,
whose root s = —a yields the general solution
y(x) = Ce™**, C = const.
1.3. Example. The characteristic equation for the ODE
y —3y=0
is
s —3=0;
hence, the general solution of the equation is
y(r) = Ce3®, C =const. m
Second-order equations. Their general form is
y' +ay +by=0, a,b= const.
If the characteristic equation
s +as+b=0

has two distinct real roots s; and so, then the general solution of the given
ODE is

y(x) = C1e’** 4 Cee®?®, (4, Cy = const.
If s1 = s9 = s, then

y(z) = (C1 + Cax)e®*®, Cq, Cy = const.
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Finally, if s; and s, are complex conjugate—that is, s1 = a+1if3, s = a—if,

where « and [ are real numbers—then the general solution is
y(x) = e*[Cycos(Bz) + Cysin(fx)], C1,Cy = const.

1.4. Remark. When s; = —ss = sg, sp real, the general solution of the

equation can also be written as
y(x) = Ciyi(z) + Coya(x), Ch, Co = const,
where y1(x) and yo(z) are any two of the functions
cosh(soxz), sinh(soz), cosh(so(z —c)), sinh(so(z —c))

and c is any nonzero real number. Normally, ¢ is chosen as the point where

a boundary condition is given. m
1.5. Example. The characteristic equation for the ODE

y' =3y +2y=0
is
s2—3s4+2=0,

with roots s; = 1 and sy = 2, so the general solution of the ODE is
y(x) = Cre® + Che®®, €y, Co = const. m

1.6. Example. The general solution of the equation

y// 4y =0
is
y(z) = Cre* + Coe™ ",  Cy,Cy = const,

since the roots of its characteristic equation are s; = —ss = 2. Accord-
ing to Remark 1.4, we have alternative expressions in terms of hyperbolic
functions. Thus, if y(0) and y(1) are prescribed, then the general solution

should be written in the form

y(x) = Cysinh(2z) + Cysinh (2(z — 1)), Oy, Co = const;
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if y(0) and y/(3) are prescribed, then the preferred form is
y(z) = Cysinh(2z) 4+ Cycosh (2(z — 3)), Cy, Ca = const;

and so on. m

1.7. Example. The roots of the characteristic equation for the ODE
Y+ 4y +4y =0
are s; = sy = —2; therefore, the general solution of the ODE is
y = (Cy + Cox)e™*, (C1,Co = const. m
1.8. Example. The general solution of the equation

y'+4y =0
is
y = Cpcos(2z) 4+ Casin(2z), C1, Cy = const,

since the roots of its characteristic equation are s; = 2i and sy = —2i. ®

1.9. Remark. The characteristic equation method can also be applied to

find the general solution of homogeneous linear ODEs of higher order. m
1.3. Nonhomogeneous Linear Equations with
Constant Coefficients
The first-order equations in this category are of the form
Yy +ay=Ff, a=const;
the second-order equations can be written as
y" +ay +by=f, a,b= const.

Here f is a given function. The general solution of such equations is the sum
of the complementary function (the general solution of the corresponding
homogeneous equation) and a particular integral (a particular solution of
the nonhomogeneous equation). The latter is usually guessed from the
structure of the function f or may be found by some other method, such as

variation of parameters.
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1.10. Example. The complementary function for the ODE

Yy —3y=e"
is
e?mv7

Yor = C C = const.

x

Seeking a particular integral of the form y,, = ae™, a = const, we find

from the equation that a = —1/4. Consequently, the general solution of the
given ODE is

y=Ce* —1e7®  C=const. m

1.11. Example. If the function on the right-hand side in Example 1.10
is replaced by e3?, then we cannot find a particular integral of the form
ae3®, a = const, since this is a solution of the corresponding homogeneous
equation. Instead, we try y,, = aze3 and deduce, by replacing in the

ODE, that a = 1; consequently, the general solution is
y=Ce3® 4+ 2% = (C 4+ 2)e*®, C =const. m
1.12. Example. For the equation
Y’ + 4y = 42
we seek a particular integral of the form

Yp; = az® +bx +e¢, a,b, c= const.

Direct substitution into the equation yields a = 1, b = 0, and ¢ = —1/2.

Since the complementary function is

Yo = C1cos(2z) + Cysin(2x),
it follows that the general solution of the given ODE is

y = Cycos(2z) + Cosin(2x) + % — %, C1,Cy = const. m

1.4. Cauchy—Euler Equations

These are second-order linear equations of the form

z?y” +axy' + By =0, «,B = const,
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where, for simplicity, we assume that = > 0. The solution is sought in the
form

y=2z", r = const.

Substituting in the equation, we arrive at
4+ (a—1)r+p3=0.

If the roots 71 and r4 of this quadratic equation are real and distinct, which

is the case of interest for us, then the general solution of the given ODE is
y=Crz™ + Cox™, (4, Cy = const.

1.13. Example. Following the above procedure, we see that the differential
equation
22%y" + 3xy —y =0
yields
= 1, Ty = —%,

so its general solution is

y=Cix+ 02x71/27 Cy,Cy =const. m

1.5. Functions and Operators

Throughout this book we refer to a function as either f or f(z), although,
strictly speaking, the latter denotes the value of f at x. To avoid compli-
cated notation, we also write f(x) = ¢ to designate a function f that takes
the same value ¢ = const at all points = in its domain. When ¢ = 0, we
sometimes simplify this further to f = 0.

In the preceding sections we mentioned linear equations. Here we clarify

the meaning of this concept.

1.14. Definition. Let X be a space of functions, and let L be an operator
acting on the functions in X according to some rule. The operator L is

called linear if

L(cifi +cafe) = ci(Lf1) + ca(Lf2)

for any functions f1, fo in X and any numbers ¢1, ¢3. Otherwise, L is called

nonlinear. |
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1.15. Example. The operators of differentiation and definite integration

acting on suitable functions of one independent variable are linear, since

L(cif1 + cafa) = (erfi + cafe) = erfi + cafy = c1(Lf1) + c2(L f2),
b

L(cifi +cafo) = / [e1fi(z) + c2 fo(z)] do

a

b b
zcl/fl(x)dx—i—cQ/fg(x)dx =ci(Lf1)+ca(Lfz). m

1.16. Example. Let «, 3, and v be given functions. In view of the pre-

ceding example, it is easy to verify that the operator L defined by

Lf=af’+Bf +~f
is linear. m

1.17. Example. Let L be the operator defined by

Lf=ff.
Since
L(cifi + caf2) = (c1fr + cafo)(c1 fr + cafa)
= fifi +eaca(fifs+ fif2) + 3 faf}
and

cr(Lf1) 4 co(Lfa) = erfifi + cafafs

are not equal for all functions f1, fo and all numbers c1, ca, the operator L

is nonlinear. m
1.18. Definition. A differential equation of the form
Lu=g,

where L is a linear differential operator and ¢ is a given function, is called
a linear equation. If the operator L is nonlinear, then the equation is also

called nonlinear. m
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The following almost obvious result forms the basis of what is known as

the principle of superposition.

1.19. Theorem. If Lu = g is a linear equation and u1 and us are solutions
of this equation with g = g1 and g = g2, respectively, then u; + us s a

solution of the equation with g = g1 + g=; in other words, if

Luy = g1, Lus = go,

then
L(u1 + u2) = g1 + go.

Exercises
n (1)-(22) find the general solution of the given equation.

1
2
3
4

(1) (2 + 1)y = 2zy.
(

(

(

(5

(

(

(

(

y' —32%(y+1) =0.
(x—1)y +2y==2, z #£1.
22y — 2xy = zoe”.

2y' + 5y = 0.

3y’ — 2y =0.

y' — 4y +3y=0.

2" — 5y + 2y = 0.

4y" + 4y’ +y =0.

y’' — 6y +9y=0.

y" + 2y + 5y = 0.

Yy’ —6y +13y=0.

Yy + 2y = 2z + e**.

2y’ — 3y = —-3x —4+e”.
2y’
Yy +y=—x+2e "

Yy —y=a—x+2.

y" =2y — 8y =4+ 4z — 8z%.
y" — 25y = 30e~°7.

4y" + y = 8cos(z/2).

22%y" + a2y — 3y = 0.

2y" 4 2xy’ — 6y = 0.

6
7
8
9
(10
(11
(12
(13
(14
(15 —y=e"/2
(16

(17
(18
(19
(20
(21
(

)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
)
22) x
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In (23)—(26) verify whether the given ODE is linear or nonlinear.

) ay” —y'sinx = xe®.
24) y' + 2zsiny = 1.

) YY" —ay =2

) v+ Vzy=Inz.



Chapter 2
Fourier Series

It is well known that an infinitely differentiable function f(z) can be ex-
panded in a Taylor series around a point xp in the interval where it is

defined. This series has the form
o0
f@) ~ > enla —zo)", (2.1)
n=0

where the coefficients ¢, are given by

(n) n
cnzif (xo), n=12,..., f(")—df

n! T dan’

If certain conditions are satisfied, then the above series converges to f point-
wise (that is, at every point x) in an open interval centered at zp, and we
can use the equality sign between the two sides in (2.1).

In this chapter we discuss a different class of expansions, which are par-

ticulary useful in the study and solution of PDEs.

2.1. The Full Fourier Series

This is an expansion of the form
f(2) 1 +§: ’I’L7Tl‘+b . nmx (2.2)
T)~—a Gy COS —— + by sin — |, .
20 L L

where L is a positive number and ag, a,, and b,, are constant coefficients.

2.1. Definition. A function f defined on R is called periodic if there is a
number T > 0 such that

flx+T)= f(z) forall zinR.

The smallest number T" with this property is called the fundamental period
(or, simply, the period) of f. It is obvious that a periodic function also

satisfies

fl@+nT)= f(z) for any integer n and all z in R. =
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2.2. Example. As is well known, the functions sinx and cosz are periodic

with period 27 since, for all z € R,

sin(z + 27) = sinzx,

cos(z + 2m) = cosz. m

We see that for each positive integer n = 1,2,...,

nm(x + 2L) WTE g nrx
cos ————~ =cos| — + 2nmw | = cos ——
L L i L

2L
sin% = sin (nLﬂ + 2nﬂ') = sin $7

so the right-hand side in (2.2) is periodic with period 2L. This suggests
the following method of construction for the full Fourier series of a given
function.

Let f be defined on [—L, L] (see Fig. 2.1).

-L \ L

Fig. 2.1. f(z), —L <z < L.

We construct the periodic extension of f from (—L, L] to R, of period 2L
(see Fig. 2.2). The value of f at x = —L is left out so that the extension is

correctly defined as a function.

A

3L -2L - L 3L

Fig. 2.2. f(z+2L) = f(x) for all z in R.

For the extended function f it now makes sense to seek an expansion of
the form (2.2). All that we need to do is compute the coefficients ag, @y,

and b,, and discuss the convergence of the series.
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It is easy to check by direct calculation that

L L

/cos?dmzo, /sin?dmzo, n=12..., (2.3)
-L -L
L

nw mrxr . [0, n#Em, _
/COSTCOSTdJ?—{L’ n=m. n,m=12,..., (2.4)
L

.nmx . mrz [0, n#m, .
/sstm 7 alx—{L7 n=m, n,m=12..., (2.5)
L

L

/cos?sinmgxdx:(), n,m=12,.... (2.6)

-L

Regarding (2.2) formally as an equality, we integrate it term by term over
[—L,L] and use (2.3) to obtain

L
ap = %/f(x)dw- (2.7)
—L

If we multiply (2.2) by cos(mnz/L), integrate the new relation over [—L, L],
and take (2.3), (2.4), and (2.6) into account, we see that all the integrals on
the right-hand side vanish except that for which the summation index n is
equal to m, when the integral is equal to La,,. Replacing m by n, we find
that

L
1
an:z/f(x)cosnLﬂdx, n=12,.... (2.8)
-L

Clearly, (2.8) incorporates (2.7) if we allow n to take the value 0 as well;
that is, n =0,1,2,....

Finally, we multiply (2.2) by sin(mnz/L) and repeat the above procedure,
where this time we use (2.3), (2.5), and (2.6). The result is

/f(x)sin?dx, n=12,..., (2.9)

which completes the construction of the (full) Fourier series for f. The num-

bers ag, an, and b, given by (2.7)—(2.9) are called the Fourier coefficients
of f.
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The series on the right-hand side in (2.2) is of interest to us only on
[—L, L], where the original function f is defined, and may be divergent, or

may have a different sum than f(z).

2.3. Definition. A function f is said to be piecewise continuous on an
interval [a,b] if it is continuous at all but finitely many points in [a,b],
where it has jump discontinuities—that is, at any discontinuity point = the
function has distinct right-hand side and left-hand side (finite) limits f(z+)
and f(x—).

If both f and f” are continuous on [a,b], then f is called smooth on [a,b].
If at least one of f, f’ is piecewise continuous on [a,b], then f is said to be

piecewise smooth on [a,b]. m

2.4. Remarks. (i) The function shown on the left in Fig. 2.3 is piece-
wise smooth; the one on the right is not, since f(0—) does not exist: the
graph indicates that the function increases without bound as the variable

approaches the origin from the left.
(ii) If f is piecewise continuous on [—L, L], then the values of f at its

points of discontinuity do not affect the construction of its Fourier series.
L

More precisely, [ f(z)dz exists for such a function and is independent of
-L

the values assigned to it at its (finitely many) discontinuity points. m

S -
/

Fig. 2.3. Left: both f(0—) and f(0+) exist. Right: f(0—) does not exist.

2.5. Theorem. If f is piecewise smooth on [—L, L], then its (full) Fourier

series converges pointwise to

(i) the periodic extension of f to R at all points x where this extension

18 continuous;

(i) 3[f(z—)+ f(z+)] at the points x where the periodic extension of

f has a discontinuity jump.
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This means that at each = in (—L,L) where f is continuous, the sum of
series (2.2) is equal to f(z). Also, if the function f is continuous on [—L, L]
and such that f(—L) = f(L), then the sum of (2.2) is equal to f(z) at all
points z in [—-L,L].

2.6. Example. Consider the function defined by

f(x)_{x—i—Z, —-2<x<0,

0, 0<z<2

Fig. 24. f(z), —2<z <2.

The periodic extension of period 4 of f, defined by f(z + 4) = f(z) for

all z in R, is shown in Fig. 2.5.

L

Fig. 2.5. f(x +4) = f(x) for all z in R.

Using (2.7)—(2.9) with L = 2 and integration by parts, we find that

2 0
1 1
a0:§/f(x)dx=§/(x+2)dx:1,
2 2
1 / 1 O 2
nrx nrx
n= = = = 2 cos 2L dr = [1 — (=1)"] ——,
a 2/f(ac)cos 5 dz 2/(33—!— ) cos 5 de = [1—( )]n27r2
2 2

2 0

1 . nmx 1 . nmx 2
by, = E/f(x)sdex— E/(x—i—?)Slanx——E, n=12..,
2 -2
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so (2.2) yields the Fourier series

@) 1+i [1 ( 1)n] 2 nmx 2 sin 1T
)~ = — (= —5—5 €08 —— — —sin —— ».
2 n2m? 2 2

nm

By Theorem 2.5, on —2 < x <2

z+2, -2<z<0,
(series) = ¢ 1, x =0,
0, 0<ax <2

that is, the series converges to f(x) for —2 < z < 0 and 0 < z < 2, where
the periodic extension of f (see Fig. 2.5) is continuous; at the point z = 0,

where that extension has a jump discontinuity, the series converges to
3[f(0=) + f(0)] = 3(2+0) = 1.

The graph of the function defined by the sum of the above series is shown

in Fig. 2.6.
2
f f
/ /
L L
-6 -4 -2 | 2 4

Fig. 2.6. Graphic representation of the sum of the series.

The manner in which the series approximates f is shown, with increased
magnification for clarity, in Fig. 2.7, where the series has been truncated

aftern =5. m

Fig. 2.7. The graph of u (heavy line) and of its 5-term

approximation (light line).
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2.2. Fourier Sine Series
For some classes of functions, series (2.2) has a simpler form.

2.7. Definition. A function f defined on an interval symmetric with re-
spect to the origin is called odd if f(—xz) = —f(z) for all = in the given
interval; if, on the other hand, f(—x) = f(z) for all  in that interval, then

f is called an even function. m

2.8. Examples. (i) The functions sin(nwz/L), n = 1,2,..., are odd. The
functions cos(nwx/L), n = 0,1,2,..., are even.

(ii) The function on the left in Fig. 2.8 is odd (its graph is symmetric with
respect to the origin). The one on the right is even (its graph is symmetric

with respect to the y-axis). The function graphed in Fig. 2.4 is neither odd

RV

L

nor even. M

L

Fig. 2.8. Left: an odd function. Right: an even function.

2.9. Remarks. (i) It is easy to verify that the product of two odd functions
is even, the product of two even functions is even, and the product of an

odd function and an even function is odd.

(ii) If f is odd on [—L, L], then

0 0 L
[ f@do= [ f-aydt-z) = - [ f@)ds;
hence, o - 0
L 0 L
[ s = [ s@ar+ [s@ae=o
-L L 0

If f is even on [—L, L], then
0

[ f@yda = / f(—)d(—z) = / f(z) da;
L 0

—L
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consequently,
L 0 L L
f@)dxe= [ f(z)de+ [ f(x)de =2 [ f(z)dx
[ [t [

(iii) If f is odd, then so is f(z)cos(nwz/L) and, in view of (2.7), (2.8),

and (ii) above, we have
a, =0, n=0,1,2,...;

that is, the Fourier series of an odd function on [—L, L] contains only sine
terms. Similarly, if f is even, then, by Remark 2.9(i), f(z)sin(nmx/L) is
odd, so (2.9) implies that

which means that the Fourier series of an even function on [—L, L] has only

cosine terms, including the constant term. m

Remark 2.9(iii) implies that if f is defined on [0, L], then it can be ex-

panded in a Fourier sine series. Let f be the function whose graph is shown

in Fig. 2.9.

L

Fig. 2.9. f(z), 0 <z < L.

We construct the odd extension of f from (0,L] to [-L,L] by setting
f(=z) =—f(z) for all z in [-L,L], x # 0, and f(0) = 0 (see Fig. 2.10).
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Next, we construct the periodic extension with period 2L of this odd
function from (—L, L] to R, by requiring that f(z + 2L) = f(z) for all z in

R (see Fig. 2.11).
-3L\ -2L -L\

Fig. 2.11. f(x+2L) = f(x) for all = in R.

|

— - — —

3L

,_
K

[
— — ¢

Finally, we construct the Fourier (sine) series of this last function, which

is of the form

d nwx
x) ~ Y bpsin—
n L b

n=1

where, according to Remarks 2.9(ii),(iii) and formula (2.9), the coefficients

are given by
L

/ sm@dx n=1,2,.... (2.10)
0

hlw

2.10. Example. Consider the function

N

1

graphed in Fig. 2.12.

Fig. 2.12. f(x), 0 <z <1.

As explained above, the odd extension of this function to [—1,1] is defined
by f(—z) = —f(z) for all x in [-1,1], z # 0, and f(0) = 0, and is shown in
Fig. 2.13.
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Fig. 2.13. f(—z)=—f(z), -1 <z <1

The periodic extension to R, of period 2L = 2, of the function in Fig. 2.13,
defined by f(x 4+ 2) = f(x) for all = in R, is shown in Fig. 2.14.

Fig. 2.14. f(x 4+ 2) = f(x) for all z in R.

Using (2.10) with L = 1 and integration by parts, we find that

1
2
by, = 2/(1 —z)sin(nrx)de = —, n=12,...;
0

hence,

Mg
3|M
5
3
§‘

n=1
By Theorem 2.5, for 0 < x < 1,

0, z =0,
l—2z, 0<ax<1;

(series) = {

that is, the series converges to f(z) for 0 < x < 1, where the periodic

extension of f to R is continuous, and to

2 fO0=)+ f04)] = 3(-1+1)=0

at © = 0, where the periodic extension has a jump discontinuity. m
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2.3. Fourier Cosine Series

By Remark 2.9(iii), a function defined on [0, L] can also be expanded in a
Fourier cosine series. The construction is similar to that of a Fourier sine

series.
Let f be a function defined on [0, L] (see Fig. 2.15).

N\

L

Fig. 2.15. f(z), 0 <z < L.

We extend f to an even function on [—L, L] by setting f(—z) = f(z) for
all z in [—L, L] (see Fig. 2.16).

/N

-L L

Fig. 2.16. f(—z) = f(z), — L <z < L.

Next, we construct the periodic extension of this even function from
(—L,L] to R, of period 2L, which is defined by f(x 4+ 2L) = f(x) for all =
in R (see Fig. 2.17).

SN NN

3L -L L 3L

Fig. 2.17. f(x 4+ 2L) = f(z) for all z in R.
Finally, we write the Fourier (cosine) series of this last function, which is
of the form

1 o0
flz) ~ 5 0 +T;ancos?,
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where, according to (2.7), (2.8), and Remark 2.9(ii),

) L
agzz/f(x)da:,
L (2.11)
—/f cos@dx n=12,....
L
0

As noticed earlier, the first equality (2.11) is covered by the second one if
we let n =0,1,2,....

2.11. Example. Consider the function
flay=1-2z, 0<z<1,
graphed in Fig. 2.18.

Fig. 2.18. f(z), 0 <z <1.

The even extension of f to [—1,1], defined by f(—xz) = f(z) for all = in
[—1,1], is shown in Fig. 2.19.

-1 \

=

Fig. 2.19. f(—2) = f(z), -1 <z < 1.

The periodic extension of period 2L = 2 of this even function to R, which
is defined by f(x +2) = f(z) for all z in R, is shown in Fig. 2.20.

1

-3 -1 \ 1 3

Fig. 2.20. f(x +2) = f(x) for all z in R.
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By (2.11) with L = 1 and integration by parts,

1 1
:QO/f(x)dx:20/(1—x)dx:1,

1
an, =2/f(x)cos nmwax) 2/ (1 — z)cos(nmx)dx
0 0

2
= [1-(-1)”]W, n=1,2, 5
so the Fourier cosine series of f is
N—-i— E 11— (- 2 cos(nmx).
n2n2

By Theorem 2.5,
(series) =1—2 for 0 <z <1,

because the periodic extension of f to R is continuous everywhere. m

2.4. Convergence and Differentiation
There are several important points that need to be made at this stage.

2.12. Remarks. (i) It is obvious that a function f defined on [0,L] can
be expanded in a full Fourier series, or in a sine series, or in a cosine series.
While the last two are unique to the function, the first one is not: since
the full Fourier series requires no symmetry, we may extend f from [0,L] to
[—L,L] in infinitely many ways. We usually choose the type of series that
seems to be the most appropriate for the problem. A function defined on

[—-L, L] can be expanded, in general, only in a full Fourier series.

(ii) Earlier we saw that we cannot automatically use the equality sign
between a function f and its Fourier series. According to Theorem 2.5, for
a full series we can do so at all the points in [—L, L] where f is continuous;
we can also do it at x = —L and x = L provided that f is continuous at these
points from the right and from the left, respectively, and f(—L) = f(L).
For a sine series, this can be done at * = L if f is continuous there from
the left and f(L) = 0. For a cosine series this is always possible if f is

continuous from the left at * = L. Similar arguments can be used for
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the sine and cosine series at = 0. In what follows we work exclusively
with piecewise smooth functions; therefore, to avoid cumbersome notation
and possible confusion, we will use the equality sign in all circumstances,
assuming tacitly that equality is understood in the sense of Theorem 2.5,

Remark 2.4(ii), and the above comments. ®

In practical applications we often need to differentiate Fourier series term
by term. Consequently, it is important to know when this operation may

be performed.

2.13. Theorem. (i) If f is continuous on [—-L,L], f(—L) = f(L), and
I’ is piecewise smooth on [—L, L], then the full Fourier series of f can be
differentiated term by term and the resulting series is the Fourier series
of [, which converges to f'(x) at all x where f"(x) exists.

(ii) If f is continuous on [0,L], f(0) = f(L) = 0, and [’ is piecewise
smooth on [0, L], then the Fourier sine series of f can be differentiated term
by term and the resulting series is the Fourier cosine series of f', which
converges to f'(x) at all x where f"(x) exists.

(iii) If f is continuous on [0,L] and [’ is piecewise smooth on [0, L], then
the Fourier cosine series of f can be differentiated term by term and the
resulting series is the Fourier sine series of f', which converges to f'(x) at

all x where f"(x) exists.

2.14. Remark. In the PDE problems that we discuss in the rest of the
book, the conditions laid down in Theorem 2.13 will always be satisfied and
we will formally differentiate the corresponding Fourier series term by term

without explicit mention of these conditions. m

Exercises

In (1)—(16) construct the full Fourier series of the given function f. In each
case discuss the convergence of the series on the interval [—L, L] where f is
defined and sketch the function to which the series converges pointwise on
the interval [-3L,3L].

1, —-1<z<0,

O)ﬂ@:{a 0<z<1.



EXERCISES 25

0, —nmr<x<0,
-3, O0<z <.
-2, —1<x<0,
3, O0<z<1.
1, —7m/2<z<0,
2, 0<z<m/2.
+1, -1<z<1.

6) flx)=1-22, —-2<z<2
M r0={;", 255"

o o= {7 VR

x, -1<z2<0,
(9) f(x):{Zx—l, 0<z<l.

r—1, —7<x<L0,
(10) f(”3>:{2x+1, 0<z<m

(11) f(z)=2?>-22+3, —-1<x<1.
(12) f(z) = {fi %, 0—1<§3x§§10
(13) f(z)=¢€", —2<z<2.

(14) f(z) = {i{nx, N : fr/i.o’
w) s ={,, TEIE)0

3, —nm<z<m7/2

(16) f(x):{l, /2 <z <.

In (17)-(30) construct the Fourier sine series and the Fourier cosine series
of the given function f. In each case discuss the convergence of the series
on the interval [0, L] where f is defined and sketch the functions to which

the series converge pointwise on [—3L,3L].

0, 0<z <1,
1, 1<x<2.

an) s = {

)

2, 0<x<m,
(18) f(”“"):{o, T <x<2m.
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1, 0<z<l,

f(”“"):{—’l, 1<az<2.
f(x):{—z 0<z<m/2,

3, w/2<x<m.

flz)=2—2z, 0<z<1.
flx)=3z+1, 0<z<2m.
x, 0<z<1,
f(x)_{—z, l<z<?
2% —1, 0<z<1,
f(z) {2x+1, l<z<2.

24z, 0<2x<1,
f(x)_{l—x, l<z<2.

fla)=2?4+2—-1, 0<z<2.

(z) = z+1, 0<x <1,
flz) = 2?2 -2z, l<a<2

fl@y=1+4¢e*, 0<z<1.
fl@)=2x+sinz, 0<z<m.

cosxz, 0<uz<m7/2,
f(z) =
-1, /2 <z <.



Chapter 3
Sturm—Liouville Problems

There is a class of problems involving second-order ODEs, which plays an
essential role in the solution of partial differential equations. Below we
present the main results concerning such problems, thus laying the founda-
tion for the methods of separation of variables and eigenfunction expansion

developed in Chapters 5 and 7.

3.1. Regular Sturm—Liouville Problems

To avoid complicated notation, in what follows we denote intervals generi-
cally by I, regardless of whether they are closed, open, or half-open, finite
or infinite. Specific intervals are described either in terms of their endpoints
or by means of inequalities. The functions defined on such intervals are

assumed to be integrable on them.

3.1. Definition. Let X be a space of functions defined on an interval I.

A linear differential operator L acting on X is called symmetric on X if

/ [F1(2)(Lf2) (@) — fola)(Lf1) ()] dx = 0

1

for any functions f; and fy in X. m

3.2. Example. Consider the space X of functions that are twice continu-
ously differentiable on [0,1] and equal to zero at + = 0 and x = 1. If L is
the linear operator defined by L = d?/dx?, then, using integration by parts,
we find that for any f1 and fo in X,

1 1
/ F(Lf2) — fo(Lf)] / Pt = fof?)
0 0
1

= [f)]! /flfgdx o fl]] /flfzdx—o

Hence, L is symmetric on X. m
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3.3. Remark. An operator may be symmetric on a space of functions but
not on another. If no restriction is imposed on the values at * = 0 and
x = 1 of the functions in Example 3.2, then L is not symmetric on the new

space X. m

3.4. Definition. Let o be a function defined on I, with the property that
o(x) > 0 for all x in I. Two functions f; and fo, also defined on I, are

called orthogonal with weight o on I if

/fl(x)fz(x)a(x) dz = 0.
I

If o(x) = 1, then f1 and fy are simply called orthogonal. A set of functions

that are pairwise orthogonal on I is called an orthogonal set. m

3.5. Example. The functions fi(z) =1 and f2(x) = 92 —5 are orthogonal
with weight o(x) = 4+ 1 on [0,1] since

1 1
/(9x—5)(x+1)dm = /(9962 + 42 — 5)dx = 0.
0 0

Alternatively, we can say that the functions fi(z) = z+1 and fa(z) = 92—5

are orthogonal on [0,1]. m

3.6. Example. The functions sin(3z) and cos(2z) are orthogonal on the

interval [—m, 7] because
/sin(Sx) cos(2z)dxr = /%[sin(5x) +sinz]dz =0. m

—T —T

3.7. Definition. Let L be a linear differential operator acting on a space

X of functions defined on (a,b). An equation of the form
(Lf)(z)+ Mo(x)f(x) =0, a<z<b, (3.1)

where A is a (real) parameter and o is a given function such that o(x) >0
for all z in (a,b), is called an eigenvalue problem. The numbers A for which
(3.1) has nonzero solutions in X are called eigenvalues; the corresponding

nonzero solutions are called eigenfunctions. m
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3.8. Theorem. If the operator L of the eigenvalue problem (3.1) is sym-

metric, then

(i) all the eigenvalues \ are real;

(ii) the eigenvalues form an infinite sequence Ay < Ag < -+ < Ay < -+
such that A\, — 0o as n — oo;

(iii) eigenfunctions associated with distinct eigenvalues are orthogonal

with weight o on (a,b).

3.9. Definition. Let [a,b] be a finite interval, let p, ¢, and o be real-valued
functions, and let k1, ko, k3, and k4 be real numbers such that
(i) p is continuously differentiable on [a,b] and p(z) > 0 for all z in [a,b];
(ii) ¢ and o are continuous on [a,b] and o(x) > 0 for all z in [a,b];
(iil) k1, k2 are not both zero and k3, k4 are not both zero.

An eigenvalue problem of the form

[p(2) ' (2)] +a(2)f(x) + Ao (@) f(x) =0, a <z <D, (3-2)

with the boundary conditions (BCs)

w1 f(a) + Kaf'(a)
w3 f (D) + kaf'(b)

0, (3.3)
0, (3.4)

is called a regular Sturm—Liouville (S-L) eigenvalue problem. m

3.10. Example. The choice

p(x) =1, g(x) =0, o(z) =1,

k1=1, ky=0,k3=1, K4 =0,a=0,b=1L

generates the regular S—L problem
(@) + Mf(x)=0, 0<z<L,
f(0)=0, f(L)=0.m
3.11. Example. If p,q,0,a, and b are as in Example 3.10 but k1 = 0,

ko =1, k3 =0, and k4 = 1, then we have the regular S-L problem
(@) + Mf(x)=0, 0<z<L,
f(0)=0, f(L)=0.m
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3.12. Example. Taking p, ¢, 0, a, and b as in Example 3.10 and the coef-
ficients

I<61:1, KQ:O, Iﬁ:3:h, I<E4:1,
we obtain the regular S—L problem

(@) +Af(x)=0, 0<z<L,
f0)=0, f(L)+hf(L)=0. m

3.13. Example. The eigenvalue problem

(@) +2f(x) + A\f(z) =0, 0<z<1,
f0)=0, f(1)=0

is, in fact, a regular Sturm-Liouville problem. Adopting an “integrating
factor”-type technique and using the coefficient of f/, we choose the func-

tions

(@) = o(z) = exp{ / m} — e g(z) =0,

These functions satisfy the requirements of Definition 3.9 and, as can im-

mediately be verified, the equality
(eQxf'(x))/ +Ae*f(z) =0, 0<x<l,
is equivalent to the given equation. m

3.14. Theorem. The operator

Lf=@f") +af (3.5)

defined by the left-hand side in (3.2) and acting on a space X of functions
satisfying (3.3) and (3.4) is symmetric on X.

Proof. Suppose, for simplicity, that k1 # 0 and k4 # 0. Then, by (3.3)
and (3.4), any function f in X satisfies

fla)=—2f(a), f(b)= —Z—j £(b).

R1
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Consequently, using (3.5) and integration by parts, we find that for any f1
and fo in X,

b
/ [f1(Lf2) = f2(Lf1)] da

b
= /{f1 [(pf)) +afe] — fo[0f) +afr] }da
“ b b

:Ummﬁ—ﬂ%ﬂM—mmmeﬁﬂﬁm

a a

=p(0) [/1(0)f5(6) = f2(0) f1(B)] — pla) [fi(a) f2(a) — f2(a) fi(a)]

=mﬂ—gﬁ@h@+gh@mﬂ

~5l0)| - 2 @@ + 2 @] -0

as required. All other combinations of nonzero constants k1, k2, k3, and k4

are treated similarly. m

3.15. Corollary. The eigenvalues and eigenfunctions of a reqular Sturm—

Liouville problem have all the properties listed in Theorem 3.8.

Before actually computing the eigenvalues and eigenfunctions of specific
Sturm—Liouville problems, we derive a very useful formula relating these
quantities. Multiplying (3.2) by f and integrating over (a,b), we easily see
that

b b
0=/[f(pf/)/+qf2]dx+/\/af2dx
b

b

=/T@ﬁfY—pU@?+wﬂdx+A/aﬂdx

a a

pff /b )? —qf?] dx+>\/baf2dx.
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Since f is an eigenfunction (nonzero solution) and o(x) > 0 for a < x < b,
the coefficient of A in the last term is strictly positive. Hence, we can solve

for A and obtain

8 —o

(/)2 - af?) dx — [pff]"
A= .

. (3.6)
[of?dx

This expression is known as the Rayleigh quotient.

3.16. Example. For the regular S—L problem considered in Example 3.10

we have

b L
[ @@ ~ o) @) de = [(7P@)do 2 0,
a 0

so (3.6) yields

> 0. (3.7)

It is clear that A = 0 if and only if f/(x) = 0 on [0, L], which means that
f(x) = const. But this is unacceptable because, according to the BCs, the
only constant solution is the zero solution. Consequently, A > 0, and the

general solution of the equation in Example 3.10 is
f(z) = Cycos (\/Xa:) + Cysin (\/Xx), C4, Cy = const. (3.8)

Using the condition f(0) = 0, we find that C; = 0. Then the condition
f(L) =0 leads to

Csysin (\/XL) =0.
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We cannot have C; = 0 because this would imply that f = 0 and we are
seeking nonzero solutions; therefore, we must conclude that sin (\/X L) =0,
from which we obtain VAL = nr, n =1,2,..., or

2
)\n:<72_7r> , n=12....

These are the eigenvalues of the problem. The corresponding eigenfunctions

(nonzero solutions) are

fulz) = sin?, n=12,....

For convenience, we have taken Co = 1; any other nonzero value of Cy would
simply produce a multiple of sin(nmz/L).

It is easy to see that the properties in Theorem 3.8 are satisfied. The
orthogonality of the eigenfunctions on [0, L] follows immediately from (2.5)

since the integrand is an even function. m

3.17. Example. The same technique is used to compute the eigenvalues
and eigenfunctions of the S-L problem in Example 3.11. Inequality (3.7)
remains valid, but now we cannot reject the case A = 0 since the functions
f(x) = ¢ = const corresponding to it satisfy both BCs. Taking, say, ¢ = 1/2,

we conclude that the problem has the eigenvalue-eigenfunction pair
Ao =0, folx)=1/2.

As in Example 3.16, for A > 0 the general solution of the equation is

(3.8), so
fl(z) = —C1V Asin (\/Xx) + Cyv/Acos (\/X )
The condition f'(0) = 0 immediately yields Cy = 0; therefore, f/(L) = 0
implies that
Cl\/XSin (\/XL) =0.

Since we want nonzero solutions, it follows that sin (\/X L) = 0. This means
that VAL = nm, n = 1,2,..., so, by (3.8) with Cy = 0 and C; = 1, the

eigenvalue-eigenfunction pairs are

2
)\n:(n%r)’ fn(x)zcosn—zx, n=12....
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We remark that the full set of eigenvalues and eigenfunctions of the problem
can be written as above, but with n = 0,1,2,....

Once again, we note that the eigenvalues and eigenfunctions satisfy the
properties in Theorem 3.8. The orthogonality of the latter on [0, L] follows
from the first formula (2.3) and (2.4). =

3.18. Example. Suppose that h > 0 in the S—L problem considered in
Example 3.12. Then, writing the second BC of that problem in the form
f(L) = —=hf(L), we see that

[p(2)f(2)f' ()], = [f(2)f' ()], = F(L)F(L) = f(0)f'(0) = —hf*(L).

L
J(f")? () da + hf*(L)
A= 0 L >0,
ng(x)dl“

with A = 0 if and only if f/(x) =0 on [0,L] and f(L) = 0. But this implies
that f = 0, which is not acceptable. Hence, the eigenvalues of this S-L
problem are positive. To find them, we note that the general solution of
the equation is again given by (3.8) and that the condition f(0) = 0 leads
to C; = 0. Using the second BC, namely, /(L) + hf(L) = 0, we arrive at

Cy [\/X cos (\/XL) + hsin (\/XL)} =0.
For nonzero solutions we must have Cy # 0; in other words,
V' Acos (\/XL) + hsin (\/XL) = 0.

Since cos (\/XL) # 0 (otherwise sin (\/XL) would be zero as well, which is
impossible), we can divide the above equality by cos (\/X L) and conclude
that A must be a solution of the transcendental equation

VA

tan (\/XL) = —— =

1
- —E(\/XL).

Setting VAL = ¢, we see that ¢ is given by the points of intersection of the
graphs of the functions y = tan¢ and y = —¢/(hL).
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51 3n/2 é’z Sm/2

Fig. 3.1. The graphs of y = tan( (heavy line) and y = —¢/(hL) (light line).

As Fig. 3.1 shows, there are countably many such points (,, so this

S—L problem has an infinite sequence of positive eigenvalues
2
Ap = tn =1,2 A
n=(7 ), n=L2..., An—ooasn— oo,

with corresponding eigenfunctions (given by (3.8) with C; = 0 and Cp = 1)

fnlx) = sin(mx) = sinCnTx, n=12....

By Theorem 3.8(iii), the set {fn}(::l is orthogonal on [0,L]. m

3.19. Example. For the S—-L problem introduced in Example 3.13 we use
a slightly modified approach. Here the roots of the characteristic equation
524+ 25+ A =0 are

s1=—14VI—X, s9=—1-+v1_N\.

Since the nature of the roots changes according as A < 1, A =1, or A > 1,

we consider these cases individually.
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(i) If A < 1, then 1 — A > 0; hence, s; and sq are real and distinct, and

the general solution of the equation is
f(x) = C1e®" + Cee™®, (4, Cy = const.
Using the conditions f(0) =0 and f(1) = 0, we arrive at
Cy+Cy =0, Cie’ + (e’ =0.

Since s1 # s2, this system has only the solution C; = Cy = 0; consequently,

f =0, and we conclude that there are no eigenvalues A < 1.
(ii) If A =1, then
f(z) = (C1 4+ Cax)e™™, (1, Coy = const.

The condition f(0) = 0 yields C; = 0, while f(1) = 0 gives Cae~! = 0,
which means that Co = 0. This generates f = 0, so A = 1 is not an

eigenvalue.

(iii) If A > 1, then the general solution of the equation is
fley=¢e" [Cl cos (\/)\ — 1x) + Oy sin (\/)\ — 1x)}, C1, Cy = const.

Since f(0) = 0, we find that C7 = 0, and from the other condition, f(1) =0,
it follows that

Coe tsinvA—1=0.
For nonzero solutions we must have

sinvA—1=0;

A—1l=nm, n=12,....

in other words,

This implies that the eigenvalues of the problem are
A =nlm24+1, n=1,2,...,
with corresponding eigenfunctions
folz) = e*wsin(m:v) =e Tsin(nmz), n=12,.... m

Regular Sturm—Liouville problems have two important additional prop-

erties.
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3.20. Theorem. (i) Only one linearly independent eigenfunction f, exists

for each eigenvalue Ap,, n=1,2,....
(ii) The set {fn}zozl of eigenfunctions is complete; that is, any piece-
wise smooth function u on [a,b] has a unique generalized Fourier series (or

eigenfunction) expansion of the form
x) ~ chfn(x), a<xz<b, (3.9)

which converges pointwise to & [u(z—)+u(z+)] for a <z < b (in particular,

to u(z) if u is continuous at x).

3.21. Remarks. (i) The coefficients ¢,, are computed by means of the prop-
erties mentioned in Theorem 3.20(i) and Theorem 3.8(iii). Thus, treating
(3.9) formally as an equality, multiplying it by fn,(x)o(z), and integrating

over [a,b], we obtain

/b()fm i/ ) fun (@) (@) do

. o n=1,2.... (3.10)

The denominator in (3.10) cannot be zero for any n since the f,, are nonzero
solutions of (3.2)—(3.4) and o(z) > 0.

(ii) In the case of the S-L problems discussed in Examples 3.10 and 3.16,
and in Examples 3.11 and 3.17, expansion (3.9) coincides, respectively, with
the Fourier sine and cosine series of u, and (3.10) yields formulas (2.10) and
(2.11). (For the problem in Examples 3.11 and 3.17, n = 0,1,2,....)

(iii) Using the method in Example 3.19, we can show that the eigenvalues

and eigenfunctions of the more general regular S—L. problem
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(@) +af (x) +bf(x) + Xef(z) =0, 0<x<L,
f(0)=0, f(L)=0,

where a, b, and ¢ > 0 are constants, are, respectively,

1 [ 4n?n? _ . nmx
/\n:E( 12 +a2_4b>7 fn($):6 (a/2)x51nT7 n=12.. m

3.22. Example. Suppose that we want to expand the function
ulz)=z+1, 0<z<1,

in the eigenfunctions of the regular S-L problem discussed in Examples
3.12 and 3.18 with L = h = 1. The first five positive roots of the equation

tan( = —( mentioned in the latter are, approximately,
G =2.0288, (o =4.9132, (3=7.9787, (4=11.0855, (5= 14.2074.
Then, using (3.10) with o(z) = 1, we find the approximate coefficients
e = 1.9184, ¢5 = 0.1572, 3 = 0.3390, ¢4 = 0.1307, c5 = 0.1696,
so (3.9) takes the form

u(z) ~ 1.9184sin(2.0288z) + 0.1572sin(4.91322) + 0.3390sin(7.9787z)
+0.1307sin(11.08552) 4 0.1696 sin(14.2074z) + ---. m

3.23. Example. Consider the function
u(lz)=e¢" 0<z<1.

If f,, are the eigenfunctions of the regular S—L problem discussed in Exam-
ples 3.13 and 3.19, that is,

fo(x) = e Tsin(nrx), n=1,2,...,

then (3.10) with o(x) = €2* yields the coefficients

2
on=[1- (_WJE’ n=12,...,
so expansion (3.9) is
= 2
~ 1—(=1)"|—e "si .
u(x) [1-(-1) ]mre sin(nmx)

n=1
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3.2. Other Problems

Many important Sturm-Liouville problems are not regular.

3.24. Definition. With the notation in Definition 3.9, an eigenvalue prob-

lem that consists in solving equation (3.2) with the conditions

fla) = (), f'(a)=f'(b) (3.11)
is called a periodic Sturm—Liouville problem. m

3.25. Remark. It can be shown that the differential operator L intro-
duced in (3.5) is also symmetric on the new space of functions defined by
conditions (3.11), so Theorem 3.8 is again applicable. However, in contrast
to regular S—L problems, here we may have two linearly independent eigen-
functions for the same eigenvalue. Nevertheless, we can always choose a
pair of eigenfunctions that are orthogonal with weight o on [a,b]. For such

a choice, Theorem 3.20(ii) remains valid. m

3.26. Example. Consider the periodic Sturm-Liouville problem where
p(z) =1, ¢(x) =0,0(x) =1,a=—L,and b= L, L > 0; that is,

f(x)+ \f(x) =0, —L<xz<L,
f(=L) = f(L), f'(=L)=f(L)

Using the Rayleigh quotient argument and the above BCs, we arrive again
at inequality (3.7). We accept the case A = 0 since, as in Example 3.17, the
corresponding constant solutions satisfy both BCs; therefore, the problem

has the eigenvalue-eigenfunction pair
X =0, folz)=42.
For A > 0, the general solution of the equation is
f(x) = Cicos (\/Xx) + Oy sin (\/Xx), C1, Cy = const,
with derivative

f(z) = —C1VAsin (\/Xx) + CyV/Acos (\/X )
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From the BCs and the fact that cos(—a) = cosa and sin(—a) = —sina it

follows that C7 and C satisfy the system

C1 cos (\/XL) — (Cysin (\/XL) = (] cos (\/XL) + Cysin (\/XL),
(1 sin (\/XL) + Cycos (\/XL) = —(C;sin (\/XL) + Cycos (\/XL),

which reduces to
(i sin (\/XL) =0, Cssin (\/XL) =0.

Since we want nonzero solutions, we cannot have sin (\/X L) # 0 because
this would imply Cy = Cy = 0, that is, f = 0; hence, sin (\/XL) =0. As we

have seen in previous examples, this yields the eigenvalues

2
A, = ("L—”> Con=1,2,...

Given that both C; and C5 remain arbitrary, from the general solution we
can extract (by taking C; = 1, C2 = 0 and then C; = 0, Cy = 1) for every

A the two linearly independent eigenfunctions

fin(x) = cos?, fon(z) = sin?, n=12,...,

which, as seen in Chapter 2, are orthogonal on [—L, L]. Expansion (3.9) in

this case becomes

u(z) ~ %co + ) [etnfin(@) + con fon(2)]

1 n i nmwT n . nTT
= —c C1n COS —— + Coy, SIN ——
2 0 ] 1n 7 2n I3 )

which we recognize as the full Fourier series of u. The coefficients ¢y, c1y,,
and cop,, computed by means of (3.10) with o(z) =1, a = —L, b = L, and
n =0,1,2,... (to allow for the additional eigenfunction fy), coincide with
those given by (2.7)—(2.9). =

3.27. Definition. An eigenvalue problem involving equation (3.2) is called
a singular Sturm—Liouville problem if it exhibits one or more of the following

features:
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(i) p(a) = 0 or p(b) = 0 or both;
(ii) any of p(z), ¢(x), and o(z) becomes infinite as © — a+ or as x — b—
or both;

(iii) the interval (a,b) is infinite at a or at b or at both. m

3.28. Remark. In the case of a singular Sturm-Liouville problem, some
new boundary conditions need to be chosen to ensure that the operator L
defined by (3.5) remains symmetric. For example, if p(a) = 0 but p(b) # 0,
then we may require f(z) and f’(x) to remain bounded as * — a+ and
to satisfy (3.4). If the interval where the equation holds is of the form
(a,00), then we may require f(z) and f’(x) to be bounded as z — oo and
to satisfy (3.3). Other types of boundary conditions, dictated by analytic

and/or physical necessity, may also be considered. m

3.29. Example. The eigenvalue problem
(@2 + 1) f"(z) 4+ 2zf () + (N —2)f(x) =0, = >1,
f(1)=0, f(z),f (z) bounded as x — oo,

is a singular S-L problem: the ODE can be written in the form (3.2) with
p(z) = 2% + 1, ¢(x) = —x, o(x) = 1, and (a,b) = (1,00), and the boundary
conditions are of the type indicated in the latter part of Remark 3.28. =

A number of singular S-L problems occurring in the study of mathemat-
ical models give rise to important classes of functions. We discuss some of

them explicitly.

3.3. Bessel Functions

Consider the singular S—L problem
22" (z) + zf' () + A2 —m?)f(z) =0, 0<z<a, (3.12)
f(x), f'(z) bounded as x — 0+, f(a) =0, (3.13)

where a is a given positive number and m is a nonnegative integer. Writing
(3.12) in the form

[ef' (@) = == (@) + e f () = 0,

we verify that this is (3.2) with p(z) = z, ¢(z) = —m?/x, and o(z) = 2.
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First, we consider the case m = 0, when ¢ = 0 and (3.12) reduces to
zf"(z) + f(z) + \ef(x) =0, 0<z<a.
Taking (3.13) into account, we see that
p@)(f)* (@) = (@) f* () = 2(f")*(x) 20, 0<z<a,
[p(@) f (@) f'(2)]g = [ef(2)f )]y = af(a)f'(a) - Jim zf () f(z) = 0;
consequently, according to the Rayleigh quotient (3.6),
[ (@)da

a

Jxf?(x)dx

0

A: ZO-

In fact, as this formula shows, we have A = 0 if and only if f/(z) = 0,
0 < z < a; that is, if and only if f(x) = const. But this is impossible, since
the boundary condition f(a) = 0 would imply that f is the zero solution,
which contradicts the definition of an eigenfunction. We must therefore
conclude that A > 0.
Now let m > 1. Multiplying (3.12) by f(x) and integrating from 0 to a,
we arrive at
a
[ @@+ af @f @) + 2 P0) — @) de =0, (3.14)

0

Integration by parts, the interpretation of f(z) and f/(z) at z = 0 in the

limiting sense as above, and (3.13) yield the equalities

a a a

[ar@@)ds = [ Sa(@) do= 5[ @] - 5 [ £
0 0 0
— [ P
[ @i = [2r @@l - [ 0P+ 20 @) ds
0 0
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which, replaced in (3.14), lead to
of [22(f"(2))? + (m? — 3) f2(2)] d

a

22 f?(z)dx

0

A=

> 0.

The same argument used for m = 0 rules out the value A = 0; hence, A > 0.

Let ¢ = VAz and f(z) = f(£/VA) = g(€). By the chain rule,
F@)=VAd(©), f'@)=x"(©),
and (3.12) becomes
£29"(€) +&9'(€) + (€2 —m?)g(€) = 0, (3.15)

which is Bessel’s equation of order m. Two linearly independent solutions
of this equation are the Bessel functions of the first and second kind and

order m denoted by J,,, and Y,,.

3.30. Remarks. (i) For m > 1, the J,, satisfy the recurrence relations
Tm—1() + Tmy1(x) = 2m/2)Jm(2), Tm-1(2) = Tmia(2) = 275, (2),
from which we deduce that
[mem(x)]/ =2 Jm—1(x).

Similar equalities are satisfied by the Y;,.

(ii) The J,, and Y,,, can also be computed by means of the Bessel integrals

Im = — _ i dr = — —1(m7'—xsm7-)d ’
(x) 7T/cos(mT xsinT)dr 5 | ¢ T
0 -
1] 17
Yo (z) = —/sin(xsinT —m7)dr — —/ [T + (=1)™e ™| e SN dr,
™ ™
0 0

(iii) As z — 0+,

Jo(z) = 1, Jp(x) =0, m=12,...,

Yin(z) = —0c0, m=0,1,2,....
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(iv) Jm has the Taylor series expansion

RSN AT
Jm(x) - Zm (§> .

k=0

(v) The Bessel functions can be defined for any real, and even complex,

order m. For example, when the order is a negative integer —m, we set
J_m(z) = (=1)" I (2).

(vi) When the order is an integer, the J,, are generated by the function

o0
e(@/2)(t=1/t) _ Z T (2)t™. m

m=—0o0

The graphs of Jy, J; and Yy, Y7 are shown in Fig. 3.2.

1 0.5¢

-0.4¢+ 1
Fig. 3.2. Left: Jy (light line) and J; (heavy line).
Right: Yy (light line) and Y7 (heavy line).
Going back to (3.15), we can write its general solution as
9(&) = C1Im (&) + CoYn(§), Ci, Ce = const,
from which
fl@) = C1Jm (VAZ) + oY (V).

In view of Remark 3.30(iii), the first condition (3.13) implies that Co = 0.
The second one then yields Cy Jm(\/X a) = (. Since we want nonzero solu-
tions, we must have J,, (\/Xa) = 0. The function J,, has infinitely many

positive zeros, which form a sequence &,,,,, n = 1,2,..., such that &,,, — oo
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as n — oo for each m = 0,1,2,...; therefore, the singular S-L problem

(3.12), (3.13) has the eigenvalue-eigenfunction pairs

Amn = (fmn/a)Qa fmn(x) = Jm(&nnx/a)) n=12....

It turns out that { fmn}zo:l
and that

a

/Jm(gmnx/a)rjm (fmpl‘/a)x dx
’ — { 07 n # D,

%a2J72n+1(€mn)7 n=p,

is a complete system for each m = 0,1,2,...,

m=0,1,2,.... (3.16)

These orthogonality (with weight o(z) = z) relations allow us to expand

any suitable function u in a generalized Fourier series of the form

oo
U(J)) ~ Z CmnJm (Emnx/a) (317)
n=1
for each m = 0,1,2,.... To find the coefficients ¢, we follow the procedure

described in Remark 3.21(i) with (a,b) replaced by (0,a), ¢n by ¢mn, fn(2)
by Jm(&mnx/a), and o(z) by . Making use of (3.16), in the end we find
that

a

fu(x)cjnz(fmnx/a)l‘dx ( )
=2 - 3.18
Cmn = ., o n=1,2,....
% Cl2 ‘]72n+1 (Emn)

3.31. Remark. Series (3.17) converges to u(x) at all points x where u is
continuous in the interval (0,a). If m = 0, the point z = 0 is also included.
If m > 0, then 2 = 0 is included if u(0) = 0. The point = a is included
for any m > 0 if u(a) =0. m

3.32. Example. Let
u(z) =2z — 1,
and let @ = 1 and m = 0. Keeping the computational approximation to
four decimal places, we find that the first five zeros of Jy(&) are
&o1 = 2.4048, £op = 5.5201, o3 = 8.6537,
Cou = 11.7915,  &os = 14.9309,
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which, when used in (3.18), generate the coefficients

co1 = 0.0329, cp2 = —1.1813, co3 = 0.7452,
Coq4 — —0.7644, Co5 — 0.6146.

Therefore, by (3.17), we have the approximate expansion

u(z) ~ 0.0329.J0(2.4048z) — 1.1813 Jo(5.5201z) + 0.7452 Jo(8.6537x)
— 0.7644.Jo(11.7915) + 0.6146 Jo(14.9309z) + ---. (3.19)

We now construct a second expansion for u by taking m = 1. With the

same type of approximation, the zeros of J; are

€11 = 3.8317, & =T7.0156, &3 =10.1735,
&4 = 13.3237, £15 = 16.4706,

so, by (3.18), we arrive at the coefficients

c11 = 0.3788, c12 = —1.3827, c13 = 0.4700,
c1a = —0.9199, ¢15 = 0.4248

and the corresponding approximate expansion

u(x) ~ 0.3788.J,(3.83172) — 1.3827 J1(7.01562) + 0.4700 J; (10.1735z)
—0.9199.J,(13.3237x) + 0.4248 J1(16.4706x) + ---.  (3.20)
In Fig. 3.3 the given function u (heavy line) is graphed together with the

functions defined by the sum of the first five terms on the right-hand side
in (3.19) and (3.20), respectively. m

-1 -1

Fig. 3.3. Left: the approximation constructed with Jp.
Right: the approximation constructed with Jj.
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3.4. Legendre Polynomials

Consider the singular S-L problem

(1—22)f"(x) = 2zf'(x) + \f(x) =0, —l<z<l, (3.21)
f(x), f'(x) bounded as x — —1+ and as & — 1—. (3.22)

Since (3.21) can be written as
(1= ) @]+ M (@) =0,

it is clear that p(z) = 1 — 22, q(z) =0, and o(z) = 1.
A detailed analysis of problem (3.21), (3.22), which is beyond the scope

of this book, shows that its eigenvalues are
A =n(n+1), n=0,1,2,...,
and that the general solution of (3.21) with A = A, is of the form
fu(x) = C1Py(x) + C2Qn(z), C1,C2 = const, (3.23)

where P, are polynomials of degree n, called the Legendre polynomials.

They are computed by means of the formula

1 (1% (2n—2k)! ok
Pn = " /7 = 71727"')
(=) anzzo K (n—2k)(n— k)" n=0

. n/2, n even,
"1 (n—=1)/2, nodd.

The @, called the Legendre functions of the second kind, have the rep-

resentation

dz
Qn(x):Pn(x)/m, TLZO,].,Q,....

3.33. Remarks. (i) The Pn are given by the Rodrigues formula

1 dn
©2np! dan

P,(x) (2 -1)" n=0,1,2,...;
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thus, for n =0,1,...5,

Py(z)=1, Pi(z)==z P(z)=3(-1+32"),
Psy(z) = L (=32 +52%), Py(z) = %(3—302"+ 352"),
Ps(z) = £ (152 — 702° + 632°).

(ii) The P, may also be computed by means of the generating function

oo
(1=2tw+ )72 =3 "Py(a)t", |zl <1, t| <1

n=0

(iii) The P, satisfy the recursive relation
n+1)Pyyi(z) — 2n+ DazPy(x) + nPp_1(z) =0, n=1,2,....

(iv) The set {P,}22, is orthogonal over [—1,1]; specifically,

1
_ |0, n #m,
/Pn(x)Pm(x)dx = {2/(2n+ 1), n=m. (3.24)
1
(v) {Pn}zozo is a complete system.

(vi) Qn(z) becomes unbounded as x — —1+ and asz — 1—. m

The graphs of Py, Ps and @4, Q5 are shown in Fig. 3.4.

_7 Ml

-0.5+

=

1l

Fig. 3.4. Left: Py (light line) and Ps (heavy line).
Right: Q4 (light line) and @5 (heavy line).

In view of Remark 3.33(vi), f,, given by (3.23) satisfies the BCs (3.22)

only if Cy = 0; therefore, the eigenfunctions of the Sturm—Liouville problem
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(3.21), (3.22) are
fa(z) = Po(z), n=0,1,2,....

As before, Remark 3.33(v) allows us to expand any suitable function u in

a series of the form

u(x) ~ chPn(x), (3.25)
n=0

where, applying the technique described in Remark 3.21(i) and taking (3.24)
into account, we see that the coefficients ¢, are computed by means of the
formula

1
/f(a:)Pn(x)dx, n=012,... (3.26)

-1

_2n+1
2

Cn

3.34. Remark. If u is piecewise smooth on (—1,1), series (3.25) converges
to u(z) at all points = where u is continuous, and to 3 [f(z—) + f(z+)] at

the points & where u has a jump discontinuity. m

3.35. Example. Consider the function

2r+1, —1<x<0,
u(z) =
3, 0<ax<l.

By (3.26) and the expressions of the P, in Remark 3.33(i), we find the

coefficients

Q

o

|
N

o

SR

|
oot

Q

V]

|

|
= oolut

so (3.25) yields the expansion

u(z) ~ 3 Po(x) + 3 Pi(z) — § Pa(2) — g Ps(x)
The graphs of v and of the function defined by the sum of the first six

terms on the right-hand side in (3.27) (the approximation of u) are shown

for comparison in Fig. 3.5. =
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-1 1
-1}

Fig. 3.5. The graphs of u (heavy line) and its approximation (light line).

3.5. Spherical Harmonics

A more general form of the singular S-L problem (3.21), (3.22) is obtained
if (3.21) is replaced by the associated Legendre equation

m2

—x2>f(l‘) =0, -l<ax<l, (328)

(@ =aAr@) + (A=

2
’

where m is a nonnegative integer. Obviously, here we have p(z) =1 —x
q(x) = —m?/(1 — 2?), and o(z) = 1.

It can be shown that the eigenvalue-eigenfunction pairs of problem (3.28),
(3.22) are

An=nn+1), n=mm+1,...,
dm

— _ 2\m/2
fulw) = P (@) = (1 = a%)™" 0 Pa(2) (3.29)
(_1)m 2\m/2 artm 2 n
= "o (1—z°) / e [(x -1 ]
For each m = 0,1,...,n, the P}, called the associated Legendre functions,
satisfy the orthogonality formula
L 0, n#k,
/ P (x) P (z) da = 2(n +m)! "k (3.30)
2 2n+1)(n—m)!’ '

The definition of the P can be extended to negative-integer superscripts

by means of the last expression on the right-hand side in (3.29). A straight-
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forward computation shows that

ORI Y
_(_1\ym (n — m)' m (o
=(-1) T m) P (x). (3.31)

The spherical harmonics are complex-valued functions that occur in prob-
lems formulated in terms of spherical coordinates, which, as is well known,

are linked to the Cartesian coordinates z, y, z by the expressions
x =rcosfsingp, y=rsinfsingp, 2z =rcosep.

Here, r, r > 0, is the radius, 6, 0 < 0 < 27, is the azimuthal angle, and ¢,
0 < ¢ <, is the polar angle. The spherical harmonics are defined by

Y™ (6,0) = P™(cosp)e™, n=0,1,2,...,

where m = 0,1,...,n and, by Euler’s formula, ¢/ = cos(mf) + isin(m#).
In view of (3.30), it is not difficult to verify that

o 47 (n 4+ m)!
//YJ”(GM) Vil (0,0)sinpdpdd = ¢ (2n+1)(n —m)!’
00 0

m=1I1n=k,

otherwise,

where the superposed bar denotes complex conjugation. The above equality

allows us to normalize the Y,)" by writing

2n+1)(n—m
4 (n + m)!

1/2
Vo(06) = | T preosppens.

This is the form in which the spherical harmonics are usually known.

The Y,, ,, satisfy the orthonormality formula

2T
/ / Yn,mw,so)Yk,l(e,so)sm@d@de:{1’ m=hn=k g
0 0 otherwise.

In view of (3.31), we can also define

Yo,—m(0,0) = (_1)mYn>m(97@)' (3.34)
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3.36. Example. By the second formula (3.29), (3.32), and (3.34),

1 /1

Yo0(0,0) = S\

1 /3 _. 1 /3 z—1y
Yl,—1(9,<ﬁ)=§ %e ’GSIHSO=§ om0

1 3 i 1 3 z+1
Y1.1(0,9) ) —ﬂ_eesnup:_5 o ry

1 /15 _; 1 /15 (x—z’y)2
Y272(9;90)—Z %6 2981112@:Z 5 = :

115 o, 1 [15 (z —iy)z
Y271(9,90):§ %e ’GSIHQDCOSspzi %77

L /5 1[5 222 — 22 — 42
YQ,O(H,@)ZZ ;(SCOSQQO_U:Z\/;T’

1 /15 4 . 1 /15 (x +1iy)z
- — € SINn Y Cos = — = D —
2V 2x PERC= o o0 T 2

YQ:Q(QW):Z\/;eZQSan@:Z %(7472) -

3.37. Remark. Any suitable function u defined on a sphere can be ex-

panded in a spherical harmonics series of the form

(o) n
u(ea@) ~ Z Z Cn,nzy;z,m(easo), (335)
n=0m=-—n
which converges to u(6,¢) at all points where u is continuous. To find the
coefficients ¢y ;, we multiply every term in (3.35) by Y1 (6, ¢)sin ¢, integrate
over [0,27] x [0, 7], and take (3.33) into account. This (after k,l are replaced
by n,m) leads to

2

cn,m://u(9,s0)37n,m(9,s0)sins0ds0d9~ L (3.36)
00
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3.38. Example. Let v(z,y,2) = 2% + 2y be defined on the sphere with
center at the origin and radius 1. In terms of spherical coordinates, this
becomes u(f,¢) = cos?fsin®p + 2sinfsing. Then, using (3.36) and the

explicit expressions of the Y}, ,, given in Example 3.36, we find that

2T 2V21

0.0 = —37» C10= 0, cgi=c1,1= 3 b
0 2 |m 27
Coy_1 =20C¢ = C = —— — C = Co _9 = -
2,-1 = C2,1 y €20 3\ 5 22=c2-2 R
so, by (3.35),
2 227 | 227 |
b0) = 25T Vial0.0) + DT 0.0 + 2T iYi0.9)

2 2 Jm 2T
i — =4/ =Y —Y .
+1/ 5 V2. 2(0, ) 3V 3 2,0(0,¢) + \ 15 2,2(0,¢)

This is a terminating series because f is a linear combination of the spherical

harmonics listed in Example 3.36. m

3.39. Example. If the function in Example 3.38 is replaced by

( ) = z, z2>0,
U\ Y, 2) = yz, z<0,

then its equivalent form in spherical coordinates is

(6, 0) = cosf@sinp, 0<p<m/2,
YT | sinfsinpceosp, w/2 < p <.

In this case, (3.36) yields the coefficients

s 3
Co0="c1,0=0, c1,1=—C,—1=—4 5 (2 + 3
S S
2,—2 = C2 —2=0C2=U, C21=—C 1= 30
so expansion (3.35) becomes
3 s 3
0 2——i Y] _ —u/=12+=-1)Y]
u( 790) \/g< Z> 1, 1 \/g< + S ) 11 790)
15 s 5
+1/ o= _ —/=|——-1)Y
30 ( +Z) 2, 1 9 (,0 30 ( 1 Z) 2,1(9#)0) + u

15
')
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3.40. Remark. A very general class of what we have called “suitable”
functions in this chapter consists of square-integrable functions, namely,

functions u such that

/|u(x)|2dx < 00,
D

where D is the domain where the functions are defined and x and dz are,
respectively, a generic point in D and the element of length/area/volume, as
appropriate. If series (3.9), (3.17), (3.25), and (3.35) are written collectively

in the form

o0
u(x) ~ Z cn fn (),
n=1
then they are convergent in the sense that

2
lim dx = 0.

N —o0

N
u(x) - Z Cnfn(x)

As already mentioned, when u is sufficiently smooth, the series also converge
to u(z) in the classical pointwise sense at every x in D where u is continuous.
To keep the notation simple, since the functions of interest to us meet the
smoothness requirement, from now on we use the equality sign between
them and their generalized Fourier series representations, although, strictly

speaking, equality holds only at their points of continuity. m

Exercises

In (1)—(6) verify that the given problem is a S-L eigenvalue problem and

specify whether it is regular or singular.

(1) f"(x)+Af(z)=0, 0<z<1,
f0)+2f'(0) =0, f'(1)=0

(2) f"'(x) —zf(x) + N2+ 1)f(x) =0, 0<xz<1,
f0)=0, f(1)=0.

B) (@=2)f"@)+ f'(x) + 1+ AN)f(z) =0, 0<z<2,
1(0)=0, f(z), f'(x) bounded as x — 2 —.
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(4) f'(@) = f'(z) + Af(2) =0, 0<z<2,
f(0)=0, f(2)-f(2)=0.

(5) 2f"(z) + f'(z) + (A +=2)f(z) =0, 0<z<oo,
f(0)=0, f(z), f'(z) bounded as z — oo.

6) 22f"(x) +af'(x) + (2 \x — 1) f(z) =0, 0<xz<1,
f(z), f'(z) bounded as z — 0+, f(1) — f’(1) =0.

95

In (7)—(16) compute the eigenvalues and eigenfunctions of the given regular

S—L problem.

() f"(x)+Mf(x) =0, O<z<m,
f(0)=0, f'(m)=0.

8) f(x )+Af( ) =
f(0)=0, f(1)

9) f'(x)+Af(x)=0, 0<z<1,
f1(0)=f(0)=0, f(1)=0.

(10) f"(z) +Af(z) =0, 0<a<l,
fO)y=0, f(1)+f(1)=0

(11) f"(x)+Af(x) =0, 0<z<1,
f1(0)=f)=0, f(1)=0.

(12) 2f"(z) + (A= 1)f(z) =0, 0<z<2,
f(0)=0, f(2)=0.

(13) f"(z) +4f'(x) + 3\ f(x) =0, 0<z <1,
f(0)=0, f(1)=0.

(14) f"(x) = f'(z) + A f(z) =0, 0<az <1,
f0)y=0, f(1)=0.

(15) 2f"(z) +3f'(x )+/\f( )=0, O0<z<]1,
f(0)=0 1) =

(16) f"(x) =5f'(x )+2>\f( )=0, 0<z<m/2
f(0)=0, f(r/2)=

0, O<z<l,

In (17)—(24) construct the generalized Fourier series expansion for the given

function u in the eigenfunctions {sin ((2n— 1)x/2)} , of the S-L problem

in Exercise 7.
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(17) w(z)=1, 0<z<m. (18) u(z)=2x-1, 0<z<m
1, 0<z<7/2,
1 = 2 <z <. 2 =
(19) u(z) =3z+2, 0<z<mw (20) u(zx) {27 T <z <
2 0<xr<7w/2 20 -1, 0<ax<m/2
@) u(@)={ %, OSTSTE gy gy 2 {2 DS s,
-3, w/2<z<T. -1, m/2<zx <
2, 0<z<m/2, 20 +1, 0<z<7/2,
(23) u(z) = T gy iy = {2 v/
x+1, 7w/2<z<T. 3—2z, w/2<z<m.

In (25)—(32) construct the generalized Fourier series expansion for the given
function w in the eigenfunctions { cos ((2n—1)mz/2) }20:1 of the S-L problem

in Exercise 8.

(25) u(zr)=1/2, 0<z<1. (26) u(z)=2z+1, 0<z<1.
3, 0<a<1/2
— — < < . —
27) u(z)=2—2z, 0<z<1 (28) u(x) {47 12<z<1
2, 0<z<1/2 3-2z, 0<2<1/2
20) u()={ 72 OSTEVZ gy ) = m 0se<l/
L, 1/2<z<l1. 2, 12<z<1
1, 0<z<1/2 l1—z, 0<z<1/2,
]. == 2 =
(81) (@) {m-& 12<as<1 02 u@ {M+L 1/2<z<1.

In (33)-(40) compute the first five terms of the generalized Fourier series
expansion for the given function « in the eigenfunctions of the S—L problem

in Example 3.18 with A = 1 and the interval for x as indicated.

(33) u(z) =1, 0<z<1. (34) u(x)=1-2z, 0<z<1.
1, 0<z<1/2,
-3, 1/2<z<1.
1, 0<z<1
z+2, 1<z<2.
1l—z, 0<z<1/2,
1+, 1/2<z<1.

(85) u(z) =2—2z, 0<z<2 (36) u(x) :{

2, 0<z<1/2,
37 - ==
(37) ulz) {& 1/2<z<1.

2z, 0<z<1/2
1, 1/2<z<l

(58) u(o) = {

(59) ute) = { o) ute) = {
In (41)—(48) compute the first five terms of the generalized Fourier series
expansion for the given function u in the eigenfunctions {e’zm sin(mr:v)}zoz1

of the S-L problem in Exercise 13.

(41) u(z)=1, 0<z<l1. (42) u(z) =z, 0<az<1.
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(43) u(z) =2z +1, 0<z<l1. (44) u(x):{:?’ 0<z<1/2,

L 1/2<z<1.
(1, 0<z<1/2, 2 0<z<1/2,
(4) “(x)_{—?), 1p<z<t (9 “(x)_{2x+1, 1/2<z<1.
[z -1, 0<z<1/2, fr+1, 0<z<1/2,
(47) u(x)_{—l, <ot 4 “(x)_{:a—m, 1/2<z<1.

In (49)—-(56) compute the first five terms of the generalized Fourier series
expansion for the given function w in the eigenfunctions constructed with
the Bessel functions (i) Jy and (ii) Ji.

(49) u(z)=1, 0<z<l1. (50) u(z)=2zx+1, 0<z<l1.
3, 0<z<1/2
(51) u(zx) 3z, 0<z< (52) u(x) {1’ o< <l.
(-1, 0<a<1/2, C(z+43, 0<a<1)2,
(33) u(x)_{z <ot (¥ “(x)_{Q, 1/2<z<1.
1, 0<z<1/2

(59) ulo) = { O e

56 -
22, 1/2<z<1. (56) u(@ 41, 1/2<z<1.

In (57)—(64) compute the first six terms of the generalized Fourier series

expansion for the given function u in the Legendre polynomials P,,.

(57) u(x) =2%-3x+4, —-1<x<1.
(58) u(wr) =2%+22%2 -3, —-1<z<l.

23, —1<x<0, 2, —1<z<0,
(59) u(x):{L 0<z<l1. (60) “(x)_{ 5 0<a<l.
—2, -1<z2 <0, 20 +3, —1<x<0,
1 = —
(61) u(z) {x—l, 0<w<1 (02 v {1, 0<z<l.
2¢+3, —1<z<0, B 3r+1, —-1<x<0,
(63) u(x)_{l—%, 0<a<1 (O “(x)_{x+4, 0<z<l.

In (65)—(72) the given function v is defined on the sphere with center at the
origin and radius 1. Writing it as u(6,) in terms of spherical coordinates,
compute the first nine terms of its expansion in the spherical harmonics.

(Use the spherical harmonics listed in Example 3.36.)

(65) ’U(J?,y,Z) = y2 - 222'
(66) v(z,y,z) = 32% + 22.
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0, —-1<2z2<0,
1, 0<2z< 1.

(67) v(z,y,2) = {

1, -1<2<0,
68 Y, %) = N
(68) v(z,y,z) 9 0<a<1.
r—y, —1<2z<0,
2, 0<z<1.

{
{
{—1, ~1<2<0,
{
{

(69) v(x,y,z) =

70 Y, 2) =
(70) v(w,,7) 20+ 2z, 0<2< 1.

22 -3y, —-1<2<0,
2u4+yz, 0<2< 1.
xy, -1<2<0,
xz—l—zQ, 0<2z<1.

(71) v(a:,y, Z) =

(72) v(x,y,2) =



Chapter 4

Some Fundamental Equations
of Mathematical Physics

The great majority of processes and phenomena in the real world are studied
by means of mathematical models. An investigation of this kind generally
comprises three stages.

(i) The model is set up in terms of mathematical expressions describing

the quantitative relationships between the physical quantities involved.

(ii) The equations of the model are solved by means of various mathe-

matical methods.

(iii) The mathematical results are interpreted from a physical point of

view in relation to the original process.

In this chapter we show how three simple but fundamental mathemati-
cal models are derived, which involve partial differential equations. These
models are important because each of them is representative of an entire

class of linear second-order PDEs.

4.1. Definition. A partial differential equation is an equation that contains
an unknown function of several variables and one or more of its partial

derivatives. m
To simplify the notation, we will denote the partial derivatives of functions

almost exclusively by means of subscripts; thus, for u = u(z,t),

_ Ou 0% _ Ou 0%
u=—, u U = 5o Uso = g,

o’ T o Ox
4.1. The Heat Equation

etc.

Heat conduction in a one-dimensional rod. Consider a heat-conduct-
ing rod in the shape of a thin cylinder described by the following physical

parameters:
L: length;

A:  cross-sectional area, assumed constant;
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E(x,t): heat energy density (heat energy per unit volume);

o(z,t) :  heat flux (heat energy per unit area, flowing to the right

per unit time);

q(z,t) :  heat sources or sinks (heat energy per unit volume, gen-

erated or lost inside the rod per unit time).

Throughout what follows we assume that the lateral (cylindrical) surface
of the rod is insulated; that is, no heat exchange takes place across it. We
also use the generic term “sources” to describe both sources and sinks.

The physical law we are using to set up the mathematical model in this

case is the law of conservation of heat energy, which states that

rate of change of heat energy in body
= heat flow across boundary per unit time

+ heat generated by sources per unit time.

> > g

4 4 4
.' .' .'
\ \ \ )
\ \ \

Fig. 4.1. An arbitrary segment of rod.

For an arbitrary length of rod between x = a and x = b on the z-axis

(see Fig. 4.1), this law translates as

b b
%/E(x,t)Adx = [p(a,t) — go(b,t)}A—i—/q(x,t)Adx
b b
= —/(px(x,t)Adx—i—/q(x,t)Adac, t > 0.

Dividing through by A and moving all the terms to the left-hand side, we
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find that for ¢ > 0 and any a,b, 0 <a <b< L,

b
/ [Ei(z,t) + ¢a(,t) — q(z,t)] dz = 0.

a

In view of the arbitrariness of a and b, this means that
Ey(z,t) = —pz(x,t) +q(x,t), 0<x<L,t>0. (4.1)

We need to introduce further physical parameters for the rod; thus,
u(x,t) :  temperature;

c(z) :  specific heat (the heat energy that raises the temper-
ature of one unit of mass by one unit), assumed, for

simplicity, to be independent of temperature;

Ko(x):  thermal conductivity, also assumed to be independent

of temperature;
p(x): mass density.
Then the total heat energy in the section of rod between z = a and z = b is

b b
/E(x,t)Ada: = /c(x)p(x)u(x,t)Adx, t>0;

a

as above, this means that

E(z,t) = c(x)p(x)u(z,t), 0<ax<L,t>0. (4.2)
At the same time, according to Fourier’s law of heat conduction,

o(x,t) = —Ko(x)uz(x,t), 0<x <L, t>0. (4.3)

Using (4.2) and (4.3), we can now write the conservation of heat energy

expressed by (4.1) as

c(x)p(x)u(z,t) = (Ko(x)uw(x,t))m +q(z,t), O<z<L,t>0. (4.4)



62 SOME FUNDAMENTAL EQUATIONS

Assuming that the rod is uniform (¢, p, and Ky are constants) and that

there are no internal heat sources (¢ = 0), we see that (4.4) reduces to
ug(x,t) = kugg(x,t), 0<ax <L, t>0, (4.5)

where k = Ko/(cp) = const is the thermal diffusivity of the rod. Equation
(4.5) is called the heat (diffusion) equation.
If sources are present in the rod, then this equation is replaced by its

nonhomogeneous version
us(x,t) = kugg(x,t) + q(x,t), 0<ax <L, t>0,

where ¢ now incorporates the constant 1/(cp).
Initial condition. Since (4.5) is a first-order equation with respect to

time, it needs only one initial condition, which is normally taken to be
u(z,0) = f(zx), 0<x<L.

This means prescribing the initial distribution of temperature in the rod.

Boundary conditions. The equation is of second order with respect to
the space variable, so we need two boundary conditions. There are three
main types of physically meaningful conditions that are usually prescribed

at the “near” endpoint x = 0 and “far” endpoint z = L.

(i) The temperature may be given at one endpoint; for example,
u(0,t) = a(t), t>0.

(ii) If the rod is insulated at an endpoint, then the condition must mean
that the heat flux there is zero. In view of (4.3), this is equivalent to the

derivative u, being equal to zero; for example,
ug(L,t) =0, t>0.

More generally, if the heat flux through the endpoint x = L is prescribed,

the above condition becomes

uz(Lyt) = B(t), t>0.
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(iii) When one of the endpoints is in contact with another medium, we use
Newton’s law of cooling, which states that the heat flux at that endpoint is
proportional to the difference between the temperature of the rod and the

temperature of the external medium; for example,
Koug(0,t) = H[u(0,t) —U(t)], t>0,

where U(¢) is the (known) temperature of the external medium and H > 0
is the heat transfer coefficient. Owing to the convention concerning the

direction of the heat flux, at the far endpoint this type of condition becomes
—Koug(L,t) = H[u(L,t) - U(t)], t>0.

4.2. Remarks. (i) Only one boundary condition is prescribed at each end-

point.
(ii) The boundary condition at x = 0 may differ from that at = = L.
(iii) It is easily verified that the heat equation is linear.

(iv) The one-dimensional heat equation is the simplest example of a so-

called parabolic equation. m

The model. As we have seen, the mathematical model for heat conduction

in a rod consists of several elements.

4.3. Definition. A partial differential equation (PDE) and the initial con-
ditions (ICs) and boundary conditions (BCs) associated with it form an
initial boundary value problem (IBVP). If only initial conditions or bound-
ary conditions are present, then we have an initial value problem (IVP) or

a boundary value problem (BVP), respectively. m

4.4. Example. The IBVP modeling heat conduction in a one-dimensional
uniform rod with sources, insulated lateral surface, and temperature pre-

scribed at both endpoints is of the form

ug(x,t) = kugg(x,t) +q(x,t), 0<zx <L, t>0, (PDE)
u(0,t) = aft), w(L,t)=p>), t>0, (BCs)
u(z,0) = f(z), 0<xz<L, (IC)

where ¢, a, (3, and f are given functions. m
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4.5. Example. If the near endpoint is insulated and the far one is kept in
a medium of constant zero temperature, and if the rod contains no sources,

then the corresponding IBVP is

ug(x,t) = kugz(x,t), 0<xz <L, t>0, (PDE)
ug(0,8) =0, wug(L,t)+hu(L,t)=0, ¢>0, (BCs)
u(z,0) = f(z), 0<xz<L, (IC)

where f is a given function and A is a known positive constant. m

4.6. Definition. By a classical solution of an IBVP we understand a func-
tion wu(z,t) that satisfies the PDE, BCs, and ICs pointwise everywhere in
the region where the problem is formulated. For brevity, in what follows
we will refer to such functions simply as “solutions”. It is obvious that
an IBVP will have solutions in this sense only if the data functions have a

certain degree of smoothness. m

4.7. Example. Suppose that ¢, a, 8, and f in Example 4.4 are continuous
functions. Then a solution of that IBVP has the following properties:

(i) it is continuously differentiable with respect to ¢ and twice continuously
differentiable with respect to = at all points in the domain (semi-infinite

strip) in the (z,t)-plane defined by
Gz{(a:,t):O<x<L, t>0},

and satisfies the PDE at all points in G;

(ii) its continuity extends to the “spatial” boundary lines of G, that is,

to the two half-lines
Gy ={(z,t):2=0,t>00rz =L, t >0},

and it satisfies the appropriate BC at every point on 0Gy;

(iii) its continuity also extends to the “temporal” boundary line of G
0Gy ={(z,t): 0<a <L, t=0},

and it satisfies the IC at all points on 0G;. =
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4.8. Remarks. (i) We note that nothing is said in Example 4.7 about the
behavior of u at the “corner” points (0,0) and (L,0) of G. If, for example,

tlgr(l)u(o,t) = hrrbu(x,O),

xr—

that is, if

lima(r) = lim f(z),
then u can be defined at (0,0) by the common value of the above limits.
If, on the other hand, the two limits are distinct, then u cannot be defined
at (0,0) in the classical sense. In the applications that follow we will not
concern ourselves with these two “corner” points.

(ii) Suppose that f has a jump discontinuity at a point (z(,0) on 9G;.
In this case it is impossible to find a solution u that satisfies the IC at this
point in the classical sense; however, we might find a type of solution that

does so in some “average” way.

(iii) The definition of a solution can be generalized in the obvious manner

to IBVPs with more than two independent variables. m

4.9. Theorem. If the functions «, B, and f are sufficiently smooth to
ensure that u, ug, Uy, and ug, are continuous in G and up to the boundary
of G, including the two “corner” points, then the IBVP in Example 4.4 has

at most one solution.

Proof. Suppose that there are two solutions u; and wus of the problem in
question. Then, owing to linearity, it is obvious that u = u; — ug is a
solution of the fully homogeneous IBVP; that is, for any arbitrarily fixed

number T > 0 the function u satisfies
u(x,t) = kuge(z,t), 0<z <L, 0<t<T,
u(0,t) =0, wu(L,t)=0, 0<t<T,
u(z,0) =0, 0<z<L.
Multiplying the PDE by u, integrating over [0, L], and using the BCs, the

smoothness properties of the solutions for 0 < z < L and 0 <t < T, and
integration by parts, we find that
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0= [ (uus — kutyy)de

T — = T —=

L
[%(UQ)t—l—kui]dx— uugc /% t—l—ku]d
0

therefore,

N =

L L

d

E/quxz—k/uideO, 0<t<T,
0 0

which means that the function
L
= /uQ(x,t)dx, 0<t<T,
0

is nonincreasing. Since W(t) > 0 and W(0) = 0 (because of the IC sat-
isfied by u), this is possible only if W(t) = 0, 0 < ¢t < T. In view of the
nonnegative integrand in the definition of W above and the arbitrariness of
T > 0, we then conclude that v = 0; in other words, the solutions u; and

us coincide. m

4.10. Remarks. (i) Theorem 4.9 states that if the IBVP in Example 4.4
has a solution, then that solution is unique. The existence issue is resolved

in Chapter 5, where we actually construct the solution.

(ii) The properties required of the solution in Theorem 4.9 are stronger

than those mentioned in Example 4.7.

(iii) Uniqueness can also be proved for the solutions of IBVPs with other

types of BCs.

(iv) It is easily seen that the change of variables

T k

- 57 T = ﬁt’ ’U,((E,t) = U(Lé_,LQT/k}) = ’U(f,’]’)

reduces the heat equation to the form

vr(fvT):UEE(fvT)v 0<&<1, 7>0.

Hence, without loss of generality, in most of our applications we consider this

simpler version, with z, t, and u in place of £, 7, and v, respectively. m
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4.2. The Laplace Equation

The higher-dimensional heat equation. For simplicity, we study the
case of two space dimensions. Consider a heat-conducting body occupying
a finite region D in the (x,y)-plane, bounded by a smooth, simple, closed
curve 9D, and let R be an arbitrary element of D with a smooth boundary
OR (see Fig. 4.2). We adopt the same notation for the physical parameters
of this body as in Section 4.1.

Heat flow depends on direction, so here the heat flux is a vector ¢, which

we can write in the form

@ = normal component + tangential component

=(@-mia+(g-17, il =I[7=1,
where 77 and T are the unit normal and tangent vectors to OR, directed as
shown in Fig. 4.2. Clearly, the tangential component makes no contribution

to the heat exchange between R and the rest of the body.

Fig. 4.2. A two-dimensional body configuration.
As in the case of a rod, the conservation of heat energy states that

rate of change of heat energy
= heat flow across boundary per unit time

+ heat generated by sources per unit time.

This translates mathematically as

%/E(xvyvt)dA: _/ﬁ(xvyvt) ﬁ(x,y)ds—i—/q(x,y,t)dA,
R OR R
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where dA and ds are, respectively, the elements of area and arc length.

Taking (4.2) into account and applying the divergence theorem, that is,
/(div@')(x,y,t) dA = /gﬁ(x,y,t) - ii(z,y)ds,
R AR
we can rewrite the above equality as
[ e ptayusta.p.) + (ive)wp.t) ~ glap.6)] dA = 0.
R

In view of the arbitrariness of R, we conclude that for (z,y) in D and ¢ > 0,

c(z,y)p(z,y)u(2,y,t) = —(div)(z,y,t) + q(z,y,1). (4.6)

Once again, we now use Fourier’s law of heat conduction, which in two

dimensions is
@(xayat) = —Ko(x,y)(gradu)(x,y,t);

consequently, (4.6) becomes

c(z,y)p(x,y)u (x,y,t) = div(Ko(z,y)(gradw)(z,y,t)) + q(z,y,t).

For a uniform body (¢, p, and K are constants) with no internal sources

(¢ = 0), the last formula reduces to

K
us(x,y,t) = k(divgradu)(z,y,t), k= c_/? = const,

or
w(,y,t) = k(Au)(z,y,t), (z,y) in D, t>0, (4.7)

where the differential operator A, defined for smooth functions v(z,y) by

(Av)(2,y) = Vaa(2,y) + vyy(2,9),

is called the Laplacian. Equality (4.7) is the two-dimensional heat (diffusion)
equation.
If the body contains sources, then (4.7) is replaced by its nonhomogeneous

counterpart
ut(xvyvt) = k(Au)(x,y,t) + Q(xvyvt)7 (xvy) in D7 t> 07

where, as before, ¢ now incorporates the factor 1/(cp).
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Initial condition. Here this takes the form

u(z,y,0) = f(z,y), (z,y)in D,

and represents the initial distribution of temperature in the body.

Boundary conditions. The main types of BCs are similar in nature to

those for a rod.

(i) When the temperature is prescribed on the boundary,
u(z,y,t) = a(z,y,t), (x,y) ondD, t>0.

This is called a Dirichlet boundary condition.

(ii) If the flux through the boundary is prescribed, then
(gradu)(z,y,t) - i(z,y) = B(z,y,t), (x,y) on dD, t >0,
or, equivalently,
un(x,y,t) = B(z,y,t), (x,y) on dD, t >0,

where 7 is the unit outward normal to D and u,, = Ou/dn. This is called a
Neumann boundary condition. In particular, when the boundary is insulated
we have

un(z,y,t) =0, (z,y) ondD, t > 0.

(iii) Newton’s law of cooling takes the form
~Koun(z,y,t) = Hlu(z,y,t) = Ul,y,t)].  (2,y) on 0D, ¢ >0.

This is referred to as a Robin boundary condition.
Sometimes we may have one type of condition prescribed on some part

of the boundary, and another type on the remaining part.

Equilibrium temperature. An equilibrium (steady-state) temperature is
a time-independent solution u = wu(x,y) of (4.7); in other words, it is a

function satisfying the Laplace equation

(Au)(xvy) =0, ((E,y) in D,
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and a time-independent boundary condition, for example,
w(@,y) = a(z,y), (z,y) on dD.

If steady-state sources q(z,y) are present in the body, then the equilibrium

temperature satisfies the Poisson equation

(Au)(z,y) = —%q(x,y), (z,y) in D.

In what follows, when we discuss the Poisson equation—that is, the nonho-
mogeneous Laplace equation—we omit the factor —1/k on the right-hand
side, regarding it as incorporated in the source term gq.

An equilibrium temperature may, or may not, exist.

4.11. Remarks. (i) Problems in three space variables are formulated sim-
ilarly, with v = u(z,y, 2,t).

(ii) In polar coordinates x = rcosf, y = rsinf, for u = u(r,6) we have
Au =17 (ru), + 7 2ugg = Upr + 77 0y 4 7 200,

(iii) In cylindrical coordinates x = rcos#, y = rsinf, z, the Laplacian of

u = u(r,d,z) takes the form
Au =17 (ru ), + 1 2ugg + use.

(iv) In circularly (axially) symmetric problems the function u is indepen-
dent of 0, so

—1 1
Au=71""(ru)p + Usz = Upp + 77 Up + Uy

(v) In spherical coordinates x = rcosfsing, y = rsinfsinp, z = rcosyp,

for u = u(r,0,¢) we have
Au = r72(r®u,), + (r*sin® p) " tuge + (r*sing) 7 ((sinp)uy),.

(vi) It is obvious that the Laplace and Poisson equations are linear.

(vii) The Laplace equation is the simplest example of a so-called elliptic

equation. W
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4.12. Example. The equilibrium temperature distribution in a thin, uni-
form finite plate with sources, insulated upper and lower faces, and pre-

scribed temperature on the boundary is modeled by the BVP

(Au)(z,y) = q(z,y), (z,y)in D, (PDE)
u(z,y) = a(z,y), (x,y) on dD, (BC)

where 0D is a simple closed curve. The Laplacian is written either in Carte-
sian or in polar coordinates, depending on the geometry of the plate. When
polar coordinates are used, the nature of the ensuing PDE may require us
to consider additional “boundary” conditions, suggested by the physics of

the process. m

4.13. Remark. A (classical) solution of the BVP in Example 4.12 has the

following properties:

(i) it is twice continuously differentiable in D and satisfies the PDE at

every point in D;

(ii) it is continuous up to the boundary D of D and satisfies the BC at
every point of dD.

As mentioned in Remark 4.8(ii), a boundary data function with discon-

tinuities may generate a less smooth solution. m

4.14. Theorem. If u is a solution of the BVP in Example 4.12, then u

attains its mazimum and minimum values on the boundary 0D of D.

Proof. We anticipate a result established in Section 5.3, according to which
(see Remark 5.16) the temperature at the center of a circular disk is equal
to the average of the temperature on its boundary circle.

Suppose that the maximum of the solution u occurs at a point P inside D.
Regarding P as the center of a small disk lying within D, we deduce that
the value of u at P is the average of all the values of u on the boundary
circle of that disk, and so it cannot be greater than all of those values. We
have thus arrived at a contradiction, which implies that u must attain its
maximum on the boundary dD. Considering v = —u, we also conclude that
u attains its minimum on 9D.

This assertion is known as the mazimum principle for the Laplace equa-

tion. m
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4.15. Corollary. If a solution u of the BVP in Example 4.12 is identically

zero on 0D, then u is also identically zero in D.

Proof. By Theorem 4.14, the maximum and minimum of u are zero, since

they occur at points on dD. Hence, u is zero in D. m

4.16. Theorem. The BVP in Example 4.12 has at most one solution.

Proof. Suppose that there are two solutions u; and us. Because of the
linearity of the PDE and BC, the difference u = u; — us is a solution of the
fully homogenous BVP

(Au)(z,y) =0, (z,y) in D,

u(z,y) =0, (z,y) on 9D;

therefore, by Corollary 4.15, v = 0, which means that u; and uy are the

same function. m

4.17. Definition. A solution of a BVP (IVP, IBVP) is said to depend
continuously on the data (or to be stable) if a small variation in the data
(BCs, ICs, nonhomogeneous term in the PDE) induces only a small variation

in the solution. m

4.18. Theorem. The solution of the BVP in Example 4.12 depends con-

tinuously on the boundary data.
Proof. Consider the BVPs
(Au)(z,y) = q(z,y), (z,y)in D,

u(z,y) = a(z,y), (z,y) on 4D,

and
(AU)(J),y) = Q(x7y)7 (.ﬁ,y) in D,

v(z,y) = a(z,y) +e(x,y), (z,y) on dD,

where ¢ is a small perturbation of the boundary function «. Then, taking

the linearity of the PDE and BC into account, we see that w = u—v satisfies

(Aw)(z,y) =0, (z,y)in D,
w(z,y) =e(x,y), (2,y)ondD.
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By Theorem 4.14,

mins(x,y) < ’U)((E,y) = U({E,y) - ’U((E,y) < maxs(x,y), (xvy) in D7

that is, the perturbation of the solution u is small. m

4.19. Remark. A BVP (IVP, IBVP) is said to be well posed if it has
a unique solution that depends continuously on the data. In the following
chapters we construct a solution for the BVP in Example 4.12. According to
Theorem 4.16, this will be the only solution of that problem. Furthermore,
by Theorem 4.18, this solution depends continuously on the boundary data.
Thus, we conclude that the Dirichlet problem for the Laplace equation is

well posed. m

4.3. The Wave Equation

Vibrating strings. Consider the motion of a tightly stretched elastic
string, in which the horizontal displacement of the points of the string is
negligible (see Fig. 4.3).

F (X+AX,t)
"0 (X+AX, t)

|
|
|
|
|
|
|
|
|
|
|
F(X,1t) i

|
I
|
X X+AX
Fig. 4.3. Arbitrary small segment of an elastic string.

We define the following physical parameters for the string:

L: length;
u(z,t) :  vertical displacement;
po(z) :  mass density (mass per unit length);
F(x,t): tension;
q(z,t) :  vertical component of the body force per unit mass.
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Assuming that the vertical displacement from the equilibrium position

(segment [0, L] along the z-axis) is small and writing Newton’s second law
force = mass x acceleration

in vertical projection for the string segment between two close points cor-

responding to z and z + Ax, we obtain the approximate equality

po(2)(Az)uy (2,t) = F(x + Az, t)sin (§(z + Az,t))
— F(x,t)sin (0(z,t)) + po(z)(Az)q(z,t).

If we divide by Az and then let Ax — 0, we arrive at the equality
po()us(z,t) = [F(x,t)sin (G(x,t))]w + po(x)q(x,t). (4.8)

For a small angle 6, the slope of the string satisfies

sinf sinf )
Uy = tanf = = T > sind,
cosf  1—560%+--
so we can rewrite (4.8) in the form
po(@)u (2,t) = (F(z,t)ue(2,t))  + po(z)q(z,1). (4.9)

Assuming that the string is perfectly elastic (that is, when € is small we
may take F(xz,t) = Fy = const) and homogeneous (pg = const), and that
the body force is negligible compared to tension (¢ = 0), we see that (4.9)

becomes

gt (2,t) = Cuge(2,t), 0<a <L, t>0, (4.10)

where ¢> = Fy/po. This is the one-dimensional wave equation, in which
¢ has the dimensions of velocity. If the body force is not negligible, then
(4.10) is replaced by

g (,t) = e (w,t) +q(x,t), 0<z <L, t>0.

Initial conditions. Since (4.10) is of second order with respect to time,

we need two initial conditions. These usually are
’LL((E,O) :f(x)7 ut(x,O) :g(x)v 0<z <L

that is, we are prescribing the initial position and velocity of the points in

the string.
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Boundary conditions. As in the case of the heat equation, there are
three main types of BCs for (4.10) that are physically meaningful.

(i) The displacement may be prescribed at an endpoint; for example,
u(L,t) = B(¢).
(ii) An endpoint may be free (no vertical tension):
Fysinf = Fytand = Fyu, = 0,
so we may have a condition of the form
ug(0,8) =0, t>0.
(iii) An endpoint may have an elastic attachment, described by
Fouy(0,t) = ku(0,t) or Foug(L,t) =—ku(L,t), t>0,

where k = const.
4.20. Remarks. (i) There is an obvious analogy between the BCs associ-
ated with the wave equation and those associated with the heat equation.

(ii) The condition prescribed at one endpoint may be different from that

prescribed at the other.
(iii) It is clear that the wave equation is linear.

(iv) The one-dimensional wave equation is the simplest example of a linear

second-order hyperbolic equation. m
The model. As we have seen, the vibrations of an elastic string are gov-
erned by the wave equation and appropriate BCs and ICs.

4.21. Example. The IBVP for a vibrating string with fixed endpoints

when the effect of the body force is taken into account is of the form

gt (2,1) = g (2,t) +q(x,t), 0<z <L, t>0, (PDE)
u(0,t) =0, w(L,t)=0, t>0, (BCs)
u(x,0) = f(z), wu(z,0)=g(x), 0<z<L, (ICs)

where ¢, f, and g are given functions. m
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4.22. Example. If the string in Example 4.21 has an elastic attachment
at its near endpoint, a free far endpoint, and a negligible body force, then

the corresponding IBVP is

up (x,t) = uge(x,t), 0<z <L, t>0, (PDE)
uz(0,t) — ku(0,t) =0, wu,(L,t) =0, t>0, (BCs)
u(z,0) = f(x), wu(z,0)=g(x), 0<z<L, (ICs)

where k is a known positive constant. m

4.23. Remark. Let the domain G and its boundary lines 9G, and G, be
as defined in Example 4.7. A (classical) solution u of the IBVP in Example
4.21 has the following properties:

(i) it is twice continuously differentiable with respect to  and ¢ in G and
satisfies the PDE at every point in G;

(ii) it is continuous up to OG, and satisfies the BCs at every point on
0Gy;

(iii) it is continuous together with its first-order time derivative up to 0Gy
and satisfies the ICs at every point on 0Gy.

As in the case of the heat equation and the Laplace equation, the presence
of jump discontinuities in the data functions leads to a solution with reduced

smoothness. m

4.24. Theorem. If the functions q, f, and g are such that u and all its
first-order and second-order derivatives are continuous up to the boundary of
G, including the “corner” points (0,0) and (L,0), then the IBVP in Example

4.21 has at most one solution.

Proof. Suppose that the given IBVP has two solutions u; and wuy. Then
their difference u = u; — uo satisfies the fully homogeneous IBVP

up(7,) = Pugy(r,t), 0<x <L, t>0,

u(0,t) =0, w(L,t)=0, t>0,

u(z,0) =0, wu(z,0)=0, 0<a<L.

Multiplying the PDE by wu:, integrating the result with respect to x over
[0, L] and with respect to ¢ over [0,T], where T' > 0 is an arbitrarily fixed
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number, using integration by parts, and taking the BCs and the smoothness

properties of u into account, we see that

0= (wgeus — ugpuys) dadt

St~ T
St ~—r T

T
(ugrus + cQumum)dx dt — 02/ [Uwut]zzé dt
0

T L L
1 1
:E//ut+cu cdxdt = 5/ ut—f—cu Ode;
00 0
hence, for any T' > 0,
L L
/uth )+ Pul( /utxO + *u2(z,0)] dz,
0 0

which implies that
L
/ ut (z,t) +c U (x t)]dx:n:constzo, t>0.
0

From the ICs and the smoothness properties of u it follows that V(0) =0
so k = 0; in other words, V = 0. Since the integrand in V' is nonnegative,

we see that this is possible if and only if
ug(x,t) =0, wug(x,t)=0, 0<xz<L, t>0.

Consequently, u is constant in G and on its boundary lines. Since u is zero

on these lines, we conclude that u = 0; thus, u; and us coincide. m

4.25. Remark. (i) As for the heat and Laplace equations, in what fol-
lows we construct a solution for the IBVP mentioned in Example 4.21. By

Theorem 4.24, this will be the only solution of that problem.

(ii) Uniqueness can also be proved for the solutions of IBVPs with other
BCs.
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(iii) The substitution

ety oo %t, u(z,t) = u(LE, Lt /c) = v(E,T)

reduces the wave equation to
vrr(§,7) = vee(€,7), 0<E<1, 7>0.

It is mostly this simpler form that we will use in applications. m

4.4. Other Equations

Below is a list of other linear partial differential equations that occur in im-
portant mathematical models. Their classification as parabolic, hyperbolic,
or elliptic is explained in Chapter 11.

Brownian motion. The function u(z,t) that specifies the probability that
a particle undergoing one-dimensional motion in a fluid is located at point

2 at time ¢ satisfies the second-order parabolic PDE
us(x,t) = augy(x,t) — bug(x,t),

where the coefficients a, b > 0 are related to the average displacement of the
particle per unit time and the variance of the observed displacement around
the average.

Diffusion—convection problems. The one-dimensional case is described

by the second-order parabolic PDE
ug(x,t) = kugy(z,t) — aug(z,t) + bu(z,t),

where u(x,t) is the temperature and the coefficients k,a > 0 and b are
expressed in terms of the physical properties of the medium, the heat flow
rate, and the strength of the source.

When a = 0 and b > 0, the above equation describes a diffusion process
with a chain reaction.
Stock market prices. The price V(S,t) of a derivative on the stock market

is the solution of the second-order parabolic PDE

Vi(S,t) + 302S%Vss(S,t) + rSVs(S,t) —rV(S,t) =0,
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where S is the price of the stock, o is the volatility of the stock, r is the con-
tinuously compounded risk-free interest per annum, and time ¢ is measured

in years. This is known as the Black—Scholes equation.

Evolution of a quantum state. In quantum mechanics, the wave func-
tion 1 (x,t) that characterizes the one-dimensional motion of a particle under
the influence of a potential V' (z) satisfies the Schridinger equation

52
il (z,t) = —%wm(x,t) + V(z)y(z,t).

This is a second-order parabolic PDE where A is the reduced Planck con-

stant, m is the mass of the particle, and i = —1.

Motion of a quantum scalar field. The wave function ¢ (x,y,z,t) of a
free moving particle in relativistic quantum mechanics is the solution of the

(second-order hyperbolic) Klein—-Gordon equation

m2ct

wtt(x7y7zat) = CQAT?(%ZU%J) - h2

(%y,Z’t),

where c is the speed of light.

The one-dimensional version of this equation is of the form
gt (2,) = e (2,t) — au(z,t),

where a = const > 0.

Loss transmission line. The current and voltage in the propagation of
signals on a telegraph line satisfy the second-order hyperbolic PDE

au(x,t) + bu(z,t) + cu(x,t) = ugy(2,t),

where the coefficients a,b > 0 and ¢ > 0 are expressed in terms of the re-
sistance, inductance, capacitance, and conductance characterizing the line.

This is known as the telegraph (or telegrapher’s) equation.

Dissipative waves. In the one-dimensional case, the propagation of such

waves is governed by a second-order hyperbolic PDE of the form
wge (1) + aug(z,t) + bu(z,t) = Cuge(z,t) — dug(z,t),

where the coefficients a, b, d > 0 are not all zero and ¢ > 0.
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Transverse vibrations of a rod. The deflection u(z,t) of a generic point
in the rod satisfies the fourth-order PDE

utt(xvt) + CQwaz:c(xvt) = 07

where c¢ is a physical constant related to the rigidity of the rod material.

Scattered waves. The Helmholtz equation
Aulz,y, ) + k*u(z,y,2) =0,

where k = const, plays an important role in the study of scattering of
acoustic, electromagnetic, and elastic waves. It is a second-order elliptic
PDE.
The equation
Au(z,y,z) — K*u(z,y,z) =0

is called the modified Helmholtz equation.

Steady-state convective heat. In the two-dimensional case, the tem-
perature distribution u(z,y) governing this process satisfies a second-order
elliptic PDE of the form

AU(CE»ZJ) - aum(xvy) - buy(xvy) + C’U,({E,y) = 07

where the coefficients a, b > 0, not both zero, and ¢ are related to the ther-
mal properties of the medium, the heat flow rates in the x and y directions,
and the strength of the heat source.

Plane problems in continuum mechanics. The Airy stress function
in plane elasticity and the stream function in the slow flow of a viscous
incompressible fluid are solutions of the elliptic fourth-order biharmonic

equation

AAU(Z,Y) = Ugzaa(T,Y) + 2Usayy(T,Y) + Uyyyy(z,y) = 0.
Plane transonic flow. The transonic flow of a compressible gas is de-
scribed by the Fuler—Tricomi equation

um(x,y) = xuyy(xay)v

where u(z,y) is a function of speed. This is a second-order PDE of mixed

type: it is hyperbolic for = > 0, elliptic for < 0, and parabolic for = 0.
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Exercises

(1) Show that Theorem 4.9 also holds for the IBVP in Example 4.4 with
the BCs replaced by
() ua(0,t) = hu(0,t) = a(t), wu(L,t) =pB(t), t>0;
(i) ue(0,8) = alt), wua(L,t) + hu(L,t) = B(t), t>0,

where o and [ are given functions and h = const > 0.
(2) Verify the statements in Remarks 4.10(iv) and 4.25(iii).

(3) Show that any (classical) solution of the Poisson equation Au = ¢ in D
which is continuously differentiable, rather than merely continuous, up
to the boundary 0D satisfies

/(ui—f—ui)dA—i—/uqu: /uunds.

D D oD

Using this formula, show that

(i) each of the Dirichlet and Robin BVPs for the Poisson equation in

D have at most one solution of this type;

(ii) any two such solutions of the Neumann BVP for the Poisson equa-

tion in D differ by a constant.

(4) Show that Theorem 4.24 also holds for the IBVP in Example 4.21 with
h = const > 0 and the BCs replaced by
(i) uz(0,t) — hu(0,t) =0, wu(L,t)=0, t>0;
(i) wg(0,t) =0, wugy(L,t)+ hu(L,t)=0, t>0.

In (5)—(8) find real numbers a and (§ such that the function substitution
u(z,t) = e®®Pty(z,t) reduces the given diffusion—convection equation to

the heat equation for v.

5
6
7
8

Qupy(2,t) — Bug(z,t) — u(x,t).
Uy (X, 1) — 6ug(z,t) — 2u(z,t).
= T uge(z,t) — dug(z,t) — 2u(z,t).
Sy

(
(
(
( 2(z,t) — 2ug(z,t) — 3u(x,t).

NN AN AN
I
&
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In (9)—(12) determine if there are real numbers v and 8 such that the func-
tion substitution u(z,t) = e®* 5%y (z,t) in the given dissipative wave equa-
tion eliminates (i) both first-order derivatives; (ii) the unknown function
and its first-order ¢-derivative; (iii) the unknown function and its first-order
a-derivative. (In all cases, the coefficients of the reduced equation must sat-
isfy the restrictions mentioned in Section 4.4.) When such a substitution

exists, write out the reduced equation.

) (,t) + ue(z,t) + u(z,t) = uge(z,t) — 2uy(z,t).
) (x,t) + Bug(z,t) + u(z,t) = 2uge(x,t) — ug(z,t).

(11) wge(2,t) + 2ug(2,t) + 2u(z,t) = 2uga(z,t) — V2uq(z,1).
) (z,t) + 2ui(z,t) + 2u(z,t) = Uge(z,t) — uz(z,t).

In (13)—(16) find real numbers « and /3 such that the function substitution
u(z,y) = e**+8Yy(z, 1) reduces the given steady-state convective heat equa-
tion to the Helmholtz (modified Helmholtz) equation. In each case, write

out the reduced equation.

(13) uga(z,y) + uyy(z,y) — 2usz(z,y) — duy(z,y) + Tu(z,y) = 0.
(14) vaa(@,y) + uyy(2,y) — ue(@,y) — 2uy(z,y) — u(z,y) = 0.
(15) tga(z,y) + tyy(z,y) — 3ua(z,y) — uy(z,y) + 2u(z,y) = 0.
(16) uga(z,y) + uyy(z,y) — 2usz(z,y) — 3uy(z,y) + du(z,y) = 0.



Chapter 5

The Method of Separation
of Variables

Separation of variables is one of the oldest and most efficient solution tech-
niques for a certain class of PDE problems. Below we show it in application
to initial boundary value problems for the heat and wave equations, and to

boundary value problems for the Laplace equation.

5.1. The Heat Equation

Rod with zero temperature at the endpoints. Consider the IBVP

up(x,t) = kugz(x,t), 0<ax <L, t>0, (PDE)
u(0,t) =0, wu(L,t)=0, t>0, (BCs)
u(z,0) = f(z), 0<zxz<L, (IC)

where f # 0. We remark that the PDE and BCs are linear and homogeneous

and seek a solution of the form
u(z,t) = X(x)T(t).
Substituting into the PDE, we obtain the equality
X (z)T'(t) = kX" (z)T(t).

It is clear that neither X nor T can be the zero function: if either of them
were, then so would w, which is impossible, because the zero solution does
not satisfy the nonhomogeneous IC. Hence, we may divide the above equal-
ity by kX (2)T(t) to arrive at

Since the left-hand side above is a function of ¢t and the right-hand side a

function of x alone, this equality is possible if and only if both sides are
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equal to one and the same constant, say, —A. Thus, we must have

LT X'
ETE)  X(x) ’

where A is called the separation constant. This leads to separate equations
for the functions X and T':

X"z)+XX(x) =0, 0<xz<L, (5.1)
T'(t) + A\kT(t) =0, t>0. (5.2)

From the first BC we see that
u(0,t) = X(0)T'(t) =0 forallt>0.
As T # 0, it follows that
X(0) =0. (5.3)

Similarly, the second BC yields
X(L)=0. (5.4)

We are now ready to find X and T. We want nonzero functions X that
satisfy the regular Sturm—Liouville problem (5.1), (5.3), and (5.4), in other
words, the eigenfunctions X,, corresponding to the eigenvalues \,, both

computed in Example 3.16:

For each )\, from (5.2) we find the corresponding time component
To(t) = e~ Hvm/L)%t. (5.6)

We have taken the arbitrary constant of integration equal to 1 since these
functions are used in the next stage with arbitrary numerical coefficients.
Combining (5.5) and (5.6), we conclude that all functions of the form
nwx

U (2,t) = X, (2) T (t) = sinTe*W/Wt, n=12,...,
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satisfy both the PDE and the BCs. By the principle of superposition, so

does any finite linear combination

N N
anun(x,t) = ansin$e_k("”/m2t, (5.7)
n=1

n=1
where b,, are arbitrary numbers. The IC is satisfied by such an expression
if

nmwT
E b, sin ——

But this is impossible unless f is a finite linear combination of the eigen-
functions, which, in general, is not the case. This implies that (5.7) is not a
good representation for the solution u(z,t) of the IBVP. However, we recall
(see Section 2.2) that if f is piecewise smooth, then it can be written as an

infinite linear combination of the eigenfunctions (its Fourier sine series):

:ansm$, 0<z<lL, (5.8)
where, by (2.10),
) L
Z/f sm@dm n=12,.... (5.9)
0
Therefore, the solution is given by the infinite series
= nmwx 2
1) = by, si —k(nm/L)*t 1
) nZ::l sin——e (5.10)

with the coefficients b,, computed from (5.9).
5.1. Example. Consider the IBVP

u(,t) = uge(x,t), 0<ax<1,t>0,

u(0,t) =0, wu(l,t)=0, t>0,

u(z,0) = sin(3wx) — 2sin(5mz), 0<z < 1.
Here £ =1, L = 1, and the function on the right-hand side in the IC is a
linear combination of the eigenfunctions. Using (5.8) and Theorem 3.20(ii),

we find that
bs=1, bs=-2, b,=0 (n+#3,5);
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5o, by (5.10), the solution of the problem is
u(x,t) = sin(wa)eigﬂZt - 251n(57m:)6725’r2t.
Equally, this result can be obtained from (5.9) and (5.10). =

5.2. Example. To find the solution of the IBVP

up(x,t) = Ugg(z,t), 0<z<1,t>0,
u(0,t) =0, wu(l,t)=0, t>0,

w(z,0) =2z, 0<zx<l,
we first use (5.9) with f(x) = = and L = 1 and integration by parts to
compute the coefficients b,:

1
2

by, = 2/xsin(n7rx)dx =(-1)"" = n=12..;
nw

0

then, by (5.10),

o0

2
u(z,t) = z:(—l)"'*'1 — sin(nmx) e~ (nm)’t
n=1

is the solution of the IBVP. m

Rod with insulated endpoints. The heat conduction problem for a uni-
form rod with insulated endpoints is described by the IBVP

us(x,t) = kugz(x,t), 0<ax<L,t>0, (PDE)
ug(0,8) =0, wux(L,t)=0, t>0, (BCs)
u(z,0) = f(z), 0<z< L. (IC)

Since the PDE and BCs are linear and homogeneous, we again seek a solu-
tion of the form
u(z,t) = X(x)T(t).

Just as in the case of the rod with zero temperature at the endpoints, from
the PDE and BCs we now find that X and T satisfy, respectively,

X"(z)+ XX (z)=0, 0<z<L,
X'(0)=0, X'(L)=0,
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and
T'(t) + kEXT(t) =0, t>0,

where X is the separation constant.
The nonzero solutions X are the eigenfunctions of the above Sturm-—

Liouville problem, which were computed in Example 3.17:

2
nm
A = (T) , Xnp(z) =cos—, n=0,1,2,.... (5.11)

Integrating the equation satisfied by T' with A = \,,, we obtain the associ-

ated time components

T (t) = e~ knm /L)t (5.12)

In view of (5.11), (5.12), and the argument used in the preceding case, we

now expect the solution of the IBVP to have the series representation
u(z,t) = lOLO + ia cos L g—k(nm/L)% (5.13)
b 2 n:1 n L ) .
where each term satisfies the PDE and the BCs. The IC is satisfied if

1 o0
u(z,0) = f(z) = 5 a0 + Za,mos?, 0<z<L.

n=1

This shows that %ag and a, are the Fourier cosine series coefficients of f,
given by (2.11):

Ap =

Il

L
/f(x)cosnLﬂdx, n=0,1,2,.... (5.14)
0

Therefore, (5.13) with the a, computed by means of (5.14) is the solution
of the IBVP.

5.3. Example. The solution of the IBVP
up(x,t) = Ugg(z,t), 0<z<1,t>0,

ug(0,8) =0, wy(l,6) =0, t>0,
u(z,0) =2z, 0<ax<l,
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is obtained from (5.13) and (5.14) with L =1 and f(z) = x. Specifically,

ag=2 | xdxr =1,

2
zeos(nra)de = [(-1)" — 1| ——, n=12,.;

Ap = 2
n2n?’

1
0/
/1
0

so, as in Example 5.2,

—n2r3t

u(z,t) =

+ Z [(-1)™ —1] n227r2 cos(nmx)e

N =

Rod with mized homogeneous boundary conditions. The method of
separation of variables can also be used in the case where one endpoint is

held at zero temperature while the other one is insulated.

5.4. Example. Consider the IBVP

u(z,t) = Uz (x,t), 0<x<1,t>0,
u(0,t) =0, wu,(l,t)=0, ¢>0,
u(z,0)=1, 0<z<l.

Since the PDE and BCs are linear and homogeneous, we seek a solution of

the form

u(z,t) = X(x)T(t).

Proceeding as in the other cases, from the PDE and BCs we find that X
and T satisfy, respectively,
X"z)+AX(2) =0, 0<z<l,
X(0)=0, X'(1)=0,

(5.15)

and
T'(t)+\T(t) =0, t>0,

where X is the separation constant.
To find X, we go back to the Rayleigh quotient (3.6) for the regular
Sturm-Liouville problem (5.15). As in Example 3.16,
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and we arrive at inequality (3.7), from which, in view of the BCs in (5.15), we
deduce that A > 0. Hence, the general solution of the differential equation
in (5.15) is

X(z) = Ccos(VAz) + Cysin(VAz), Ci, Cy = const.

Since X (0) = 0, it follows that C; = 0. Using the condition X'(1) = 0, we
now find that cosvA = 0; therefore,

VA = w n=1,2,....

This means that the eigenvalue-eigenfunction pairs of (5.15) are

2 _12 2
An:%, X,\(z) = sin

2n—1
Grn-lme 1o
2

and that the corresponding time components are

T, (t) = 67(27171)271’215/4'

Consequently, the functions

2n —1 :
un(z,t) = X, ()T () = sinMe*(anl)z’r%/‘L, n=12...,
satisfy the PDE and the BCs. Considering the usual arbitrary linear com-

bination of all the (countably many) functions u,, that is,

> > (271 - ].)7T{E 2,2
u(z,t) = chun(x,t) = chsin#e*@"*l) T4 (5.16)
n=1 n=1

we see that the IC is satisfied if

- 2n —1
u(z,0) =1= chsin%

n=1

(5.17)

In other words, (5.16) is the solution of the given IBVP if ¢,, are the coef-
ficients of the generalized Fourier series for the function f(x) = 1. These

coefficients are computed by means of (3.10) with, according to (5.17),

(2n — )7z

u(z) =1, o(x)=1, fo(x)=sin 5
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Direct calculation shows that

1
2n —1 1
/sinQde -, n=12,...,
0

2 2’

SO
1

2n—1 4
cn:2/sin(n )m;dx: , n=1,2,....
2 (2n —1)m

[}

Thus, the solution of the IBVP has the series representation

o0
4 (2n — 1)mx 22
t) = " —(2n—1)*7 t/4. -
u(z,t) = nE 1 @1 sin 5 e

5.5. Example. The solution of the IBVP
u(z,t) = Uz (x,t), 0<ax<1,t>0,
ug(0,8) =0, wu(l,t)=0, ¢>0,
u(z,0) =2z, 0<az<l,

is constructed just as in Example 5.4 except that here the BCs and the

Rayleigh quotient yield the eigenvalue-eigenfunction pairs

(2n —1)%72
4 )

(2n — 1)mx

Ap = X, (x) = cos 5 , n=12,....

1
Since [cos? ((2n — 1)7z/2)dx = 1/2, n = 1,2,..., the coefficients of the
0

generalized Fourier series for the IC function, given by (3.10) with u(x) = x,
o(x)=1,k=1,and L =1, are

— (—1)7t+1 - =1,2,....
(=1) 2n—17m  (2n—1)2x2’ e

Consequently, the solution of the IBVP is

[e )

n+1 4 8
u(z,t) = Z |:(_1) ! (2n— 1) a (2n —1)?72

n=1

(2n — Dz e (2n—1)’7"t/4
5 :

X COs ]
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Rod with an endpoint in a zero-temperature medium. Consider the
problem of heat flow in a uniform rod without internal sources, when the
near endpoint is kept at zero temperature and the far endpoint is kept in

open air of zero temperature. The corresponding IBVP (see Section 4.1) is

ug(x,t) = kugz(x,t), 0<ax <L, t>0, (PDE)
w(0,t) =0, wy(L,t) + hu(L,t) =0, t>0, (BCs)
u(z,0) = f(z), 0<z<L, (IC)

where h = const > 0.
Since the PDE and BCs are linear and homogeneous, we use separation

of variables and seek a solution of the form
u(z,t) = X(x)T(t).

In the usual way, from the PDE and BCs we find that X satisfies the regular

S—L problem

X"(z)+AX(x) =0, 0<xz<L,
X(0)=0, X'(L)+hX(L)=0, (5.18)

and that T is the solution of the equation
T'(t) + kXT(t) =0, t>0.

The eigenvalue-eigenfunction pairs of (5.18) were computed in Example
3.18:

Ap = C—n i Xn(x):singi n=1,2,...
L ) L ) ) ) )
where (,, are the positive roots of the equation
tan¢ = —¢/(hL).
Hence,

T (t) = e HGn /D)%

so we expect the solution of the IBVP to have a series representation of the

form

00 00
. 7L'1: —
u(x,t) = ZCan(J?)Tn(t) = ZC"SIDCTe k((,,,/L)zt. (5.19)
n=1 n=1
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The coefficients ¢,, are found from the IC, according to which

u(z,0) = f(z) = icnsinchx.

n=1

Since the eigenfunctions of (5.18) are orthogonal on [0, L], the ¢, are com-

puted by means of (3.10):

f(z)sin(Crx/L)dx

O —t~

. on=1,2,... (5.20)

= "%
[sin®(¢yz/L)dx
0
Therefore, the solution of the IBVP is (5.19) with the ¢, given by (5.20).
5.6. Example. Consider the IBVP

u(z,t) = Uz (x,t), 0<ax<1,t>0,

w(0,t) =0, wuy(1,t)+u(l,t)=0, t>0,

_J0, 0<z<1/2,
“(”3’0)_{1, 1/2<z<1.

From Examples 3.18 and 3.22 with L = h = 1 we know that the eigenvalue-

eigenfunction pairs associated with this problem are

A= Xp(2) =sin(Guz), n=1,2,...,

n’

where, to four decimal places,

(1 =2.0288, (o =4.9132, (3="7.9787, (4= 11.0855, (5= 14.2074.

. 0, 0<xz<1/2,
Using (5.20) and f(z) = {1 1)2 < </1

¢n to the same degree of accuracy:

we now compute the coefficients

c; = 0.8001, ¢y =—0.3813, c3 = —0.1326, ¢4 = 0.1160, c5 = 0.1053.

Consequently, by (5.19), we obtain the approximate solution

u(z,t) = 0.8001sin(2.0288z)e~* 110 — 0.38135in(4.91322)e241395¢
— 0.13265in(7.9787x)e 935597 1 0.1160sin(11.0855z )¢ 1228883
+0.1053sin(14.2074x)e 2018502 4 ... g
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Heat conduction in a thin uniform circular ring. Physically, the ring
of circumference 2L shown in Fig. 5.1 can be regarded as a rod of length
2L that, for continuity reasons, has the same temperature and heat flux at

the two endpoints x = —L and x = L.

L=nR

Fig. 5.1. Representation of a circular ring as a rod.

Thus, the corresponding IBVP is

ug(x,t) = kugg(x,t), —L<z<L,t>0, (PDE)
u(=L,t) = u(L,t), uy(—L,t) =wuy(L,t), t>0, (BCs)
u(z,0) = f(x), —-L<z<L. (IC)

The PDE and BCs are homogeneous, so, as before, we seek a solution of
the form u(z,t) = X (z)T'(t). Then from the PDE and BCs we find by the
standard argument that

X" M (z)=0, —-L<z<L,
(@) + () v (5.21)

X(-L)=X(L), X'(-L)=X'(L),
and
T'(t) + \kT(t) =0, t>0. (5.22)

For a nonzero solution u of the IBVP, X must be a nonzero solution of the
periodic Sturm-Liouville problem (5.21), which was discussed in Example

3.26. The eigenvalues of this S—L problem are

2
nm
M:O,An:<z>, n=12,...,
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with corresponding eigenfunctions

1
3 Xln(x):cos@, Xgn(x):sin?, n=12,....

Xo(z) = T

Therefore, the time components given by (5.22) with A = \,, are

To(t) = Ce*k(”’r/L)%, C = const,

so we consider a series solution of the form

u(z,t) = %ao + Z [an X 15 (2) + bn Xon ()| To(t)

1 o0
= 5 ag + E (Cln COs nI/ﬂ + bn sin nllﬂ) e_k(mr/L)2t. (523)
n=1

The IC requires that
u(z,0) = f(x)
1 = nmwr . nmx
= 5ao —|—nz=:1 (anCOST —|—bnsmT), —L<xz<L.
As mentioned in Example 3.26, the coefficients of this full Fourier series of

f are computed by means of formulas (2.7)-(2.9):

L
/f(x)cos?dm, n=0,1,2,...,

—L

1
Ap = z

(5.24)
L

1
bnzz/f(x)sinnLﬂdm, n=12....

-L
Consequently, the solution of the IBVP is given by (5.23) and (5.24).
5.7. Example. Consider the IBVP

u(x,t) = uge(z,t), —l<z<l,t>0,
u(—1,t) = u(l,t), wu(—1,t) =u.(1,t), t>0,
u(z,0)=2+1, —-l<z<lLl
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Here L =1 and f(x) = x + 1, so, by (5.24),

1

aoz/(x—l—l)dx:Z,

-1
1

ap, = /(x + 1)cos(nmx)dx =0,

—1

1

2
by = [ (x+1)si do = (—1)"+1 =
/(x )sin(nmz)dr = (—1) —

21

Hence, by (5.23), the solution of the IBVP is

oo 2 .
u(z,t) =1+ Z(—l)"ﬂgsin(nﬂx) el m
n=1

5.2. The Wave Equation

Generally speaking, the method of separation of variables is applied to
IBVPs for the wave equation in much the same way as for the heat equa-
tion. Here, however, the time component satisfies a second-order ODE,

which introduces a second IC.

String with fixed endpoints. We know from Section 4.3 that the corre-
sponding IBVP is

up(2,t) = ugy(w,t), 0<z <L, t>0, (PDE)
u(0,t) =0, w(L,t)=0, t>0, (BCs)
u(z,0) = f(x), wu(z,0)=g(x), 0<ax<L. (ICs)

Since, as in the earlier problems, the PDE and BCs are linear and homoge-

neous, we seek a solution of the form
u(z,t) = X(x)T(t),

where, as in the case of the heat equation, neither X nor T' can be the zero

function. Replacing this in the PDE, we obtain

X (2)T"(t) = X" (2)T(t),
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which, divided by ¢2X (2)T(t), yields

i T/l(t) _ X/l(x) _
ZTW - X - (5.25)

where A = const is the separation constant. At the same time, it can be
seen that the BCs lead to

hence, X satisfies

X"z)+AX(x) =0, 0<z<L,
X(0)=0, X(L)=o0.

This regular S-L problem was solved in Example 3.16, where it was shown

that its eigenvalue-eigenfunction pairs are
nm\? nmw
Ap = <—> , Xp(z)=sin—, n=12.... (5.26)

From (5.25) we deduce that for each eigenvalue \,, we obtain a function

T, that satisfies the equation
TY(t) + N To(t) =0, >0,

whose general solution (since A, > 0) is

t t
T, (t) = by cos % + by, sin %, b1, ba, = const. (5.27)

In view of (5.26) and (5.27), we assume that the solution of the IBVP has

the series representation

u(z,t) =Y Xn(2)Tn(t)
n=1
-y sin 22 cosm—i—b sinm (5.28)
- P 3 In L 2n L . .
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Each term of this series satisfies the PDE and the BCs. To satisfy the
ICs, we set t = 0 in (5.28) and in the expression of u(x,t) obtained by
differentiating (5.28) term by term:

u(,0) = f() = mesm$,
ue(x, Zbgn 5in w.

We see that the numbers by, and by, (nmc)/L are the Fourier sine series

coefficients of f and g, respectively; so, by (2.10),

hlw

L
/f sm@dm n=12,...,
0

L

(5.29)

2
bon = — [ glx sln de, n=12....
nmwe
0

Therefore, the solution of the IBVP is given by (5.28) with the by,, and b,
computed from (5.29).

5.8. Remark. The terms in the expansion of u are called normal modes

of vibration. Solutions of this type are called standing waves.

5.9. Example. We notice that in the IBVP

upe(2,t) = Uge(x,t), 0<zx<1,t>0,
u(0,t) =0, wu(l,t)=0, t>0,
u(z,0) = 3sin(rz) — 2sin(37z),
ug(x,0) = 4msin(27x), 0<z <1,

the functions f and g are linear combinations of the eigenfunctions. Setting
c=1and L =1 in their eigenfunction expansions above, from Theorem
3.20(ii) we deduce that

bi1 =3, biz=-2, bip,=0(n#13), bo=2, by =0 (n#2).
Hence, by (5.28), the solution of the IBVP is

u(z,t) = 3sin(mx) cos(nt) — 2sin(3mx) cos(3nt) + 2sin(27z) sin(27t). m
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5.10. Example. If the initial conditions in the IBVP in Example 5.9 are
replaced by

x, 0<zx<1/2,
0) = = 0)=0, 0<z<l,
u(,0) {1—33, 12<az<, @0 *

then, using (5.29) (with ¢ =1 and L = 1) and integration by parts, we find
that

1/2

nw
27

1/2 1
b1, = 2{ )sin(nmx)dz + [ f(z) sin(nﬂ'x)dx}
0/ j

o\\

1
: 4
zsin(nmz)dr + /(1 - x)sm(mrx)dx} = 5 psin
/2

1

1

/g(x)sin(mrx)dx =0, n=12,..;
0

2
b2n =
nm

so, by (5.28), the solution of the IBVP is
(o)
Z sm(nmc)cos(nﬂ't) ]

Vibrating string with free endpoints. The IBVP corresponding to this

case is (see Section 4.3)

up(2,t) = ugy(w,t), 0<xz <L, t>0, (PDE)
uz(0,8) =0, wy(L,t)=0, t>0, (BCs)
u(z,0) = f(x), wu(z,0)=g(x), 0<ax<L. (ICs)

Separating the variables, we are led to the eigenvalue-eigenfunction pairs
nm\? nwx
)\n:<—) , Xn(x):cosT, n=0,1,2,....

For Ay = 0, the general solution of the equation satisfied by T is

1 1
To(t) = 3 @10 + §a20t, a1p, azp = const,
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while for A,,, n > 1, the functions T,, are given by (5.27). Hence, we expect

the solution of the IBVP to be of the form

1 1
U({E,t) = —ajg + = agot

2 2
> nme nmct nmct
+ nz::l cos < (aln cos 5 + agy, sin T) , (5.30)
where the a1, and as,, n = 0,1,2,..., are constants. Every term in (5.30)

satisfies the PDE and the BCs.
To satisfy the ICs, we require that

1 > nmx
u(z,0) = f(z) = 510 + Zalncos <
n=1

1 > nmwc  nww
u(z,0) = g(z) = 020+ ZagnTcosT;

n=1

consequently, by (2.11),

L
2
ag = z/f(x)dx,
0
L
2
a1nzz/f(x)(:08@dx, n=12...,
0
5.31
' (5.31)
=2 [ gtayd
agn = I g\r)axr,
0
L
2 nmT
Q2n = %/g(x)cosTdm, n=12,...,
0

and we conclude that the solution of the IBVP is given by (5.30) with the

a1, and ag, computed by means of (5.31).

5.11. Example. To find the solution of the IBVP
upt(2,6) = Uge(z,t), 0<z<1,t>0,
ugp(0,8) =0, wugy(l,t) =0, t>0,

u(z,0) = cos(2mz), we(x,0) = —2mcos(mz), 0<z <1,
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we remark that ¢ =1 and L = 1, and that the initial data functions f and

g are linear combinations of the eigenfunctions; thus,
a2=1, a1, =0 (n#2), a1 =-2, az,=0 (n#1),
so, by (5.30), the solution of the IBVP is
u(z,t) = —2cos(mz)sin(nt) + cos(27x) cos(2nt). m

5.12. Example. Consider the IBVP

gt (2,1) = Ugg(z,t), 0<z <1, t>0,
ug(0,8) =0, wug(l,t) =0, t>0,
-1, 1/4<x<3/4,

u(x,0) =0, u(z,0)=
(,0) (@,0) {O otherwise.

Again, here we have ¢ =1 and L = 1; so, by (5.31),

a1, =0, n=0,1,2,...,

1/4 3/4 1 3/4
a20:2{/g(x)dx+ /g(x)dm—i— /g(x)dx} :2/(—1)dx: -1,
0 1/4 3/4 1/4
1/4 3/4
2
Aoy = n_{ /g(x)cos(mrx)dx—i— /g(x)cos(mrx)dx
™
0 1/4 1
+ /g(x)cos(mrx)dx}
" 3/4
2 4 . nm  nmw
= (=1)cos(nrx)dr = Toaa S meos T, n= L,2,....
1/4

Hence, by (5.30), the solution of the IBVP is

oo

1 4
u(z,t) = _Et - Z Wsillzlcosg—ﬂcos(nwx) sin(nnt). ®

5.13. Remark. IBVPs with mixed BCs are handled similarly. m
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5.3. The Laplace Equation

In this section we discuss the solution of two types of problems: one for-
mulated in terms of Cartesian coordinates, and one where the use of polar

coordinates is more appropriate.

The Laplace equation in a rectangle. Consider the equilibrium tem-

perature in a uniform rectangle
D={(z,y):0<z<L,0<y< K}, L, K =const}

with no sources and with temperature prescribed on the boundary.

The corresponding problem is (see Section 4.2)

Uz (T, Y) + Uyy(z,y) =0, 0<ax<L,0<y<K,

U(O,y):fl(y), u(Lvy):fZ(y)v 0<y<K7
u(z,0) = q1(z), wu(z,K)=ga2(z), 0<z<L.

Although this is a boundary value problem, it turns out that the method
of separation of variables can still be applied. However, since here the BCs
are nonhomogeneous, we need to do some additional preliminary work.

By the principle of superposition (see Theorem 1.19), we can seek the
solution of the above BVP as

u(@,y) = wi(z,y) + uz(z,y),

where both u; and ugy satisfy the PDE, u; satisfies the BCs with fi(y) =0,
fa(y) = 0, and uso satisfies the BCs with g1(z) = 0, g2(z) = 0; thus, the
BVP for u; is

(U1)ez(2,y) + (U1)yy(z,y) =0, 0<z<L,0<y<K, (PDE)
ul(ovy):07 ul(Lvy):Ov 0<y<K7

ui(x,0) = g1(z), wi(z,K)=g2(x), 0<a<L. (BCs)

We seek a solution of this BVP of the form

ui(z,y) = X(2)Y (y).
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Clearly, for the same reason as in the case of the heat and wave equations,

neither X nor Y can be the zero function. Replacing in the PDE, we obtain
X"(@)Y (y) + X (2)Y"(y) =0,

from which, on division by X (2)Y (y), we find that

X'w) _ _Y'(y)

X(z)  Y(y)

:—)\7

where A = const is the separation constant.

The two homogeneous BCs yield
X0)Y(y) =0, XL)Y(y =0 0<y<K.

Since, as already mentioned, Y (y) cannot be identically zero, we conclude
that

Hence, X is the solution of the regular Sturm—Liouville problem

X"z)+AX(x) =0, 0<z<L,
X(0)=0, X(L)=o0.

From Example 3.16 we know that the eigenvalue-eigenfunction pairs of

this problem are

2
An:<"%>, Xo() =sin==, n=12,.... (5.32)

Then for each n = 1,2,... we seek functions Y,, that satisfy

2
nm
Y (y) - (T) Yo(y) =0, 0<y<K.

By Remark 1.4, the general solution of the equation for Y,, can be written
as
(y — K)

Y. (y) = C1psinh nmy %)

7 + Co,, sinh %, Cin, Copn = const. (5.33)
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In view of (5.32) and (5.33), it seems reasonable to expect u; to be of the

form

> - K
=3 sin (Clnsinh % + Chpsinh %) , (5.34)

where each term satisfies the PDE and the two homogeneous BCs. To

satisfy the two remaining, nonhomogeneous BCs, we must have
u1(z,0) = g1(x)

= i ( C1psinh

n=1

K> Z 1n sin 2L
ui(z, K) = g2()
= K
= nz::l (an sinh m; ) Z: on 51n

in other words, we need the Fourier sine series of g; and go. By (2.10), for
n=12...,

L
K 2
= — (', sinh mz = Z/gl(x)sinn—?dm,
0

K 2
ban = Cay, sinh m; i /gg( )sin nLﬂ dx;
0
therefore,
L
Cipn = bt 2 csch(nmK/L) / sm dz, (5.35)
" = TSinh(nrK/L) | L i@ A
0
L
C b _ 2cschn K/L) / sm—dx (5.36)
e sinh(nmK/L) L i ga(@ '

0

This means that the function wu; (x,y) is given by (5.34) with the coefficients
Cyp, and Cy,, computed from (5.35) and (5.36).

The procedure for finding us is similar, with the obvious modifications.
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5.14. Example. For the BVP

Upe (2,Y) + Uyy(x,y) =0, 0<z<1, 0<y<2,
u(0,y) =0, wu(l,y)=0, 0<y<2,
u(z,0) =z, wu(r,2)=3sin(rz), 0<z <1,

we have

L= 17 K= 27 fl(y) = 07 f2(y) = 07 gl(x) =, gZ(x) = 3sin(7rx).

First, integrating by parts, we see that

1
1
. _(_1\n+1_— .
/xsm(nm:) dx = (—1) —;
0
so, by (5.35),
C (=" 2 h(2n) 1,2
n=(—1)"—csch(2n7), n=1,2....
! nmw
Second, using (5.36), we easily convince ourselves that

C21 = 3csch(2w), Ca, =0, n=2,3,....

Consequently, by (5.34), the solution of the given BVP is

u(z,y) = Z(_l)n%csch@mr) sin(nma)sinh (n7(y — 2))

+ 3csch(2n) sin(mz) sinh(7ry). m

5.15. Remark. The general solution of Y;, should be expressed in the most

convenient form for the given nonhomogeneous BCs. Thus,
(i) if (u1)y(,0) = g1(x), (u1)y(z, K) = g2(x), then

- K
Ya(y) = Crpcosh M + C5, cosh ﬂ?
L L
(ii) if ui(2,0) = g1(2), (u1)y(z, K) = ga(x), then

- K
Y. (y) = Cip cosh M

7 + Co,, sinh %;
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(iii) if (u1)y(z,0) = g1(x), wi(z,K) = g2(z), then

- K
Y. (y) = Ciy cosh nLﬂ + (s, sinh % .

The Laplace equation in a circular disk. Consider the equilibrium

temperature in a uniform circular disk
D={(rd):0<r<a, —m<6<mn}

with no sources, under the condition of prescribed temperature on the
boundary = a = const. Because of the geometry of the body, it is
advisable that we write the modeling BVP in terms of polar coordinates r
and 6 with the pole at the center of the disk. Thus, recalling the form of

the Laplacian in polar coordinates given in Remark 4.11(ii), we have

Upp(1,6) + rilur(r,ﬁ) + rfzugg(r,ﬁ) =0,
O<r<a, —m<l<m, (PDE)
u(a,0) = f(0), —-w<6<m. (BC)

Unlike the BVP discussed earlier in terms of Cartesian coordinates, where
the boundary values of the solution proved sufficient for us to solve the
problem, the form of the PDE in polar coordinates requires us to consider
additional “boundary” conditions. These conditions are imposed at the
remaining endpoints of the intervals on which the variables r and 6 are de-
fined, namely, at r = 0, § = —7, and 0 = 7, and their form is suggested
by analytic requirements based on physical considerations: u (the temper-
ature) and u,, ug (the heat flux) in a problem in a bounded region with
“reasonably behaved” boundary data are expected to be continuous (there-
fore bounded) everywhere in that region. Thus, our additional conditions

can be formulated as follows:
u(r,0), u,(r,0) bounded as r — 04, —7 <6 <,
u(r,—m) =u(r,m), wug(r,—m) =up(r,m), 0<r<a.
The PDE and all the BCs except u(«,0) = f(6) are homogeneous; con-

sequently, it seems advisable to seek a solution of the form

u(r,0) = R(r)O(0). (5.37)
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Then the last two (periodic) BCs become

O(—m)R(r) = O(m)R(r), ©'(—7m)R(r)=0'(m)R(r), 0<r<a,
from which, to avoid the identically zero—hence, unacceptable—solution,

we deduce that

In view of (5.37), the PDE can be written as
[R"(r) +r~'R'(r)]©(0) + r>R(r)®" () =0,

which, on division by r=2R(r)©(#) and in accordance with the usual argu-

ment, yields
e"(0) _’I“QR”(’I“) +rR(r)

o) R(r)

where A = const is the separation constant. Then © is a solution of the

Y (5.38)

periodic Sturm—Liouville problem

0"(0)+X0(0) =0, —-7<6<m,
O(—n) = O(x), ©(—m) = O/(n).

This problem was discussed in Example 3.26. Hence, for L = 7, the eigen-

values and their corresponding eigenfunctions are, respectively,

=0, \,=n% n=12...,
O0(0) =1, O1,(0) =cos(nlb), ©O2,(0) =sin(nd), n=12,....

From the second equality in (5.38) we see that for each n = 0,1,2,... the

correspondent radial component R,, satisfies
r2R!(r) + R (r) —n®R, =0, 0<r<a. (5.39)

This is a Cauchy—Euler equation, for which, if n # 0, we seek solutions of

the form (see Section 1.4)
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Replacing in (5.39), we find that
[p(p—1)+p—n?r" =0,

or p> —n? = 0, with roots p; = n and p» = —n. Therefore, the general

solution of (5.39) in this case is
R, (r)=Cir" + Cor™", (1, Cy = const. (5.40)
If n = 0, then (5.39) reduces to (rRj(r))’ =0, so
rRy(r) = Cy = const;
in turn, this leads to R)(r) = r~1C5 and then to the general solution
Ro(r) = Cy + Cylnr, Oy, Cy = const. (5.41)

From (5.37) and the condition of boundedness at » = 0 we deduce that
all the numbers R, (0) must be finite. As (5.40) and (5.41) indicate, this
happens only if C; = 0 and Cy = 0; in other words,

Ro(r) =C1, Ru(r)=Cir", n=12,....

Taking the arbitrary constant equal to 1, we express this by the single
formula

R,(r)=7", n=0,1,2,....

In accordance with the separation of variables procedure, we expect the

solution of the IBVP to have a series representation of the form

oo

U(’I‘,G) = %GORO(T)GO (9) + Z Rn(r) [an@hz(e) + bn@2n(9)]

n=1
[e9)

1 n .
= 50 + nzz:lr [an cos(nf) + by, sin(nd)], (5.42)

where each term satisfies the PDE and the three homogeneous BCs. The

unknown numerical coefficients %ao, an, and b, are determined from the
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remaining (nonhomogeneous) condition:

u(a,0) = f(0) = 1ao+ Za" [an cos(nb) + by, sin(nd)],

n=1

—T <0< (5.43)

This is the full Fourier series for f with L = w and coeflicients %ao, aan,
and a"b,; so, by (2.7)—(2.9),

a0 = %/f(H)dﬂ,

1 s
ap = /f(@)cos(n@)d@, n=12..., (5.44)
Ta
by, = L /7rf(9)sin(n9)d9 n=12
n — Tan ) T Ly Lyeeee

Consequently, the solution of the BVP is given by (5.42) with the ao, ay,
and b, computed by means of (5.44).

5.16. Remark. From (5.42) and (5.44) it follows that
(0,6) = 2ag = — /ﬁfw)de'
uly, - 2 ap = o0 )

in other words, the temperature at the center of the disk is equal to the
average of the temperature on the boundary circle. This result, already
used in the proof of Theorem 4.14, is called the mean value property for the

Laplace equation. m

5.17. Example. In the BVP

(Au)(r,0) =0, 0<r<2, —w<0<m,
u(2,0) =1+ 8sinf — 32cos(46), —mw <0<,

we have

a=2, f(0)=1+8sind — 32cos(46).
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Since f is a linear combination of the eigenfunctions associated with this
problem, we use (5.43) and Theorem 3.20(ii) to deduce that $ag = 1,
24a4 = —32, and 2b; = 8, while the remaining coefficients are zero; there-

fore,
apg=2, as=-2, a,=0 (n#0,4), by=4, b,=0 (n#1),
which means that, by (5.42), the solution of the given BVP is

u(r,0) = 14 4rsinf — 2rt cos(46). m

5.4. Other Equations

The method of separation of variables can also be applied to problems in-

volving some of the equations mentioned in Section 4.4.

5.18. Example. Consider the diffusion—convection IBVP

up(x,t) = 2uge(z,t) —uz(z,t), 0<z <1, t>0, (PDE)
w(0,t) =0, w(l,t)=0, t>0, (BCs)
u(z,0) = —2¢*/4sin(3rz), 0<z <1 (IC)

Applying the arguments developed earlier in this chapter, we seek the so-
lution in the form u(z,t) = X (x)T'(t) and, from the PDE and BCs, deduce
that the components X and T satisfy

2X"(x) — X'(z) + \X () =0, O0<z<]1,

(5.45)
X(0)=0, X(1)=0, t>0,

and
T'(t)+ XT(t) =0, t>0. (5.46)

The regular Sturm—Liouville problem (5.45) is solved by the method used

in Example 3.19, and its eigenvalues and eigenfunctions are found to be
A = 2(160°7° +1), X,(z) = e*/sin(nmz), n=12,....
Then (5.46) becomes

To(t) + £ (16n°72 + 1) T, (t) =0,
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with general solution
T.(t) = cne_(16”2”2+1)t/8, ¢, = const.

Combining the X,, and T, in the usual way, we find that the function

(o)
u(z,t) = chew/‘l*(wn%gﬂ)t/s sin(nmx) (5.47)

n=1

satisfies both the PDE and the BCs.

The coefficients ¢,, are found from the IC; thus, for ¢ = 0 we must have
oo
u(z,0) = Zc7lem/4sin(n7rx) = —2¢"/*sin(37x),
n=1

from which

cs=-2, ¢, =0 (n#3),

so the solution, given by (5.47), of the IBVP is
u(z,t) = —9en/4-(144n +1)1/8 sin(37wx). m

5.19. Example. Consider the dissipative wave propagation problem

Ut (x,1) + 2us(2,1) = Upg(z,t) — Bug(z,1),
O<ax<l, t>0,

u(0,t) =0, wu(l,t)=0, t>0,

u(x,0) = —e3*/2sin(2rx),  uy(z,0) = 2e3/2sin(rz),

O<z<l1.

Writing u(z,t) = X (2)T(t) and proceeding as in Example 5.18, we find
that
X"(z) - 3X'(2) + \X(2) =0, 0<uz <1,

(5.48)
X(0)=0, X(1)=0,

and
T"(t) 42T + \T'(t) = 0. (5.49)
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The regular S-L problem (5.48), solved as in Example 3.19, yields the

eigenvalues and eigenfunctions
A =1(n*1?49), Xn(z)= e 2sin(nmx), n=1,2,....
Then, from (5.49) with A replaced by A, = i(n27r2 +9), we find that
T.(t) = e t/2 [clncos(ant) + cap Sin(ant)], Cln, Con, = const,

where
Oy = % n?r2+5 n=12,....
Putting together the X,, and T}, we now see that the function

(o)
u(z,t) = Z e32/27t2 gin(na) [c1n cos(at) + consin(ant)] (5.50)

n=1

satisfies the PDE and the BCs. We now set t = 0 in (5.50) and in its

t-derivative and compute the coefficients ¢, and ¢y, from the ICs:
oo
u(z,0) = z:clne?”c/2 sin(nmz) = —e*/2sin(27z),
n=1

o0
ug(x,0) = Z ( — %Cm + ozn(lzn).eg“”/2 sin(nmx) = 2¢37/2 sin(mrz);

n=1

hence,
ci2=-1, c1, =0 (n#2),

—3ciFonco =2, —3cin+ancy =0 (n#1).

From these equalities we find that

2 1
Co1=—, Cp=—7—, Cp=0 (n#1,2),
(5] 2042

so the solution of the IBVP, obtained from (5.50), is

2
u(x,t) = eB*=8/2| = gin(ayt)sin(rz) — cos(ayt)sin(2mz)
a1

1
%y sin(aqt) sin(27x) |,

where a7 = %\/Wz +5 and ag = % 472 +5. m
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5.20. Example. Consider the two-dimensional steady state diffusion—con-

vection problem

Upa (2, Y) + Uyy(2,y) — 2uz(2,y) =0, 0<x<1l, 0<y<2, (PDE)
u(0,y) =0, wu(l,y) = —3sin(ry), 0<y<2,

(BCs)
u(z,0) =0, w(z,2)=0, 0<z<l.

Seeking the solution in the form u(z,y) = X (z)Y (y), from the PDE and
the last two (homogeneous) BCs it follows that

X'"z)—2X"(z) = A\X(z) =0, 0<z<]1, (5.51)

and
Y'(y) + AV (y) =0, 0<y<2,

Y(0)=0, Y(1)=o0.

The regular S—-L problem for Y has been solved in Example 3.16 and has
the eigenvalues and eigenfunctions
nm nmy

An = , Yn(y)zsinT, n=12,...,

so (5.51) becomes

n?n?

Xii(x) — 2 () — " Xo(w) = 0,

with general solution

Xn(x) = clnESIHx + CQnesmlx?

where
Sin =1+ %\/ n2w2 +4, so,=1-— % n2w2 4+ 4, c1,, Cop = const.

Consequently, the function

oo
. nw
u(x,y) = ;Sln —2y (Clneslnx + 62n682"x) (552)
satisfies the PDE and the last two BCs. The coefficients ¢1, and c¢o, are
determined from the first two BCs; thus, setting x = 0 and then z =1 in
(5.52), we find that
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o0
. nmy
§ (Cln + C2n)51n T =0,
n=1
d nmwy
E (Clnesln + C2neszn) sin T = —3Sin(ﬂ'y),
n=1
SO
Cin +con =0, n=12,...,
c12€°12 4 c90€°2? = =3, 1€ + cgpe®™ =0 (n #£2).
Then
3
Clg=—Caa=———, Cip=2Con =0 (n#2),

es22 — eS12

which, substituted in (5.52), yield the solution of the given BVP:

u(z,y) = (e12% — e*22% ) sin(7y),

es22 — egS12

where

812=1+\/7T2+1, Sop=1—+/724+1. m

5.5. Equations with More than Two Variables

113

In Section 4.2 we derived a model for heat conduction in a uniform plate,

where the unknown temperature function depends on the time variable and

two space variables. Here we consider the two-dimensional analog of the

wave equation and solve it by the method of separation of variables in

terms of both Cartesian and polar coordinates.

Vibrating rectangular membrane. A vibrating rectangular membrane

with negligible body force and clamped edges is modeled by the IBVP

wne(t) = (AW (,9) = A e (2,9) + 1y (3,9)],
O<z<L O0<y< K, t>0,
u(0,y,t) =0, wu(L,y,t) =0, 0<y<K, t>0,
u(z,0,t) =0, wu(z,K,t)=0, 0<zxz<L,t>0,
u(z,y,0) = f(z,y), ut(z,y,0) = g(x,y),
O<z<L,0<y<K.

(PDE)

(BCs)

(ICs)
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Since the PDE and BCs are linear and homogeneous, we seek the solution
as a product of a function of the space variables and a function of the time
variable:

u(z,y,t) = S(z,y)T(t). (5.53)

Reasoning as in previous similar situations, from the PDE and BCs we find
that T satisfies the ODE

T"(t) + A\*T(t) =0, t>0,

and that S is a solution of the BVP
O<z< L, 0<y<K,
S(0,y) =0, S(L,y)=0, 0<y<K,
S(z,0)=0, S(z,K)=0, 0<z<L,

(5.54)

where A = const is the separation constant.

We notice that the PDE and BCs for S are themselves linear and homo-
geneous, so we use separation of variables once more and seek a solution for
(5.54) of the form

S(z,y) = X(2)Y (y). (5.55)

The PDE in (5.54) then becomes
X"(@)Y (y) + X (2)Y"(y) = -AX ()Y (y),

which, on division by X (2)Y (y), yields

X () Yy "

X"(z) Y"(y)
P —

where p = const is a second separation constant.
From the above chain of equalities and the BCs in (5.54) we find in the
usual way that X and Y are, respectively, solutions of the regular Sturm—

Liouville problems

X"x)+puX(z)=0, 0<z<L,

(5.56)
X(0)=0, X(L)=0,
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and
Y'(y)+ A=Y (y) =0, 0<y<K,

Y(0)=0, Y(K)=0. (5.57)

The nonzero solutions that we require for (5.56) are the eigenfunctions of
this S—L problem, which were computed in Example 3.16 together with the

corresponding eigenvalues:

nm

2
fhn = (T) , Xp(z)=sin—, n=12,....

For each fixed value of n, the function Y satisfies the S-L problem (5.57)
with u = py,. Since this problem is similar to (5.56), its eigenvalues and

eigenfunctions (nonzero solutions) are

2
mm .omm
Anm — fn = (—K ) , Yom(y) =sin Ky’ m=1,2,....

We remark that (5.54) may be regarded as a two-dimensional eigenvalue

problem with eigenvalues

2 2 2
mm nm mm
)\nm—un—i—(—K) _<_L) —|—<—K) , n,m=12...,

and corresponding eigenfunctions

. nmx . mmw
Snm(2,y) = Xn(2)Yom (y) = sstm Ky’

n,m=12,....

Going back to the equation satisfied by T', for A = A,,, we obtain the

functions

Tnm(t) = Anpm COS ( V Anm Ct) + bpm sin ( V Anm Ct)a Animy bpm = const.

From this, (5.53), and (5.55) we now conclude that the solution of the

original IBVP should have a representation of the form

U(J),y,t) = Z Z Snm(x7y)Tnm(t)

n=1m=1

o0 o0
= Z Z sin ?sm m;(ry

n=1m=1

X [anm cos(\/)\nm ct) + bpm Sin(\/)\nm ct)] (5.58)
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Each term in (5.58) satisfies the PDE and the BCs. To satisfy the first

IC, we must have

u(z,y,0) = f(z Z (Zanmsm )5 m;{ry.

m=1

Multiplying the second equality by sin(pry/K), p = 1,2,..., integrating the
result with respect to y over [0, K], and taking into account formula (2.5)
with L replaced by K, we find that

K
/f (z,y sm—dy Zanpsm
0

Multiplying this new equality by sin(¢gmnz/L), ¢ = 1,2,..., and integrating

with respect to x over [0, L], we arrive at

L K LK
prTY . qmE

//fxy 8111—81an ydx — Gap>

0 0

from which, replacing ¢ by n and p by m, we obtain

L K
4
a"m:—K// xysln%smm dydr, mn,m=1,2,.. (5.59)
00

The second IC is satisfied if

(o) (o)
. nmz\ . mm
ut(2,y,0) = g(x,y) E ( \/)\nmcbmnmnT)smTy;
1

m=1 “n=

as above, this yields

b 4
nm — \/Tm -

O\h

K
/g x,y) sm—sln ﬂ-y dydzx,
0
n,m=12.... (5.60)

In conclusion, the solution of the IBVP is given by series (5.58) with the
coefficients an, and by, computed by means of (5.59) and (5.60).

Other homogeneous BCs are treated similarly.
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5.21. Example. In the IBVP

Ut (2, Y, 1) = Uz (2,Y, 1) + uyy(2,y,t),

O<z<l, O0<y<?2, t>0,
u(0,y,1)
u(x,0,t)

=0, u(l,y,t)=0, 0<y<2 t>0,
=0, wu(z2,t)=0, 0<z<l, t>0,
u(z,y,0) = sin(27z) [sin(i7y) — 2sin(ry)],
O<zr<l, O0<y<?2,
ue(z,y,0) = 2sin(27rx)sin(%7ry), 0<z<l O0<y<2,
we have c =1, L = 1, and K = 2; thus, comparing the initial data functions
with the double Fourier series expansions of f and g, we see that
an =1, ax=-2, az, =0 (m#1,2),

vV )\211)21 :2, vV )\gmbgm =0 (m;é 1)
Since A\g1 = (27m)2 + (7/2)? = 1772 /4, formula (5.58) yields the solution
u(z,y,t) = sin(2rz)sin (37y) cos (%\/ﬁﬂ)
— 2sin(27z) sin(my) cos (\/57#)
+ (47r/\/ﬁ) sin(27z)sin (37y) sin (3V177t). =
Vibrating circular membrane. A two-dimensional body of this type is
defined in polar coordinates by 0 < r < «, —7 < 8 < m. If the body force
is negligible and the boundary r = « is clamped (fixed), then the vertical
vibrations of the membrane are described by the IBVP
uge(r,0,t) = A(Au)(r,0,t), 0<r<a, —t<f<m t>0, (PDE)
u(a,0,t) =0, u(r,0,t), ur(r,6,t) bounded as r — 0+,
—r<f<m t>0,
u(r,—m,t) =u(r,m,t), ug(r,—m,t)=ug(r,mt),
(=m0) = ulrim ), wolr,—m,1) = gl 1) 50
O<r<a, t>0,
U(T,G,O) = f(r79)7 ut(r7970) = g(r79)7
O<r<a, —m<O<m. (ICs)
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As in Section 5.3, the BCs at r = 0 and § = —m, ™ express the continuity
(therefore boundedness) of the displacement (u) and tension (u,, ug) in the
membrane for “reasonably behaved” functions f and g.

Since the PDE and BCs are linear and homogeneous, we try the method

of separation of variables and seek a solution of the form

u(r,0,t) = S(r,0)T(t). (5.61)
Then, following the standard procedure, from the PDE and BCs we find
that S is a solution of the problem

(AS)(r,0) + AS(r,0) =0, O0<r<a, —w<l<m,
S(a,0) =0, S(r,0), S-(r,0) bounded as r — 0+, —7w<O<m (5.62)
S(r,—m) = S(r,m), So(r,—m)=Sp(r,7), 0<r<a,

where A = const is the separation constant, while T" satisfies
T"(t) + A\*T(t) =0, t>0.

Since the PDE and BCs for S are linear and homogeneous, we seek S of

the form

S(r,0) = R(r)O(0). (5.63)

Next, recalling the expression of the Laplacian in polar coordinates (see
Remark 4.11(ii)), we write the PDE in (5.62) as

[R"(r) +r "R/ (r)]O(0) + r>R(r)®©" () + AR(r)©(6) = 0,
which, on division by r=2R(r)©(0), yields

e () B r?R"(r) +rR(r)

o) R(r) SAE =

where p = const is a second separation constant.

Applying the usual argument to the BCs, we now conclude that R and
© are solutions of Sturm—Liouville problems. First, © satisfies the periodic
S—L problem

0"(0)+u0() =0, —-wT<6<m,

O(—m) =6(r), ©'(-m)=0'(r),
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whose eigenvalues and eigenfunctions, computed in Example 3.26, are

po =0, ©Og(f) =1,
tn =12, 01,(0) = cos(nf), ©O2,(0) =sin(nh), n=1,2,....

For each fixed value of n, we compute a solution R,, of the singular S—L

problem
PRy (r) + 1R, (1) + (W = n?) Ry (r) =0, 0<r<a,
R, (a) =0, Ry(r), R, (r) bounded as r — 0+.
This is the singular Sturm-Liouville problem (3.12), (3.13) (with m re-

placed by n) discussed in Section 3.3, which has countably many eigenvalues

and a complete set of corresponding eigenfunctions

3 2 EnmT
Anm = (ﬂ) ’ an(r):Jn<ﬂ)7 n=0,12,...., m=12,..,
(0%

o

where J,, is the Bessel function of the first kind and order n and &,,, are
the zeros of J,.
Returning to the ODE satisfied by T', for A = A\ = (€nm/a)? we now

obtain the solutions

Tom (t) = Apm cos

Snmct + B, sin fnmCt, Ay, Bpam = const.

@ @

Suppose, for simplicity, that g = 0; then it is clear that the sine term in
T, must vanish. Hence, if we piece together the various components of u
according to (5.61) and (5.63), we conclude that the solution of the IBVP
should be of the form

U(T767t) = Z Z [anme)ln(e) + bnm@2n(9)] an(r)Tnm (t)

n=0m=1
= Z Z [anm cos(nf) + bnm sin(ne)] T, <5nm7"> cos Enm ct.
n=0m=1 o o

Each term in this sum satisfies the PDE, the BCs, and the second IC. To
satisfy the first IC, we need to have

u(r,0,0) = f(r,0) = i {i [ cOS(n) + by sin(n6)] }Jn <5"—m7">

«
m=1 *n=0
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The aynqm and by, are now computed as in other problems of this type, by
means of the orthogonality properties of cos(nf), sin(nd), and Jy, (&pmr/)
expressed by (2.4)-(2.6) with L = 7 and by (3.16).

5.22. Remark. In the circularly symmetric case (that is, when the data
functions are independent of 6) we use the solution split u(r,t) = R(r)T'(¢).
Here the problem reduces to solving Bessel’s equation of order zero. In the

end, we obtain

u(r,t) = Z [am cos( Am ct) + b, sin (\/mctﬂ Jg(\/ynr),

m=1

where ), is the same as Ao, = (§om/)? in the general problem and the
am and by, are determined from the property of orthogonality with weight
7 on [0,a] of the functions Jo(v A 7). ®

5.23. Example. With o = 1, ¢ = 1, f(r,0) = 1, and g(r,0) = 0, the
formula in Remark 5.22 yields

oo

u(r,0) = Z amJg(\/)\m r) =1,
m=1
ug(r,0) = i bV Am Jo(\/)\mr) =0,

m=1

so the a,, are the coefficients of the expansion of the constant function 1 in
the functions JO(\/ Am 7“) on (0,1) and b, = 0. Since, with a computational

approximation to four decimal places,
1 =1.6020J5(2.4048r) — 1.0463.J5(5.5201r) + 0.8514.J5(8.6537r) + - -,
it follows that
a1 = 1.6020, ag =—1.0463, a3 =0.8514, ...,
so the solution of the problem is

u(r,t) = 1.6020 cos(2.4048t) Jy(2.4048r)
— 1.0463 cos(5.5201t)Jo(5.52017)
+0.8514.c0s(8.6537t) Jo(8.6537r) + . m
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Equilibrium temperature in a solid sphere. The steady state distri-
bution of heat inside a homogeneous sphere of radius o when the (time-
independent) temperature is prescribed on the surface and no sources are
present is the solution of the BVP

Au(r,0,9) =0, 0<r<a, 0<0<2m 0<ep<m, (PDE)
w(0,0,0) = F(6,0), u(r,6,¢), ur(r,6,) bounded as 1 — 0+,
0<0<2m, 0<p<m,

u(r,0,0) = u(r,2m,¢), ua(r,0,0) = ua(r,2m,p),
(BCs)
O<r<a, 0<p<m,

u(r,0,¢), uy(r,8,¢) bounded as ¢ — 0+ and as ¢ — 77—,

O<r<a, 0<6<2nm,

where f is a known function. The first boundary condition represents the
given surface temperature; the remaining ones have been adjoined on the
basis of arguments similar to those used in the case of a uniform circular
disk.

In terms of the spherical coordinates r, 8, ¢, the above PDE is written as
(see Remark 4.11(v))

1
3 (ru, ), +

s ugo + Teing ((sin)uy), = 0.
Since the PDE and all but one of the BCs are homogeneous, we try a

solution of the form
u(r,0,¢) = R(r)0(0)®(¢).

As before, the nonhomogeneous BC implies that none of R, ©,® can be
the zero function. Replacing in the PDE and multiplying every term by
(r?sin? ) /(RO®), we find that

o” (r’R"Y ((singp)tb’)/

2 o =7
- ) (sing)

= —(sin

where the left-hand side is a function of # and the right-hand side is a
function of r and . Consequently, both sides must be equal to one and the
same constant, which, for convenience, we denote by —pu. This leads to the

pair of equations
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0"(0) +uO(0) =0, 0<6<2m, (5.64)
(r’R'Y n 1 ((Singo)(I)’)/ oy,
R sin P sin? %) o

O0<r<a, O<p<m  (5.65)
(In (5.65) we have also divided by sin”¢.)

To avoid the identically zero solution, from the two periodicity conditions

in the BVP we deduce in the usual way that
©(0) = ©(27), ©y(0) = Ogy(2m). (5.66)

The regular S-L problem (5.64), (5.66) for © is the same as in the case of
the circular membrane; it has the eigenvalues u = m?, m = 0,1,2,..., and

corresponding eigenfunctions
O (0) = Crm cos(mb) + Cap sin(mé),
which, using Euler’s formula, we can rewrite as
Om(0) = C4,, ™0 + Cppe™ ™. (5.67)
We now operate a second separation of variables, this time in (5.65):

1 ((sing)d’)’ 2 ‘R
' ((sinp)@)" mo_ CZR) 5\ — const;
sing i sin” ¢ R

this yields the equations

1 , m2

3 (D/ _ (b _ .
sng ((sing)®'(¢))" + (A Smgw) (p) =0, 0<p<m, (5.68)
(TZR/)/ - )\R = 07 0 <r<ao. (569)

In (5.68) we substitute

d 1 d
§=cosp, d§ smepap, dé sing dp’

sinfp=1-cos’p=1-¢2, ®(p) =T(&)

and bring the equation to the form

(1- 52)\11’(5))’ + (A — m)\y(g) =0, —-1<&<1. (5.70)
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The boundary conditions for W are obtained from those at ¢ =0 and ¢ =7

in the original problem by recalling that ® cannot be the zero function:
(), ¥'(€) bounded as ¢ — —1+ and as £ — 1—. (5.71)

We remark that (5.70), (5.71) is the singular S-L problem for the asso-
ciated Legendre equation mentioned in Section 3.5, with eigenvalues and

eigenfunctions
Mo =n(n+1), W(E)=PrE), n=mm+1,..,

where P are the associated Legendre functions; consequently,
D, () = P (cosp). (5.72)

Turning to the Cauchy—Euler equation (5.69) with A = n(n + 1), we find

that its general solution (see Section 1.4) is
R,(r) =Cir™ + C’gr_("+1), C1, Cy = const.

When the condition that R(r) and R'(r) be bounded as r — 0+, which
follows from the second BC in the given BVP, is applied, we find that
Cy =0, so

R, (r)=1r" (5.73)

Here, as usual, we have taken C = 1.
Finally, we combine (5.67), (5.72), (5.73), (3.31), and (3.32) and write

the solution of the original problem in the form

u(r,b,¢) = Z Ry (1)Om (0) Prim ()

m=0,1,2,...
n=m,m+1,...

_ Z n (Cimeimé? + Céme_ime)P:ln(COS 80)

I
(]
iNg
Q
3

ﬁS

9]
:

~
_3

Q

@
S

=> Cnm?™" Yn,m(0,0), (5.74)

where Y, ,, are the orthonormalized spherical harmonics defined by (3.32).
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According to the nonhomogeneous BC in the given BVP, we must have

m=n

Oé@(ﬂ Z Z CnomQ Ynme@) f(9 )

n=1m=-—n

The coefficients c;, ,,, are now determined in the standard way, by means of

the orthonormality relations (3.33):

27

Cnym = —//f (0,0)Yy m(6,p)sinpdpdd. (5.75)

5.24. Example. If in the preceding problem the upper and lower hemi-
spheres of the sphere with the center at the origin and radius @ = 1 are

kept at constant temperatures of 2 and —1, respectively, then

2, 0<0<2m 0<p<m/2,
-1, 0<0<2m w/2<p<m,

f(9,<p)={

so, using (5.75), we find that the first two nonzero coefficients ¢, ,, are
co,0 = /7 and ¢1 0 = 3v/37w/2. By (5.74) and the expressions of the spherical

harmonics given in Example 3.36, the solution of the problem is

U’(T767§0) = \/EYO,O(07<)0) + % \ 37TTY1,0(9730) +eee = %_‘_ %TCOSSO+ e

Exercises

In (1)—(24) use separation of variables to solve the PDE
u(z,t) = uge(z,t), 0<ax <1, t>0,

with the BCs and IC as indicated.

(1) u(0,t) =0, wu(l,t) =0, wu(z,0)=sin(2rz) — 3sin(67x).
(2) u(0,t) =0, u(l,t) =0, wu(zx,0)=3sin(nz) — sin(4rz).
(3) u(0,t) =0, u(l,t)=0, u(z,0)=-2.

(4) u(0,t) =0, wu(l,t) =0, u(z,0)=1-2z.

(5) u(0,t) =0, wu(l,t) =0, u(z,0)=2x+1.

(6) u(0.6) =0, u(lt)=0, u(x,0)={> 0<T=1/2

2, 12<z<1.
z, 0<x<1/2
0, 1/2<z<1.

\
(7) w(0,¢) =0, u(l,t)=0, m@m:{
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(8) u(0,6) =0, u(1,) =0, u(z,0)= {i_ L1 i
(9) ux(0,t) =0, uy(1,t) =0, wu(x,0) =3 —2cos(4rz).
(10) ux(0,t) =0, wuy(1,t) =0, wu(z,0) = cos(2nz) — 3cos(3mx).
(11) uz(0,t) =0, wugk(1,£) =0, wu(z,0) =2 — 3z.
(12) uz(0,t) =0, ugk(1,) =0, wu(z,0) =3 —2z.
(13) um(07t) =0, um(lvt) =0, ’U,({E,O) = {(;2’ ?/2 ii i/?
@QUAQQZQT%QUZO,MQQZ{ﬁL %;zigi
(15) wp(0,8) = 0, ug(L,2) o,m%m—{i%?;izgi
(16) wn(0,6) =0, ug(Lt) =0, u(x,0) = {i+ L tees L
(17) w(0,t) =0, wug(1,¢t) =0, wu(z,0)= 3sin(rz/2) — sin(5rz/2)
(18) u(0,t) =0, wuy(1,t) =0, wu(z,0)=-3.
(19) w(0,t) =0, u.(1,¢) =0, u(z,0)=2+ .
(20) w(0,6) =0, wp(1,) =0, ula,0) = {21 (1); = i/i’
(21) uz(0,t) =0, u(l,t) =0, wu(z,0)=2cos(bmz/2).
(22) uz(0,t) =0, u(l,t) =0, u(z,0)=4.
(23) u,(0,t) =0, u(l,t) =0, wu(zx,0)=2z—3.
(24) up(0,6) = 0, w(l,t) =0, u(,0) = {f‘ z ?/z zi i/i’

In (25)-(28) use separation of variables to solve the IBVP

up(x,t) = Ugy(z,t), —-1<az<1,t>0,
U(—l,t):u(l,t), ’U/x(—l,t) :U,x(l,t), t>07
u(z,0) = f(z), O0<z<l,

with the function f as indicated.

(25) f(x) = 2sin(2wz) — cos(bmx).

3, —l<z<0,
(W)ﬂ@_{m 0<z<l.

2, -1<2<0,
(28) f(x)_{x—l, 0<z<l1
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In (29)—(46) use separation of variables to solve the PDE
Ut (,1) = Ugg(z,t), 0<z <1, t>0,

with BCs and ICs as indicated.

(29) u(0,t) =0, wu(l,t) =0,

u(z,0) = =3sin(2mx) + 4sin(7mx), u(z,0) = sin(3rx).
(30) u(0,t) =0, wu(l,t) =0, wu(z,0)=-1, wu(z,0) = 3sin(rz).
(31) u(0,t) =0, wu(l,t) =0, wu(z,0)=2sin(37z), u(z,0)=2.
(32) w(0,t) =0, w(l,t) =0, u(z,0) =1, uz,0)==x.
(33) u(0,t) =0, wu(l,t)=

u(z,0) = {;’ (1)/; ii i/i’ ut(z,0) = 3sin(27x).

(34) uw(0,t) =0, wu(l,t) =0,
u(z,0) =1, wu(z,0) = {
(35) u(0,t) =0, wu(l,t) =0,

woy={® 0<x<1/2,
ulxr =
1, 1)2<zx<1,

(36) w(0,¢) =0, wu(L,t)=0,

M%®:$+L1M%®:{

2, 0<z<1/2,
-1, 1/2<zx <1

ug(z,0) = —

-1, 0<z<1/2,
2¢, 1/2<z<1.

(33,0) = 2 - 3CO§(47TJ)), ut(x,O) = 2cos(3mzx).

(38) uz(0,t) =0, wuy(1,t) =0, w(z,0)=2—1, uz,0)=2— cos(rz).
(39) uz(0,t) =0, wugy(1,t) =0, wu(z,0) =—3cos(2mx), us(r,0)=2x— 1.
(40) ux(0,t) =0, w,(1,t) =0, wu(z,0) =2z, wuz,0)=2z—1.
(41) uz(0,t) =0, wuy(1,¢) =0,
2, 0 <1/2
u(x,0) {3: 1/; i; </1: ut(z,0) = —cos(3mz).
(42) um(ovt) =0, uw(lvt) =Y

w0y [ % 0<az<1/2

-1, 12<a <1
0

1, 0<z<1/2,

u(z,0) = T z<1f ug(z,0) =1 —z.

9, 1/2 <z <1,
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(44) ug(0,8) =0, ug(L,t) =0,
u(z,0) = 2z, u(z,0) = {

(45) u(0,t) =0, wuy(1,t) =0,
0, 0<z<1/2, .
u(z,0) = {27 1/2 i - </17 ut(x,0) = 3sin(bmrx/2).

(46) uz(0,t) =0, u(l,t) =0,

u(z,0) =2 —1, wu(x,0) = {

2e+1, 0<x<1/2
x+2, 12<z<l.

1, 0<ax<1/2,
20 -1, 1/2<z<1.

n (47)—(52) use separation of variables to solve the PDE
Ups (T, Y) + Uyy(z,9) =0, 0<z <1, 0<y<2,
with the BCs as indicated.

(47) u(0,y) =0, u(l,y) =0,
u(z,0) = 3sin(27z), u(z,2) = sin(37x).
(48) ua:(ovy) = 2Sin(7ry)7 ua:(17y) = _Sin(2ﬂ-y)7
u(x,0) =0, u(z,2) =0.
(49) ux(0,y) =y — 2, u(l,y) = 3cos(27y),
uy(x,O) =0, uy( ) )
(50) ux(O,y) =0, UIB(Ly) =0,
u(z,0) = 2 — cos(mx), uy(x,2) =2x.
(51) ux(O,y) =0, U(l,y) =0,
u(z,0) = {;: (1)/; ii i/%: uy(x,2) = 3cos(mz/2).
(52) 10 = —sinGamy/0), wal) = {§ 9SUE)
u(z,0) =0, uy(z,2)=0. ’ ’

In (53)-(56) use separation of variables to solve the BVP

Upr (1,0) + 77, (r,0) + 17 2ugp(r,0) =0, 0<r<a, —m<6<m,
u(r,8), ur(r,0) bounded as r — 04, u(w,0) = f(#), —m<O<m,

u(r,—m) = u(r,m), wug(r,—m) =ug(r,m), 0<r<a,

with the constant « and the function f as indicated.
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(53) a=1/2, f(f)=3—4cos(30).

(54) a =3, f(0) =2cos(46) + sin(26).
-1 < 6<0,

(55) a ’ { 0<O<m.
-1 <0<0,

56 =1, 0) = ’

o) a=1. 10 = {5 7555

n (57)-(60) use separation of variables to solve the IBVP

ut(x,t) = Ugg(2,1) —uz(x,t), 0<xz<1,t>0,
u(0,t) =0, wu(l,t)=0, t>0,
u(z,0) = f(x), O0<z<l,

with the function f as indicated.

(57) f(z) = 3e*/?sin(2nx).

(58) f(x)=1.
[0, 0<z<1/2,
(59) Il _{ 1/2<x<1.
1, 0<z<1/2,
(69) f(x):{—z, 1/2 <z < 1.

In (61)—(64) use separation of variables to solve the IBVP

gt (2,t) + ug(z,t) + u(z,t) = dug,(x,t) — 2uy(z,t),
O<z<1, t>0,

u(0,t) =0, wu(l,t)=0, t>0,

u(z,0) = f(x), u(z,0)=g(x), 0<ax<l,

with the functions f and g as indicated.

(61) f(z) = —2e*/*sin(3nz), g(x) = e®/*sin(2mz).
(62) f(z)=-3, g(z) =1

R

(64) f(z) = —3e*/4sin(4rz), g(@:{z ?/zii/if

g(x) = 4e*/*sin(mz).
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In (65)—(68) use separation of variables to solve the PDE
uww(xvy)—'_uyy(xvy)_2uy(x7y):O7 0<{E<2, 0<y<17

with the BCs as indicated.

(65) u(0,y) =0, u(2,y) =0,
u(z,0) = —sin(mx/2), wu(z,1) = 2sin(nz).

(66) u(0,y) =0, u(2,y) =0,
u(z,0) =1, wu(z,1) =—2sin(3rx/2).

(67) u(0,y) = 3e¥sin(2my), u(2,y) = —2eYsin(my),
u(z,0) =0, wu(z,1)=0.

(68) u(0,y) = 4e¥sin(3wy), u(2,y) = {(1)’ ?/; Z?SJ i/i’
u(ﬂc,O) =0, u(x71) =

In (69)—(74) use separation of variables to solve the PDE

utt(xvyvt) = uww(xvyvt) + uyy(x»y»t),
O<z<l, O0<y<1, t>0,

with the BCs and ICs as indicated.

(69) u(0,y,t) =0, u(l,y,t) =0, u(z,0,t)=0, u(x,1,t)=0,
u(z,y,0) = sin(rz) sm(27ry), ut(x,y,0) = —2sin(27z) sin(my).
u(0,y,t) =0, wu(l,y,t) =0, wu(z,0,t) =0, wu(z,1,t)=0,
u(z,y,0) = 3sin(27z) sin(7y),
uy(,y,0) = sin(37z) [sin(27ry) — 2sin(37y)].
(711) u(0,y,t) =0, u(l,y,t) =0, uy(z,0,t) =0, uy(x,1,t)=
u(z,y,0) = —sin(mz) cos(2my), wi(x,y,0) = 3sin(27x).
(72) uz(0,y,t) =0, uz(l,y,t) =0, w(z,0,t) =0, u(x,1,t)=
u(z,y,0) = cos(2mzx), wui(x,y,0) = —2cos(mzx)sin(37y).

(70)

(73) wu(0,y,t) =0, u(l y,t) =0, u(z,0,t) =0, wu(z,1,t) =0,
u(z,y,0) =1, u(z,y,0) = zy.

(74) u(0,y,t) =0, u(l,y,t) =0, uy(z,0,t) =0, uy(z,1,t)=0,
u(z,y,0) = (z — Dy, wu(z,y,0) = 2zy.
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In (75)—(78), use separation of variables to compute the first five terms of
the series solution of the IBVP

et (7,0,t) = Upr(1,0,) + 7w (r,0,) + 1 2ugg(r,0,1),
O<r<l, —m<l<m t>0,
u(1,0,t) =0, wu(r,0,t), u.(r,0,t) bounded as r — 0+,
—nr<f<m t>0,
u(r,—m,t) = u(r,mt), wue(r,—m,t) = ug(r,m,t),
O<r<1,t>0,
u(r,0,0) = f(r,0), wu(r,0,0) = g(r,0),
O<r<l, —w<l<m,

with the functions f and g as indicated.

(75) f(r,0) = 2sin(26), g¢(r,0) =0

(76) f(r,0) =0, g(r,0) = —cosf.

(77) f(r,0) =rsinb, g(r,0) =0.

(78) f(r,0) =0, g(r,0) = (r —1)cos(20).

In (79) and (80) use separation of variables to compute, up to r2-terms, the
series solution of the BVP

% (r*u,), + = si1n230 Ugo + = slimp ((sinw)uw)w =0,
0<r<l, 0<0<2m, 0<p<m,
u(1,0,0) = f(0,0), u(r,0,¢), u.(r,0,¢) bounded as r — 0+,
0<0<2m, O0<p<m,
u(r,0,¢) = u(r,2m @), uo(r,0,9) = ug(r,2m, ),
O<r<l, 0<p<m,
u(r,0,9), uy(r,0,¢) bounded as ¢ — 0+ and as ¢ — 71—,
O<r<l1, 0<6<2m,

with the function f as indicated.

(79) f(0,0) = 2cos®fsin®  — sinfsinpcosp — cos? p.

1, 0<p<m7/2,
o) 6.0 ={ 5,
sinfsingcosp, /2 <@ < T.



Chapter 6

Linear Nonhomogeneous
Problems

The method of separation of variables can be applied only if the PDE and
BCs are homogeneous. However, a mathematical model may include nonho-
mogeneous terms (that is, terms not containing the unknown function or its
derivatives) in the equation, and/or may have nonhomogeneous (nonzero)
data prescribed at its boundary points. In this chapter we show how, in
certain cases, such problems can be reduced to their corresponding homo-

geneous versions.

6.1. Equilibrium Solutions

We have already discussed equilibrium (or steady-state, or time-indepen-
dent) solutions for the higher-dimensional heat equation (see Section 4.2).

Below we consider equilibrium temperature distributions for a uniform rod.

Temperature prescribed at the endpoints. The general IBVP for a rod

with internal sources in this case is of the form
ug(x,t) = kuge(z,t) + q(z,t), 0<z<L,t>0,
u(0,t) = a(t), wu(L,t)=p(t), t>0,
u(z,0) = f(z), O0<z<L,

where «, 3, and f are given functions. If o and 3 are constant and g = ¢(x),
then we may have an equilibrium solution s, = uo (), which satisfies the
BVP

with ¢ incorporating the factor 1/k. As can be seen, here the IC plays no
role in the computation of u.,. For a time-dependent problem, it seems

physically reasonable to expect that if an equilibrium solution exists, then

lim u(x,t) = uso ().
t—oo
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This justifies the use of the subscript oo in the symbol of the equilibrium

solution.

6.1. Example. The equilibrium temperature for the IBVP

up(,t) = duge(z,t) + 22— 1, 0<z<2,t>0,
w(0,t) =1, w(2,t)=-2, t>0,
T

u(z,0) = sinT, 0<z<2,

is obtained by solving the BVP

dul (z)+2x—1=0, 0<xz<2,
Uoo(0) =1, weo(2) = —2.

Integrating the ODE twice, we find that
Uoo(T) = —%xg + %xQ + Cix + Co, C1,Cy = const.

The constants C7 and Cy are now easily found from the BCs. The equilib-
rium solution is

__1.3,.1,2 17
Uoo(T) = 52" + 52—z +1. =

Flux prescribed at the endpoints. The general IBVP is

us(x,t) = kugz(x,t) + q(x,t), 0<ax <L, t>0,
ugz(0,t) = a(t), wuz(L,t)=p6(), t>0,
u(z,0) = f(x), 0<az<L.

As above, an equilibrium solution may exist if o and § are constant and ¢

is independent of . Such a solution satisfies the BVP

ul () +q(z) =0, 0<z<L,
U:)o(O) =, fo;(L) =B,

with ¢ incorporating the factor 1/k, and, if it exists, may once again be
regarded as the limit, as ¢t — oo, of the solution u(z,t) of the IBVP. It turns
out that in this case the IC cannot be set aside. In fact, this condition now
plays an essential role in the computation of the equilibrium temperature.

Its input comes through the law of conservation of heat energy in the full
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time-dependent problem, which is equivalent to the PDE itself. Thus, under
the assumption made above on ¢, «, and [, integrating the PDE term by
term from 0 to L and using the BCs, we obtain

L L L

d =k [ uge(x,t)d r)dw
— u(x,t)da:—ko/ (x,t)d —l—/q( )d.

dt
0 0

L
= fua(L0t) — wn(0,0)] + / o(z) do
0

L

Given that the lateral (cylindrical) surface of the rod is insulated, an equi-
librium temperature cannot physically exist unless the total contribution of
the sources in the rod and of the heat flux through its endpoints is zero;

that is,
L

k[B(t) —at)] + /q(x,t) dx = 0.

0 L
If this happens, then, as the above equality shows, [u(z,t)dxz is constant
0

for all ¢ > 0, and so,

L L
/u(x,O) dx = tlim u(z,t) dx;
0 0
in other words,
L L
/uoo(x)dx = /f(a:)da: (6.1)
0 0

6.2. Example. The equilibrium temperature for the IBVP
ug(x,t) = dugy(z,t) +yv+24, 0<zx<2,t>0,
ugz(0,t) =2, w,(2,t) =14, ¢>0,

u(z,0) = ﬂ'sin% +1, 0<z<2,

where v = const, satisfies the BVP
qul (z)+yz+24=0, 0<z<2,

ul (0) =2, ul (2)=14.

o0 o0
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The ODE yields
ul,(z) = —2y2* — 62 + Cy,

and the BCs imply that C; = 2 and v = —48. This is the only value of ~

for which an equilibrium temperature exists. Integrating again, we get

Uoo () = 22° — 32 + 22 + Cs.

Since

(ﬂ'sin? + 1) da = 6,
(2333 — 322+ 2z + Cg) dr = 2C5 + 4,

it follows that, by (6.1), Cy = 1; hence,
Uoo () = 22% — 327 + 22 + 1.

It is easily verified that, as expected, the total contribution of the source
term yx + 24 = —48x + 24 over the length of the rod and of the heat flux

at the endpoints is zero. m

Mixed boundary conditions. The same method can be applied to com-

pute the equilibrium solution in the case of mixed BCs.
6.3. Example. To find the equilibrium temperature for the IBVP
ug(x,t) = duge(z,t) — 16, 0<z<2,t>0,
U(O,t) = -5, U:C(27t) =4, t>0,
u(z,0) = sin%, 0<z<2,
we need to solve the BVP
ul (r)—4=0, 0<az<lL,

Uso(0) = =5, u’ (2) = 4.

oo

Direct integration shows that ue(7) = 222 —4x — 5. =
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6.4. Example. The equilibrium temperature for the IBVP

up(x,t) = duge(z,t) +32, 0<x <2, t>0,
ug (0,8) = 2[u(0,t) — ], w(2,t)=1, t>0,
u(z,0) = sin%, 0<z<2,

satisfies

SO Uso(z) = —42% + T2 +3. =

Equilibrium temperatures can sometimes also be computed explicitly for

heat IBVPs in higher dimensions.

Circular annulus with prescribed temperature on the boundary. In
view of the geometry of the domain, in this case it is advisable to use the

Laplacian in polar coordinates (see Remark 4.11(ii)).

6.5. Example. The IBVP

ug(r,t) = k(Au)(r,t) = kr—(ru.(r,t)),, 1<r<2, t>0,
u(l,t) =3, wu(2,t)=-1, t>0,
u(r,0) = f(r), 1<r<2,

models heat conduction in a uniform circular annulus with no sources when
the inner and outer boundary circles r = 1 and r = 2 are held at two
different constant temperatures and the IC function depends only on 7.
(Since the body and the IC have circular symmetry, we may assume that
the solution u is independent of the polar angle §.) Then the equilibrium

temperature uo,(r) satisfies the BVP
(rug(r)) =0, 1<r<2,
Uoo(1l) =3, wue(2)=-—1.

Integrating the ODE once, we find that

rul,(r) = C1 = const,
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while a second integration yields the general solution

Uoo(r) = C1Inr + Cy,  Cy = const.

Using the BC at r = 1, we see that Cy = 3; then the condition at r = 2
leads to C1 =4/(In2), so

Uoo (1) = ﬁ Inr+3. m

6.2. Nonhomogeneous Problems

Time-independent boundary conditions. Consider the IBVP
ug(z,t) = kuge(z,t), 0<z <L, t>0,

w(0,t) =, u(L,t)=p0, t>0, (6.2)
u(z,0) = f(z), O0<z<L,

where k, a, 0 = const and f is a given function. To be able to use the
method of separation of variables, we need to make the BCs homogeneous,
while keeping the PDE also homogeneous.

Proceeding as in Section 6.1, it is easily seen that the equilibrium solution
for this problem is
-«
L

Then the function v = u — U, is a solution of the IBVP

uoo(x)za—l—ﬁ z, 0<z<L. (6.3)

ve(x,t) = kvgg(x,t), 0<xz <L, t>0,
v(0,t) =0, wv(L,t)=0, ¢t>0,
v(x,0) = f(z) — uso(z), 0<a<L.

This new IBVP was solved in Section 5.1 and, by (5.10), its solution is
Zb SlIl —k‘(ﬂzﬂ'z/L)t

where, by (5.9) with f replaced by f — uwo,

hlw

L
/ ) — Uso (T ]sinn—zxdm, n=12,.... (6.4)
0
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Consequently, the solution of (6.2) is
w(T,t) = Uoo (T) + (T, 1) = uoo(z) + nio:lbn sinn—zx e~knm/L)t
with ue and the b, given by (6.3) and (6.4), respectively.

Time-independent sources and boundary conditions. The above
method also works for an IBVP of the form

ut(x,t) = kugg(z,t) +q(z), 0<z<L,t>0,

u(0,t) =a, w(L,t)=p, t>0,

u(z,0) = f(z), 0<z<L,
since, as seen in Section 6.1, the computation of the equilibrium temperature

distribution takes the source term into account.

Other types of BCs are treated similarly if a steady-state solution exists.
6.6. Example. The equilibrium solution u, of the IBVP
up(2,t) = Uge(2,t) + 7sin(rz), 0<x<1,t>0,
uw(0,¢) =1, wu(l,t)=-3, t>0,
u(z,0) =2%, 0<z<l1,

satisfies .

u” () + m?sin(rz) =0, 0<x <1,
Uoo(0) =1, wueo(l) = —3.

The solution of this BVP is us(x) = sin(mz) —4x+1. Then the substitution
v(x) = u(z) — sin(rz) + 4 — 1 reduces the given IBVP to

ve(x,t) = vge(,t), 0<ax <1, t>0,
v(0,t) =0, wv(1,t)=0, t>0,
v(x,0) = 2? +4x — 1 —sin(rz), 0<z <1,

which can be solved by the method of separation of variables. m

6.7. Example. If the IBVP

g

+(z ,t)—um(xt)—kx—% 0<z<1,t>0,
ug(0,t) = ugy(1,8) =0, t>0,

u(z,0) = —§+x+%x2—%x3, 0<z<l1,



138 LINEAR NONHOMOGENEOUS PROBLEMS

where v = const, has a steady-state solution u,, then this solution must
satisfy

ul () +x —

ul (0) =0, ul(1)=0.

[e )

vy=0, O0<z<l,

Integrating the equation once, we find that
ulo(z) = —%2* + 4z + C1, Oy = const,

which satisfies both boundary conditions only if v = 1/2 and C; = 0.

Another integration yields
Uoo () = —%x?’ + ixQ + Cy, (5 = const.

Following the procedure in Example 6.2, we deduce that Co = 0. Then the
substitution v(z) = u(z) + §2® — ;27 reduces the original problem to the

IBVP
ve(,t) = vee(x,t), 0<z<1,t>0,

v:(0,8) =0, wv,(1,6) =0, t>0,
v(x,O)zm—%, 0<z<l,

to which we can apply the method of separation of variables. m

The general case. Consider the IBVP

ue(x,t) = kugg(x,t) +q(x,t), 0<zx <L, t>0,
u(0,t) = a(t), u(L,t)=pE), t>0,
u(z,0) = f(z), O0<z<L,

where «, 3, f, and ¢ are given functions. Also, let
p(z,t) = Ci(t) + Ca(t)x

be a linear polynomial in z satisfying the BCs; that is, p(0,t) = «(t) and
p(L,t) = B(t). Then Cy = a and Cy = (8 — «)/L, and the substitution
u = v + p reduces the given problem to the new IBVP

vt(xvt) = kvww(xvt) + [Q(x»t) _pt(xvt)]7 O0<z <L, t>0,
v(0,t) =0, o(L,t)=0, t>0,
’U(IE,O):f(x)—p(fE,O), 0<.’E<L,
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which has homogeneous BCs but a nonhomogeneous PDE. Such problems,
and similar ones with other types of BCs, are solved by the method of

eigenfunction expansion, discussed in the next chapter.
6.8. Example. The IBVP
ug(x,t) = ugg(z,t) +2t, 0<ax<1,t>0,
u(0,t) =1 —t, u(l,t)=t> >0,
u(z,0) =2, 0<xz<l1,

is of the above form, with L =1, a(t) = 1 — t, 3(t) = 2, and q(z,t) = xt;
therefore,
plr,t) =1—t+ (2 +t— 1)z
The substitution
u(z,t) =v(x,t) +1—t+ >+t —1a

now reduces the given IBVP to the problem

ve(x,8) = Vgg(z,t) +1—at —z, 0<z<1,t>0,
v(0,t) =0, o(1,t)=0, t>0,
v(z,0)=2x—1, 0<xz<l,

with homogeneous BCs. m
6.9. Example. The IBVP

ug(x,t) = uge(z,t) +xt, 0<ax<1,t>0,
ugp (0,t) =, ugx(L,t) =¢*, t>0,
u(z,0)=2+1, 0<z<l1,

needs slightly different handling. Here we take p, instead of p to be a linear
polynomial in x satisfying the BCs; that is,

pm(x»t) = Cl(t) + C2(t)xv pw(07t) = tv pw(17t) =
Then p,(z,t) =t + (t* — t)x, from which, by integration, we obtain
plz,t) = at + S2%(* —¢).

(Since we need only one such function p, we have taken the constant of

integration to be zero.) The substitution
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u(z,t) =v(z,t) + ot + 22*(t* — t)
now reduces the original problem to the IBVP
vp(2,t) = Vgo(2,8) +8° —t + 2t — 22 (2t — 1) — =z,

O<ax<l1, t>0,
vz(0,1) =0, wvy(1,¢) =0, ¢t>0,

v(z,0)=2z+1, O0<z<l =m

6.10. Remark. This technique can also be applied to reduce other types
of IBVPs to simpler versions where the PDE is nonhomogeneous but the
BCs are homogeneous. In the case of BVPs, we can similarly make two of

the BCs homogeneous by means of a suitably chosen linear polynomial. m

Exercises

In (1)-(6) find the equilibrium solution for the IBVP consisting of the PDE
ug(x,t) = ugy(z,t) + q(x), 0<zx <1, t>0,

and the function ¢, BCs, and IC as indicated. (In (5) and (6) also find the

value of v for which such a solution exists.)

(1) g(x) =6—12z, u(0,t) =—-1, wu(l,t) =2, u(z,0)= f(x).
(2) q(x) =4 -6z, u(0,t)=-3, uy(1,t) =-1, u(z,0)= f(z)
(3) q(z) = —4—1222, uy(0,t) =3, ua(1,t) =3[u(l,t) — 1],

(=)

u(z,0) = f(x).
(4) q(z) =242 — 1222, uy(0,t) = =3[u(0,t) — 3], u(l,t) = -2,

(5) q(z) =vx —4, uy(0,t) = =3, uy(1,t) =4, u(z,0)=—-3z— 5.
(6) q(x) =+ 6z — 1222, uy(0,t) = =2, uy(1,t) =3,
u(z,0) = %Wsm(wx)

In (7)—(12) find the equilibrium solution of the IBVP consisting of the PDE
and IC

ut(2,t) = Uge(x,t) — ug(x,t) + 2u(x,t) + qlz), 0<z <1, t>0,
u(z,0) = f(x), O0<z<l,

and the function ¢ and BCs as indicated.
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(7) qlz) = =222+ 2z +6, u(0,t)=—1, u(l,t)=2.

(8) q(x) =—2x+7, u(0,t) =0, ugy(l,t) =14 2e.

9) q(x) =22 —3, uy(0,t) = —4, uy(1,t) =—1+e— 4de’.
(10) q(z) =8 — 4z, u,(0,t) =8, u,(1,t) =6e+2.
(11) q(z) = =622 + 28z — 17, u(0,t) = —2, wug(1,t) =2[u(1,t) - 3].
(12) q(z) =22 -9, u,(0,t) = —2[u(0,t) — F], u.(1,t) = 2e - 1

In (13)—(18) find a substitution that reduces the IBVP consisting of the
PDE and IC

u(x,t) = Ugg(z,t) +x+t—2, 0<z<1, t>0,

u(z,0) =2z, 0<z<l,
and the BCs as indicated, to an equivalent IBVP with homogeneous BCs.

In each case compute the nonhomogeneous term ¢(z,t) in the transformed
PDE and the transformed IC function f(z).

(13) w(0,t) =t+1, u(l,t)= 2t—t2

(14) u,(0,t) =2 — 2, ux(l,t)

(15) ug(0,8) = 3t, ug(l,t) =2

(16) w(0,t) =t +2, ux(1,t) =1— 2t

(17) ua(0,6) = —2u(0,t) — 1], ua(1,t) =2+,
(18) u(0,t) =12, uy(1,t) = 2[u(1,t) — 3].

In (19)-(22) find a substitution that reduces the IBVP consisting of the
PDE and ICs

Ut (2,8) = Ugg(z,t) —at+22, O0<zx <1, t>0,
w(z,0) =41, w(z,0)=2z 0<z<]l,

and the BCs as indicated, to an equivalent IBVP with homogeneous BCs.
In each case compute the nonhomogeneous term ¢(x,t) in the transformed
PDE and the transformed IC functions f(z) and g(x).

0,t) =2t +3, u(l,t)=1t>—4.
0,t) =t —t2, wu(l,t) =2t
0,t) =t —1, uy(1,t)=1t>+2.
0,t) =t +2t, u,(1,t)=3—2t.
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In (23)—(26) find a substitution that reduces the BVP consisting of the PDE
uxx($>y)+Uyy($ay)+2x_yzo7 0<$>y<17

the two boundary conditions
u(z,0) =3z, wu(r,l)=1-2z, 0<z<lI,

and the other two BCs as indicated, to an equivalent BVP with homoge-
neous BCs at x = 0 and z = 1. In each case compute the nonhomogeneous
term ¢(z,y) in the transformed PDE and the transformed BC functions
f(z) and g(z) at y =0 and y = 1.

) uw(0,y) =2y -1, u(ly) =y —y>
24) u(0,y) = y* + 2y, u(l,y) = 3y>.

) uz(0,y) =2 -y, uy(l,y)=1+3y.

) ue(0,y) =92+ 1, ug(l,y) =3y? — 2.

In (27)-(30) find a substitution that reduces the IBVP consisting of the
PDE and IC

up(x,t) = Uy (2,t) — 2uz(x,t) +xt—2x+1, O<z<l1, t>0,
u(z,0)=2+2, 0<z<l1,

and the BCs as indicated, to an equivalent IBVP with homogeneous BCs.
In each case compute the nonhomogeneous term ¢(x,t) in the transformed
PDE and the transformed IC function f(z).

27
28
29
30

w(0,t) =2t + 3, u(l,t) =4 — 3t.
u(0,t) =t+4, u(l,t)=2t—-1.
ug(0,8) =1 —2t, ux(l,t) =3+1.

(
(
(
( ug(0,t) = 2, u,(1,t) = 3t + 2.

~ — N ~—



Chapter 7

The Method of
Eigenfunction Expansion

Separation of variables cannot be performed if the PDE and/or BCs are not
homogeneous. As we saw in Chapter 6, there are particular situations where
we can reduce the problem to an equivalent one with homogeneous PDE
and BCs, but this is not always possible. In the general case, the best we
can do is make the boundary conditions homogeneous. The eigenfunction
expansion technique is designed for IBVPs with a nonhomogeneous equation

and homogeneous BCs.

7.1. The Heat Equation
Consider the IBVP

us(x,t) = kugg(x,t) + q(x,t), 0<ax <L, t>0, (PDE)
u(0,t) =0, wu(L,t)=0, t>0, (BCs)
u(z,0) = f(x), 0<az<L. (IC)

The eigenvalues and eigenfunctions of the corresponding homogeneous prob-

lem (¢ = 0) are, respectively (see Section 5.1),

2
nm . 7T
/\":(T> , Xn(x):smT, n=12....

Since {Xn}:o:l is a complete set, we may consider for the solution an ex-

pansion of the form
o0
u(z,t) = ch(t)Xn(x). (7.1)
n=1

Differentiating series (7.1) term by term and recalling that X/ + A\, X,, =0,
from the PDE we obtain

SO Xal@) = £ eald) XL (@) + alat)

==k cn)AnXn(z) + q(a,1),
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or

> [eh(t) + kdnen(t)] Xn(z) = g(a,1).

Multiplying this equality by X,,(x), integrating from 0 to L, and taking
the orthogonality of the X,, on [0, L] (see Theorem 3.8(iii)) into account, we

find that
L

L
[c;n(t) + k)\mcm(t)] /an(x) dz = /q(x,t)Xm(x) dz,
0 0

which (with m replaced by n) yields the equations

O —t~

q(z,t) X, (x)dx

p(t) + kAncn(t) = — , t>0, n=12,.... (7.2)
[ xX3(a)ds

0

The BCs are automatically satisfied since each of the X, in (7.1) satisfies
them.
From (7.1) and the IC we see that

(o)
u(@,0) = f(z) = D eal0)Xu().
n=1
Proceeding as above, we arrive at the initial conditions
f(2) X (z)dz

(0)=4—— n=12... (7.3)
J X2 () dx
0

O —t~

Clearly, this is the same as finding formal expansions

W) =S OXale), F@) =S faXala),
n=1 n=1

where the g, (t) and f,, are given by the right-hand sides in (7.2) and (7.3),
respectively. Then the solution of the IBVP is of the form (7.1) with the
coefficients ¢, (t) computed from (7.2) and (7.3), which, for our problem,

reduce to
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L
/ (x,t)sin ? dz,

hlw

(b)) + k (%W)zcn(t) = qn(t) =

= fn= /f sin —dx

IBVPs with other types of BCs are treated similarly.
7.1. Example. The eigenvalues and eigenfunctions for the IBVP
ue(2,t) = Ugy(x,t) + e 24n’t sin(5rz), O0<z<1,t>0,
u(0,t) =0, wu(l,t)=0, t>0,
u(z,0) = 3sin(4nz), 0<z <1,
are (here k = 1 and L = 1) \,, = n?7? and X,,(z) = sin(nmz), n = 1,2,....

Since q(z,t) = 7r26*24’r2tsin(57rx) and f(x) = 3sin(4wx) coincide with their

eigenfunction expansions, the above formulas yield the IVPs

2,—24n°t —
/()+n27r20n(t):{7re , n=5 t>0,
0, n#5,
3, n=4,
n(0) =
¢n(0) {0, n 4.
Hence, for n = 4 we have
c(t) + 167%c4(t) =0, >0,
64(0) = 3,
with solution c4(t) = 31677 (obtained, for example, by means of the
integrating factor 625”%); for n =5,

ci(t) + 25m3ces(t) = m2e W s 0,
¢5(0) =0,
with solution ¢5(t) = e=2™ (™t — 1); and for n # 4,5,
c (t) +n’mie,(t) =0, t>0,
n(0) =0,
with solution ¢, () = 0. Consequently, by (7.1), the solution of the IBVP is

u(z,t) = ca(t) Xa(z) + c5(t) X5 (x)

= 36*16”2tsin(47rx) + 67257T2t(67r2t —1)sin(57z). m
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7.2. Example. The IBVP

u(w,t) = uge(z,t) + e, 0<x <1, t>0,
u(0,t) =0, wu(l,t)=0, t>0,
u(z,0)=z—-1, 0<z<l,
has the same eigenvalues and eigenfunctions as that in Example 7.1. Here

q(z,t) = ze " and f(x) = x — 1. Hence, by (7.2), (7.3), and (2.5), and using
integration by parts, we find that

1
() +n’mie,(t) = 2e*t/xsin(n7rx)dx
0

2
= (1" =t t>0 7.4
(=1) —e ; (7.4)
and 1
2/ 1) )d 2
n( — in( = ——.
C X b nmTx X o (75)
0

An integrating factor for (7.4) is e”’™t . 50 the solution of (7.4), (7.5) is

att) = 1 2t [y - e,

nm | n?r2 -1 n2r? —1

which means that, by (7.1), the solution of the given IBVP is

u(z,t) = i R 2 71 et
n2w2 —1

n=1
1
n?n? —1

+ {(—1)" - ] e—"zﬂzt} sin(nrz). m

7.3. Example. The eigenvalues and eigenfunctions associated with the
IBVP

ut(x,t) = Ugg (2,t) + 2t + cos(2mz), 0<z<1,t>0,
uzy(0,t) =0, wug(l,t)=0, t>0,

1

u(z,0) = ﬁcos(%rx), 0<z<1l,

are (see Section 5.1) \, = n?r? and X, (z) = cos(nmz), n = 0,1,2,...
=1

(for convenience, here we have taken Ao instead of 1/2). Reasoning
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just as in the case of the sine eigenfunctions, we deduce that (7.1)—(7.3)
still hold except that now n = 0,1,2,... and the X, are cosines. Since
q(x,t) = 2t +cos(2mx) and f(z) = (272) ! cos(2nx) are linear combinations
of the eigenfunctions, (7.2) (with k = 1) and (7.3) lead to the IVPs

2t, n=0,
() +niric,(t) =<1, n=2, t>0,
0, n#0,2,
1
Cn(O) — {ﬁ? n = 27
0, n # 2.

Thus, for n = 0 we have

with solution co(t) = t2; for n = 2,
ch(t) +4r2ca(t) =1, t>0,

1
20) =5

with solution ¢y (t) = (472)7L(1 4 e47°t); and for n # 0,2,
c(t) +n’r?c,(t) =0, t>0,
cn(0) =0,

with solution ¢, (t) = 0. Hence, the solution of the given IBVP is

u(z,t) = co(t) Xo(z) + co(t) Xa(z) = t2 + ﬁ(l + 6_4”2t)cos(27rx). ]

7.4. Example. The eigenvalues and eigenfunctions for the IBVP
w(x,1) = ugg(z,t) — sin (37z) + tsin (3nz), 0<z<1,t>0,
u(0,t) =0, wuy(1,t) =0, t>0,

u(z,0) = sin(%ﬂ'x) + ZSin(%ﬂ'x), O<z<l,

are (see Section 5.1)

m—1 2,2
)\n:%, Xn(x)zsin

(2n — 1)7x
2 )
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By direct calculation, we can show that the general scheme also works in
this case, with k =1, L = 1, and the above A, and X,,. We could therefore
find the equations and ICs for the ¢, from (7.2) and (7.3). However, as
before, we notice that the functions g(z,t) = —sin(2nz) + tsin(37z) and
f(x) = sin(37x) + 2sin(37x) are already linear combinations of the X,,, so
we deduce that

-1, n=2,
() +1@2n—1)°c,(t) = t, n=3, t>0,
0, n+#23,
1, n=1,
n(0) =<2, n=2,
0, n#1,2.

Thus, for n = 1 we have

with solution ¢ (t) = et/ for n = 2,

4
63(0) = 0,
with solution c3(t) = %W*‘Le*%’r%/‘L + %szt — %W"‘; finally, for
n#1,2,3,
cn(t) + 2 (2n — 1)%7c, (t) =0, t >0,
cn(0) =0,

with solution ¢, (t) = 0. Hence, by (7.1), the solution of the given IBVP is

972

4 16 16 _o5x2t/a) . (5
* (257r2 e o LA LU CLU R

1872 4+ 4 4
u(w,t) = e—w2t/4 sin(%ﬂx) + (777“_6_9”275/4 _ 9_2) Sin(%ﬂx)
s
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7.2. The Wave Equation

Consider the IBVP

gt (2,1) = e (2,t) +q(w,t), 0<z <L, t>0, (PDE)
u(0,t) =0, w(L,t)=0, t>0, (BCs)
u(z,0) = f(x), u(z,0)=g(x), 0<z<L. (ICs)

The eigenvalues and eigenfunctions associated with this problem are (see
Section 5.2)

2
)\n:(%>v Xn(x):SinnLﬂv n=12....

Starting with an expansion of the form (7.1) and following the same general
procedure as for the heat equation, this time also including the second IC,
we find that (7.2) is replaced by

q(z,t) X, (x) dx

n(t) + EXpen(t) = = , t>0, n=12,..., (7.6)
[ X2(x)dx

0

Ot —t~

that (7.3) remains unchanged, and that

GO0 =t— n=12... (7.7)

The solution of the IBVP is then given by (7.1) with the ¢, computed by
means of (7.6), (7.3), and (7.7), which in our case take the form

L

2
0+ (%Y =2 fawiton ™,
0
L L
2 . nmw 2 nwT
cn(0) = E/f(x)sln de e ( E/g sm—da:
0 0

Other BCs can be treated in similar fashion.
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7.5. Example. For the IBVP

et (,1) = U (2,t) + 72sin(rz), 0<z <1, t>0,
u(0,t) =0, wu(l,t)=0, t>0,
w(z,0) =m, wu(z,0) =2msin(27rz), 0<z <1,

the above formulas with ¢ = 1, L = 1, g(x,t) = m?sin(rx), f(z) = 7, and

g(x) = 2mwsin(2nx) yield

1) + n2rPen(t) = {

w2, n=1,

t>0,
0, n#l,

1
2
2/7Tsm nrx)dr = [1—(—1)”]—, n=12,...,
n

0
2w, n =2,
(0) = {0 "y

Hence, for n =1,
)+ e (t) =72 t>0,

c1(0) =4, c(0)=0,
with solution ¢ (t) = 3cos(nt) + 1; for n = 2,
ey (t) +4nca(t) =0, t >0,
2(0) =0, (0) =2,
with solution ca(t) = sin(27t); and for n # 1,2,
A'(t) +n’rie,(t) =0, t>0,
() = [1- (172, &) =0,
with solution ¢, (t) = [1 — (=1)"](2/n)cos(nnt). Consequently, by (7.1),
u(z,t) = [3cos(wt) + 1]sin(nz) + sin(27t) sin(27x)

2
+ Z 1-(- — cos(mrt)sm(mrx) ]

7.6. Example. The IBVP
Ut (,1) = Ugg(z,t) + 1 +tcos(mz), 0<z<1,t>0,
ugp(0,8) =0, wugy(1l,t) =0, t>0,
u(z,0) =2, wuy(x,0) = —2cos(2mx), 0<z <1,
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gives rise to the eigenvalues and eigenfunctions (see Section 5.3)

Ay = 0?72, X, (z) = cos(nmz), n=0,1,2,....

The above general procedure accommodates this case as well, with the ob-
vious modifications. Taking ¢> = 1 and L = 1 and seeing that q(x,t) =
1+ teos(mx), f(x) =2, and g(x) = —2cos(27x) coincide with their eigen-
function expansions, we find that (7.6), (7.3), and (7.7) lead to the IVPs

1, n=0,
A(t) +nPrie,(t) =< t, n=1, t >0,
0, n#0,1,
2, n=0, , =2, n=2,
C“m_{m n#O,CAm_{& n 2.

So for n = 0 we have
o (t) t>0,

0 =1,
c0(0) =2, ¢5(0) =0,

with solution co(t) = 1t2 4 2; for n = 1,

with solution co(t) = —7~!sin(2nt); and for n # 0,1,2,

() +nrie,(t) =0, t>0,
cn(0) =0, c,(0)=0,

with solution ¢, (t) = 0. Consequently, by (7.1), the solution of the IBVP is

1 1 1
u(z,t) = EtQ +2+ Ft - Fsin(ﬂt) cos(mx)

1
— —sin(27t) cos(2nz). m
™



152 EIGENFUNCTION EXPANSION

7.3. The Laplace Equation

Consider the BVP
U:c:c(xay)"‘uyy(xay):CI($>:U)7 O<Z‘<L, O<y<K7
u(0,y) =0, wu(L,y)=0, 0<y<K,

u(z,0) = f1(z), uw(x,K)=folz), 0<z<L,

where, for convenience, the source term has been shifted to the right-hand
side of the PDE. The eigenvalues and eigenfunctions associated with this
problem for the nonhomogeneous Laplace equation (Poisson equation) were

found in Section 5.3; they are, respectively,

2
)\n:<n%>a Xn(x):Sin?v n=12....

Seeking a solution of the form
= nmww
) = D enly)sin 77,

we deduce as in Sections 7.1 and 7.2 that the coefficients ¢,,, n = 1,2,...,

satisfy the ODE boundary value problems

L
A (y) — nPnen(y) = %/q(x,y)sin ?dm, O<y< K,
0
L
cn(0) = %/fl(x)sin ?dm, (7.8)
0
L

7.7. Example. In the BVP

Uge (2,Y) + Uy (7,y) = wsin(rz), 0<2 <1, 0<y<2,
u(0,9) =0, u(l,y)=0, 0<y<2,
u(z,0) = 2sin(37z), wu(z,2) = —sin(rz), 0<z <1,
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2

we have L = 1, K = 2, q(z,y) = w*sin(rz), fi(x) = 2sin(37zx), and

fa(x) = —sin(wz). Since g, f1, and fa are linear combinations of the eigen-

functions, we can bypass (7.8) and see directly that ¢, satisfies

2 :1
c;;<y>—n2ﬂ2cn<y>={”’ n=hgcy<n,

0, n#l,
2, n=3
a(0) ={

0, n#3,

-1, n=1

n2 — ) )

¢n(2) {0, n # 1.
Then for n =1,

Adly) —ma(y) =7, 0<y<2,

with solution ¢;(y) = —esch(2m)sinh (7(y — 2)) — 1; for n = 3,

/!

ch(y) — 971'263(y) =0, 0<y<2,
63(0) = 2, 83(2) = O,

with solution ¢3(y) = —2csch(6m)sinh (37(y — 2)); and for n # 1,3,

with solution ¢,(y) = 0. Hence, the solution of the BVP is
u(z,y) = —[esch(2m)sinh (7(y — 2)) + 1] sin(7z)
— 2csch(6m)sinh (37 (y — 2)) sin(37z). =
The same method can be applied to the nonhomogeneous Laplace equa-

tion in polar coordinates.
7.8. Example. In Section 5.3 we established that the eigenvalues and
eigenfunctions associated with a BVP such as

Upr (1,0) 4+ 77, (r,0) + 17 2ugg(r,t) = 4,

O<r<l, - w<O<m,
u(1,0) = 2cosf —sin(20), —m <0<,
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are
A=0, 690 =1
Ay =12 O1,(0) =cos(nb), ©,(0) =sin(nh), n=1,2,....

Seeking a solution of the form
( - CO Z Cln @177, + Con (r)@2n (9)]

and reasoning just as in Example 7.7, we deduce that the coefficients ¢y,

Cin, and con, n =1,2,..., satisfy

gy +rtey(r) =4, 0<r<l,

)+, () —nPr e, (r) =0, 0<r<1,
2, n=1,
M 1) =
) {0, n#l,
o (r) 1 e, (r) = n?r ey, (r) =0, 0<7r <1,
-1, n=2
n 1 — ) )
can(1) {0, n # 2.
Since, according to the explanation given in Section 5.3, u(r,0), u,(r,0), and
ug(r,0) must be continuous (hence, bounded) for 0 <r <1, —7 < 0 < 7, we
look for solutions ¢o(7), 1, (1), and cap (r) that remain bounded as r — 0+.
The ODE for n = 0 is integrated by first noting that, after multiplication
by r, the left-hand side can be written as (rc})’; in the end, we find that
the desired bounded solution is co(r) = r% — 1.

Multiplying the ODEs for n > 1 by r?, we arrive at BVPs for Cauchy—

Euler equations. Thus, for n =1,

r2cf (r) +rc(r) —en(r) =0, 0<r<1,
011(1) = 2,

r2chy (1) 4 rch (r) — e (r) =0, 0<r <1,
021(1) = 0,
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with bounded solutions ¢11(r) = 2r and ¢ (r) = 0; for n = 2,

r2cly(r) + rciy(r) —deia(r) =0, 0<r <1,
612(1) = 0,

12y (r) + rchy(r) —desa(r) =0, 0<r <1,

622(1) = —1,
with bounded solutions c12(r) = 0 and cao(r) = —r?; and for n = 3,4, ...,
TQC/lln(T) + TClln(T) - nQCln(r) =0, O0<r<li,
Cln(].) = 07
TQC/ZIn(T) + TCIZn(T) - n262n(r) =0, O0<r<l,
62”(1) = 07

with bounded solutions ¢1,(r) = 0 and c2,(r) = 0. Therefore, the solution
of the BVP is

u(r,0) = co(r) + c1n(1)O1,,(0) + c2n(1)O2,,(0)

=7% — 1+ 2rcosf —r?sin(260). m

7.4. Other Equations

The method of eigenfunction expansion can also be applied to IBVPs or
BVPs for more general partial differential equations, such as those men-

tioned in Section 4.4.

7.9. Example. Consider the IBVP

u(2,t) = Ugg(x,t) — 2ug(z,t) + u(z,t) + 2te” sin(2wz),

O<ax<l1, t>0,
u(0,t) =0, wu(l,t)=0, t>0,

u(z,0) =0, 0<z<l.
Separating the variables in the associated homogenous IBVP in a conve-

nient way, we see that the eigenfunctions satisfy the regular Sturm—Liouville

problem
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X"(z) —2X'(z) + \X(x) =0, 0<z<]1,

X(0)=0, X(1)=0,
so, by the formulas in Remark 3.21(iii) with a = =2, b = 0, ¢ = 1, and
L=1,

A =n212 +1, X, (x) =e"sin(nwz), n=12,....

Consequently, we seek the solution of our given nonhomogeneous IBVP in

the form

u(z,t) = Z cn(t)e” sin(nrx).

n=1
Following the procedure applied in the preceding examples, we conclude
that the coefficients ¢, (t) are the solutions of the IVPs

G+ D) = {3 125 0,

cn(0) = 0.
For n = 2 we have
ch(t) +4ney(t) = 2t, >0,
c2(0) =0,

from which

1
co(t) = Y (6_4”2t +4mt — 1).

For n # 2, we find that ¢, (t) = 0. Therefore, the solution of the given IBVP

is

1
u(x,t) = oy (6_4”2t +4m°t — 1)e”sin(27z). m

7.10. Example. The same procedure applied to the IBVP
ugt(2,t) + 2ug(z,t) = uga(x,t) — ug(z,t)
+ [2 + (97r2 + i)t]ex/Qsin(wa), O<z<l, t>0,
u(0,t) =0, wu(l,t)=0, t>0,

u(z,0) =0, wuy(x,0) = e ?sin(3rz), 0<z<l1,
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yields

Ap = n’n? + 1. Xn(z) = e*?sin(nmz), n=1,2,...,

which suggests that we seek the solution in the form

ch */2sin(nmz),

n=1

with the coefficients ¢, (¢) satisfying

CZ (t) + zciz(t) + )\ncn(t) =

{2+(9ﬂ2+i)t, n=3 4

0, n # 3,
1, n=3,
cn(0) =0, ,(0)= {O n43

Solving the two cases n = 3 and n # 3 separately, we arrive at
t, n=3,
en(t) = {0, n # 3.
Hence, the solution of the given IBVP is
u(x,t) = te*/?sin(3rz). m

7.11. Example. The method of eigenfunction expansion applied to the
BVP

2 2z

—y)e“Tsin(nz),
O<z<1, 0<y<2,
u(0,y) =0, u(ly)=0, 0<y<2

u(z,0) = 2e*"sin(27z), w(r,2) =0, 0<z<I1,

U (T,Y) + Uy (2,Y) — dug(2,y) = (y

leads us to the eigenvalues and eigenfunctions
Ay =021 +4, X, (z) =e*sin(nmz), n=12,...,

so we seek the solution in the form

Z cn(y)e“Fsin(nrx),
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where the coefficients ¢, (y) are the solutions of the ODE boundary value

problems

2 _
" — e _Jy -y n=
cn(y) cn(y) {0’ ntl

2, n=2,
en(0) = {0 2 cn(2) =0.

The individual coefficients are now easily computed. For n =1,
Aly) — (T +haly) =y —y, 0<y<2,
61(0) = O, 01(2) = 0,

with solution

a(y) = ﬁ {2csch (2¢/72 4 4) [(7* 4 5)sinh (V72 + 4y)

— sinh (V72 4+ 4(y — 2))} + (2 +4)(y —y?) — 2};

for n =2,
& (y) —4(r° + Dea(y) =0, 0<y<2,

with solution
c2(y) = —2csch (4v/72 + 1) sinh (2v/72 + 1 (y — 2));
and for n # 1,2,

Ay) + (P12 +4)ea(y) =0, 0<y<2,
n(0) =0, ¢,(2)=0,

with solution ¢,(y) = 0. Consequently, the solution of the given BVP is

written as

2 2

u(z,y) = c1(y)e““sin(mx) + ca(y)e " sin(2rz),

with ¢1(y) and ¢a(y) as determined above. m
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Exercises

In (1)—(8) use the method of eigenfunction expansion to find the solution of
the IBVP

us(x,t) = Uy (2,t) + q(z,t), 0<z <1, t>0,
u(0,t) =0, wu(l,t)=0, t>0,
u(z,0) = f(x), 0<z<l,

with the functions ¢ and f as indicated.

(1) q(z,t) = tsin(Qﬂ'x) f(z) = sin(27z) — 5sin(4nz).

(2) q(z,t) = [3+72(3t — 2)] sin(mz) + (97?4 2t)sin(37z),
flz)=-2 1n(7rx)

(3) q(z,t) = e tsin(3rz) — sin(brz), f(x) = sin(rz) + 2sin(37z).

(4) q(z,t) = [(7* = 1)e~" — n?] sin(rx) + (47%t 4 472 + 1)sin(27x)

+48m?sin(4rx), f(z) = sin(2wz) + 3sin(4nz).
(5) q(z,t) = (t — 1)sin(wz), f(z) = sin(rz) + 2sin(27x).
6) q(z,t) = e~ 4 tgin(2rx) + (2t + 3)sin(3mx),

f(z) = 3sin(mz) — 2sin(27z).
1, 0<x<1/2,
0, 1/2<x<1.

®) qa.t)= 3@ -1t fa)=x.

In (9)—(16) use the method of eigenfunction expansion to find the solution
of the IBVP

u(x,t) = uge(z,t) + q(z,t), 0<z <1, t>0,

ug(0,8) =0, wu,(l,t)=0, ¢>0,

u(z,0) = f(z), O0<z<l,

with the functions ¢ and f as indicated.

,t) =2+ cos(2mzx), f(x) = 2cos(mx) — cos(2mz).

t) =2+ 1672 cos(2mz) + [(97% — 1)e~" + 92| cos(3mz),
f(z) = 4cos(2mx) + 2cos(3mx).

(11) q(z,t) =t —tcos(wz), f(x) =1+ 3cos(dmrz).
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(12) q(z,t) = 77267”2'5005(#33) + (1 —2¢t)cos(2mz), f(x) = 2cos(2mx).
e teos(rx), f(x)=2— cos(3mz).
1, 0<z<1/2,
(@) = {1, 1/2<z< 1.
(15) q(z,t) = —2xt, f(x)=1— 3cos(2x).
(16) 4wt) = (1— o)ty f(2) = .

(14) qla,t) =3t —4, f

In (17)-(20) use the method of eigenfunction expansion to find the solution
of the IBVP

us(x,t) = Uy (2,t) + q(z,t), 0<z <1, t>0,
u(0,t) =0, wu,(l,t)=0, ¢>0,
u(z,0) = f(x), 0<z<l,

with the functions ¢ and f as indicated.

(17) g(z,t) = sin (27z) — 2sin (27z), f(z)=sin(Lnz).
(z,t) =tsin (3 7z), f(z)=sin(irz)+ 2sin(57z).
(19) q(z,t) = 1 [9722 + 2(4 — 97%)t — 8] sin (2 7z)
+ 2 (2572 —4)e~'sin (2 7z), f(z) = 2sin(dm2).

(20) q(z,t) =tsin(37z), f(z) =7z

—
—
[09]

=

(=)

In (21)—(26) use the method of eigenfunction expansion to find the solution
of the IBVP

Ut (X,1) = Ugg(2,1) + q(z,t), 0<x <1, t>0,
u(0,¢) =0, wu(l,t)=0, t>0,
u(z,0) = f(x), u(z,0)=g(x), 0<ax<l,

with the functions ¢, f, and g as indicated.

(21) q(zx,t) = 2si (27rx) f(z) =sin(nz), g(x) = —3sin(27wz).
(22) q(z,t) = (3% — 4 — 272t%) sin(7z) + 972(1 + ¢)sin(37z),
f(z) = 3si (ﬂ'x) + sin(37x), g(x) = sin(37x).
(23) q(x,t) =tsin(rz), f(z) =sin(rz), g(z) = 2sin(rz) + 4sin(37z).
(24) q(z,t) = 4[r? — (72 4+ 1)e~?] sin(27z) + 2(167% — 1)sintsin(47z),

fl@) =0, g(x)=2sin(2rz) + 2sin(4dnz).
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(25) q(z,t) = (t + 1)sin(27rx), f(z)=0, g(z)=2x—1.

(26) qlast) = 201, f(x):{g’ ‘f/jjji/f’ glz) = 1.

In (27)-(32) use the method of eigenfunction expansion to find the solution
of the IBVP

Ut (2,t) = Uge (x,t) + q(z,t), 0<z <1, t>0,
uz(0,8) =0, w,(l,t)=0, t>0,
U({E,O) = f((E), ut(xvo) = g(x)v 0<z <1,

with the functions ¢, f, and g as indicated.

(27) q(z,t) =3, f(x) =14 2cos(2rz), g(r) = cos(3rz).
(28) q(z,t) = 7%(3 — t)cos(mz),

f(x) = 3cos(mx), g(r) = —cos(mx) + 6mcos(3mx).
(29) q(z,t) =1+ tcos(2mx),

f(z) =2cos(2mz), g(x) =1+ cos(mx) — cos(2mx).
(30) q(z,t) = (t —2)e " + 4n’tcos(2mx),

f(z) = —cos(3nzx), g(x) =1+ cos(2mx).
(31) q(z,t) = -z, f(x)=x—-1, g(z)=0.

0, 0 <1/2,
(32) q(x,t) = 2at, f(z) =, g(x):{l 1/§ix</1.

In (33)—(48) use the method of eigenfunction expansion to find the solution
of the BVP

uww(xvy)—’_uyy(xvy):(J(xvy)7 0<{E<1, 0<y<27

with the function ¢ and BCs (for 0 < 2 < 1, 0 < y < 2) as indicated.

(33) qlz,y) = m(?mc), u(0,y) =0, wu(l,y) =0,
u(z,0) = sin(rz) — 2sin(37z), wu(x,2) = —sin(27x).
(34) q(z,y) = —7%(2y + 3)sin(7z) + (1 — 47%)e Y sin(27z),
u(0,y) =0, u(l,y) =0,
u(z,0) = 1n(7rx) +sin(27z), uy(z,2) = 2sin(rx) — e~ sin(27z).
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(35) q(z,y) = 2ysin(rz), u(0,y) =0, u(l,y)=0,
uy(z,0) =2 —1, uy(x,2) =0.
(36) q(z,y) = 57°, u(0,y) =0, u(l,y) =0,
u(z,0) =0, u(z,2) =1z
(37) q(z,y) = —n?sin(my), u(0,y) = 2sin(ry), wu(l,y) = sin (%ﬂ'y),
u(x,0) =0, u(x,2)=0.
(38) q(x,y) = [ 72)e* + 7 ] sin(my) — 272 (z + 3) sm( ﬂ'y),
u(0,y) = sin (7ry) + 3sin (2 my),
ug(1,y) = 2esin(ry) + sin (2 7y), w(z,0) =0, u(z,2)=0.
(39) q(z,y) = (z — 1)sin(my),
uz(0,y) =0, u(l,y)=y—2, u(z,0)=0, u(z,2)=0.
(40) gq(z,y) = 3zsin (5 7Ty),
u(0,y) =y, u(l,y) =0, u(z,0)=0, u(z,2)=0.
(41) q(z,y) = =2 — 47%(2y — 1) cos(2mz), u.(0,y) =0, wus(l,y) =0,
u(z,0) =1 — cos(2mzx), wu(z,2) = -3+ 3cos(2mz).
(42) q(z,y) = =2+ 7%(2 — y) cos(mz) + (4 — 972)e?Y cos(37x),
ug(0,y) =0, ug(l,y) =0,
uy(x,0) = cos(rz) + 2cos(3rx), u(z,2) = —3 + e*cos(3mz).
(43) q(z,y) = y*cos(2mz), u2(0,y) =0, ua(L,y) =0,
u(z,0) = 2cos(mx), uy(x,2) = —cos(2mx).
(44) q(z,y) = sinycos(rz), uz(0,y) =0, ua(l,y) =0,
u(z,0) = cos(nz), wu(z,2)=1.
(45) g(z,y) = (1 — 2?)cos(my),
u(0,y) = —cos(my), u(l,y)= 2005(%7@),
uy(2,0) =0, uy(z,2)=0
(46) q(z,y) =2— %7‘(‘2 cos (%wy) +2(7? — 1)e % cos(my),
u(0,y) = 3cos (3 my) — 2cos(my), (1,y) = 2e ' cos(my)
uy(2,0) =0, uy(z,2) =0.
)
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In (49)—(54) use the method of eigenfunction expansion to find the solution
of the IBVP

Upr(1,0) 4+ 77, (r,0) + 7 2ugg(r,0) = q(r,6),
Ol<z<l, —w<l<m,
u(r,0), u,(r,0) bounded as r — 0+, wu(1,0) = f(0), —7w<O<m,

u(r,—m) =u(r,m), wug(r,—m) =ug(r,m), 0<r<l,

with the functions ¢ and f as indicated.

(49) q(r,0) = =8, f(0) = —1+ 2sinf + 2cos(36).
(50) q(r,0) = 9r + 6cosf + 3sinf, f() =1 — 3sinb.
(51) q(r,0) = 18r — 4 + 8rcosf + (7r? — 5)sin(30),

f0)
(52) q(r,0) = 3cos + 10cos(30) — 2(2r* 4 9r3)e?" sin(46),
f(8) = cosf — cos(30) — e?sin(40).

1+ cosf + 2sin(30).

0, —m<6<0,
1, 0<é@<m.
0, —m<6<0,
-1, 0<O@<m.

(63) q(r,0) = (1 —r)sin(20), f(8) = {

(54) q(r,0) = rcosf — 2sin(36), f(0) = {

In (55)—(58) use the method of eigenfunction expansion to find the solution
of the IBVP
u(2,t) = Uy (x,t) — up(,t) + 2u(z,t) + q(z,t),
O<ax<l, t>0,
u(0,t) =0, w(l,t)=0, t>0,
u(z,0) = f(z), 0<z<l,

with the functions ¢ and f as indicated.

(55) q(z,t) = (2 — 3t)e™/*sin(nx), f(x) = —e*/*sin(rx).

(56) q(x,t) = (487r —5)e~ e/ 4sin(3rx), f(x) = 2e*/*sin(3nx).
(57) q(z,t) = f(z) = —e®/*sin(2mz).

(58) q(z,t) = I/4sm(7rx) u(z,0) ==z
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In (59)—(62) use the method of eigenfunction expansion to find the solution
of the IBVP

wpe(2,t) + ug(z,t) + u(z,t) = ugy(z,t) — 2ug(z,t) + q(x,t),
O<z<l1,t>0,
u(0,¢) =0, wu(l,t)=0, t>0,

u(z,0) = f(x), wu(z,0)=g(x), 0<z<l,
with the functions ¢, f, and g as indicated.

(59) q(z,t) = [(72 4+ 2)t + 1]e"sin(nz), f(z) =0, g(z) = e”sin(m2).
) = 4[(2n? + 1)t — 72| e” sin(27x),
f(x) = —€*sin(2nzx), g(z) = 2e*sin(2nzx).
(61) q(z,t) =€", f(z)=—e"sin(mz), g(r)=0.
(62) q(z,t) = 2e®sin(2nz), f(z) =0, g(x)=1.

x
x

In (63)—(66) use the method of eigenfunction expansion to find the solution
of the BVP

Uae (T,Y) + Uyy (2,Y) — 2ue(z,y) + u(z,y) = q(z,1),
0<z<l, 0<y<2,

u(0,y) =0, wu(l,y) =0, 0<y<2,

u(z,0) = f(x), u(x,2)=g(z), 0<z<I,

with the functions ¢, f, and g as indicated.

(63) q(z,y) = —7%(2y + 1)esin(nz),
flz)=e sm(7rx) g(x) = 5e”sin(mx).
(64) q(z,y) = (2 — 372 — w2y)e®sin(rx),

~

8

(x) = 3e”sin(mzx), g(x) = Te®sin(nz).
(65) q(z,y) =2e**, f(z)=e*sin(2rz), g(xr)=0.
(66) q(e,y) = 3e*sin(re), f(z) =0, glz)=—1.

7



Chapter 8
The Fourier Transformations

Some problems of practical importance are beyond the reach of the method
of eigenfunction expansion. This is the case, for example, when the space
variable is defined on the entire real line and where, as a consequence, there
are no boundary points. This may lead to the problem in question having a
continuum of eigenvalues instead of a countable set. In such situations we
need to employ other techniques of solution. The Fourier transformations—
developed, in fact, from the Fourier series representations of functions—are
particularly useful tools when dealing with infinite or semi-infinite spatial
regions because they are designed for exactly this type of setup and have the
added advantage that they reduce by one the number of “active” variables

in the given PDE problem.

8.1. The Full Fourier Transformation

Construction of the transformation. Consider, for simplicity, a func-
tion f that is continuous and periodic with period 2L on R. Then we have

the representation (see Chapter 2)

1 o0
f(z) = 5ag—I—nz_:l(ancos$—|—bnsin$>, (8.1)
where
. L
ap = Z/f(x)cos?dx, n=0,1,2,...,
-L
: . (8.2)
by = E/f(x)sinnLﬂda:, n=12,....
—L
Using Euler’s formula
e = cosf + isinf, 2= —1,

and its alternative with 6 replaced by —6, we get

cosf = %(ew +e7 ), sing = —Ji(e" —e
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consequently, (8.1) with 6 = nrz/L becomes

mpa

o0 o0
Z % o Zb mmx/L + Z %(an + Z'bn)e_inﬂ—x/L.

n=1

Replacing n by —n in the first sum above and noticing from (8.2) that

a_n = an and b_,, = —by,, from the last equality we obtain

oo
= Llao+ Z (an + ibp)e™ "™/ 1N " L(ay, + iby)e /L

n=-—1 n=1

or

00
E cnefwnra:/L7

where, by (8.2)
. L
cn = 3(an +iby) = E/f(x)(cos?—i—isin?) dx
L
. L
=37 / f(x)e™ =/ Ldx  (with by = 0)
-L
hence,
fl@)= 3" {E / FEemmet dé} e/t (8.3)
n=-—oo gy

If f is not periodic in the proper sense of the word, then we may regard
it as “periodic” with an “infinite period”. Using some advanced calculus

arguments, we find that, as L — oo, representation (8.3) for such a function

fa) = 7 [% 7}‘(5) e"wfdf} e, (5.4)

— 00

takes the form

We define the (full) Fourier transform of f by

[e )

Flflw) = F(w) = \/LQ_W / F(2)e " da. (8.5)
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From (8.4) it is clear that the inverse Fourier transform of F is

FUF)(@) = f(z) = \/LQ_ﬂ / Flw)e ™ du. (8.6)

The integral operators F and F~! are called the Fourier transformation
and inverse Fourier transformation, respectively. The variable w is called
the transformation parameter.

8.1. Remarks. (i) Formulas (8.5) and (8.6) are valid if

o0

[ 1@l <o

— 00

that is, if f is absolutely integrable on R. However, the Fourier transform
may also be defined for some functions that do not have the above property.
This is done in a generalized sense through a limiting process involving

transforms of absolutely integrable functions.

(ii) The construction of the full Fourier transform can be extended to
piecewise continuous functions f. In this case, f(z) must be replaced by
L[f(z=) + f(z+)] in (8.4) and (8.6). m

8.2. Example. The Fourier transform of the function

1, —a<z<a,
J@) = {O otherwise,

where a > 0 is a constant, is
F(w) = L / f(z)e™?der = L /ew“c dx
V2T V2T

— L .i(eiwa _ e—iwa) _ \/?Sin(aw). -
V2T W T w

8.3. Definition. Let f and g be absolutely integrable on R. By the con-

volution of f and g we understand the function f * g defined by

[e )

(f * 9)(x) = \/%T / f(z—E)g(e)de, —o0 <z < 0. m
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8.4. Remark. Making the change of variable x — & = 1 and then replacing

n by &, we easily convince ourselves that
(f*9)(a) = —— 7f<5> (2~ €)dE = (g% )(x)
g)(x) = \/%7 g(x = (g x).

This means that the operation of convolution is commutative. m

8.5. Theorem. (i) F is linear; that is,
Flenfr + cafo] = anFlf1] + c2F[f]

for any functions f1 and fa (to which F can be applied) and any numbers

c1 and c.

(ii) If u = u(x,t), u(z,t) — 0 as * — +oo, and Flu|(w,t) = U(w,t), then
Flug)(w,t) = —iwlU (w,t).

(iii) If, in addition, ugy(z,t) — 0 as x — Foo, then
Fltgs)(w,t) = —w?U(w,t).

(iv) Time differentiation and the Fourier transformation with respect to

T commute:
Flug)(w,t) = (f[u])t(w,t) =U'(w,t).

(v) The Fourier transform of a convolution is given by the formula

Ff 9] = F[f]F[gl.

8.6. Remarks. (i) In general, F[fg] # F[f]F|g].
(ii) It is obvious from its definition that F~1! is also linear.

(iii) The Fourier transforms of a few elementary functions are given in
Table A2 in the Appendix. m

The properties of the Fourier transformation listed in Theorem 8.5 play
an essential role in the solution of certain types of PDE problems. The

solution strategy in such situations is best illustrated by examples.
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The Cauchy problem for an infinite rod. Heat conduction in a very
long uniform rod where the diffusion activity diminishes towards the end-

points is modeled mathematically by the IVP (called a Cauchy problem)

ug(x,t) = kugz(x,t), —oo <z <oo,t>0,
u(z,t), ug(x,t) = 0 as x — too, t >0,

u(z,0) = f(z), —oo <z < o0

Adopting the notation
Flu(w,t) = Uw,t), Flf](w) = F(w),

we apply F to the PDE and IC and use the properties of F in Theorem
8.5 to reduce the given IVP to an initial value problem for an ordinary
differential equation in the so-called transform domain. This new IVP (in

which w is an “inert” parameter) is

U'(w,t) + kw®U(w,t) =0, t>0,
U(w,0) = F(w),

with solution
Uw,t) = Fw)e ™. (8.7)

To find the solution of the original IVP, we now need to compute the

inverse Fourier transform of U. Let P(w,t) = e *"t. Using formula 7
(with a = (4kt)~'/2) in Table A2, we easily see that the inverse transform

of Pis

1
V2kt

FHP)(x,t) = pla,t) = o=/ (4kt)

By Theorem 8.5(v), we can now write (8.7) as
Flul(w,t) = FIfI(w) Flpl(w,t) = F[f * pl(w,1),
so u = f % p, or, by Definition 8.3,

uat) = o= [ fO——

— 00

o~ (@=8)?/(4k1) g



170 THE FOURIER TRANSFORMATIONS

An alternative form for this is

oo

w(z,t) = / Gl 1:€,0)u(€,0) de, (8.9)

where
1

o (2—6)?/(4kt)
2V mkt

G(z,t:¢,0) =

is called the Gauss—Weierstrass kernel or influence function. Formula (8.8)
shows how the initial temperature distribution u(z,0) influences the subse-
quent evolution of the temperature in the rod. This type of representation

formulas will be discussed in more detail in Chapter 10.
8.7. Example. In the IVP
up(x,t) = 2ugy(x,t), —o00 <z <o00,t>0,

u(z,t), up(z,t) = 0 as x — +oo, t >0,
-3, |z| <1,

u(x70):f($):{07 |£E| > 1,

we have k = 2, so

e~ (==%/(8)

which, replaced in (8.8), yields

1

3
u(x,t) = —m/e_(‘”_5)2/(8t) de.

-1

If instead of (8.8) we use formula 12 (with @ = 1) in Table A2 to compute
F(w) = =34/2/7 (sinw)/w and then solve the transformed problem

U'(w,t) + 202U (w,t) =0, t>0,

5
U(w,0) = —3\/;812“’,
Ulw,t) = —3\/%—813;0 e 2%

we find that
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which, through a combination of formulas 3 and 16, yields

u(z,t) = F U] (z,t) = g <erf§\;2_1 — erf:;—;_i).

The function y = erf(z) is called the error function. The graphs of the

error function and of the complementary error function defined on (—o0,00),

respectively, by

x

y =erf(z) = %/6_52 dg,
0

y = erfe(x) = %/e‘52 d¢ =1 — erf(x)

x

are shown in Fig. 8.1. m

2
y=erfc(x)
y=erf (x) 0
_______________ . _1_
Fig. 8.1.

Vibration of an infinite string. The vibrations of a very long string ini-
tially at rest, with negligible body force and where the effects of mechanical

activity at the endpoints are insignificant, are modeled by the IVP

g (x,t) = ugy(x,t), —00 <z < o0, t>0,
u(z,t), uzy(z,t) = 0 asx — £oo, t >0,
u(z,0) = f(x), wu(z,0) =0, —oo<z<o0.
As above, let Flu](w,t) = U(w,t) and F[f](w) = F(w). Applying F to the
PDE and ICs, we arrive at the ODE problem
U (w,t) + 2w?U(w,t) = 0

w, , t>0,
U(w,0) = F(w), U’(w,O) =0,
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with general solution U(w,t) = C}(w)cos(cwt) + Co(w)sin(cwt), where
C1(w) and Cy(w) are arbitrary functions of the transformation parameter.
Hence, using the ICs, we find that

U(w,t) = F(w)cos(cwt).

By Euler’s formula, we have cos(cwt) = 2 (e’“! + e7"!) 5o from (8.6) it
follows that if f is continuous, then

u(z,t) = F U] (x,t) = / F(w)cos(cwt) e ™% dw

— 00
o0

1 ) )
_ E / F(w)[efuu(mfct) +671w(m+ct)]dw

— 00

Hf(a —ct) + fz +et)). (8.9)

This problem will be approached from a different angle in Chapter 12.
8.8. Example. In the IVP

Ut (x,1) = Ugg(2,1), —00 <z <00, t>0,

u(z,t), ug(x,t) = 0 as x — too, t >0,

u(z,0) = e_’cz, ut(x,0) =0, —oo <z < 00,
we have ¢ = 1 and f(x) = e*IQ, so, by (8.9),

u(z,t) = [ef(g“t)2 + 67(I+t)2]. ]

8.2. The Fourier Sine and Cosine Transformations

The Fourier sine and cosine transforms generalize the Fourier sine and co-
sine series, respectively, and are defined for functions f that are piecewise

continuous on 0 < = < oo by

Flfw) = £ =2 [ #@)sinton)
0

Folflw) = Fw) = \/g [ rycostos)as
0



THE SINE AND COSINE TRANSFORMATIONS 173

It can be shown that these transforms exist if f is absolutely integrable on

(0,00); that is,
/|f(x)|dx < 00.
0

The corresponding inverse transforms are

FUF) \[/ ) sin(wa) deo,
]:C[ ] \/7/ COb LUZ‘ (,L)

The operators Fg and F¢ are called the Fourier sine transformation and
Fourier cosine transformation, respectively, while Fg L and .7:51 are their
inverse transformations. The comment made at the end of Remark 8.1(ii)

applies here as well.

8.9. Example. The Fourier sine and cosine transforms of the function

1, 0<z<a,
flz) = {07 x;ai a = const,

\f / (@) sin(wz) \/5 0/ sin(wa) dz
T
\f / F(@)cos(wz) \/5 0/ cos(wz) dz
= \/ggsin(aw). ]

8.10. Remark. Fgs (F¢) can also be defined for functions on R if these

functions are odd (even). m

are

8.11. Theorem. (i) Fs and F¢ are linear operators.

(ii) If u = u(z,t) and u(z,t) — 0 as ¢ — oo, then

Fsluzl(w,t) = —wFelu)(w,t),

Folug)(w,t) = —\/gu(o,t) + wFs(u](w,t).
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(iil) If, in addition, uz(z,t) — 0 as x — oo, then
2 2
Fsltge](w,t) = ;wu(O,t) — w*Fslu](w,t),

Felugs](w,t) = —\/%U:B(O,t) — W Folul(w,t).

(iv) Time differentiation commutes with both the Fourier sine and cosine
transformations:
Fslud(w,t) = (Fslul),(w,1),
Folu(w,t) = (fc[u])t(w,t).

As Theorem 8.11(iii) indicates, the choice between using the sine transfor-
mation or the cosine transformation in the solution of a given IBVP depends
on the type of BC prescribed at = 0.

Brief lists of Fourier sine and cosine transforms are given in Tables A3
and A4 in the Appendix.

Heat conduction in a semi-infinite rod. The process of heat conduc-
tion in a long rod for which the temperature at the near endpoint is pre-
scribed while the effects of the conditions at the far endpoint are negligible
is modeled by the IBVP

ug(z,t

u(0,) = g(t), t>0,

u(z,t), ugp(x,t) = 0 asx — oo, t >0,
U

(.’E,O) = f(x)v z > 0.

) = kuge(z,t), =>0,¢>0,

In view of the given BC, we use the sine transformation; thus, let
Fslul(w,t) =U(w,t), Fslflw)=F(w).

Applying Fg to the PDE and IC and using the properties in Theorem 8.11,
we arrive at the ODE problem

2
U'(w,t) + kw?U(w,t) = | = kwg(t), t>0,
T
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After finding U in the transform domain, we obtain the solution of the
original IBVP as u(z,t) = Fg ' [U](z,t).
8.12. Example. The IBVP

us(x,t) = Uge(z,t), x>0,¢>0,

u(0,

t) =
u(z,t), up(z,t) - 0 asx — oo, t >0,
u(z,0) =0, x>0,

1, t>0,

requires the use of the Fourier sine transformation because it is the temper-
ature that is prescribed in the BC.
By Theorem 8.11, the transform U(w,t) = Fg[u](w,t) of u satisfies

2

U'(w,t) + w?U(w,t) = \/jw, t>0,
T

U(w,0) =0.

The solution of the transformed problem is

so, by formula 12 (with a = 1/(2y/t)) in Table A3,

u(w,t) = Fg U] (2,t) = erch—\/E.

Vibrations of a semi-infinite string. The method applied in this case

is similar to that used above.

8.13. Example. The solution of the IBVP

upe(x,t) = dugg(z,t), = >0,t>0,
ug(0,8) =0, t>0,

u(z,t), ugp(z,t) = 0 asx — oo, t >0,
u(z,0) =e %, w(x,0)=0, x>0,

is obtained by means of the Fourier cosine transformation because the BC

prescribes the a-derivative of u at * = 0. According to formula 5 (with
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a = 1) in Table A4, the Fourier cosine transform of the function e™* is

V/2/7 (1 + w?)~1; hence, by Theorem 8.11, U(w,t) = Fclu](w,t) satisfies

U’ (w,t) + 40U (w,t) =0, t>0,

2 1
ven -2

2 cos(2wt
Ulet) = 202

Then, by formula 14 (with a = 2t and b = 1), we find that the solution of
the IBVP is

with solution

_ e *cosh(2t), t<ux/2,
) = F U (z,t) =
u(®?) ¢ W@ {eztcoshx, t>2z/2.

Equilibrium temperature in a semi-infinite strip. The steady-state
temperature distribution in a semi-infinite strip 0 < z < L, y > 0 is modeled
by the BVP
Uz (2,Y) + Uuyy(2,y) =0, O0<az<L,y>0,
w(0,9) = g1(y), u(Ll,y)=g2(y), y>0,
91(y), 92(y) = 0 asy — oo,
u(z,0) = f(z), 0<z<L,

u(z,y), uy(z,y) =0 asy—o0, 0<z<L.

Using the principle of superposition, we write the solution in the form

u(z,y) = ui(z,y) + u2(z,y),

where u; satisfies the given BVP with g; = 0 and g2 = 0, and us satisfies it
with f =0.
Thus, the first BVP is
(ul)ww(xvy)+(u1)yy(x7y) :07 0<.’E<L, y>07
y):(), ul(Lvy):()? y>07
ui(x,0) = f(z), 0<z<L,
y)
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which is solved by the method of separation of variables. Proceeding as in
Section 5.3, from the PDE and BCs at x = 0 and x = L we obtain

y) = n;sin ? <An cosh % + B, sinh %)

[e )

— sin _nzx <an e/l g emy/L> .

n=1
Since uq(z,y) — 0 as y — oo, we must have a,, = 0, n = 1,2,...; hence,
= nmwx
=Y bysin——e "™V/L 8.10
Y) nz::l sin——e ( )

The BC at y = 0 now yields

ul(x70) = f(])) = anSin$7
n=1

where, by (2.10), the Fourier sine series coeflicients b,, are

Consequently, the solution of the first BVP is given by (8.10) with the b,
computed by means of the above formula.
The second BVP is

(u2)x$($?y) + (U2)yy($ay) = O’ O <z < La Yy > Oa

u2(07y) = gl(y)v UZ(Lvy) = g2(y)7 Yy > 07

91(y), g2(y) = 0 asy — oo,
uz(x,0) =0, O0<z<lL,

ug(z,y) — 0, (u2)y(z,y) =0 asy — o0, 0 <z < L.

In view of the BC at y = 0, we use Fg with respect to y and make the

notation

Fsluz|(z,w) =U(z,w), Fslgi]w) =Gi(w), Fslgl(w) = Ga(w).
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Then the above BVP reduces to
U’ (z,w) —w?U(z,w) =0, 0<z<L,
U(O,w) =G1(w), U(L,w)=Gs(w).
The general solution of the equation can be written as (see Remark 1.4)
U(z,w) = C1(w)sinh(wz) + Cy(w)sinh (w(L — z)),

where C7 and Cs are arbitrary functions of w. Using the BCs at x = 0 and
x = L, we find that

U(z,w) = csch(wL)[Ga(w)sinh(wz) + Gy (w)sinh (w(L — z))].  (8.11)
The solution uy is now obtained by applying Fg ! to the above equality.
8.14. Example. For the BVP

umw(xvy)—’_uyy(xvy)zov 0<.’E<1, y>07

u(0,y) =0, wu(l,y)=g(y), y>0,
u(z,0) =0, 0<z<lI,

u(z,y) — 0,uy(z,y) -0 asy—oo, 0 <z <1,

1, 0<y<2
g(y):{o y>2

where

we have L =1, ¢g1(y) = 0, and g2(y) = ¢g(y), so G1(w) = 0 and, by formula
10 (with a = 2) in Table A3,

Go(w) = \/gu—lj [1— cos(2w)] = \/g% sin?w;

consequently, by (8.11),

22
U(zr,w) =1/ — » sin? weschwsinh(wz),
T

which yields

u(z,y) = Fg' U] (z,y)

o0

4 (1

= —/— sin? w eschwsinh(wz)sin(wy) dw. =

) w
0
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8.3. Other Applications

The Fourier transformation method may also be applied to other suitable
problems; such as those mentioned in Section 4.4, including some with non-

homogeneous PDEs.

8.15. Example. The IVP (Cauchy problem)

u(2,t) = Uy (x,t) + 2u(z,t) + (1 — 4x2t)e_’”2,
—o<zr<oo,t>0,
u(z,t), uy(z,t) = 0 asx — oo, t >0,
u(z,0) =0, —o0 <z <00,
models a diffusion process with a chain reaction and a source in a one-

dimensional medium.
By formulas 8 and 10 (with @ = 1) in Table A2,

Pl —dt)e ] = o= [(w? = 2e+ 1]e0

hence, setting Flu)(w,t) = U(w,t) and using formula 2, we see that U is the

solution of the transformed problem

U'(w,t) + (W? = 2)U(w,t) = —= [(W* =2t +1]e /4 >0,

U(w,0) =0.

sl

Direct calculation shows that

1 -
U(w,t) = — te*“’z/‘l,

V2
so, by formula 8, the solution of the given IVP is

2

u(z,t) = FHU|(x,t) =te ™ . m
8.16. Example. The IBVP

wpe(,t) 4+ 2ug(z,t) = Ugr(x,t) + (24 4t — 41*,2)67296,

x>0, t>0,
u(0,t) =%, t>0,

u(z,t), ug(x,t) = 0 asx — oo, t >0,

u(z,0) =0, wu(z,0)=0, x>0,
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describes the propagation of a dissipative wave along a semi-infinite string

initially at rest, under the action of a prescribed displacement of the near

endpoint and an external force. In view of the BC, we use the Fourier sine

transformation to find the solution.
First, by formula 6 (with a = 2) in Table A3,

Fs[(2 + 4t — 4t?*)e %) = 2\/5L (14 2t — 2t%);

4 4 w?

hence, by Theorem 8.11 and the ICs, the transform U(w,t) = Fg[u](w

u satisfies

U (w,t) + 2U' (w,t) + w?U(w,

=4/ = wt2+21/ 4+ S(1+2t—2t%), t>0,
=0.

U(w,O) - 07 -

Solving this ODE problem in the usual way, we find that

2 w
Ulw,t) = \/;th’

u(z,t) = Fg'lU](z,t) =t . m

so, again by formula 6,

8.17. Example. The BVP

z(y* +8y* —1)
(1+y?)

O<x<l, y>0,

i

0,y) =0 lLy) = —— 0
u(0,y) =0, wu(l,y) T2 V70
uy(2,0) =0, 0<z<l,

u(z,y) — 0, uy(z,y) =0 asy— o0, 0 <z <1,

,t) of

models the steady-state distribution of heat in a semi-infinite strip with a

time-dependent source and insulated base. Since the BC at y = 0 prescribes

the derivative u,, we use the Fourier cosine transformation with respect to y

to find the solution.
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By formulas 9-12 (with a = 1) in Table A4, it is easy to see that

s(y*+8y2-1)7] [« Y
F |:—(1+y2)3 ] = —(1 —wz)e x,

2
1 T
el =5

consequently, by Theorem 8.11, the transform U(z,w) = Felu](z,w) of u

satisfies

U (z,w) — (w? = 1)U (z,w) = \/g(l —wie ¥z, 0<x<l,

UO,w)=0, U(l,w)= \/ge_“,

with solution

so, by formula 9,

Exercises

In (1)—(18) use a suitable Fourier transformation to find the solution of the
IBVP for the heat equation

ug(x,t) = kuge(z,t) + g(x,t), t>0,

with the constant k, interval for z, function ¢, BCs, and IC as indicated.
In the exercises with underlined numerical labels express the answer as an

integral.

(1) k=1, —co<z <00, g(z,t)=0,

u(z,t), uz(z,t) — 0 as  — +oo, u(z,0) = —3e 2

—Z

(2) k=1, —o<z <00, g(z,t)=0,
w(z,t), ug(z,t) — 0 as & — +oo, u(z,0) = (1 — 2a2)e=42".

Lz <1,

(3) k:27 —OO<.’E<OO, Q(xvt):{o’ |$|>1,

u(z,t), uy(z,t) — 0 as ¢ — +oo, u(z,0) =0.
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(4) k:27 —00 < <00, Q(xvt):(:)?
1, ol <1,

u(z,t), up(x,t) — 0 as ¢ — +oo, u(z,0) = {0 o > 1

(5) k=2, —oo<z<o0, q(x,t)=2(82%t —4x? — 4t + 1),

u(z,t), ugp(z,t) — 0 as © — too, u(x,0) = e’

(6) k=1, —co <z <00, q(z,t) =(5— 16m2)et_2’”2,

u(z,t), uy(z,t) — 0 as ¢ — too, u(z,0) = e=2e%,
(Z) k=1, >0, Q(x»t) =0, u(07t) =0,
u(z,t), ugp(z,t) — 0 as © — oo, wu(xz,0) = ze *.
(&) k=1, =>0, Q(x7t) =0, U’(O7t) =1,
u(2,t), ug(x,t) — 0 as x — oo, u(x,0) = e */2,
1, 0<z<1, -
9) k=2, >0, q(ac,t)—{o7 o> 1, u(0,t) =t,
u(z,t), ugp(z,t) — 0 as ¢ — oo, u(x,0) = 0.
(10) k=2, >0, g(x,t) =0, u(0,t)=1-—t,
-1, 0<z<1,
u(z,t), uy(x,t) — 0 as v — oo, u(z,0) = {0’ -
(11) k=2, >0, q(x,t) =2(x—2t—1)e™ ", u(0,t) = 2t,
u(z,t), ugp(z,t) — 0 as & — oo, wu(x,0) = —ze .
(12) k=1, >0, q(z,t) = —2(dat —z — 4t + 2)e 2%, u(0,t) =1,
w(x,t), ug(z,t) — 0 as & — oo, u(x,0) = e 2%,
(13) k=1, >0, g(x,t) =0, uy(0,t) =—t,
u(z,t), uy(z,t) — 0 as . — oo, wu(z,0) = —2e~*.
(14) k=1, >0, g(z,t) =0, uz(0,¢) =1,
u(mw,t), ug(z,t) — 0 as * — oo, u(z,0) = —xre 2%,
1, 0<z<1, _
(15) k=2, >0, glet)= {0, DrEt wen =t
u(z,t), ugy(x,t) — 0 as ¢ — oo, u(z,0) =0.
(]—_) k=2, x>0, Q(x»t) =0, um(ovt) =t,
1, O0<z<2,
u(z,t), ugp(x,t) — 0 as © — oo, u(x,0) = {O, 2> 9

(17) k=2, >0, q(z,t) =28zt —x — 8 —4)e™ 2%, u,(0,t) = —2t — 2,

u(z,t), ug(z,t) — 0 as  — oo, u(z,0) =e 22,
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(18) k=1, >0, q(z,t) =—2e*"7T1 4, (0,t) = —e?*!,
w(x,t), uz(z,t) — 0 as & — oo, wu(x,0) =el™7.

In (19)—(36) use a suitable Fourier transformation to find the solution of

the IBVP for the wave equation

uge(x,t) = CQU;C;C(J?,t) +q(z,t), t>0,

with the constant ¢, interval for x, function ¢, BCs, and ICs as indicated.
In the exercises with underlined numerical labels express the answer as an

integral.

(19) c=1, —0o<z<o0, g(z,t)=0,
u(z,t), ugy(x,t) — 0 as © — oo,
w(z,0) = (22 — e, wuy(x,0) =0.
(20) c=1, —o<z <00, g(z,t)=0,
u(z,t), ugp(z,t) — 0 as & — too, u(z,0) =0, u(z,0) = z2e 47",
1, |z| <1,
0, |z|>1,

u(z,t), ugp(z,t) — 0 as . — too, u(z,0) =0, u(z,0)=0.

(21) c=2, —c0 <z < 00, q(x,t)z{

(22) c=2, —0 <z <00, g(z,t)=0,
u(z,t), ugy(z,t) — 0 as v — oo,

Lol <2,
0) = - 0)=0.
w0 ={y 53 o

(23) c=2, —co<z<oo, q(x,t)=2(9—1622)e =",
u(z,t), ugp(z,t) — 0 as © — oo,
u(z,0) = 2¢=7", ug(x,0) = —2e2",
(24) c=1, —0 <z <00, q(z,t)=2(1—1t)(222 - 1)6*“”2,
u(z,t), ugp(z,t) — 0 as © — too, u(x,0) = —e " wy(z,0) =e 7",
(2—) c=1 z>0, Q(x»t) =0, u(07t) =1,
w(x,t), ug(z,t) — 0 as & — oo, u(x,0) =3e=2*, w(z,0) = 0.
(26) c=1, >0, q(e,t) =0, u(0t)=t,

u(z,t), uy(z,t) — 0 as z — oo, wu(z,0) =0, w(x,0) =ze ".
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1, O0<z<1,

c=2, >0, q(x,t):{o 1 u(0,t) =0,

u(z,t), ugy(x,t) — 0 as © — oo,
-1, 0<z<1,

u(x,O) - 07 ut(x,O) - {0’ x> 1.
c=2, x>0, Q(x7t) =0, U’(O7t) =t—1,
u(z,t), uy(x,t) — 0 as © — oo,

1, 0<a<2, B
u(z,0) = {O, Y ue(x,0) = 0.
c=1, >0, qla,t) =321 u(0,t) = 21,
u(z,t), ugp(x,t) — 0 as © — oo,
u(x,0) = —e 71 uy(x,0) = —2e7 %L
c=1, x>0, q(z,t)=2(-222 — 2wt + 4z + 2t — 1)e~2*, u(0,t) =0,

u(m,t), ug(z,t) — 0 as x — o0, u(z,0) =22 2%, wy(z,0) = ve™22.

c=1, >0, g(z,t) =0, u,(0,t) =—1,
u(z,t), uzp(z,t) — 0 as ¢ — oo, wu(x,0) =3e™*, u(x,0) =0.
c=1, x>0, q(z,t) =0, uy(0,t) = —t,
u(m,t), ug(z,t) — 0 as x — o0, u(z,0) =0, uz,0) = —ze 2%,

<2
c=2, >0, q(x,t):{(t)’ 2§§_ ’

u(z,t), ugy(x,t) — 0 as x — oo,

-1, 0<z<2,
u(x70)207 ut(xvo):{o x> 2.

c=2, x>0, q(z,t) =0, uy(0,t) =2t

U:c(07t) =0,

u(z,t), ugy(x,t) — 0 as © — oo,

1, O0<z<1,
u(a:,O):{O 1 ut(x,0) = 0.

c=1, >0, q(x,t) =(xt —2t —2)e™ ", uy(0,t) =—t—2,
u(z,t), uzp(x,t) — 0 as © — oo,

u(x,0) = 2e~%, u(x,0) = —xe ",

c=1, >0, qz,t) =408z —at +t —4)e 2%, u,(0,t)=t—5,
w(z,t), ugp(x,t) — 0 as © — oo,

u(x,0) = (1 — 3x)e™2%, wy(z,0) = ze= 2%,
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In (37)—(58) use a suitable Fourier transformation to find the solution of
the BVP for the Laplace (Poisson) equation

uww(xvy) + uyy(x»y) = Q(xvy)v 0 <z< ]-7

with the interval for y, function ¢, and BCs as indicated. In the exercises

with underlined numerical labels express the answer as an integral.

(37) —co<y<oo, qz,y) =0, u(0,y) =0, u(ly)=2e"%",
u(z,y), uy(z,y) — 0 as y — +oo.

(ﬁ) —00 < Yy < oo, q(xvy) = 07 u(07y) = y267y27 U(l,y) = 07
u(z,y), uy(z,y) — 0 as y — +oo.

z, |yl <1,
39) —o0o0 <y < o0, q(x,y)=
) —<y<oe, aen)={5 1]

u(z,y), uy(z,y) — 0 as y — £oo.

(40) —oo <y < oo, q(z,y) =0, u(0,y)= {

u(z,y), uy(z,y) — 0 as y — foo.

u(0,y) =0, u(l,y) =0,

2, |yl <1,
0, |y|>1,

u(l,y) =0,

(41) —oco <y < oo, q(z,y) = 2(82%y? — 222 + 16y> — 3)6’2?/2,
u(0,y) = 2¢72°, u(l,y) =3¢,
u(z,y), uy(z,y) — 0 as y — +oo.
(42) —c0 <y < oo, q(z,y)=—2(2y° + 1)62‘”_3’2,
u(07y) = _67y27 u(17y) = _627y27
u(z,y), uy(z,y) — 0 as y — £oo.
(43) vy >0, g(z,y) =0, u(0,y) =—e"%, u(ly) =0,
u(z,0) =z, u(z,y), uy(x,y) — 0 as y — oco.
(44) y >0, q(z,y) =0, u(0,y) =0, u(l,y)=2e"Y,

u(z,0) =z -1, u(z,y), uy(z,y) — 0 as y — oo.

_ 1, O0<y<1,
(45) y >0, q(x,y)—{(), y> 1,
-2, 0<y<1,
= 1 =0
w0 ={, > VIVE wam =0
u(z,0) =0, wu(z,y), uy(zr,y) — 0 as y — oo.
1, 0<y<z2,
4 = = 1 =
(46) y >0, gq(z,y) =0, u(0,y) =0, u(l,y) {07 Y2

u(z,0) =1-2z, u(z,y),uy(z,y) — 0asy— oo.
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(47) y >0, g(z,y) = (2> —y +4)e?,

U(O,y) = _y67y7 U(l,y) = (1 - y)eiyv

w(@,0) = 2%, u(@,y), uy(@,5) — 0 a8 y — oo,
(48) y>0, q(z,y) = (*+y> =2y +1)e %,

u(0,9) = y’e, u(l,y) = (y> + e %,

w(@,0) = 2%, u(@,y), uy(@,5) — 0 a8 y — oo,
(49) y >0, q(z,y) = (by + 1)e* =2,

u(0,y) = (y+1)e Y, ux(l,y) = (y+1)e' 2,

w(,0) = €, u(z,y), ty(@y) — 0 a5 y — co.
(50) y >0, q(z,y) =4(1+x — ay)e Y,

ua:(07y) = _y€72y7 u(17y) = (1 - y)ef2y7

u(x,O) =1, u(xvy)v uy(xvy) — 0 asy — oo.
(51) y >0, q(z,y) =0, u(0,y)=2e"", u(l,y)=0,

uy(x,0) =z — 1, u(z,y), uy(z,y) — 0 as y — oo.
(52) ¥ >0, q(z,y) =0, u(0,y) =0, u(l,y)=e"?,

uy(z,0) =2z, u(z,y), uy(z,y) — 0 as y — oo.

-1, 0<y<1,
(53) y >0, q(x,y)—{o, y> 1,

uy(2,0) =1, u(z,y), uy(z,y) — 0 as y — oo

_ _J1, 0<y<2, _
50) y>0. aten) =0, w0 = {5 P TL= wtm =0

uy(z,0) = 22— 1, u(r,y), uy(x,y) — 0 as y — oo.

U’(O7y) =0, U(l,y) =0,

(55) y >0, q(x,y) = 24wy + 2> — 4z — 4y + 1)e” 2,
u(0,y) = y*e Y, u(ly) = (y* + 2y)e” %,
uy(z,0) =2z, u(z,y), uy(z,y) — 0 as y — oo.

(56) y >0, q(z,y) =By —2)e** Y, u(0,y) =ye ¥, u(l,y)=ye*"Y,

2z

uy(2,0) = 7, u(z,y), uy(r,y) — 0 as y — oo

(57) y >0, qlz,y)=(2*+z—1)e Y, us(0,y) =€V, u(ly)=e",

Uy (2,0) =1 — 2 — 22

» uw(@,y), uy(z,y) — 0 as y — oo.
(58) y > Oa q(xay) = 4(31"y — 3z — 2)6_2y7
U’(O7y) = _26_2y7 uﬂ?(l?y) = 3y6_2ya

uy(2,0) =32z +4, u(z,y), uy(zr,y) — 0 as y — oo.



Chapter 9
The Laplace Transformation

The Fourier transformations are used mainly with respect to the space vari-
ables. In certain circumstances, however, for reasons of expedience or neces-
sity, it is desirable to eliminate time as an active variable. This is achieved
by means of the Laplace transformation. Problems where the spatial part
of the domain is unbounded but the solution is not expected to decay fast

enough away from the origin are particularly suited to this method.

9.1. Definition and Properties
First, we introduce a couple of useful mathematical entities.
9.1. Definition. The function H defined by

0, t<0,
H(t):{l t>0

is called the Heaviside (unit step) function. It is clear that, more generally,

for any real number ¢,

0, t<tp,
H(t_to):{l t>1. m

9.2. Remark. H is piecewise continuous. As mentioned in Remark 2.4(ii),
the type of analysis we are performing is not affected by the value of a piece-
wise continuous function at its points of discontinuity. For our purposes,
therefore, the value H(0) = 1 is chosen purely for convenience, to have H
correctly defined as a function on the entire real line, but it is otherwise

unimportant. m

In mathematical modeling it is often necessary to cater for a special type
of physical data such as unit impulses and point sources. Let us assume, for
example, that a unit impulse is produced by a constant force of magnitude
1/e acting over a very short time interval (tg —e/2,tp + £/2), € > 0. We

may express this mathematically by taking the force to be

1/e, to—e/2<t<ty+¢e/2,

0 otherwise,

Gtoe(t) = {
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and computing the total impulse as
00 to+e/2
1 1
gto,s(t)dt: gdt:g€:1
—0o0 t075/2
We note that the above integral is equal to 1 irrespective of the value of €. If
we now want to regard the impulse as being produced at the single moment
t = tg, we need to consider a limiting process and introduce some sort of

limit of g4, . as € — 0, which we denote by (¢ — to).

9.3. Definition. The mathematical object § defined by
(i) 6(t —to) =0 for all ¢t # to,
oo
(i) [ d(t—to)dt=1

— 00

is called the Dirac delta. m

9.4. Remarks. (i) From Definition 9.3 it is obvious that ¢ cannot be as-
cribed a finite value at t = tg, because then its integral over R would be 0,
not 1. Consequently, J is not a function. Strictly speaking, § is a so-called
distribution (generalized function) and its proper handling requires a special

formalism that goes beyond the scope of this book.
(ii) If t < to, we have

t t
/6(T—t0)d7'= /OdT=0;

if ¢ > tg, we can find e > 0 sufficiently small so that ¢ty + £/2 < t; hence,

using the function gy, . introduced above, we see that

t t to+s/21
/ O(r —to)dr = lir% / Gto,e(T)dT = hH(l) / ng =1
—00 —0o to—e/2

Therefore, combining these results, we may write

/§(T—t0)dT:H(t—t0),

which means that, in a certain generalized sense,

H'(t —t9) = (Lt — to).
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(iii) If f is continuous, then, by the mean value theorem, there is t’,
t—e/2 <t <t+¢e/2, such that
t+e/2

/f t—TdT—hm/f T)gee(r )dr—hm/f

t—e/2
_ mg[(w 5) - <t— 5)] P = f0). (9.1)

In distribution theory, § is, in fact, defined rigorously by a formula of this
type and not as in Definition 9.3. Like differentiation, integration on the

left-hand side above is understood in a generalized, distributional sense.

(iv) The Dirac delta may also be used in problems formulated on semi-
infinite or finite intervals. In such cases its symbol stands for the “restric-

tion” of this distribution to the corresponding interval. m

9.5. Definition. The Laplace transform of a function f(t), 0 < ¢t < oo, is
defined by

L[f](s) = F(s) = / F(Betdt.
0

Here s is the transformation parameter. The corresponding inverse Laplace
transform, computed by means of complex variable techniques, is
ctioo
L7YHF|(t) = f(t) = — F(s)e™ ds.
c—ioo
The operators £ and £~! are called the Laplace transformation and in-

verse Laplace transformation, respectively. m
9.6. Remark. L is applicable to a wider class of functions than F. m

The following assertion gives sufficient conditions for the existence of the

Laplace transform of a function.

9.7. Theorem. If

(i) f is piecewise continuous on [0,00);

(ii) there are constants C' and o such that |f(t)] < Ce®, 0 <t < oo,
then L[f](s) = F(s) exists for all s > o



190 THE LAPLACE TRANSFORMATION

9.8. Examples. (i) The function f(t) = 1, t > 0, satisfies the conditions

in Theorem 9.7 with C' =1 and o = 0, and we have

/ =[] =, 550
0

S

(ii) For f(t) = €%, t > 0, Theorem 9.7 holds with C = 1 and a = 2. In

this case we have

(o) o0
1
F(s) = /the_Stdt = /e(Q_S)tdt =T—9 5> 2.
s —
0 0

(iii) The rate of growth of the function f(t) = e’ t >0, ast — oo
exceeds the exponential growth prescribed in Theorem 9.7. It turns out

that this function does not have a Laplace transform. m

9.9. Theorem. (i) L is linear; that is,

Llcrf1 + cafo] = c1 LIf1] + 2 L[ f2]

for any functions f1, fa (to which L can be applied) and any numbers c1, ca.

(i) If u = u(x,t) and Llu](x,s) = U(z,s), then

Llug)(z,s) = sU(x,s) — u(zx,0),
Lu](z,8) = s°U(x,s) — su(z,0) — us(x,0).

(iii) For the same type of function u, differentiation with respect to x and

the Laplace transformation commute:
Lluzl(z,s) = (Lu])z(z,8) = U'(z,s).

(iv) If we adopt a definition of the convolution f % g of two functions f
and g that is slightly different from Definition 8.3, namely,

:/f(T) t—T dT—/ft—T T)dr = (g f)(t), (9.2)
0

then
Llf = g] = L]f]L[g].
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9.10. Remarks. (i) As in the case of the Fourier transformations, in gen-
eral L[fg] # L]f]L[g].

(i) Clearly, £~ is also linear. m

The Laplace transforms of some frequently used functions are listed in
Table A5 in the Appendix.

9.11. Example. To find the inverse Laplace transform of the function
1/(s(s® + 1)), we first see from Table A5 that 1/s is the transform of the
constant function 1 and 1/(s* + 1) is the transform of the function sint.

Therefore, by Theorem 9.9(iv), we can write symbolically

1 1 1

ST s e~ CEkn = Lk (sing)],

SO t

£t [ﬁ] =1 (sint) = /sianT =1 — cost.

5241
0

Alternatively, we can split the given function into partial fractions as
1 1 s

s(s24+1) s 241

and then use the linearity of £~! to obtain the above result. m

9.12. Example. The simplest way to find the inverse Laplace transform
of (352 +2s+12)/(s(s*+4)) by direct calculation is to establish the partial

fraction decomposition

3 +2s+12 3 2

s(s2+4) s + s2+22
and then to apply formulas 5 and 8 in Table A5 to arrive at

o1 {332 +2s+ 12

S D) } =3+sin(2¢). m

The next assertion lists two other helpful properties of the Laplace trans-

formation.

9.13. Theorem. If L[f](s) = F(s), then
(i) Lle*f](s) = F(s —a), s> a = const;
(i) L[H(t—0b)f(t—b)](s) =e " F(s), b= const > 0.
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9.14. Example. Since

2 S 2
51 2 = — S = 2 = —
L[sin(2t)] oL L[cos(3t)] pop L[t7] px
from Theorem 9.13 it follows that
L[e "sin(2t) + ™ cos(3t) — 2(t — 2)°H(t — 2)]
2 5§—25 4 o,
= —e . nm

GrI?+4  (5-5219 &

9.15. Example. Similarly, we have

L:_l

s—1 1 s
— e
s2—-25+10 s244
s—1 1

:ﬁ_l[(s—1)2+32 R
=e'cos(3t) — H(t—1)sin(2(t —1)). m

—S

9.2. Applications

The signal problem for the wave equation. Consider a very long elastic
string of negligible weight, initially at rest, where the vertical displacement
(signal) is prescribed at the near endpoint and where the mechanical ac-
tivity diminishes considerably towards the far endpoint. Such a problem is
modeled mathematically by an IBVP of the form

gt (,t) = g (2,t), x>0, t>0,

u(0,t) = f(t), t>0,
(
(

Introducing the notation

t)
u(z,t) bounded as x — oo, t >0,
u(z,0) =0, wug(z,0)=0, x>0.

Llu](z,s) = U(x,s),  L[f](s) = F(s),

applying £ to the PDE and BC, and using the properties of £ in Theorem
9.9, we arrive at the transformed problem

s*U(z,s) = 2U" (x,5), x>0,

U(0,s) = F(s), U(x,s) bounded as x — oo.
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The ODE in the above problem can be rewritten in the form
U'(z,s) — (s/¢)?U(z,s) = 0,
and its general solution is
Ulx,s) = C1(s)el¥ 9% 4 Cy(s)e (/97

where C(s) and Cy(s) are arbitrary functions of the transformation param-

eter. Since U(z,s) needs to be bounded as  — oo, we must have Cy(s) = 0.
Then the BC yields Cz(s) = F(s), so

U(J),S) = F(s)e_(s/c):c _ F(s)e—(x/c)s.
Consequently, by Theorem 9.13(ii), the solution of the original IBVP is

u(z,t) = L1 [F(s)e_(’c/c)s] =H({t—=x/c)f(t—x/c)
B {0, 0<t<ale,
\flt—=z/e), t>zx/c

This solution can also be expressed as

T o

x > ct.

We see that u(x,t) is constant when x — ¢t = const. Physically, this means
that the solution is a wave of fixed shape (determined by the BC function f)
with velocity dx/dt = c¢. Formula (9.3) indicates that at time ¢ the signal
originating from x = 0 has not reached the points z > ct, which are still in

the initial state of rest.

9.16. Remark. The same inversion result can also be obtained by means
of convolution. Since, by formula 12 in Table A5, e~(#/¢)s —= L[5t —x/c)],

we can write
Ulz,s) = F(s)e™(#/)s = LIFIL[3(t — x/c)] = L[f *6(t — z/c)],
from which we conclude that

u(z,t) = L7 U](2,t) = f*6(t — x/c) :/f )o(t —x/c—T)drT.
0
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Ift <zfe,thent—z/c—7 <0for 0 <7 <t s06(t—xz/c—T1)=0;
hence, u(x,t) = 0 for t < x/c, or, equivalently, for x > ct.

Ift >x/c,thent —z/c—7=0at 0 <7 =1t—2x/c<t; therefore, by
(9.1), for x < «t,

u(z,t) z/f(T)é(t—x/c—T)dTz/f(r)é(t—x/c—r)dTzf(t—x/c).
0 0

This result is the same as (9.3). m

Heat conduction in a semi-infinite rod. A very long rod without
sources, with the near endpoint kept in open air of zero temperature, with
negligible thermal activity at the far endpoint, and with a constant initial
temperature distribution, is modeled by the IBVP

up(x,t) = Ugg(z,t), = >0,¢>0,
uz(0,¢) —uw(0,£) =0, t>0,
u(z,t) bounded as x — oo, t > 0,

u(z,0) = ug = const, x> 0.

Let L[u](z,s) = U(xz,s). Applying L to the PDE and BCs, we arrive at
the transformed problem
U"(z,s) — sU(z,8) +up =0, x>0,
U'(0,s) —U(0,s) =0,

U(z,s) bounded as x — cc.

The general solution of the equation is
1
Ulz,s) = C1(s)eV*® + Cy(s)e™ V" + S Uo;

where C1(s) and Cy(s) are arbitrary functions of the transformation param-
eter. Since U needs to be bounded as x — oo, we must have Ci(s) = 0.

Then, differentiating U and using the BC at = 0, we see that

—Co(s)V/5 — Ca(s) — %uo _o,
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from which C3(s) = —uo/(s(v/s 4+ 1)); hence,

Ulz,s) :uo[— me_ ”+;}

After some manipulation (coupled with the use of a more comprehensive
Laplace transform table than A5), it can be shown that the solution of the
original IBVP is

u(z,t) = L7HU)(2,t) = uo {1 - erfc<21ﬁ> - erfc<f+ W) m+t].

Other IBVPs for a semi-infinite rod can be solved by the same method.
9.17. Example. Consider the IBVP

u(z,t) = Uge(x,t) +sinz, x>0,¢t>0,

u(0, 2t—-1, t>0,

t) =
u(z,t) bounded as x — oo, ¢t >0,
u(z,0) =1, x>0.

Setting L[u](z,s) = U(x,s), as above, and applying the Laplace transfor-
mation to the PDE and BC, we arrived at the ODE problem

1
U'(x,s) — sU(x,s) = -1 — S sinz, x>0,
2 1
U(O,S):s—2—g, .’E>0,
U(z,s) bounded as & — oo.

The general solution of the equation, written as the sum of the complemen-

tary function and a particular integral, is

1 1
_ Vs —Vsz -
U(z,s) = Ci(s)eV®® + Ca(s)e + . + STl

sinz.
Since U has to remain bounded as x — oo, it follows that Cy(s) = 0. Then,
applying the BC, we find that Cy(s) = 2/s? — 2/s; hence, given the partial

fraction decomposition

we arrive at
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By formulas 5-7, 15, and 16 in Table A5, the solution of the original IBVP

1S

u(z,t) = L7 U](z,1)

t 2 x
= x4 [ —e /U 4 (22 4 2t — D)erfe (—)
Vi ( ) Wi

+14+(1-e")sinz. =

Finite rod with temperature prescribed on the boundary. The IBVP

wi(x,t) = wee(x,t), 0<2x<1,t>0,
w(0,t) =0, w(l,t)=1, t>0,

w(z,0) =0, 0<z<l1,

is of a type that we have already encountered. The equilibrium solution in
this case, computed as in Section 6.1, is w () = . Using this solution, we
reduce the problem to a similar one where both BCs are homogeneous and
which can thus be solved by the method of separation of variables. Putting

all the results together, we obtain
= 2 2 2
1) = —1)" i —nemt A
w(z,t) =z + ;( ) e sin(nmx)e (9.4)

The same IBVP can also be solved by using the Laplace transformation
with respect to t. If we write L[w](z,s) = W(z,s), then from the PDE and
BCs we find that W is the solution of the BVP

W' (x,s) — sW(z,s) =0, 0<z<]1,
1
W(0,s) =0, W(l,s)= 3
The general solution of the transformed equation can be written in the form
(see Remark 1.4)

W (z,s) = C1(s)cosh(y/sz) + Ca(s)sinh(y/sx),

with C(s) and Cz(s) determined from the BCs. Applying these conditions
leads to

1

3

Cl (S) = O, CQ(S) 51nh\/§ =
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from which

1
Cals) = ssinh+/s’
hence,
sinh (1/sz
ssinh4/s

Then, using the inverse transformation and comparing with (9.4), we see
that

1 sinh (y/s2) CnZn?t
w(z,t) = L™ L Sinh V5 } +Z —sm (nmx)e .

Now consider the more general IBVP

u(z,t) = Uz (x,t), 0<ax<1,t>0,
u(0,t) =0, wu(l,t)=f(t), t>0,
u(z,0) =0, 0<z<l1,

and let Lu](x,s) = U(x,s) and L[f](s) = F(s). Applying L to the PDE
and BCs, we arrive at the BVP

U'(z,s) —sU(z,5) =0, 0<z<l,
U(0,s) =0, U(1,s)=F(s).

Proceeding exactly as above, we find that

Ulz,s) = F(s) % = F(3>{S[i blﬂ{f )} }

= F(s)[sW(x,s)]. (9.5)
Since w(x,0) = 0 in the IBVP for w, it follows that
Llw](w,5) = sW(x,5) — w(@,0) = sW(,5);
therefore, by (9.5) and Theorem 9.9(iv),
Llu] = U = F(sW) = L[f]L[w] = L[ * w].

Using (9.2) and integration by parts, we now obtain
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t
w(z,t) = (f * w)(x,t) /ft—Tw-,—J)T)dT
0

T +/w(x,7)f’(t — 7)dr

0

= [t =7)w(z,T)

= FO)w(a.t) — f(w(z,0) + / wa,t —7)f (r)dr
0

/th—T (r)dr + f(0)w(z,t),
0

where we have used the condition w(z,0) = 0 and the commutativity of the
convolution operation.
This result shows how the solution of a problem with more general BCs

can sometimes be obtained from that of a problem with simpler ones.

9.18. Remark. If we replace the BC w(1,t) =1 by

w(l,t) = 6(1),
then the above formula becomes

t

u(z,t) = /w(x,t —7)f(r)dr. m

0

Diffusion—convection problems. Suppose that a chemical substance is
being poured at a constant rate into a straight, narrow, clean river that
flows with a constant velocity. The concentration u(x,t) of the substance

at a distance x downstream at time ¢ is the solution of the IBVP
ut(x,t) = ougy(z,t) —vug(z,t), = >0,¢t>0,
u(0,t) = o = const, t >0,
u(z,0) =0, x>0,

where o is the diffusion coefficient, v = const > 0 is the velocity of the river,
a = const > 0 is related to the substance discharge rate, and the second
term on the right-hand side in the PDE accounts for the convection effect

of the water flow on the substance.
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If the river is slow, then the convection term is much smaller than the

diffusion term and the PDE assumes the approximate form
ug(x,t) = ougy(x,t), =>0,t>0,

which is the diffusion equation. If the river is fast, then the approximation

is given by the convection equation
ug(x,t) = —vug(x,t), =>0,t>0.

Since we have already studied the diffusion (heat) equation, we now turn

our attention to the convection and combined cases.

(i) The IBVP for pure convection is
ug(x,t) = —vug(x,t), x>0,1t>0,
u(0,t) =, t>0,
u(z,0) =0, x>0.

Let L[u](x,s) = U(z,s). Applying the Laplace transformation to the PDE

and BC, we arrive at the problem
wU'(z,8) + sU(z,8) =0, x>0,
1
U(0,s) = —q,
(0.5)==a

with solution

1 1
Ulz,s) = = ae” (/% = —ge=(@/v)s,
s s

Since L' [e%/s] = H(t — a), we set a = /v to find that the solution of
the original IBVP is

w(z,t) = LU () = £ E ae—(z/v)s]

0, 0<t<uz/v,
a, t>x/v.

= aH(t —z/v) = {

Thus, the substance reaches a fixed position x at time t = x/v; after
that, the concentration of the substance at = remains constant (equal to

the concentration of the substance at the point where it is poured into the
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river). The line ¢t = x/v in the (x,t)-plane is the advancing wave front of
the substance (see Fig. 9.1).

t=X/V
u(x,t)=a

S

I

Y t>X/V t<X/V

e

=

u(x,t)=0
0 u(x,0)=0

Fig. 9.1. The front wave and the regions behind it and ahead of it.

(ii) We now consider a very long river with the substance already uni-
formly distributed in it from the source of the river up to the observation
point z = 0, and assume that both diffusion and convection effects are
significant. This mixed diffusion—convection problem in an infinite one-

dimensional medium is modeled by the IVP

ut(x,t) = oUge(2,t) —vug(z,t), —oo <z <oo,t>0,
u(z,t), uzy(x,t) = 0 as x — too, t >0,

u(z,0)=1-H(z), —o0o<x<o0.

We already know two possible methods for solving this problem: we can
apply the Laplace transformation with respect to ¢ or the (full) Fourier
transformation with respect to . In light of the discussion in (i) above, how-
ever, we indicate a third one, which consists in changing the z-coordinate

by connecting it to the wave front through the combination
E=x—t. (9.6)

Clearly, £ = 0 means that the point (x,t) is on the wave front, £ > 0 means

that (z,t) is ahead of the wave front, and £ < 0 means that (z,?) is behind
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the wave front. We also write
u(a,t) = uE + vt 1) = (&, 1),
Hence, by the chain rule,
up = we&t + Wy = —vwe + Wy,
Ug = Welp = We,
Ugy = (wf)ﬁfx = Wege-
Since t = 0 yields x = ¢, the above IVP becomes
we(&,t) = owee(€,1), —oo <€ < oo, t>0,

w(&,t), we(§,t) =0 as & — +oo, t >0,
w(&,0)=1—H(), —oco0<E&<o0.

This problem was solved earlier by means of the Fourier transformation (see

Section 8.1), and its solution is

w(§,t) = 2\/% / [1— H(y)]e~ &/ tot) gy

oo

0
1 2
_ —(E=y)*/(40t) 4
e (& .

2V mot / 4

Then, by (9.6), we find that the solution of our IVP in terms of the original

variables x and ¢ is

0
1 .
u(gj’t) = 2\/@ / e*(a:*vt*y)z/(ﬁlat) dy

Loss transmission line. Problems of this type can also be solved by the

Laplace transformation method.

9.19. Example. Consider the IBVP
uge(x,t) + dug(z,t) + du(z,t) = uge(z,t) — 1, x>0, t >0,
u(0,t) =0, wu(x,t) bounded as x — oo, > 0,
u(z,0) =1, w(z,0)=0, z>0.
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If we write, as usual, L[u](z,s) = U(x,s) and apply the Laplace transfor-
mation to the PDE and BC, we arrive at the ODE problem

1—4s—s?
U’ (z,5) — (s +2)*U(x,s) = %, x>0,

U(0,s) =0, U(z,s) bounded as x — oo,
with general solution
s2+4s—1
s(s+2)2 7
The boundedness requirement implies that Cy(s) = 0, and the BC yields

Ulz,s) = C1(s5)eT7 4 Cy(s)e” 527 4

s2+4s—1

U(Z‘,S) = m

[1— (2],

This can also be written in the form
U(z,s) = F(s) — F(s)e ""e 7, (9.7)

where, using partial fractions, we have

32—|—4s—1_ 1+ ) n )
s(s+2)2  4s  4(s+2)  2(s+2)?

By formulas 3 and 5-7 in Table A5,

F(s)=

fO)=L7F|(t)=—-1+2e "+ 3te® =1 [5(2t+1)e™? —1].
Applying formula 2 in (9.7), we now find that

u(z,t) = LU (2,t) = f(t) — f(t —x)H(t —x)e” >
=1[5@t+1)e -1 - [t -2z +1)e e *|H(t—2). m

Exercises

In (1)—(4) use Table A5 to compute the Laplace transform of the given

function f.

(1) f(t) = e tsin(3t) — 3t*.

(2) f(t) = ettcos(2t) +4(t — 3)3H(t — 3).
(3) f(t) = e %(cost — 3sint) — 2t2H(t — 1).
(4) f(t) =t%e!=2 — 3sin® (31).
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In (5)—(8) use Table A5 to compute the inverse Laplace transform of the

given function F'.

2s+1 3s+2 2s
Fls)= =227~ F(s) = _ s
6) Fls) = 75775 ©) F6) = 505595 Go12°
1 2 —
(1) F(s) = 33; VT (8) Fls)= e

In (9)—(18) use the Laplace transformation to find the solution of the PDE
ug(x,t) = kugg(x,t) + g(z,t), x>0, t>0,

for the coefficient k, function ¢, and BC and IC as indicated, under the

condition that u(x,t) be bounded as x — oo, t > 0.

(10) k=4, g(z,t) =1, u(0,t) =2—1¢, u(z,0)=-2.
B [ =Be Bt 42 —1)2—4t, 0<x<1,
(11) k=1, g(x,t) = {_36_3,5, e 1,

ug(0,t) = —4¢t, wu(z,0) = 1.

1—te t+6, 0<a<l1,
(12) k=1, q(x,t):{gl_tgit o=

x> 1,
32z —2%), 0<z<1,
um(07t) =0, u(ﬂc,O) = {3( ) > 1._

(13) k=1, q(z,t) = (2t +1)cosz, ug(0,t) =0, wu(zr,0) =—cosz.
(14) k=2, q(z,t) = —(2t+3)e ", u(0,t) =t+2, u(z,0)=2e"".
(15) k=1, g(x,t) = 5e~"[cos(2t) + sin(2t)],

u(0,t) = —3cos(2t) + sin(2t), wu(z,0) = —3e~".
(16) k=1, q(z,t) = —e *[2cost + (522 + 4)sint],

uz(0,8) =0, u(z,0) = 2%
(17) k=4, q(z,t) =373, w(0,t)=3—e3, wu(z,0)=1.
(18) k=4, q(z,t) = 2% u(0,t) =e* -2, u(x,0) =e 2.

In (19)—(28) use the Laplace transformation to find the solution of the PDE
et (,t) = Puge(2,t) + q(x,t), x>0, t>0,

for the coefficient ¢, function ¢, and BC and ICs as indicated, under the

condition that u(x,t) be bounded as z — oo, t > 0.

(19) ¢=1, q(z,t) =1, u(0,t) =t, u(z,0)=0, wu(z,0)=—1.
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c=1, q(z,t) =-1, u(0,t)=t+1, u(z,0)=2, uz,0)=0.
c=2, q(x,t) =e 3 wu,(0,t) =2t, u(x,0) =0, uy(z,0)=—1.
c=2, q(z,t) =t, uy(0,t) =2e7t wu(z,0)=1, u(z,0)=0.
c=1, q(x,t) = —(2+3e e ®, u(0,t) =2— e 2,

u(z,0) = e %, wu(x,0) =2e 7.

c=2, q(z,t) =22t +5e ) sinz, u,(0,t) =2e " +1t,
u(z,0) = 2sinz, wuy(x,0) = —sinx.

c=1, q(z,t) =et/? —4sin(2z), u,(0,t) = —2
u(z,0) =4 —sin(2z), wu(z,0) = —2.

c=1, q(z,t) = —8e Tsin(2¢), u(0,t) = sin(2t),
u(z,0) =0, wue(x,0) =2e"7.

c=2, q(z,t) =2, u,(0,t) =cost, u(x,0)=0, wus(z,0)=1.
c=1, q(z,t) =e %, u(0,t)=—e7t u(z,0)=-2, ux,0)=0.

)

In (29)—(32) use the Laplace transformation to find the solution of the PDE

up(z,t) = Ugz(x,t) — 2uz(a,t) + ulx,t) + ¢q(z,t), >0, t>0,

for the function ¢ and the BC and IC as indicated, under the condition that

u(x,t

) be bounded as z — oo, t > 0.

(z,t) , u(0,t) = -2, wu(x,0)=0.

(x,t) =0, u(0,t)=t¢, wu(z,0)=0.

q(z,t) =23t + 1)cosx + 3sinz, u,(0,t) =3t+1, wu(z,0) =sinz.
(z,1)

= coszcost — 2sinxsint, u,(0,t) =0, wu(x,0)=0.

In (33)—(36) use the Laplace transformation to find the solution of the PDE

wet(z,t) + 2ue(x, t) + u(z,t) = uge(z,t) + ¢(x,t), >0, t>0,

for the function ¢ and BC and ICs as indicated, under the condition that

u(z,

(33)
(34)
(35)

(36)

t) be bounded as z — oo, ¢t > 0.

q(z,t) =1, u(0,t) =t+2, u(z,0)=-1, uz,0)=0.
q(z,t) = —e7 2, u,(0,t) = 3t, u(x,0) =0, u(z,0)=2.
q(x,t) =572, uy(0,1) =2(2 - 1),

u(z,0) = —26*2””, ug(r,0) = e 2%,

q(x,t) = 4e~"[sin(2t) — cos(2t)], u(0,t) = —sin(2t),



Chapter 10

The Method of Green’s
Functions

The types of problems we have considered for the heat, wave, and Laplace
equations have solutions that are determined uniquely by the prescribed
data (boundary conditions, initial conditions, and any nonhomogeneous
term in the equation). It is natural, therefore, to seek a formula that gives
the solution directly in terms of the data. Such closed-form solutions are
constructed by means of the so-called Green’s function of the given problem,

and are of great importance in practical applications.

10.1. The Heat Equation

The equilibrium problem. The equilibrium temperature distribution in
a finite rod with internal sources and zero temperature at the endpoints is
modeled by a BVP of the form (see Section 6.1)

mey L
u'(z) = kq(m), 0<z<L, (10.1)

u(0) =0, wu(L)=0.

For convenience, we have omitted the subscript co from the symbol of the
steady-state solution, but have kept the factor —1/k since we will later make
a comparison between the solutions of the equilibrium and time-dependent
problems.

If we have just one unit source concentrated at a point £, 0 < £ < L,
then ¢(z) = 0(z — &) and the two-point solution G(z,&) of the above BVP
satisfies

me(x,f):_%(;(x_f), O0<z <L,

G(0,6) =0, G(L,&)=0.
The function G(z,&) can be computed explicitly. Since H,(z—§) = 6(x—&)
(see Remark 9.4(ii)), from (10.2) it follows that

Cl(f)? T < §7

Galw,€) =~ H(z =€) + C1(€) = {_1 LOE), s
k ) )

(10.2)
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from which

zC1(€) + C2(8), z <,
(z,€) = { (10.3)

%qm—%yumavx>a

where C1, Co, and C3 are arbitrary functions of . Using the BCs in (10.2),
we find that
1
Cr(©) =0, L]Cr() - | +ate) =

Hence, C3(£) = —L[C1(§) — 1/k], and (10.3) becomes

zC1(§), x <&,
e L ] TG (104

If G(z,€) had a jump (H-type) discontinuity at « = &, then G, would have
a J-type singularity at x = £. Since this is not the case, we must conclude
that G(z,€) is continuous at x = &; in other words, G(§—,¢) = G(&+,€),
which, in view of (10.4), leads to

€6 = (€~ D) cre - 7.
Thus, C1(€) = (L —€)/(kL), and (10.4) yields

L0, r<e
Glw,8) =1 ¢ (10.5)
—L(L—x), x> .

o~

o~

Clearly, G(z,&) = G(&,x).
Using integration by parts, we find that for two smooth functions u and
v on [0,L],

L L
/ v—vudx— v—vu / u'v’ —v'u)
0 0

[u/(

= [W/(L)v(L) — v'(L)u(L)] — [«/(0)v(0) — v'(0)u(0)]. (10.6)

This is known as Green’s formula. If u is now the solution of (10.1) and
v = @G is the solution of (10.2), then the right-hand side in (10.6) vanishes
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and we can write

L
/ Gl €)q(x)] dx = 0.
0

By (9.1), interchanging = and ¢ and recalling that G(z,8) = G(&,z), we

obtain I
z) = / G, €)q(€) de. (10.7)
0

G(z,€), called the Green’s function of the BVP (10.1), is the temperature
at x due to a concentrated unit heat source at . Formula (10.7) shows the
aggregate influence of all the sources ¢(§) in the rod on the temperature
at x.

A representation formula similar to (10.7) can also be derived for nonho-
mogeneous BCs. Suppose that the BCs in (10.1) are replaced by u(0) = a

and u(L) = b. Then (10.6) with the same choice of u and v as above becomes

=L

L
/ [u(@)8( — &) — Gla.€)q(x)] dx = —k[u(x)Ga(2,6)] =%,
0

SO
L
u(w) = [ Gla€)al€)de — hbGe(,L) - aGie(a.0)].
0
By (10.5),
=, z<g,
Ge(w,6)={ *L |
Thpo TS

consequently, the desired representation formula is

/LG d£+b—+a<1—z) (10.8)
0

10.1. Example. To compute the steady-state solution for the IBVP
u(x,t) = Uge(z,t) +2—1, 0<z <1, t>0,
w(0,t) =2, w(l,t)=-1, t>0,
u(z,0) = f(x), 0<z<1,
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we use (10.8) with k=1, L =1,a=2,b= -1, and g(z) =  — 1. First, by
(10.5),

o 1‘(1—§), ]"va
Gt = {5(1 —z), x>¢
aiw={,7, ;3%
hence,
1 T 1
G(z,§)q(§)d = [ {1 —z)(§ —1)dE+ [ x(1—-&)(E —1)d¢
/ / /
x 1
=(1—a) [(E—-8de—x [ (€-1)%de
[ie-ou=]

=—1*+1s°- 1o
Since bx/L+a(l —x/L) = —x+2(1 — x) = 2 — 3z, the equilibrium solution

(10.8) of the given IBVP is

ue)=—-3t2"+32> - Lo +2 m

10.2. Example. In the case of the IBVP

ue(x,t) = Uge(z,t) +q(z), 0<2x <1, t>0,
u(0,t) =1, wu(l,t)=3, t>0,
u(z,0) = f(z), O0<z<1,

with

2, 0<az<1/2
q(z) =
~1, 1/2<z<1,

we notice that the function G is the same as in the preceding example,
whereas a = 1 and b = 3. Given that the expressions of ¢ and G change at
x = 1/2 and z = &, respectively, we split the computation of the equilibrium
solution (10.8) into two parts.

(i) f 0 < = < 1/2, the first term on the right-hand side in (10.8) is
written as a sum of three integrals, one for each of the intervals 0 < £ < z,
x<€<1/2,and 1/2 < £ < 1. Thus, (10.8) yields
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z 1/2 1
u(x)20/25(1—x)d§+/233(1—§)d§+1//2—x(1—§)d§+2x+1
:—x2+%x+1.

(ii) If 1/2 < x < 1, the three integrals are over the intervals 0 < £ < 1/2,
1/2<¢<z,andx <& <1

1/2 x 1
u(z) = 0/25(1—x)d£+1//2—£(1—x)d£+/—x(1—f)d£+2x+1

1,2, 9 11
=5z —|—8x+8.

It is easy to verify that

but that

which confirms that, as expected, the discontinuity of ¢ at = 1/2 has

reduced the smoothness of the solution. m

10.3. Remark. The Green’s function can be expanded in a double Fourier
series. In view of the eigenfunctions of the Sturm—Liouville problem asso-
ciated with (10.1) (see Section 5.1), the continuity of G, and the symmetry
G(z,€) = G(&,x), it seems reasonable to seek a series representation of the
form
oo oo
Glz,6) =Y ( _1bmnsin$> sianWf. (10.9)

m=1 “n=

Differentiating (10.9) term by term twice with respect to  and substituting
in the ODE in (10.2), we obtain

S A Conmx| . ommé 1
Z [Z<T> bmnsmT] sin — = Eé(m—{).

L
m=1 -n=1
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Multiplying this equality by sin(prz/L), p = 1,2,..., integrating over [0, L],
and using (2.5) and (9.1), we find that

2 0o
kL
() 5 X bupsin " =5 =2

m=1
Theorem 3.20(ii) now implies that the only nonzero coefficients above are
bpp = 2L/ (kp*n?), so series (10.9) is

= 2L . nmx . nné
G(z,€) :n:1msm 7 smT. ]
The time-dependent problem. A finite rod with internal sources and

zero temperature at the endpoints is modeled by the IBVP
us(x,t) = kugg(x,t) + q(x,t), 0<ax <L, t>0,
u(0,t) =0, wu(L,t)=0, t>0,
u(z,0) = f(x), 0<az<L.
(According to the arguments presented in Chapter 6, we may consider ho-

mogeneous BCs without loss of generality.) This problem can be solved by

the method of eigenfunction expansion (see Section 7.1), so let

t) = Zun(t)sin ?,

n=1
an sm Z fn sin 2L
n=1
where
L
2
= z/q (z,t) sm T g x, = /f sm—dx (10.10)

0

Replacing these series in the PDE, we find in the usual way that the wu,,

n =1,2,..., must satisfy

ul (t) + k(%w)zun(t) =qn(t), t>0,

Un(0) = frn.
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This problem is solved, for example, by means of the integrating factor

exp{/l{;<n[7jr> dt} = ek(nﬂ'/L)Zt'

Thus, taking the IC for u,, into account, we obtain
t
un(t) — efk(mr/L)% |:/qn(’7')€k(n7r/L)2TdT + C:|
0

t
_ fnefk('mr/L)% +67k(n7r/L)2t/qn(T)ek(nﬂ/L)2TdT;
0

so, by (10.10),

t

u(z,t) = Z [fne_k("”/mzt + e_k(mr/L)zt/Qn(T)ek("”/L)szT} 51nnLﬂ

n=

[

0

00 L
o[
0

[

n=

t

L
—k(nw/L)%t g f k(nm/L)*r @
+e /[L/q(g, )sm T df]e dT}bln T
0

0

L
2 T TE
/ [ZL L L ° ds

n=1

Sin
L t 002 f
. NTT . NTE _pnr /D)2 (t—1
+//qf, [Zz n——sin —= e KO/ >]drd§.
0 0

n=1

If we now define the Green’s function of this problem by
2 nmwr n7r£ 2
Zgin 22 g —k(nm /L) (t—7)
G(z,t;¢,7) E_ Lsm sin——=e , T<t, (10.11)

then the solution of the IBVP can be written in the form

L L t
Gz, 4,€,0)f(£)dE + Gz, t:€,7)q(€,7)drde. (10.12)
- /]
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The first term in this formula represents the influence of the initial tem-
perature in the rod on the subsequent temperature at any point x and any
time ¢. The second term represents the influence of all the sources in the
rod at all times 0 < 7 < t on the temperature at z and ¢. This expresses

what is known as the causality principle.

10.4. Example. We use (10.11) and (10.12) to compute the solution of
the IBVP

ug(x,t) = ugg(z,t) +t(x — 1), 0<az<1,t>0,
u(0,t) =0, wu(l,t)=0, t>0,

u(z,0) =2, 0<z<lLl
Here k =1, L =1, q(x,t) = t(x — 1), and f(x) =z, so

G(z,t;€,7) = Z ZSin(nmc)sin(nwg)e—nzwz(t—r);

n=1

hence,

1 1t
u(x,t):/ (xt§0§d§+//Gmt€, 7(§ —1)drd¢
0 00

1

_ iQsin(nwm) [ / ¢sin(ne) dg] Y

n=1 A
- 1 ¢

+ Z2sin(n7rx) [/(5 — 1)sin(nm§) df] [/T6”2”2(t7)d7'].
n=1 0 0

Integrating by parts, we see that

/fsm nrl)dé = (— )”'|r1 1 ,

nm

/ (€ — 1)sin(nm)de = —

nm

0
; 1 1
—n2n2(i— . —n2nt
/7’6”’7( T)dT—nQﬂQt—n47T4(1—e”’r )
0
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We now put these results together and obtain the solution of the IBVP in

the form

00
Z i _ n+1 —n?n2t
nm

n=1
1 1 2 2 .
—Wt-f— W(l—e n7rt) Sln(nwx). | |

10.5. Remark. Green’s functions and representation formulas in terms of
such functions can also be constructed for IBVPs with other types of BCs,
and for IBVPs where the space variable takes values in a semi-infinite or

infinite interval (see, for example, (8.8)). m

10.2. The Laplace Equation

The equilibrium temperature in a thin, uniform rectangular plate with time-
independent sources and zero temperature on the boundary is the solution
of the BVP

(Au)(z,y) = q(z,y), 0<z <L, 0<y<K,
u(z,0) =0, u(z,K)=0, 0<z<L,
u(0,y) =0, u(L,y)=0, 0<y<K.
As in Section 10.1, let G(x,y;&,n) be the effect at (z,y) produced by just
one unit source located at a point (§,1), 0 < { < L,0<n < K. Then G is
the solution of the BVP
A(xvy)G(xvy,gvn):5(x_£7y_77); O<.’E<L, 0<y<K7
G(z,0;¢,m) =0, Gz, K;{n) =0, 0<z<L,
G(0,y;6m) =0, G(L,y;:&m) =0, 0<y<K,

where 0(z — §,y —n) = 0(z — £)d(y —n) and A(z,y) indicates that the

Laplacian is applied with respect to the variables z,y. Also, let D be the

rectangle where the problem is formulated, that is,
D={(zy):0<x <L, 0<y<K},

and let D be the four-sided boundary of D.
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Since 9D is piecewise smooth, we use the divergence theorem to find that

for a pair of smooth functions v and v,

/(uAv —vAu)da = /(udivgradv —vdivgradu)da
D D
= / [div(ugradv) — (gradu) - (gradv)
D

— div(vgradu) + (gradv) - (gradu)| da

= [ [(ugradv) - n — (vgradu) - n] ds
9]

w0

(uvy, — vuy,)ds, (10.13)
17}

)

where da and ds are the elements of area and arc, respectively, and the sub-
script n denotes the derivative in the direction of the unit outward normal
to the boundary. (The normal is not defined at the four corner points, but
this does not influence the outcome.)

Equality (10.13) is Green’s formula for functions of two space variables.
If u is the solution of the given BVP and v is replaced by G, then the
homogeneous BCs satisfied by both © and G make the right-hand side in

(10.13) vanish and the formula reduces to

/fwawﬂx—ﬂﬂy—m—ﬂ@wXX%%§MMm@w)=Q
D
where da(z,y) indicates that integration is performed with respect to x, y.

By (9.1), this yields

u(énn) = / G 0;€,ma(e,y) dalz,y). (10.14)
D

At the same time, applying (10.13) with u(z,y) replaced by G(z,y;&,n)
and v(z,y) replaced by G(z,y;p,0) and making use once more of (9.1), we

obtain the symmetry

G(&m;p,0) = G(p,0;8,m).
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Then, as a simple interchange of variables shows, (10.14) becomes the rep-

resentation formula

u(z,y) = / G y;€.m)a(E.m) da(€.n). (10.15)
D

G(z,y;&,m) is called the Green’s function of the given BVP. Formula (10.15)

shows the effect of all the sources in D on the temperature at the point (z,y).

10.6. Remark. To find a Fourier series representation for G we recall that
the two-dimensional eigenvalue problem (5.54) associated with our BVP has

the eigenvalue-eigenfunction pairs

2 2
A = ﬂ + m
nm ( L ) ( K ) b

nwTr ., mm

Snm = slnTslnT, n,m=12,....

Consequently, it seems reasonable to seek an expansion of the form

xy§77 chnmgn nm(x y)

n=1m=1

B 2 = nmTxr . mmy
_gz:: nmfnsstm 7

If we replace this series in the equation satisfied by G, then

Az, y)G(x,y;¢,n) = }:E:%mﬁn )(ASpm)(@,y)

n=1m=1

= — Z Z )\nmcnm(gvn)Snm(x’y)

n=1m=1

=0(x = &)0(y —n).

Multiplying both sides above by Spq(x,y), integrating over D, and taking

(9.1) into account, we arrive at

Cpq(fan) = _%Spq(fan)-
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Hence, the double Fourier sine series for G is

G(x,y;€,m)

_ _iKi i sin(nw&/L)sin(mnn/K) gin 7L o Y

(/L + (majK)2 o g o "

(10.16)

10.7. Example. To compute the solution of the BVP

U (7,Y) + Uy (2,y) = =57 sin(7x)sin(27y),

<<l 0<y <2,
u(z,0) =0, wu(z,2)=0, 0<z<l,
w(0,9) =0, wu(l,y)=0, 0<y<2

we notice that here

L=1, K=2, gq(xt)=—5rsin(rz)sin(2ry).

Consequently, by (10.16),

Glaysen) 22 Z sin(nz§)sin(mmn/2) . . mmy

w272 + m2n?/4 sin(nmz)sin 5
n=1m=1

so from (10.15) and (2.5) it follows that

2 1
4 2
w(z,y) = // Z Z sin(nn) sin(mmn/ )sin(nmc)sin m;ry
00

2(4n2 2
=~ w2(4n? + m?)

x (—572)sin (7€) sin(27n) dé on
1

_ 402 Z e —|—m2 </Sm 7€) sin nw{)d{)

n=1m=1 0
x (

(20 1y
T \4-12 442

sin(27mn) sin v

dn) sin(nmx)sin m;ry

N——— O\M

sin(mz) sin(27y) = sin(nz)sin(27y). ®

[\
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10.3. The Wave Equation

The vibrations of an infinite string are described by the IVP

gt (2,1) = e (2,t) + q(z,t), —00 <z < o0, t>0,
u(z,t), ug(x,t) = 0 as x — too, t >0,

u(z,0) = f(x), u(z,0) =g(x), —oo<z<o0.

If we have a unit force acting at a point £ at time 7 > 0, then its influence
G(z,t;€,7) on the vertical vibration of a point x at time ¢ is the solution of
the IVP

Gue(2,:6,7) = AGop(,1:6,7) +6(x — &t — 1),
—oco <z <oo,t>0,
G(z,t;¢,7), Gy (z,t;€,7) = 0 asx — foo, t >0,

Gz, t;¢,7) =0, —oco<z<oo,t<T,

where 0(z — &,t —7) = d(x — £)J(t — 7) and the IC reflects the physical
reality that the displacement of the point x is not affected by the unit force
at & until this force has acted at time 7.

As we did in Chapter 8 in the case of the Cauchy problem for the heat
equation, we find the function G by means of the full Fourier transformation.
First, we note that, by (9.1),

Flo(z—¢)] = \/% / §(z — €)™ dx = \/LQ_Wei‘“g.

Therefore, if we write F[G]|(w,t;&,7) = G’(w,t;f,T) and apply F to the PDE

and IC satisfied by G, we arrive at the transformed problem

étt(W,t;f,T) + Cszé(w,t;f,T) = Lei“’fé(t —-71), t>0,

V2m (10.17)
Gw,t:6,7)=0, t<r.

Since 6(t — 7) = 0 for ¢ # 7, the solution of (10.17) is

0, t<T,

Glw.t;&,7) = {Cl cos (cw(t — 7)) + Cosin(cw(t — 7)), t>T, (10.18)
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where Cy and Cs are arbitrary functions of w, £, and 7. Requiring G to
be continuous at ¢ = 7 yields C; = 0. To find C5, we consider an interval
[11,72] such that 0 < 71 < 7 < 72 and integrate (10.17) with respect to ¢

over this interval:
T2
ét(w77—2;£77—) - ét(val;gvT) + 02"‘)2/@(“]7t;£77)dt
T1

1 ‘ T2 1 A o
= ™ [ 5(t - dt:—wﬁ/ét— dt =
V2T ‘ / (t=7) V2T ¢ (t=7) Var ¢

By (10.18),

Gt(val;gvT) = 07
Gi(w,79:€,7) = cwClycos (cw(Tg - T))

If we now let 7, 72 — 7, from the continuity of G at t = 7 it follows that
Cy = ™% /(y/2m cw); hence,

0, t<T,
Glw,t:€,7) = 1 it sin (cw(t — 7))

V2me w

According to formulas 12 and 3 in Table A2 in the Appendix,

, t>T.

fl[ g%} = H(a - |2]),

T
F e Ff)(w)] = f - a)
s0, setting a = ¢(t — 7) and a = £, respectively, we obtain
G(z,t;¢,7) = QLCH(C(t_T) — |z —¢|). (10.19)
The diagram in Fig. 10.1 shows the values of G in the upper half (¢ > 0) of

the (x,t)-plane, computed from (10.19). Using a similar diagram, it is easy

to see that (10.19) can also be written in the form

Gl t:¢,7) = %[H((x —&) et —7) — H((x — &) —c(t = 7))]. (10.20)
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X=E-C(ET) e cpqyaxctic(tr  XEECET)
G=0 G=1/(2¢) G=0
X< &-C (t-T) x>&+C(t-1)
G=0 ter
ng t=0

Fig. 10.1.

A procedure analogous to, but more involved than, that followed in the
case of the Laplace equation can also be devised for the wave equation to
obtain a symmetry relation for G and a representation formula for a solution

u in terms of G. Thus, in its most general form the latter is
¢
0

b
+ / (G, 1:,0)ur (6,0) — G (a5, 0)u(£,0)] deé

G(z,t;¢,7)q(&,7)dedT

Q\@

t
—02/[G5($>t;§,T)U(€,T) — G, &, Thue (€,7)] 5, dr, - (10.21)
0

where ¢ is the forcing term and a and b are the points where the BCs are
prescribed. G(x,t;&,7) is called the Green’s function for the wave equation.

When —co < & < 00, as in our problem, the corresponding formula is
obtained from the one above by letting a — —oo and b — oo and taking

into account that G(xz,t;&,7) = 0 for |x| sufficiently large.
10.8. Example. Consider the IBVP

Ut (2,8) = Uge(,t) + q(2,t), —00 <z <00, t>0,
u(z,t), ugp(x,t) = 0 as x — +oo, t >0,
u(z,0) =0, w(z,0)=0, —oo<z <00,

where
t, —-l<z<l1,t>0,
q(w,t) = .
0 otherwise.
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By formulas (10.21) and (10.20) with ¢ = 1, the solution of this problem is

computed as

t

xt:/
0

Gz, t:¢,7)q(§,7)dEdT

[Hz—&+t—7)— H(z —&—t+71)|q(¢ 7)dédr

N

1
o\ﬁ |
8\8 g3

1 t x+t—7 1 t z—t+T
25/ / q(&,7)dédr — 5/ / q(&,7)dEdT;
0 —oo 0 —oo
that is,
) t mt—1
uwt) =5 [ [ atendear
0 z—t+1

The value of the solution at, say, (z,t) = (3,2) is

2 5—71

w(3,2) = % / / o6, 7) de dr.

0 147

To calculate the above integral, we sketch the lines{ =1+7and { =5—71
in the (£,7) system of axes and identify the domain of integration (see Fig.
10.2). Since, as the diagram shows, ¢ is zero in this domain, it follows that
u(3,2) =0.

Fig. 10.2. The domain of integration for (x,t) = (3,2).
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Similarly,

4—7

2
0/ q(§,7)dEoT.

T

l\')lr—A

|
\

|

|

|

|

|

|

|

|
JE

-1 0

Fig. 10.3. The domain of integration for (z,t) = (2,2).

Following the same procedure and taking into account the intersection of
the domain of integration and the semi-infinite strip where ¢ is nonzero (see
Fig. 10.3), we see that

1

:%//ngdT_—/Tgﬁ ldT_%/lT(l—T)dT:%.
0

0o 7

Finally, to compute

4 ¢

Fig. 10.4. The domain of integration for (z,t) = (1,3).
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we make use of the sketch in Fig. 10.4 and obtain

111 13 1
:E//Td5d7+§/ /Tdfdr——
0 -1 1 —2+4r

Alternatively, by changing the order of integration,

1 &+2
;//Tdrdf——/(g—i—Z)zdf:%. n

10.9. Remark. If there is no forcing term (¢ = 0) in the general IVP with

—00 < & < 00, then the representation formula (10.21) reduces to

wet) = [ (G0 (€0) - Grlate0u(E 0] de. (1022)

— 00

This formula can be further simplified by using the explicit form of G. By
(10.20) and Remark 9.4(ii), according to which

H'(r—a)=46(t —a),
we have
G (z,t;¢,1) = —%[6(@ — &) +c(t— T)) +5((x —&) —c(t— T))];

s0, by the definition of § and H (see Section 9.1), (10.22) becomes

u(et) = 5 [ [0 =€ = ct) + oo - € +en)] 7O

DN | =
|

o0

+% [H(z — &+ ct) — H(x — € — ct)] g (&) d€

x+ct

[ aterae

x—ct

[f(z+ct)+ f(z—ct)] aniC

DN | =

This formula, called d’Alembert’s solution, is revisited in Chapter 12, where

it is be established by another method. m
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Exercises

In (1)-(10) construct the appropriate Green’s function and solve the one-

dimensional steady-state heat equation
ku'"(z) +q(z) =0, 0<ax<L,

with the constants k and L, function ¢, and BCs as indicated.

(1) k=2, L=1, qx)=2x—-1, u(0)=1, u(l)=-2.
1, 0<z <1,

@ k=1 L=2 g ={} {II5 w0

(3) k=1, L=2, q(x) =4, u(0)=2, v/ (2)=-3.

(4) k=2, L=1, ql)=1-2z, u(0)=-1, </(1)=1.
-1, O0<z <1,

(5) k=2, L=2, q(”“"):{Q, l<z<2,

gt 0<z<1/2,
T lz+l, 1/2<x <1,

u(0) = =2, u/(2) =3.

=
ol
|
~
|
Le}
—~
8
~—
|

=-2, ¥ (0)=-3, u(l)=4.
8) k=2, L=2, q(x)= 2, ¥(0)=1, u(2)=-3.
q

v
_f2, O0<axz<1/2, _
(”“")_{—3, 12<z<1, YO =72 ul)=5

_ B _Jxz-1, O0<z<1, 0 _
(10) k=1, L=2, q(a:)—{17 l<z<2 u'(0) =3, wu(2)=-3.

In (11)—(20) construct a series representation of the appropriate Green’s

function and solve the one-dimensional heat equation
up(z,t) = kugg(z,t) +g(z,t), 0<axz<L,t>0,

with the constants k and L, function ¢, and BCs and IC as indicated.

(11) k=2, L=1, q(x,t) = tsin(rz),

u(0,t) =0, wu(l,t) =0, u(x,0)= —sin(27z).
(12) k=1, L=2, q(z,t) =z(t—2),

u(0,t) =0, w(2,t) =0, u(x,0)=1.
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1, O0<z <,
(13) k=1, L=2, q(x,t)—{_l, l<n<2
u(0,t) =0, w(2,t) =0, u(x,0)=1-—uz.

z, 0<x<1/2,

(14) k=3, L=1, q(:v,t):{o7 12<z<l.

_ _ 0, 0<x<1/2,
u(0,t) =0, wu(l,t) =0, u(x,O)—{Z’ 1/2<z<1.

(15) k=1, L=1, q(x,t) =2uzt,
ug(0,8) =0, uy(1,t) =0, u(x,0)=x.

0<z<1/2,
1/2<z<1,

ug(0,8) =0, wuy(1,t) =0, u(z,0)=z—1.

(m)k:2,L=1,ﬂ@ﬂ={;L

(17) k=2, L=2, q(x,t) =t,
w(0,t) =0, uyx(2,t) =0, u(x,0)=

0, O0<z<1,
(18) k=1, L=2, _{ lowoo
w(0,t) =0, uzx(2,t) =0, u(x,0)=uwx.
_ , 0<ax<1/2,
(19) k=1, L=1, { 1/2<x<1,

0, 0 <z S 1 27
um(O,t)=07 u(17t):07 u(xvo):{Q ]_/2<.’E</1.

(20) k=1, L=2, q(x,t) =1,
ug(0,8) =0, w(2,t) =0, u(z,0)=z—2.

In (21)-(30) construct a series representation of the appropriate Green’s

function and solve the nonhomogeneous Laplace equation
uﬂiﬂ?(x?y)—’_uyy(xvy)ZQ(xvy)v 0<.’E<L, 0<y<K7

with the constants L and K, function ¢, and BCs as indicated.
(21) L=1, K=2, g(x,y) = sin(my),
u(0,y) =0, u(l,y) =0, u(zx,0) =0, u(x,2)=0.

(22) L=1, K=1, g(z,y) = (y — 1)cos(mx),
um(07y) =0, um(]-vy) =0, U(IE,O) =0, u(xvl) =0.
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(23) L=1, K =1, g(z,y) =asin(3ny),
u(0,y) =0, u(l,y) =0, u(z,0)=0, uy(z,1)=0.

(24) L=2, K =1, g(z,y)=cos(37z),

ug(0,y) =0, u(2,y)=0, u(z,0)=0, u(xz,1)=0.
(25) L=2, K=1, g(z,y) = 2cos(3my),

u(0,y) =0, u,(2,y) = uy(x,0) =0, uy(z,1)=0.
(26) L=1, K=2, ¢q(z,y) = —sm(gwx),

u(0,y) =0, uz(1,y) =0, uy(zr,0)=0, u(z,2)=0.

<

(27) L=1, K=1, q(z,y) =1,

u(O,y) =0, u(l,y) =0, u(x,O) =0, u(zr,1)=0.
(28) L =1, =2, ¢q(z,y) =

u(O,y) =0, u(l,y) =0, u(x,O) =0, uy(z,2)=0.
(29) L=1, =1, q(x,y)

ug(0,y) = O, u(l,y) = (x,O) =0, uy(z,1)=0.

(%)L=2,K=1,ﬂ%w=%
u(07y) =0, u(27y) =0, Uy({E,O) =0, uy(xvl) =0.

In (31)—(40) construct an integral representation of the solution in terms of

the appropriate Green’s function for the IVP

gt (2,t) = e (2,t) + q(z,t), —00 <z < o0, t>0,
u(z,t), ug(x,t) — 0 as x — +oo,
u(z,0) =0, wu(z,0)=0, —o0<z< 00,

with the constant ¢ and function ¢ as indicated, then compute the solution

at the given point x and time ¢.

B1) c=1, glwt) = {x O&I:rvfl;Q >0 ) = (<1,2).

(32) c=1, { Oti:rvfi;f” E>00 ) = (2,3).

(33) c=2, _ {g ;i;i;l E>0 = 1,2).
(34) c=2, {g“t ;t‘:’l;é;‘l’ >0 0 = (<2,1).
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(35) c=1, qat) = {(1)‘“275’ 2t§efw<isj: > =32
(36) =1, q(x,t):{gt+2’ ;ti;visjo O<t<b (1) =(-42).
(37) e=2, qat)={5 " ;ti;“i;o E>00 00 = (=3,4).
(38) c=2, qlat)={ 7" h 3T <I0EZ0 0 (53,

x
0 otherwise,

(39) c=1, q(z,t) = gx—t—lv Otix <5, 1/2<t<3/2,
otherwise, () = (4.2).

- Jat-1), 3<x<2, t>0, o
(40) e=1, q(zt) = ¢ otherwise, (z,t) = (—1,4).



Chapter 11

General Second-Order Linear
Partial Differential
Equations with Two
Independent Variables

Having studied several solution procedures for the heat, wave, and Laplace
equations, we need to explain why we have chosen these particular mod-
els in preference to others. In Chapter 4 we mentioned that these were
typical examples of what we called parabolic, hyperbolic, and elliptic equa-
tions, respectively. Below we present a systematic discussion of the general
second-order linear PDE in two independent variables and show how such
an equation can be reduced to its simplest form. It will be seen that if
the equation has constant coefficients, then its dominant part—that is, the
sum of the terms containing the highest-order derivatives with respect to
each of the variables—consists of the same terms as one of the above three
equations. This gives us a good indication of what solution technique we

should use, and what kind of behavior to expect from the solution.

11.1. The Canonical Form

Classification. The general form of a second-order linear PDE in two

independent variables is

+ F(z,y)u = G(z,y), (11.1)

where v = u(z,y) is the unknown function and A,...,G are given coeffi-

cients. (In particular, some or all of these coefficients may be constant.)
11.1. Definition. (i) If B2 — 4AC > 0, (11.1) is called a hyperbolic equa-
tion.

(ii) If B2 —4AC =0, (11.1) is called a parabolic equation.

(iii) If B2 —4AC < 0, (11.1) is called an elliptic equation. m
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11.2. Example. For the one-dimensional wave equation

Ut — CQum =0
we have (considering ¢ in place of y)

A=—-?, C=1,B=D=FE=F=G =0;

hence, B? — 4AC = 4¢® > 0, which means that the equation is hyperbolic
at all points in the (z,t)-plane. m

11.3. Example. In the case of the one-dimensional heat equation

U — kg, =0
we have
A=—-k, E=1, B=C=D=F=G=0,

so B2 — 4AC = 0: the equation is parabolic in the entire (x,t)-plane. m
11.4. Example. The (two-dimensional) Laplace equation

AU = Ugy + Uyy =0
is obtained for
A=1,C=1,B=D=E=F=G=0;

therefore, B?> — 4AC = —4 < 0, which means that this equation is elliptic
throughout the (z,y)-plane. m

11.5. Example. The equation
Upz — \/YUzy + TUyy + (27 + y)uy — 3yu, + 4u = sin(z? — 2y), y >0,
fits the general form with

A=1 B=-y, C=uz,
D=2zx+y, FE=-3y, F=4, G=sin(z?—-2y),

so B2 — 4AC = y — 4z. Consequently,
(i) if y > 4a, the equation is hyperbolic;
(ii) if y = 4z, the equation is parabolic;

(iii) if y < 4z, the equation is elliptic.
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In other words, the type of this equation at (z,y) depends on where the
point lies in the half plane y > 0 (see Fig. 11.1). m

y y=4x

y>4x y<4x

Fig. 11.1. The regions corresponding to the different equation types.

Reduction to the canonical form. We introduce new coordinates

r=r(zy), s=sy),
or, conversely,
x:x(r,s), y:y(T’,S),

and write u(x(r, s),y(r, s)) = v(r,s). By the chain rule,
Ug = UpTg + VsSz, Uy = UpTy + UsSy,

and

Uzpy = (uﬂﬂ)ﬂﬂ = (vrrw + vssw)w = (vr)wrm + vr(rz)ac + (vs)msm + vs(sm)w

[(Vr)rTe 4 (Ur)sSa|Te + VrTaw + [(Vs)rTe + (Vs) s8] Sz + VsSaa

_ 2 2
= UppTy + 20rsT2Sg + Uss Sy + UrTaor + UsSaa,
Uy = UprT2 + 20557y Sy + VssS2 4 VpTyy + Vs
yy — Urrly rstyoy 559y rlyy 59YY>
Ugy = UppTaTy + Urs(TaSy + TySz) + VssSzSy + UrTay + UsSay,
where the last two expressions have been calculated in the same way as

the first one. Replacing all the derivatives in (11.1) and gathering the like

terms, we arrive at the new equality

A(r,8) vy + B(r,8)vps + C(7,8)vss + D(r,8)v, + E(r,8)vs
+ F(rys)v = G(r,s), (11.2)
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where the new coefficients A,...,G are related to the old ones A,...,G

through the formulas

A= ArZ + Bryry + Crfl,

B =2Ar,s, + B(rysy + 1ysz) + 2Crysy,

C = As? + Bsys, + Csi,

D = Aryy + Bryy + Cryy + Dry + Ery, (11.3)
E = Asyy + Bsgy + Csyy + Dsy + Es,,

F=F,

G=G.

We now choose 7 and s so that A = C' = 0. Since neither r = r(z,y)
nor s = s(z,y) can be a constant, it follows that at least one of r;, r, and
at least one of s,, s, must be nonzero. Suppose, for definiteness, that r,
and s, are nonzero. Setting the expression of A in (11.3) equal to zero and

dividing through by 7“5, we arrive at the equation

A(r—’”>2+B(T—$) +C =0; (11.4)

Ty Ty

a similar procedure applied to the expression of C' in (11.3) leads to the

2
A(S—’”> +B(S—‘”) +C=0. (11.5)
Sy Sy

From (11.4) and (11.5) it follows that

equality

re —B+vB?—4AC

Ty 2A

(11.6)
Su —B—+/B2—-4AC
Sy n 24 '

It is now obvious that the nature of the solutions of (11.6) depends on

whether the given equation is hyperbolic, parabolic, or elliptic.
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11.2. Hyperbolic Equations

Since here B2 —4AC > 0, there are two distinct equations (11.6). Consider

the differential equations

dy B-VB?—1AC
dz 24 ’ (11.7)
dy B+ VBZ—1AC
dr 2A ’

called the characteristic equations for (11.1), and let
o(z,y) =c1, Y(x,y) =ca, c1,co arbitrary constants,

be the families of their solution curves, called characteristics. Along these

curves we have, respectively,
dp = padr + pydy =0, dp = Pada + Pydy =0,
which yields

0r dy —B+vB?-4AC

Oy dx 2A
Yo dy —B—+vB%2—-4AC
vy,  dr 2A ’

Consequently, the functions
r=p(@y), s=1,y) (11.8)

are solutions of (11.6); that is, they define the change of variables that
produces A = C' = 0. Using (11.3) and (11.8), we now compute the new

coefficients A,...,G and write out the canonical form (11.2) as
B(r,8)vrs + D(r,8)v, + E(r,8)vs + F(r,8)v = G(r,5). (11.9)

11.6. Remark. The hyperbolic equation has an alternative canonical form.

If we introduce new variables «, 3 by means of the formulas
_1 _ 1
a=Lr+s), B=ir—s)

and write v(r(a,8),s(o, 8)) = w(a, ), then
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U = Wty + wafr = FWa + Fwg,
Vg = WOl + WgPfs = %wa — %wg,
Vs = (Vr)s = %[(wa +wg)as + (Wa + wg)sSs]
= 3[5(Waa + wga) — 3(Wap + wes)] = FWaa — FWss,
and (11.9) becomes
B(waa — wgg) + 2(D + E)wy + 2(D — E)ws + 4Fw = 4G.

The one-dimensional wave equation uy — CCugy =
this form with new coefficients D = E = F = G = 0 by means of the

substitution 7 = c¢t. =

0 can be brought to

11.7. Example. The coefficients of the PDE

are A=y, B=3y,C =0,D =3, and E = F = G = 0. They yield
B? —4AC = 9y? > 0, so the equation is hyperbolic at all points (z,y) with
y # 0. Here the characteristic equations (11.7) are

with general solutions y = ¢; and y = 3x + ca, respectively. Hence, we can

take our coordinate transformation to be
r=y, s=1y— 3z,

which, by (11.3), leads to B= -9y = —9r, E= -9, and D= F =G =0
(we already know that A = C' = 0). Replacing in (11.9), we obtain the
canonical form
rors +0s =0, w(r,s)= u(a:(r,s),y(r,s)).

Writing this equation in the form r(vs), + vs = 0 and using, for example,
the integrating factor method, we find that vs(r,s) = (1/r)C(s), where C(s)
is an arbitrary function. A second integration, this time with respect to s,
produces the solution v(r,s) = (1/7)¢(s) +(r), or, in terms of the original

variables = and y,

w(zy) = o(r(z,y),5(0,y)) = iso(y ~32) + (),

where ¢ and 1 are arbitrary one-variable functions. =
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11.8. Example. For the equation

Ugg + Ugy — 2Uyy — Uz — Buy = 182 — 9y
we have

A=1 B=1, C=-2, D=-3, E=-6, F=0, G =18z 9y.

Since B2 — 4AC = 9 > 0, this PDE is hyperbolic at all points in the (z,y)-

plane. By (11.7), the characteristic equations are

with solutions y = 2z + ¢; and y = —x + co, respectively, ¢, co = const;

hence, the coordinate transformation is
r=y—2r s=y-+x.

From (11.3) it follows that B = -9, E = =9, G = —9r, and D = F = 0;
therefore, the canonical form (11.9) of the given PDE is

vrs tvs =1, (r,s) =u(z(r,s),y(rs)),
or (vg)y + vs = 7, which yields vs(r,s) = r — 14 C(s)e"". Then
v(r,s) = s(r = 1)+ @(s)e™" +¢(r),
so the general solution of the PDE is

u(z,y) = v(r(z,y),s(z,y))
= (@+y)(y— 22— 1)+ @(z +y)e** Y + (y — 2z),

where ¢ and v are arbitrary one-variable functions. m

11.9. Example. Consider the IVP (with the variable ¢ replaced by y to

facilitate the use of the general formulas already derived in this chapter)

gy — DUgy + 2Uyy = =36 — 18y, —oo <z <00, y >0,

u(2,0) = 42® + 3z, u,(2,0) =122 +4, —o0 < < c0.

A=2 B=-5 (=2 D=E=F=0, G=-36x— 18y,
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so B? —4AC =9 > 0, which means that the equation is hyperbolic. From

(11.7) it follows that the characteristic equations are

with solutions y = —2x + ¢; and y = —%x + ¢, where c¢1,co = const.

Therefore, we operate the coordinate transformation
r=2r+y, s=x+2y

and, using (11.3), find that B = -9, D = E = F = 0, and G = —18r. This
yields the canonical form (see (11.9))

vps = 21, v(r,s) = u(z(r,s),y(r,s)),
with general solution
v(r,s) = r2s + o(r) + ¥(s).
Hence, the general solution of the given PDE is
u(@,y) = (22 +y)*(z + 2y) + 22 +y) + ¥ (z + 2y),

where, as before, ¢ and 1 are arbitrary one-variable functions.

To apply the ICs, we first differentiate u with respect to y to obtain
uy(w,y) = 22z +y) (2 + 2y) + 22z +y)? + ¢’ 2z +y) + 29/ (z + 2y)

and then set y = 0 in v and u,. Canceling out the like terms, we arrive at

the system of equations

o (22) + () = 3z,
¢ (22) + 20/ (2) = 4.

Differentiating the first equation with respect to z, we find that
2¢'(22) + 9/ (x) = 3,

which, combined with the second equation, leads to 9'(z) = 5/3; conse-

quently, ¥(z) = %x + ¢, where ¢ is an arbitrary constant.
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Next,

¢(2z) =3z —p(z) =3z — Sz —c=2(22) —

[SS11N)

s0 ¢(z) = 2z — c. Then the solution of the IVP is

w(z,y) = 2z +y)*(z +2y) + 5 2z +y) + § (¢ + 2y)
=2z +y)*(z+2y) +3z+4y. =

11.3. Parabolic Equations

Since here B2 — 4AC = 0, from (11.6) we see that r and s satisfy the same
ODE, which means that we can make only one of A and C zero. Let A = 0.
Then (11.6) reduces to

Ty B

A

from which J B
Y Ty
AL 11.10
dx Ty 2A ( )

The general solution of this equation provides us with the function r(z,y).
Now B? —4AC = 0 implies that AC' > 0 and B = 2v/AC. Without loss
of generality, we may also assume that A, C' > 0. Then, by (11.3),
B = 2Ar, s, + B(ry8y + 1y82) + 207,58,
= 2[Arys, + VAVC (rpsy + 1y55) + Crys,]
2[\/2@(\/28% +VCs,) +VCry(VAs, + \/asy)]
2(VAr, +VCr,)(VAs, +VCs,).

But, according to (11.10),

. _ B _ 2/AVC _ VO

r, 24 24 VA
so B = 0. Consequently, s can be chosen arbitrarily, in any manner that
does not “clash” with r given by (11.10) (more precisely, so that the Ja-
cobian of the transformation is nonzero). The canonical form in this case
is

C(r,8)vss + D(r,8)v, + E(r,8)vs + F(r,s)v = G(r,3). (11.11)
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11.10. Remark. The one-dimensional heat equation u; — kuz, = 0 is of
the form (11.11) with C = -k, D=1, and E=F =G =0. m

11.11. Example. The coefficients of the PDE

Uggy + 2Ugy + Uyy = 0

are

A=1, B=2, C=1, D=E=F=G=0.

Since B? — 4AC = 0, the equation is parabolic, and its characteristic equa-
tion (11.10) is y'(x) = 1, with general solution y = x + ¢, ¢ = const. Hence,
we take r = y — x; for the function s we can make any suitable choice, for

example, s = y. Then

C=1, D=E=F=G=0

(we already know that A = B = 0), which, by (11.11), leads to the canonical

form
Vg = 0.
Integrating twice with respect to s, we obtain the general solution
v(r,s) = sp(r) +4(r),
or, in terms of x and y,
u(y) = (r(e,y),5(e,)) = yely = 2) +6(y o),
where ¢ and 9 are arbitrary one-variable functions. m
11.12. Example. For the equation

Auzy + 12Uzy + Quyy —9u =9

we have
A=4 B=12, C=9, D=E=0, F=-9, G=9,

so B2 — 4AC = 0; that is, the PDE is parabolic. By (11.10), the charac-
teristic equation is y'(z) = 3/2, with general solution y = (3/2)z + ¢, or
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2y — 3z = ¢, ¢ = const; consequently, we can take r = 2y — 3z and, say,
s =y, as above. Then

C=9 F=-9 G=09,
which, replaced in (11.11), yields the canonical form
Vss — UV = 1.
The general solution of this equation is
v(r,s) = p(r)coshs + ¢¥(r)sinhs — 1,
or, for the given PDE,

u(z,y) = v(r(z,y),s(z,y))
= p(2y — 3x)coshy + ¢(2y — 3z)sinhy — 1,

where ¢ and v are arbitrary one-variable functions. m
11.13. Example. The PDE
gy + 2xyUg, + y2uyy + (z + y)u, = 22 — 2y,
considered at all points (z,y) except the origin, has coefficients
A=22, B=2uy, C=4y?
D=xz+4+y, E=F=0 G=2%>-2.

Since B? — 4AC = 4x%y? — 42°y? = 0, the equation is parabolic and its

characteristic equation is

under which the new coefficients, given by (11.3), are
2

C=s* D=-r—1? E=F=0, G=2 2.
r
In view of (11.11), we arrive at the canonical form

r2s%0es — (r* + ¥, = 52 = 2r%s,  w(r,s) = u(z(r,s),y(r,s)). =
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11.4. Elliptic Equations

The procedure in this case is the same as for hyperbolic equations, but, since
this time B? —4AC < 0, the characteristic curves are complex. However, a

real canonical form can still be obtained.

11.14. Example. The coefficients of the PDE

Ugg + 2Ugy + Dlyy + Uz =0
are

A=1, B=2, C=5 D=1, E=F=G=0.

Thus, B? — 4AC = —16 < 0, so the equation is elliptic. By (11.7), the

characteristic equations are
y'(z)=1-2i, y'(z)=1+2i,
with general solutions
y=01-2)x+c1, y=1+2i)x+ co,
respectively. Therefore, the coordinate transformation is
r=y—(1-2)z, s=y—(1+2iz.

Then B=16,D = —(1-2i), E=—(1+2i),and F=G=0(A=C=0

because of the transformation), which yields the complex canonical form
16v,s — (1 — 28)v, — (1 4+ 20)vs =0, v(r,s) = u(z(r,s),y(r,s)).
Performing the second transformation
a= %(r+s), 8= %(r—s),
we easily arrive at the new (real) canonical form
A Waa +wpp) — wa +2wp =0, w(a,B) = v(r(a,f),s(e,0)). =

11.15. Remark. The Laplace equation ugz, 4+ uy, = 0 is elliptic, with
A=C=1land B=D=FE=F=G=0. =
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Exercises

In (1)—(6) discuss the type (hyperbolic, parabolic, or elliptic) of the given
PDE and sketch a graph in the (z,y)-plane to illustrate your findings.

Uz + (T — D) Ugy + Uyy — 22%u, + 3zyuy + 2u = sinz.

Ugz + /YUy — (T — 2)Uyy + 2uy — (z — y)u = e"siny, y > 0.
Ylgy — Ty + Ylyy — 32Uy = T,

20Uz — Uy + (Y + D)y — 2uy + (x — 2y)u = z + 2y°.

(T + 2)Ugy + 2(2 + Y)uay + 2(y — Duyy — 32%u, = 23y,
AUy + dYtgy + (4 — T)uyy — 20yuy + 2u = 2(2y + 1).

In (7)—(16) verify that the given PDE is hyperbolic everywhere in the (x,y)-

plane, reduce it to its canonical form, and find its general solution.

) 2Upg — TUgy + 3uyy = —150x — 50y.
) Uz + Uy — 2uyy = 72(222 + 2y — y?) — 9.
) BUpy + Uy — Uyy = —32e 202,
) gy + Uy — Buyy = 98e™™.
) GUag + Ugy — 2uyy + 42uy — 21uy = 0.
12) Ugy + 2Ugy — 3uyy + duy — duy, = 32(3z — y).
) BUgg + Ugy — 2Uyy — 30uy + 20w, = 25(2z + 3y).
) Uy — gy — 2Uyy + 10uy — 20w, = —25(4x + 2y + 5).
) duzgy + 14ugy + 6uyy — 10u, — Suy, = 25(dy — 7o — 2).
) 2Upy — 2Ugy — duyy — YUy + 18u, = 9(24z — 6y — 1).

In (17)-(22) verify that the given PDE is parabolic everywhere in the (x,y)-

plane, reduce it to its canonical form, and find its general solution.

(17) Uge + Sugy + 16wy, + 64u = 16.

(18) 16upy — 24uzy + Yuy,y + 36Uy — 27w, = 9.

(19) 25ugy + 30ugy 4+ Yuyy — 45u, — 27w, + 18u = 18(3zy — 5y?).
(20) ugy — Bugy + Uyy + 120y — duy + 3u = 9z + 21y + 8.

(21) dugy + dugy + Uyy — 2up — uy — 2u = 3y — .

(22)

Uga + BUzy + Yy + YUy + 27Tuy + 18u = 27(4dx — 2y — 1).
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In (23)—(26) verify that the given PDE is elliptic everywhere in the (x,y)-

plane and reduce it to its real canonical form.

(23) Ugy + dugy + Suyy — 2uy + uy = 3.

(24) ugy + 2ugy + 10uyy + 3uy — 2uy +2u=2x +y.
(25) Ugy + Ougy + 10Uy, — Uy + uy — 3u =2z — y.
(26) Uge + dtgy + 130Uy, + 2up — uy +u = 3z + 2y.

In (27)—(30) identify the type of the PDE, reduce the equation to its canon-

ical form, and compute the solution of the given IVP.

(27) dugy +12ugy + Yuyy — 6ug — Ju, = 273z — 2y), —co < & < 00, y > 0,
u(z,0) = =3z, uy(z,0) =1, —oo <z < o0.

(28) ugy + Ougy + Uyy + Uz +uy =22 —6y+1, >0, —c0 <y < o0,
u(0,y) =y, uz(0,y) =2y, —0o <y < oo.

(29) ugy + 6ugy + 8uyy = 8(10z — 3y), —oo <z < o0, y >0,
u(z,0) = —10(823 + z), wy(z,0) = 8422 + 3, —o00 <z < oo.

(30) Ugz — Uzy — Buyy — 10Uy + 30uy = 50, —oo <z < o0, y >0,
u(z,0) = 4z + €%, uy(x,0) = 3 + 257, —0co < x < c0.

In (31)—(36) identify the type of the PDE and reduce the equation to its

canonical form.

(31) gy + (T + Dy + 2y + 2y — 2 )u=y+x —2% z#1.
(32) gy + 20Usy + (22 + Duyy =z +y.

(33) Uy + 2YUsy + Y2 uyy + 2uy = 2+ y.

(34) gy + 2ugy + (22 + Duyy = 4(y — ), x #0.

(35) tga + TUgy + (22 — d)uy, + (4y — 2%)u = (y — 22)(2y + 4o — 2°),

T # 4.
(36) Upe + 2v/T Uy + TUyy — yuy =2y +1, > 0.



Chapter 12
The Method of Characteristics

The equations in the problems we have investigated so far are all linear
and the terms containing the unknown function and its derivatives have
constant coefficients. The only exception is the type of problem where
we need to make use of polar coordinates, but in such problems the polar
radius is present in some of the coefficients in a very specific way, which
does not disturb the solution scheme. Below we discuss a procedure for
solving first-order linear PDEs with more general variable coefficients, and
first-order nonlinear PDEs of a particular form. We also re-examine the

one-dimensional wave equation from the perspective of this new technique.

12.1. First-Order Linear Equations
Consider the IVP

ug(x,t) + cuz(x,t) =0, —oco <z < oo, t>0, (PDE)
u(z,0) = f(z), —oo<z< o0, (IC)

where ¢ = const. If we measure the rate of change of u from a moving
position given by x = z(t), then, by the chain rule,

d /

5 W@ (0),1) = ue(2(t),1) + ua (), 0)2°(2).
The first term on the right-hand side above is the change in u at a fixed
point z, while the second one is the change in u resulting from the movement

of the observation position.
Assuming that z/(t) = ¢, from the PDE we see that

d

%u(x(t),t) = ug(x(t),t) + cuz(z(t),t) = 0;

that is, u = const as perceived from the moving observation point. The

position of this point is obtained by integrating its velocity 2’ (t) = c:

x=ct+xo, xo=x(0). (12.1)



242 THE METHOD OF CHARACTERISTICS

This formula defines a family of lines in the (x,t¢)-plane, which are called
characteristics (see Fig. 12.1). As mentioned above, the characteristics
have the property that u(z,t) takes a constant value along each one of them

(but, in general, different constant values on different characteristics).

(X,1)

0] (x0,0) X
Fig. 12.1. Characteristic lines.

Hence, to find the value of the solution w at (z,t), we consider the char-
acteristic through (z,t), of equation x = ¢t + ¢, which intersects the z-axis
at (x0,0). Since u is constant on this line, its value at (x,t) is the same as
at (20,0). But the latter is known from the IC, so

u(z,t) = u(zo,0) = f(zo)- (12.2)

The parameter o is now replaced from the equation (12.1) of the char-
acteristic line: zp = x — ¢t. So, by (12.2), the solution of the given IVP
is

u(z,t) = f(z — ct).

This formula shows that at a fixed time ¢, the shape of the solution is the
same as at t = 0, but is shifted by ct along the z-axis. In other words,
the shape of the initial data function travels in the positive (negative)
a-direction with velocity ¢ if ¢ > 0 (¢ < 0), which means that the solu-

tion is a wave.
12.1. Example. In the IVP

uy(z,t) + ug(z,t) =0, —oco <z <oo, t>0,

(2,0) sinz, 0<z<m,
u(z,0) = .
0 otherwise,
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the ODE of the characteristics is 2/(t) = 1/2, so the characteristic passing
through « = x¢ at ¢t = 0 has equation = t/2+ xz¢. The dotted lines in Fig.
12.2 are the characteristics passing through x = 0 and « = 7 at ¢ = 0, that

is, the lines of equations = = %t and x = %t + 7, respectively.

e t=2

/ /
/ /
// / -1
/ /
/ / -0
0 T X

Fig. 12.2. The characteristic lines through (0,0) and (7,0).

Since
du

dt

the solution u is constant along the characteristics:

’ 1
= Ut + U = U+ 53U =0,

{sinxg, 0<uzo<m,

u(z,t) = u(zo,0) = 0 otherwise;

therefore, since rg = = — %t on the characteristic through (z,t), it follows
that

sin(m—%t), OSJ)—%tS?T,

0 otherwise.

u(z,t) = {

This can also be written as

sin(x— %t), %tﬁxﬁ %t—i—w,

0 otherwise. m

u(z,t) = {
12.2. Example. The velocity of the observation point in the IVP
ug(x,t) + tug(z,t) =u, —oo <z <oo,t>0,
u(x,0) = cosx, —oo <z < 00,

is @/ (t) = 3t, so the characteristic through (z,t) is z = 3% + 2, z = z(0).

Along this characteristic we have

du

azut—l—uxx':ut—l—?»tux:u,
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with solution u(z,t) = Ce!, C' = const. Since the characteristic through
(x,t) also passes through (zg,0) and ue™* = C is constant on this curve, we

use the IC to write
C = u(x,t)e”" = u(x,0)e’ = u(x,0) = cosz.
But zp =z — %tQ on the characteristic; consequently,
u(z,t) = Cet = efcoszg = e’ cos(z — 2t?). m

12.3. Example. In the IVP
ug(z,t) + rug(z,t) =1, —oco <z <oo,t>0,
u(z,0) = 2%, —oo0 <z < 00,

the velocity of the observation point satisfies the ODE 2/(t) = x, with gen-

t

eral solution z = ce?, ¢ = const. Thus, the characteristic through (z,t) that

also passes through (z¢,0) has equation z = zge’. On this characteristic,

du ,
E:ut—l—uacx = U + Uy = 1,

that is, u(x,t) =t + C, C = const. Using the IC, we see that
C = u(x,t) —t = u(zg,0) — 0 = u(x,0) = 2.

The solution of the IVP is now obtained by replacing 2o = ze™? from the

equation of the characteristic:
u(z,t) =t+C=t+z2=t+z’* m

12.4. Example. The IBVP

us(x,t) + uz(x,t) =2, x>0,t>0,
w(0,6)=t, t>0,
u(z,0) =sinz, x>0,

needs slightly different handling since here x is restricted to nonnegative

values and we also have a BC at z = 0. First, using the standard argument,
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we see that the velocity of the moving observation point satisfies 2'(t) = 1;
therefore, the equation of the family of characteristics is x = t+c¢, ¢ = const.
Since this problem is defined in the first quadrant of the (z,t)-plane, we
notice (see Fig. 12.3) that if the point (z,t) is above the line z = ¢, then the
characteristic passing through this point never reaches the z-axis, so the IC
cannot be used for it. However, this characteristic reaches the t-axis, and

we can use the BC instead. We split the discussion into three parts.

t
x<t X=t
(X, 1T)
X>t
(0,tg) (X, t)
0 (XO,O) X

Fig. 12.3. Characteristic lines in the first quadrant.

(i) Let = > t. Since the characteristic through (x,t) also passes through
(20,0), its equation is written in the form z = ¢ + ¢ = ¢t + x¢, and the PDE

shows that on this line we have

du ,
E:ut—i—uxx =U + Uy =2 =1+ xo;

hence, u(z,t) = 12 + zot + C, C = const. Consequently,
C = u(z,t) — 2+t — 2ot = u(z,0) — 0 — 0 = sinz,

which, on substituting zop = = — ¢ from the equation of the characteristic,
yields
u(z,t) = %tQ + zot + sinxg

=12 +t(x —t) +sin(z — t) = to — 3> +sin(z — ¢).

(ii) Let < t. Then, since the characteristic through (z,t) also passes
through (0,%9), its equation is written as © =t + ¢ =t — ¢y and on it,
du

Cor=t—t
dt €T 05
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with solution
u(z,t) = 1* —tot + C, C = const;

therefore, using the BC, we deduce that

C =u(z,t) — 2% + tot = u(0,t0) — 23 + 5 = to + 3t
To find the solution at (x,t), we now need to replace the parameter tg = t—x

from the equation of the characteristic; thus,

u(z,t) = L% —tot + to + 13

x2—x+t.

= —tt—a)+t—a+it-2)?=3
(iii) We see that as the point (x,t) approaches the line x = ¢ from either
side, we obtain the same limiting value u(x,t) = 22/2. Hence, the solution

is continuous across this line and we can write

le—x—l—t, <t

u(z,t) =< 2 .
(%) {xt— st2+sin(z—t), z>¢ m

12.5. Remark. The continuity of u across the line = t is due to the
continuity of the data at (0,0); that is,

lim sinx = lim¢ = 0.
t—0

z—0
When this condition is not satisfied in an IBVP of this type, then the
solution u is discontinuous across the corresponding dividing line in the
(z,t)-plane. Discontinuities—and, in general, any perturbations—in the

solution always propagate along the characteristic lines. m
12.6. Example. The problem

ux(x,y) + Uy(l"ay) + QU(Z‘,y) = Ov —00 < €,y < o0,
u(z,y)=x+1 ontheline2z4+y+1=0

is neither an IVP nor a BVP. However, the method of characteristics works

in this case as well. Thus, assuming that x = z(y), we can write

d

& uw(z(y),y) = uy(z(y),y) + ue(z(y), y)a' (y);
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so, if 2’'(y) = 1—that is, x = y + ¢, ¢ = const—then the PDE becomes

du
— 4+ 2u=0
dy +eu ’

with general solution

u(z,y) = Ce %, C = const.

X=Yy+Xq

Fig. 12.4. Characteristics and the data line.

The equation of the characteristic through (x,y) and (z1,y1) (see Fig.
12.4) is x = y + x1 — y1 and, in view of the prescribed data, on this line we
have

u(z,y)e? = C = u(wr,y1)e™” = (z1 + 1)
Since the point (z1,y1) lies on both the characteristic and the data lines,

its coordinates satisfy the system

L —Yy1 =Ty,

2.131 —|— yl = —1,
with solution
r1=3(—y—1),
y1 =2 (—2z+2y—1).

Consequently, the solution of the given problem is

w(z,y) = Ce 2 = (21 + 1)e201—Y)

%(x —y+ 2)6—2(2x+y+1)/3. -
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12.2. First-Order Quasilinear Equations
A PDE of the form

ug(z,t) + c(z, t,u)u, (z,t) = q(z,t,u)

is called quasilinear. Although technically nonlinear, it is linear in the first-
order derivatives of u. Such equations arise in the modeling of a variety of
phenomena (for example, traffic flow) and can be solved by the method of

characteristics.

12.7. Example. Consider the IVP

ug(,t) + ud (2, )ug (2,6) =0, —o0o <z < oo, t>0,

u(z,0) = 213, —o0o <z < 0.

If x = x(t), then the usual procedure leads to the conclusion that the

characteristic line through (z,t) and (xo,0) satisfies

2 (t) = u(z(t),t), x(0) = .

On this line,

du
o = uy + up®’ = uy + uduy =0,

which, in view of the IC, yields
u(z,t) = C = u(z0,0) = x(l)/g.
Hence, the ODE problem for the characteristic line becomes
2/ (t) = xo, x(0) = zo,

with solution & = xot + 29 = xo(t + 1). Since on this line we have zg =

x/(t + 1), we can now write the solution of the given IVP as

18 T 1/3
u(x,t) =y = (t—}——l> .

12.8. Example. A similar procedure is used to solve the IVP

ug(x,t) + ul(x, thuy (z,t) = 2t, —oco <z < oo, t>0,

u(z,0) =2, —oo<z<o0.
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If x = x(t) satisfies 2/ (t) = u(z(t),t), (0) = o, then on the characteristic
curve through (z,t) and (xo,0),

du ,
Ezut—i—uxx = us + uu, = 2t.

Therefore, u(x,t) = t*> + C, or
u(z,t) — t? = C = u(x0,0) — 0 = o,
so u(z,t) =t + 9. This means that the characteristic curve satisfies

2 (t) =t + 20, x(0) = o,

with solution
x = §1° + xot + 0 = §1° + w0 (t + 1).

Since on this curve we have zo = (z — $t%) /(t + 1) = 3z — %) /(3(¢ + 1)),
the solution of the IBVP is
3z —t3

u(z,t) = t* + ST 1) ]

12.3. The One-Dimensional Wave Equation

We now reconsider the wave equation in terms of details provided by the

method of characteristics.

The d’Alembert solution. Formally, we can write the one-dimensional

(§0e8) (s
(§ et e
wi(z,

t) + cwy(z,t) = 0. (12.3)

wave equation as

gt (2,1) — g (1) =

We know from Section 12.1 that the general solution of the equation satisfied
by w in (12.3) is

w(z,t) = u(x,t) — cug(x,t) = P(x — ct), (12.4)
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where P is an arbitrary one-variable function. On the other hand, if we

write the wave equation in the alternative form

e (2,1) — Py (2,1) = (% — c(,%) (% + c%)u(m,t)
_ <% _ c%)v(x,t)
= v(z,t) — cvg(z,t) =0,
then, as above,
v(x,t) = ug(z,t) + cug(z,t) = Q(z + ct), (12.5)

where @) is another arbitrary one-variable function. Adding (12.4) and (12.5)
side by side, we find that

ue(z,t) = 3[P(z — ct) + Q(z + ct)].
Direct integration now yields
u(z,t) = F(z — ct) + G(x + ct), (12.6)

where F' and G are arbitrary one-variable functions.

According to the explanation given in Section 12.1, F(x — ct) is a fixed-
shape wave traveling to the right with velocity ¢, and is constant on the
characteristics © — ¢t = const. Similarly, G(z + ct) is a fixed-shape wave
traveling to the left with velocity —c, and is constant on the characteristics
x 4 ¢t = const (see Fig. 12.5). Through every point (z,t) in the ¢ > 0 half

plane there pass two characteristics, one from each family.

X+ct=const t X-ct=const

(X, 1)

0 X

Fig. 12.5. The two families of characteristics.
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Consider an infinite vibrating string, which is modeled by the IVP

g (2,t) = Puge(x,t), —00 <z <00, t>0,

u(z,0) = f(z), w(z,0)=g(z), —oo0<z<o0.

Differentiating the solution (12.6) of the PDE with respect to ¢ and recalling

that F and G are one-variable functions, we obtain
ur(z,t) = —cF'(x — ct) + cG'(z + ct).
From the ICs it now follows that
f(x) =u(z,0) = F(z) + G(x), g(z)=u(2,0) = —cF'(z) + cG ().

We solve the above equations for F' and G. Thus, F’ = f' — G’, so that
g/c=—f"+2G", from which we easily find that

1 1 1 1
G’=§(f’+—g>, F’=—<f’——g);
c 2 c

hence, by integration,

Fla)= L f(z) - = / o(u)dy,

2 2c
0
G()—lf()+1j (v)d
AT A
0
From these expressions and (12.6) we conclude that
1 1 z+ct
u(z,t) = E[f(x +ct)+ flz—ct)] + % / 9(y) dy. (12.7)
r—ct

This is d’Alembert’s solution, which was derived earlier in Section 10.3 by

means of the Green’s function for the wave equation.

12.9. Example. Suppose that in the above IVP we have

1, |z| <h,

u(a:,O):f(x)z{O o> h u(z,0) = g(x) = 0.
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By (12.7), the solution is

u(z,t) = %[f(x —ct) + f(z + ct)],

{

l - - —
%f(x—l—ct):{w |x+ct|_<h,or h—ct<xz<h-—ct,
otherwise.

where

, |z —ct|<h,or —h+ct <z <h+ct,
otherwise,

%f(x —ct)

O =

Thus, the solution is the sum of two pulses of amplitude 1/2, which move
away from each other with velocity 2c. Since their endpoints are initially

2h apart, they separate after t = h/c. m
12.10. Example. In the case of the IVP

g (2,t) = Puge(x,t), —00 <z <00, t>0,

u(z,0) =sinz, w(z,0) =0, —oo <z < 00,
d’Alembert’s solution (12.7) yields
u(z,t) = [sin(z + ct) + sin(z — ct)] = sinzcos(ct).

Waves represented by solutions like this, where the variables separate, are

called standing waves. m

12.11. Example. Also by (12.7), the solution of the IVP

gt (,t) = Puge(w,t), —o00 < < o0, t >0,
u(z,0) =0, wuy(z,0) =sinz, —oo<x < 00,
is
x+ct
1
u(x,t) = % / siny dy
T—ct

1 1
% [cos(z — ct) — cos(z + ct)| = —sinzsin(ct).
c c

This solution also represents standing waves. m
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12.12. Example. For the IVP

uge(,t) = duge(x,t), —oco<zx <oo, t>0,
u(z,0) =z, wu(z,0) =22%, —o0 <z < 00,
d’Alembert’s formula with ¢ = 2 produces the solution

T+2t
u(z,t) =1 [(z—2t)+ (z+2t)] + 1 / 242 dy
r—2t
=2+ 227t + §t3. |

The semi-infinite vibrating string. Consider the IBVP

et (2,t) = Cuge(2,t), x>0, t>0,
u(0,t) =0, t>0,
u(z,0) = f(x), w(z,0)=g(z), z>0.

As in the preceding case, from the PDE we obtain
u(z,t) = F(z — ct) + G(x + ct),

where

Gla) = 5@ + 5. [ 9wy, 2 >0,
0

253

Since x > 0 in this problem, the functions F' and G are determined only

for positive values of their arguments. This does not affect G(x + ct), since
t > 0. But the argument of F'(x — ct) is negative if 0 < x < ¢t. To obtain

F(z —ct) for x — ¢t < 0, we use the BC. Thus,

u(0,t) =0 = F(—ct) + G(ct), t>0,

so for £ < 0 we have F'(§) = —G(—¢), which means that the solution for

O<zx<ctis
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u(z,t) = F(x —ct) + G(x + ct) = —G(ct — z) + G(z + ct)
x+ct ct—x

:%[f(x—kct)—f(ct—x)]—f—zic[/g(y)dy— /g(y)dy]

(=)

— st ra) = st =)+ 5 [ gy (12.)

The term —G(ct — ) is a fixed-shape wave that travels to the right and is
called the reflected wave.
For = > ct, the solution of the problem is given by d’Alembert’s formula,

as before.

12.13. Example. The solution of the IBVP
upe(x,t) = duge(z,t), >0, >0,
w(0,t) =0, t>0,
u(z,0) =4z, w(x,0)=2x+6, x>0,

is computed in two stages. First, for 0 < x < 2t we use (12.8) with ¢ = 2 to
find that

2t+x
u(z,t) = $[42t +2) — 42t —x)] + 1 / (2y+6)dy
2t—x
=2zt + Tx;
then, by (12.7), for x > 2t we have
x+2t
u(z,t) = L[4(z+2t) + 4(z — 2t)] + 1 / (2y +6)dy
r—2t

= 2xt + 4x + 6t.

The solution is continuous across the characteristic line x = 2¢ since

hn%)u(x,O) = tlgr(l)u(o,t) =0.

€Tr—>
Thus, we can write

( )_ 2xt 4 Tx, 0<x< 2,
et = 20t +4x +6t, x>2t. m
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The finite string. Consider the IBVP

gt (2,t) = uge(2,t), 0<z <L, t>0,
u(0,t) =0, w(L,t)=0, t>0,
’LL({E,O) :f(x)7 ut(x,O) :g(x)v 0<z<L.

Using separation of variables, in Section 5.2 we obtained the solution

= ¢
u(x,t) = Zsin ? (blncos n7[r/c + boy, sin n7£c ) ,

n=1

where the coefficients by, and by, are determined from the expansions
> nwT
fE) = ZblnSiDT,
nwx
Z bgn Sin N7

Suppose that f # 0 and g = 0; then
b =0, n=1,2,....
Using the formula
sinacosB = L[sin(a + B8) + sin(a — )],

we write the solution in the form

- t —ct
Z - {sin mr(ﬂcL+ ct) 4 sin mr(xL ct)

u(x,t) =

N[

=Lfx+ct)+ flz—ct)).

Suppose now that f =0 and g # 0; then by, =0, n =1,2,.... Using the
formula
sinasing = L[cos(a — B) — cos(a + B)],

we rewrite the solution as

= —ct t
- %Zan {Cos xL ct) — cos mr(xL—f— ct) .

n=1



256 THE METHOD OF CHARACTERISTICS

On the other hand,

x+ct 00 x+ct
/ gly)dy = Z cbap / ng sin ? dx
r—ct n=1 r—ct

—ct t
_CZb2n|:COb (@ —ct) cos%;

hence,

Combining the two separate solutions and using the superposition principle,

we now regain d’Alembert’s formula (12.7).

12.4. Other Hyperbolic Equations

The method set out in the preceding section can be extended to more general

hyperbolic equations. We illustrate how this is done in two particular cases.

One-dimensional waves. The solution of the type of problem discussed
here is based on a decomposition of the PDE operator which is similar to

that performed for the wave equation.

12.14. Example. The IVP
Ut (2,8) + Buge(x,t) + 6ugg(z,t) =0, —oco <z <00, t>0,
u(z,0) =2+ 2, w(x,0) =2z, —oo<z<o00,

is hyperbolic because B2 —4AC = 25 —24 =1 > 0. It is easily verified that

the PDE can be rewritten alternatively as

0 0 9 0 9 0 9 0

Setting

Ut + Uy = w, U + 2uy = v,

we have

wy + 2w, =0, v+ 3v, =0.
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By the argument developed in Section 12.1, the general solutions of these

equations are, respectively,

w(z,t) = P(x — 2t),
v(at) = Q(a — 31),

where P and @) are arbitrary one-variable functions; hence,

ut + 3u, = P(x — 2t),
ut + 2uy = Q(x — 3t).

The elimination of u, between these equations now yields
ug(z,t) = 3Q(x — 3t) — 2P(x — 2t),
from which, by integration, we find that
u(z,t) = F(z — 2t) + G(z — 3t),

where F' and G are a new pair of arbitrary one-variable functions. We

remark that, by the chain rule, the time derivative of u is
u(z,t) = —2F'(z — 2t) — 3G’ (z — 3t). (12.9)
At this point we apply the ICs and arrive at the equations
F(z)+ G(x) =2+ 2,
—2F'(z) — 3G'(z) = 2.

Differentiating the first equation term by term, we obtain F'(z)+G'(z) = 1
which, combined with the second equation above, leads to G'(x) = —2z — 2.

This allows us to determine G and then F':
G(z) = —2® — 2z +¢, c= const,
Fl)=2+2-Gx)=2>+3z+2—c

Replacing in (12.9), we conclude that the solution of the given IVP is

u(z,t) = [(z—2t)* +3(x—2t) +2—c] + [~ (z — 3t)> = 2(z — 3t) + (]
=2t -5t +x+2. m
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12.15. Example. Consider the IBVP
Ut (x,1) — Bugi(z,t) — dugy(x,t) =0, >0, t>0,
u(0,t) =0, t>0,
w(z,0) =1—22, w(z,0)=z+2, z>0.

Since B%2 — 4AC = 9+ 16 = 25 > 0, the PDE is hyperbolic. Rewriting the

equation as

and proceeding as in Example 12.14, we find that

u(z,t) = F(z —t) + Gz + 4t), (12.10)
where
F(z) = % (—9902 —4x 4 10) — ¢, ¢ = const,

G(z) = 15 (-2 +4z) + ¢

—

(12.11)

are defined for positive values of their arguments.
If x > t, then © —t > 0 and we replace (12.11) in (12.10):

u(z,t) = [ =9z —t)* —4(x —t) + 10 — (z + 4t)* + 4(z + 4t)]
=2 +at— 32 +2t+ 1.

If 0 <z <t then x —t < 0 and we make use of the BC:
0=u(0,t) = F(—t) + G(4t) = F(—t) + G(—4(-1)),
which implies that F(z) = —G(—4z) for z < 0; so, by (12.10) and (12.11),

u(z,t) = —G(—4x + 4t) + G(x + 4t)
= & [(—4z +4t)* — 4(—4z + 4t) — (z + 4t)* + 4(z + 4t)]
x? — 4ot + 2.

o|"

N =

The two cases can be written together in the form

3 2% — dxt + 2, 0<z<t,
(xvt): 2 5
—a?at— 3P+ 241, x>t

‘We notice that the solution is discontinuous across the line x =¢. m
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12.16. Remark. A d’Alembert-type formula can also be derived for PDEs
of the kind studied in Examples 12.14 and 12.15. m

Spherical waves. The three-dimensional wave equation is
ugy = 2 Au, (12.12)

where the Laplacian A is expressed in terms of a system of coordinates
appropriate for the geometry of the problem. If the amplitude of the waves
depends only on the distance r of the wave front from a point source, then
we choose spherical coordinates, in which case u = u(r,t) and, by Remark
4.11(v),

Ay = rfz(rzu,«),« = 7“72(27%,« + rzum«) = upr + 2r tu,
Therefore, the equation governing the propagation of spherical waves is
uge(r,t) = ¢ [uw(r,t) + 27“_1u,«(r,t)].

Multiplying this equality by » and manipulating the right-hand side, we find
that

Tug = [(ruw +up) + ur] =2 [(rur)r + ur]
= A(ruy +u), = A((ru),)r = (ru) .
The substitution ru(r,t) = v(r,t) now reduces the above equation to
vt (1,t) = v (r,t),
so, by analogy with the argument developed in Section 12.1,
v(r,t) = F(r —ct) + G(r + ct).
Consequently, the general solution of (12.12) is
u(r,t) = % [F(r —ct) + G(r + ct)],

where F' and G are arbitrary one-variable functions.
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Exercises
In (1)—(10) use the method of characteristics to solve the IVP

ug(x,t) + c(z, t)uy (x,t) = q(x,t,u), —oo <z <oo, t>0,

u(z,0) = f(z), —oco<z< o0,

with the functions ¢, g, and f as indicated. In each case sketch the family

of characteristics in the (z,t)-plane.

(1) c(z,t) =2, qlx,t,u)=t, flx)=1-—=2a.

(2) c(x,t) = =2t, q(x,t,u) =2, f(x)=2>

(3) c(z,t) =2t +1, q(x,t,u) =2u, f(xr)=sinz.

(4) c(z,t) =t+2, qlz,t,u) =u+2t, flz)=x+2.

(5) c(z,t) ==, q(z,t,u) =et, flx)=22+1.

6) c(z,t)=2—1, q(z,t,u) =3t—2, f(x)=2zx—1.

(7) e(z,t) = -3, qz,t,u)=1—2x, f(x)=e"2.

(8) c(z,t) =z +2, q(z,t,u) =2z +t2, f(r)=2r+3.

9) c(z,t) =4, qlx,t,u) =u+ax+t, f(z)=cos(2z).
(10) c(z,t) = =2z, q(z,t,u) =u—2z, f(z)=2—=x.

In (11)—(16) use the method of characteristics to solve the IBVP
ue(x,t) + cug(x,t) = q(x,t,u), = >0, ¢t>0,

u(0,t) =g(t), t>0,
u(z,0) = f(z), x>0,

with the constant ¢ and functions ¢, f, and ¢ as indicated. In each case

sketch the family of characteristics in the (x,t)-plane.

(11) ¢=1/2, q(z,t,u) =u, gt) =1, f(z)=-e".

(12) c=1, q(z,t,u)=u—1, gt)=t—1, f(z)=2a?
(13) ¢c=2, q(z,t,u) =2% gt)=t>+1, f(z)=a2.

(14) ¢=3/2, q(z,t,u) =x+t, gt)=¢", flx)=1—x.
(15) ¢=1, q(z,t,u) =u+z, g(t)=2t+1, f(x)=cosz.
(16) c=2, q(z,t,u) =2u—t, g(t)=1t% f(z)=2z—1.
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n (17)—(22) use the method of characteristics to solve the problem

uy(xvy)"_cuw(xvy) :(J(xvyvu)7 —OO<.’E,y<OO,
u(x,y) = f(z,y) on the line ax +by+d =0,

with the constant ¢, functions ¢ and f, and line az +by+d = 0 as indicated.
In each case sketch the family of characteristics and the data line in the

(x,y)-plane.

(17) ¢c=2, q(z,y,u) =u, flz,y)=2x—y, z+y—1=0.

(18) c¢=-1, q(z,y,u) =2y, f(z,y)=2zy, z—2y—1=0.

(19) ¢=1/2, q(z,y,u) =2u—y, f(z,y)=z+y, 22+3y—2=0.

(20) c=1, q(z,y,u)=u+z, flz,y)=2x—-y—1, 2e+y—3=0.

(21) c=-2, qlz,y,u)=u—z—y, flz,y)=x—2ay, v—y—2=0.
(22) c=-1/2, q(z,y,u)=2zx+y, f(x,y)=€e""Y, 3x—y—3=0.

In (23)—(28) use the method of characteristics to solve the quasilinear IVP

ug(x,t) + ez, t,u)uy (z,t) = q(z,t,u), —oo <z <oo, t>0,
u(z,0) = f(z), —oo<z< o0,

with the functions ¢, ¢, and f as indicated.

(23) c(z,t,u) = —2u—1, q(z,t,u) =3, flz)=1—=.

(24) c(z,t,u) =u—1, qlz,t,u)=t+1, f(x)=_2z.

(25) c(z,t,u) =u+t, qz,t,u)=1, f(z)=x+1.

(26) c(z,t,u) =142t —u, q(zr,t,u)=4t—1, f(zr)=2-3z.
(27) c(z,t,u) =1, q(z,t,u) = 2tu?, f(zr)=—e 2.

(28) c(z,t,u) = (t+2)u, qlz,t,u)=u+1, f(x)==zx.

In (29)—(36) use the method of operator decomposition to solve the IVP

au(x,t) + buge(x,t) + cugg(x,t) =0, —oco <z <oo, t>0,
u(z,0) = f(x), u(z,0)=g(x), —oo<z< o0,

with the constants a, b, and ¢ and the functions f and g as indicated. (Do

not use the d’Alembert formula directly.)

(29) a=1, b=0, c=-1, f(z)=22+3, g(z)=22+1.
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(30) a=1, b=0, ¢=-9, f(z)
(31) a=1, b=0, c=1/4, f(
(32) a=1, b=0, c=—4, f(z)
(33) a=1, b=1, ¢=-2, f(x)
(34) f(

(35)

(36)

; g9(@) =2—=m
*%,M)—x—ﬁ'
2?2 =3z +1, g(z)=sinz.
22, g(x) =2z + 1.
1

—2x g(z) = 322

8
~—

T

a=1, b=1, ¢=-6, f(z)
a=1 b=4, c=3, f(x): —z, g(z) =4z —2.
a=2 b=-7 c=-4, f(x)=3z+1, g(z)=1-2z.

In (37)—(44) use the method of operator decomposition to solve the IBVP

au(x,t) + buge(z,t) + cugy(x,t) =0, x>0, t >0,
w(0,8) =0, t>0,
U(IE,O) = f(x)7 ut(xvo) = g(x), x>0,

with the constants a, b, and ¢ and the functions f and g as indicated. (Do

not use the d’Alembert formula directly.)

42
43
44

a=1, b=2, ¢c=-8,
a=2, b=1, ¢=-1,
a=2 b=-3, c=-1, f(x)= x—l—l g()—x—S

(

( e

() =2 +1, g(x) = 2z1.
(

(

(37) a=1, b=0, c=-1, f(z)=222—2z, g(z)=4z+ 1.
(38) a=1, b=0, c=-1/4, f(x)=2+2, g(z)= 322
(39) a=1, b=0, c=-9, f(z)=1-22 g(x)=cosz.
(40) a=1, b=0, c=—4, f(r)=e*+2, g(z)=32>—2z.
(41) a=1, b=2, c¢c= -3,

(42)

(43)

(44)



Chapter 13

Perturbation and Asymptotic
Methods

Owing to the complexity of the PDEs involved in some mathematical mod-
els, it is not always possible to find an exact solution to an initial/boundary
value problem. The next best thing in such situations is to compute an ap-
proximate solution instead. This is the idea behind the method of asymp-
totic expansion, which is applicable to problems that depend on a small
positive parameter and relies on the expansion of the solution in a series
of powers of the parameter. If the series converges, then the technique is
called a perturbation method; when the series diverges but is asymptotic (in
a sense that will be explained below), we have an asymptotic method.

In what follows we discuss only the formal construction of the series so-
lution and obtain the first few terms, without considering the question of

convergence.

13.1. Asymptotic Series

In order to state what an asymptotic series is, we need a mechanism to

compare the “magnitude” of functions.

13.1. Definition. Let f and g be two functions of a real variable z. We

say that f is of order g near x = a, and write

J(2) = O(g(a)) asz—a,

if

is bounded as z — a.

g(z)
We also write

f(@)=o(g9(z)) asz—a

! f(z)
X
Tx)—)O asTr —a. N
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13.2. Examples. (i) The function sinz is of order x near = 0 since

111%(sinx)/x = 1; therefore, (sinz)/z is bounded for = close to 0.
r—

(i) We have 2?In|x| = o(z) near x = 0 since hm( 2ln|z|)/x = 0.

(iii) Similarly, e='/I*l = o(z™) near = 0 for any positive integer n
because lirrb(e_l”’”')/x” =0. m
r—

13.3. Definition. A function f(x,e), where 0 < € < 1 is a small parame-

ter, is said to have the asymptotic (power) series
oo
~ an(x)an as e — 0+
n=0

if for any positive integer N

N-1

flze) = Z fu(@)e +0@EN) ase — 0+, (13.1)

n=0

uniformly for  in some interval. m

13.4. Remarks. (i) Equality (13.1) means that the remainder after N

N

terms is of order £ as € — 0+; it can also be written as

an e" +o(e N- D ase —0+.

(ii) The right-hand side of (13.1) may diverge as N — oo, but it yields
a good approximation of f(x,e) when N is fixed and € > 0 is very small.
We do not need convergence for the result to be acceptable. Also, the
approximation may not get better if we take additional terms because, as
mentioned above, the series may be divergent.

(iii) In an asymptotic series it is assumed that the terms containing higher
powers of € are much smaller than those with lower powers.

(iv) In this chapter we assume that asymptotic series may be differentiated

and integrated term by term.

(v) If £ > 1 is a large parameter, then we can reduce the problem to one

with a small parameter by setting k = 1/c. m
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13.5. Definition. Consider an initial/boundary value problem that de-
pends (smoothly) on a small parameter € > 0. The problem obtained by
setting € = 0 in the equation and data functions is called the reduced (un-
perturbed) problem. If the reduced problem is of the same type and order
as the given one and both have unique solutions, then the given problem
is called a regular perturbation problem; otherwise, it is called a singular

perturbation problem. m
13.6. Example. The IBVP
ut(x,t) = kugg(x,t) + cug(z,t), 0<z <L, t>0,

u(0,t) =0, w(L,t)=0, t>0,
u(z,0) = f(z), 0<z<L,

is a regular perturbation problem since both this IBVP and its reduced
version (involving the heat equation) are second-order parabolic problems

with unique solutions. m

13.7. Example. The signalling (hyperbolic) problem
et (2,t) — g (2,t) +ug(w,t) =0, x>0, —00 <t < 00,
u(0,t) = f(t), —oo<t< o0,

reduces to a parabolic one when we set € = 0. Therefore, although both
the given and reduced problems have unique solutions, the given IVP is a

singular perturbation problem. m

13.8. Example. Let D be a finite region bounded by a smooth, closed,
simple curve 9D in the (z,y)-plane, and let n be the unit outward normal
to dD. The fourth-order BVP

(AAu)(z,y) =0, (z,y)in D,
U(J),y) = f(l‘,y), Eun(x,y)—l-u(x,y) :g(x,y), (x,y) on 9D,
where wu,, = du/dn, reduces, when we set ¢ = 0, to the BVP
(AAu)(z,y) =0, (z,y)in D,
w(z,y) = f(z,y), ulzy) =g(xy), (z,y)ondD.
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If f # g, then the reduced problem has no solution. On the other hand, if
f = g, then the solution is not unique, since we have lost one of the BCs.

Hence, the given BVP is a singular perturbation problem. m

13.9. Definition. If the solution u of a perturbation problem has the
(o]
asymptotic series u ~ Y u,e", then u — wg is called a perturbation of

the solution of the redug;i problem. m

13.2. Regular Perturbation Problems

The best way to see how the method works in this case is to examine a few

specific models.

13.10. Example. Let

D:{(r,@):0§r<1, —7T§9<7r},
8D:{(r,9):r=1, —7r§9<7r}

be the unit disk (with the center at the origin) and its circular boundary, and

consider the Dirichlet problem for the two-dimensional Helmholtz equation

(Au)(r,0) + eu(r,0) =0, (r,0)in D, r #0,
u(r,0) =1, (r,0) on dD,

where 0 < ¢ <« 1, which ensures that the above BVP has a unique solu-
tion. The reduced problem (for € = 0) is the Dirichlet problem for the
Laplace equation, also uniquely solvable. Both the reduced and the per-
turbed problems are elliptic and of second order, so the given BVP is a

regular perturbation problem.
o0

Assuming a perturbation series of the form wu(r,0) = > u,(r,0)e™, from
n=0
the PDE we find that

oo

oo
Au + eu ~ Z(Aun)sn + Zun&:"“
n=0

n=0

= Aug+ Y (Aup+uy_1)e" =0 inD, r#0.

n=1
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At the same time, the BC yields

o0
uzuo—i—ZunE":l on 9D.

n=1

Equating the coefficients of every power of € on both sides, we then obtain

the BVPs
Aug=0 1in D, r #£0,

up =1 on dD,

and, forn > 1,
Ay = —up—1 in D, r #0,

u, =0 ondD.

Since the region where the problem is posed and the boundary data are
independent of the polar angle 6, we may assume that wu, = u,(r); conse-

quently, by Remark 4.11(ii), the problem for ug can be written as
(Aug)(r) = ug(r) +r tuh(r) =0, 0<r<I,
Uo(l) =1.

Multiplying the differential equation by r and noting that the left-hand side
of the new ODE is, in fact, (ruf)’, we find that

ug(r) = Crlnr + Cy, C, Cy = const.

We know (see Section 5.3) that for this type of problem we also have ad-
ditional conditions, generated by physical considerations. Since we have
assumed that the solution is independent of 6, the only other condition of
this kind to be satisfied here is that the solution and its derivative be con-
tinuous (hence, bounded) in D. This implies that C; = 0; the value of Co
is then found from the BC at r = 1, which yields uo(r) = 1.

Next, applying the same argument to the BVP satisfied by w1, namely,

(Aup)(r) = uf(r) + rMul(r) = —uo(r) = -1, 0<r<1,
U,l(l) = 0,

we find that u;(r) = (1 — r2); hence,

1
4

u(r) =1+ te(1 —7%) + O(e?). (13.2)
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For this problem we can actually see how good an approximation (13.2)

is. The given (perturbed) equation can be written in the form
u”(r) +r 1 (r) +eu(r) = 0,

which is Bessel’s equation of order zero (see (3.12) with m =0, A = ¢, and

x replaced by r). Its bounded solution satisfying u(1) =1 is

u(r) = Jo(Ver)/Jo(Ve),

where Jj is the Bessel function of the first kind and order zero. This formula
makes sense because 0 < ¢ < 1; that is, \/¢ is smaller than the first zero
(€ =24) of Jp(§). Since for small values of £

Jo(§) =1—- 1 +0(¢),

we use the formula for the sum of an infinite geometric progression with

ratio ¢, 0 < |¢| < 1, namely,

1
1_|_q_|_q2_|_..._|_q"_|_...:_,
1—gq
to find that

Jo(ver)  1—ger? +0(?)  1—ger? +0(e?)

Jo(vE)  1-140(e2)  1-(ie+0(<2))

=[1-1er?+0@E)][1+ (2e 4+ 0(?)) + O(e?)]

=1+2e(1—r*)+0(?).
Thus, the perturbation solution (13.2) coincides with the exact solution to
O(e)-terms throughout D. m
13.11. Example. The elliptic nonlinear BVP
Au(r,0) + eu?(r,0) = 36r, (r,0) in D,
u(r,d) =4, (r,0) on dS,
where 0 < ¢ < 1 and D and 9D are the same as in Example 13.10, is a

regular perturbation problem. Since we again notice that the solution w is

expected to depend only on r, we assume for the solution a series of the
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[&.°]
form u(r) &= > un(r)e™. Then, in the usual way, taking into account the
n=0

asymptotic expansion
2
u® = [ug + eur + O(e%)]” = uf + 2euous + O(e?)
and recalling the boundedness condition mentioned in Example 13.10, we
see that up and wup are, respectively, the solutions of the linear BVPs

u(r) + 7t (r) = 361, 0<r <1,

ug(r), ug(r) bounded as r — 0+, wup(l) =4,

uf (r) +rtu(r) = —ud(r), 0<r<1,

uy(r), uy(r) bounded as r — 0+, wuy(1) =0,
with solutions ug(r) = 4r® and uy(r) = (1 — r%). Consequently,
u(r) = 4r® + 1e(l— %) + O(e?).

This example shows how, in certain cases, the perturbation method re-

duces a nonlinear problem to a sequence of linear ones. ®

13.12. Example. In the IVP

Wi (x,t) — Weg (z,t) + (3 + &)w(x,t) =0,
—o<zT<oo, t>0,
w(z,0) = ecosz, wi(x,0)=0, —o0 <z <00,
the small parameter 0 < € < 1 occurs not only in the PDE, but also in
one of the ICs. Both the given IVP and the reduced one are second-order
hyperbolic problems with unique solutions, so this is a regular perturbation
problem.

Since the equation is homogeneous and the data functions are uniformly
small, we expect the solution to have the same property. Hence, we seek a
solution of the form w(x,y) = eu(z,y). Substituting above, we arrive at the
new IVP

ug(,t) — Uge(z,t) + (3 + &)u(z,t) =0,
—o<zT<oo, t>0,

u(x,0) = cosz, wu(z,0) =0, —oo <z <00,
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in which the small parameter now occurs only in the PDE. Replacing
o0

u(z,t) = Y up(x,t)e™ in the PDE and ICs and equating the coefficients of
n=0

each power of € on both sides, we find that the functions u,, n = 0,1,...,
are, respectively, the solutions of the IVPs
(uo)ut(x,t) — (wo) e (x,t) + Bup(z,t) =0, —o0o <z <00, t>0,

uo(x,0) = cosx, (ug)i(x,0) =0, —oo <z < 00,
(u1)ee(z,t) — (u1)zx(x,t) + 3ur(x,t) = —uo(zx,t),

—oco<z<o0o, t>0,

ui(x,0) =0, (u1)i(z,0) =0, —oo <z < 00,

and so on.
We solve the IVP for ug by means of separation of variables. Thus, we

seek a solution of the form
ug(w,t) = X(2)T(t),

where, as remarked in Chapter 5, neither X nor T is the zero function.
Replaced in the ICs, this yields

X(z)T(0) = cosz, X(z)T'(0)=0.
Clearly, T'(0) # 0. Since, as already noted, X # 0, it follows that

1 , _
X(z) = 70) cosz, T'(0)=0.

Then the form of the solution is

wo(a,t) = (ﬁ cosx) (),

and the PDE for ug becomes

(ﬁ cosx) T"(t) + (ﬁ cosx) () + 3 (ﬁ cosx) T(t) = 0.

Hence, T is the solution of the IVP

T"(t) +4T(t) =0, >0,
T'(0) = 0,
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which is T'(t) = T'(0) cos(2t); so,
uo(x,t) = cos(2t) cosz.
The PDE for u; is now written as
(u1)p(x,t) — (u1)za(x,t) + 3us(z,t) = —cos(2t) cosz. (13.3)

Guided by the function on the right-hand side, we seek its solution in the
form
uy(x,t) = T(t)cosz, T #0.

Substituting in (13.3), equating the coefficients of cosz on both sides, and
making use of the ICs as above, we find that T is the solution of the IVP

T"(t) 4+ 4T (t) = —cos(2t), t>0,
T(0)=0, T'(0)=0,

which is T'(t) = —% tsin(2t). Thus,
uy(x,t) = — X tsin(2t) cosz.
Combining ug and u;, we conclude that
u(z,t) = cos(2t) cosz — 1 etsin(2t) cosz + O(e?). (13.4)

This series is a good asymptotic approximation for the solution of the
given IVP as ¢ — 0 if ¢ is restricted to any fixed finite interval [0,%]. But
in the absence of such a restriction, we see that when ¢t = O(¢~!), the term
1 etsin(2t) cosz is of the same order of magnitude as the leading O(1)-term.
Such a term is called secular, and its presence means that the perturbation
series is not valid for very large values of t. To extend the validity of the
series for all £ > 0, we use the power series expansions of sin« and cosa and

write

cos (2t + et) = cos(2t) cos (§et) — sin(2¢)sin (f et)

cos(2t)[1 4+ O(e?)] —sin(2t) [Let + O(?)]

= cos(2t) — 1 etsin(2t) + O(e?).
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Then the asymptotic solution series (13.4) can be rearranged in the form
u(z,t) = coszcos (2t + 1 et) + O(e?),

which does not contain the secular term identified earlier. Higher-order

terms in € may, however, contain further secular terms. m

13.13. Example. The first-order IVP

ug(x,t) + ug(x,t) +eu(z,t) =0, —oo <z <oo, t>0,
u(x,0) = cosz, —oo <z < 00,
where 0 < € < 1, is a regular perturbation problem because the reduced

problem is also of first order and both problems have unique solutions.

&)
Writing u(z,t) = Y, u,(z,t)e™, we are led to the sequence of IVPs

n=0

(UO)t(xvt) + (UO)w(xvt) = 07 —00 <x <00, t> 07

uo(x,0) = cosz, —oo <z < 00,

(u1)e(z,t) + (u1)z(z,t) = —up(,t), —o0 <z < o0, t>0,
up(2,0) =0, —oo <z < 00,

and so on. Using the method of characteristics (see Section 12.1), we find

that ug(z,t) = cos(x — t) and uq(z,t) = —tcos(xz — t); hence,
u(z,t) = cos(x — t) — etcos(x — t) + O(e?).

As explained in Example 13.12, etcos(z — t) is a secular term. Since the
procedure that removed such a term in the preceding example does not work
here, we try another technique, called the method of multiple scales, which
consists in introducing an additional variable 7 = et. Denoting by v(z,t,7)
the new unknown function and remarking that v depends on ¢ both directly

and through 7, we arrive at the problem

ve(x,t,7) + evr (x,t, 7)) + vy (x,t,7) + ev(z,t,7) =0,
—oco<r<oo, t, T >0,

v(2,0,0) = cosx, —o0 < T < 0.



REGULAR PERTURBATION PROBLEMS 273

o0
We now set v(z,t,7) =~ > vp(z,t,7)e™ and deduce that vy and vy are,

respectively, the solutions of the problems

(vo)¢(z,t,7) + (vo)a(x,t,7) =0, —o0 <z <o00, t,7>0,

vo(,0,0) = cosz,

(Ul)t(l‘,t,T) + (’Ul)ic(x)t)T) = —('UO)-,—(J?,IJ;,T) - UQ(Z‘,t,T),
—o<zr<oo, t, T >0,
v1(2,0,0) =0, —o0 < x < 0.

We seek the solution of the former as vo(z,t,7) = f(z,t)¢(7), where ¢
satisfies the condition ¢(0) = 1 but is otherwise arbitrary. Then the problem
for vg reduces to the IVP

fe(x,t) + fo(z,t) =0, —co<zx<o0, t>0,

f(x,0) =cosz, —o0 <z <00,
with solution f(x,t) = cos(z —t), so vo(z,t,7) = ¢(7)cos(x — t). Replacing
this on the right-hand side in the PDE for vy, we arrive at the equation

(v1)e(@,t,7) + (n1)a(@,t,7) = = [ (7) + @(7)] cos(x — 1),

whose solution satisfying the condition v;(z,0,0) = 0 is
vi(z,t,7) = —[¢'(7) + @(7)] tcos(z — t).
Consequently, the solution of the modified problem is
v(z,t,7) = () cos(z — t) — e[¢(T) + ¢(7)]tcos(z — t) + O(e?).

To eliminate the secular term on the right-hand side above, we now choose
¢ so that ¢’ + ¢ = 0. In view of the earlier condition ¢(0) = 1, we find that
¢(1) = e~ 7. Hence, v(x,t,7) = e~ T cos(z — t) + O(e?), which, since 7 = &t,
means that

u(z,t) = e cos(x — t) + O(e?).

Using the method of characteristics on the original IVP, we see that its
exact solution is, in fact, u(z,t) = e ! cos(z—t). The additional O(g?)-term
represents “noise” generated by the approximating nature of the asymptotic

expansion technique. m
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13.3. Singular Perturbation Problems

In this type of problem we need to construct different solutions that are valid
in different regions, and then to match them in an appropriate manner for

overall uniform validity.

13.14. Example. Consider the IVP

a[ut(x,t) + 2ux(x,t)] + u(z,t) =sint, —oco <z < o0, t>0,

u(z,0) =2, —oo<z < o0,

where 0 < ¢ < 1. This is a singular perturbation problem since the reduced
(unperturbed) problem contains no derivatives of w.
Following the standard procedure, we try to seek a solution of the form
o0

u(z,t) = Y un(z,t)e"™. Replacing in the PDE, we obtain

n=0
uo(x,t) = sint,
Un(x,t) = —(Un—1)e(,t) — 2(up—1)z(z,t), n=1,2,....
From the above recurrence relation it is easily seen that
Uy = (—1)"sint, ugpy1 = (—1)"Tlcost, n>0;
therefore,
oo oo
u(z,t) = [Z(—l)”a%} sint — ¢ [Z(—l)”a%} cost
n=0

= —— (sint — ecost),
1+¢€2 ( )

where we have used the formula for the sum of an infinite geometric progres-

sion with ratio —e2. However, it is immediately obvious that this function

does not satisfy the initial condition. Also, when ¢ ~ ¢, using the power

series for cose and sine, we have
sint — ecost & sine — ecose = (e + O(e?)) — (1 + O(e?)) = O(?);

in other words, for ¢ = O(e) the two terms in u(x,t) are of the same order,
which is not allowed in an asymptotic series. Consequently, the series is not
well ordered in the region where t = O(¢), so it is not a valid representation

of the solution in that region. This means that we must seek a different series
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in a boundary layer of width O(g) near the z-axis (t = 0). To construct the

new series, we make the change of variables
t i
T=—-, u(z,t)=u(z,er) =u"(z,71),
which amounts to a stretching of the time argument near t = 0. Under this
transformation, the IVP becomes

ul (2, 7) + 2eul (2,7) + u'(2,7) = siner = e7 + O(e?),
‘ —oo<zr<oo, T>0,
u'(z,0) =2z, —oo <z < o0.
For the inner solution u® of this boundary layer IVP we assume an asymp-
totic expansion of the form u'(x,7) =~ > u!,(x,7)e™. Then the new PDE

and IC yield, in the usual way, the seque;ce of IVPs

(ud)r(2,7) +ub(z,7) =0, —o0 <z <00, T>0,

ub(,0) =z, —o0 <z < 00,
(uli)-,—(x,T) + u’i(va) =T Q(uB)I(va)7 —oo<r< oo, T > 07
ul(z,0) =0, —oo<x < o0,

and so on. Restricting our attention to the first two terms, from the first
problem we easily obtain
ub(z,7) = ze T,
and from the second problem (seeking a particular integral of the form
ate” ", a = const),
ul(z,7) =714+ (1—-27)e";
hence,

u'(z,7) =ze T +e[r—1+(1—27)e 7] + O(e).
We rename the first solution the outer solution and denote it by u°:

u®(x,t) = 5 (sint — ecost) = sint — ecost + O(g?).

1+¢

Now we need to match u° (valid for t = O(1)) and u® (valid for t = O(¢))

up to the order of € considered (here, it is O(¢)), in some common region of
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validity. To this end, first we write the outer solution in terms of the inner
variable 7 = t/e and expand it for 7 fixed and ¢ small, listing the terms up
to O(e), after which we revert to t:

(u°) ~ sint — ecost + --- = sin(er) — ecos(er) + -+

=e(r—1)+--=t—ec+--

Next, we write the inner solution in terms of the outer variable ¢ = e7 and

expand it for ¢ fixed and e small to the same order:
i\o —t/e t t —t/e
(u")? = ze +el-—1+(1-2-)e +ooo=t—e+---
€ €

(the rest of the terms are o(¢™) for any positive integer n). Finally, we
impose the condition (u®)® = (u?)° up to O(g) terms. In our case this is
already satisfied, so the two solutions match.

Since the common region of validity is not clear, it is useful to consider a

composite solution of the form
ut = u® + ui _ (uo)i = u® 4+ ui _ (ui)o.

This is valid uniformly for ¢ > 0 since

Here we have
u(x,t) ~ ul(x,t) = sint — ecost 4+ (x — 2t +e)e /4. m
13.15. Example. Consider the elliptic problem in a semi-infinite strip

s(Au)(x,y) +ug(z,y) +uy(z,y) =0, >0, 0<y<1,
u(z,0) =e™ %, wu(z,1)=p(x), z>0,
u(0,y) =y, wu(x,y) bounded as z — co, 0<y <1,

where 0 < ¢ < 1 and
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This is a singular perturbation problem because the perturbed BVP is of
second order whereas the reduced BVP is of first order.

Let u(z,y) =~ i un(x, y)e™. Then it is readily seen that g is the solution
of the BVP "'

(UO)m(x»y) + (UO)y(xvy) = 07 T > 07 0< y< ]-7
T

uo(x,O) =e 7, UO({E,l) = p(x)v x >0,

up(0,y) =y, wuo(x,y) bounded as z — co, 0<y <1,

uy is the solution of the BVP
(u1)z(,y) + (w1)y(z,y) = —(Auo)(z,y), x>0, 0<y<1,
up(z,0) =0, wi(z,1)=0, z>0,
u1(0,y) =0, wi(x,y) bounded as z — 0o, 0<y <1,

and so on.

We find ug by the method of characteristics (see Chapter 12), using y = 1

as the data line. If z = z(y) is a characteristic curve, then on it

d

ay o w)y) = (w0)=(2(y),y)2" (y) + (vo)y(x(y),y).

Hence, 2'(y) = 1 implies that dug/dy = 0, so
r=y+ec, wuo(r,y)=c, ¢ =const.

The equation of the characteristic through the points (z,y) and (zg,1) is

xr =19y +x9— 1, and on this line
uo(x,y) = ¢’ = uo(2o,1) = p(xo) = p(x —y + 1);
therefore, the solution of the given BVP is

w(z,y) = uo(z,y) + O(e) = p(xr —y + 1) + O(e)
_ {y—x+0(s), 0<z<uy,

O(e), >y (13.5)

Since it is clear that this solution does not satisfy the other BCs, we need

to introduce two boundary layers.
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In the boundary layer near y = 0 we make the substitution n = y/d(¢g),
write u(z,y) = u(x,d(e)n) = v(x,n), and arrive at the new BVP

EVgy + Lvrm + vy + Up = 0, U(Z‘,O) =e "

1
§2(e) i)
The unspecified boundary layer width 6(¢) must be chosen so that the v,
term is one of the dominant terms in the above equation. Comparing the
coefficients of all the terms in the new PDE, we see that there are three
possibilities:
€ .. € € 1

~
~

0*(e)  o(e)’

It is not difficult to check that cases (i) and (ii) do not satisfy our magnitude

requirement, whereas (iii) does. Hence, we can take d(g) = ¢, for simplicity,
and the BVP becomes

Eszw + Unn + evg + Uy = 0, 'U(x,O) =e %,

o0

Writing v(z,n) = > vn(x, n)e™, from the PDE and BC satisfied by v we
find that =0

(UO)TITI + (UO)TI =0, UO(J:’O) = eiw7
with solution
'UO(xvn) = a(x) + [e_x - a(x)] e_n7

where « is an arbitrary function; therefore,

U(Z‘,y) = U(%??) = Uo(xan) + 0(6)
=a(z) + [e7" —a(z)]e”"+ O(e). (13.6)
We rename (13.5) the outer solution u° and (13.6) the first inner solu-
tion »%, and match them by the method used in Example 13.14. Thus,
expanding p in powers of €, we have
()" =p(z —en+1) +0(e) =p(z +1) + O(e) = O(e),
(u)° = a(z) + [e7" — a(z)]e ¥/ + O(e) = a(z) + O(e),

so (u®) = (u)° to O(1) terms if

(13.7)

a(z) =0, z>0. (13.8)
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The second boundary layer needs to be constructed near x = 0. Pro-
ceeding as above (this time with the transformed u,, term as one of the
dominant terms in the new PDE), we again conclude that the correct layer
width is §(e) = ¢, so we set

£=<.
€

Writing w(z,y) = u(e€,y) = w(&,y), we arrive at the new BVP

wee + 2wy +we +ewy, =0, w(0,y) =y.

18

If we assume that w(€,y) = wy, (§,y)e™, then

n=0

(wo)ee + (wo)e =0, wo(0,y) =y,

with solution

wo(é,y) = B(y) + [y — By)]e%,
where ( is another arbitrary function; hence,
w(@,y) = w(&,y) = wo(&y) + O(e)
=B(y) + [y — By)]e* +0(e). (13.9)

We call (13.9) the second inner solution u® and match it with u® up to

O(1) terms. As above, we have

()2 =p(e§ —y+1) +0(e) =p(—y +1) + O(e) =y + O(e), (1510
(™)’ = B(y) + [y — Bly)]e /= + O(e) = Bly) + O(e), '

Bly) =y (13.11)

It can be verified that the composite solution in this case is

uc — uO + uil + uiz _ (uil)o _ (uiz)o

=’ 4+ u" +u” — (u0)" — (u?)™

since (u1)2 = (u)° and (u®2)% = (u®)°. Thus, by (13.5)—(13.11), the
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asymptotic solution of the given BVP to O(1) terms is

u(z,y) ~ u’(z, y)
=pl@—y+1)+[e" —pla+1)ev/*
+ [y —p1 —y)]e ™+ O(e)

{y—x+e_’”—y/€+0(a), 0<z<y,
e v/5 £ O(e), x>y o

13.16. Remarks. (i) We did not consider effects caused by the incompat-

ibility of the boundary values at the “corner points” (0,0) and (0,1).

(ii) If we had tried to construct the first boundary layer solution near
y = 1 instead of y = 0 (and, thus, use y = 0 as the data line for computing
the first term in u°), we would have failed. In that region we would need
to substitute n = (1 — y)/e, and setting u(x,y) = u(z,1 —en) = v(z,n), we
would obtain the BVP

€204 + Vyy + €V — vy =0, v(2,0) = p(z),

from which
(vo)nn — (vo)y =0, vo(z,0) = p(x).
This would yield

vo(w,n) = a(z) + [p(z) — a(z)]e",

which is not good for matching since e” = e¥/¢ — oo as ¢ — 0+ with y
fixed. m

Exercises

In (1)—(4) use the method of asymptotic expansion to compute a formal

approximate solution (to O(e) terms) for the regular perturbation problem

u’(r) Frt (r) +ef(u) = q(r), 0<r<l,
u(r), u'(r) bounded as r — 0+, wu(l) =g,

with the functions f and ¢ and the number ¢ as indicated, where 0 < ¢ < 1.
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(1) F) =du, ) =1, g=1+c.

(2) flu) =—2u, q(r) =—4+2e(r?+9r), g=1+3c.

(3) flu)=—u?, q(r)=¢, g=-3.

(4) flu)=u—u?, q(r)=06(3r—2)+e(12 — 3r2+2r3 — 9rt +12r° — 4r%),
g=-1+3¢

In (5)-(14) use the method of asymptotic expansion to compute a formal

approximate solution (to O(e) terms) for the regular perturbation problem
ug(x,t) + aug(x,t) + bu(z,t) = q(z,t), —oco<x <00, t>0,
u(z,0) = f(x), —oo<z < o0,

with the functions ¢ and f and the coefficients a and b as indicated, where
0<ex 1.

(5) q(z,t) =0, f(z)=sinz, a=¢, b=1+e.

6) q(z,t) =1, f(x)=—-2z, a=—-¢, b=1—¢.

(7) q(z,t) =¢, f(x)=e"" a=2, b=2-—c¢.

(8) q(z,t) =-2+¢cet, f(r)=¢, a=—-2¢, b=1+2e.

9) q(z,t) =0, f(x)=2, a=3, b= —2e.

(10) q(z,t) =0, f(x)=2x—-1, a=-1, b=1+e.

(11) q(z,t) =2, f(x)=—z, a=2+¢, b=c—1

(12) g(z,t) =x+2¢, f(z)=34+z, a=1—¢, b=142e.
(13) q(z,t) =2t, f(z)=¢€", a=2+4+¢, b=0.

(14) q(z,t) =6at+cx, f(z)=1+xz+ex, a=1-3¢, b=0.

In (15)—(24) use the method of asymptotic expansion to compute a formal

approximate solution (to O(e) terms) for the regular perturbation problem
Uaa (2,Y) + atie (2, Y) + buy(z,y) + cu(z,y) = q(z,y),
O<xr<l, —oco<y <00,
w(0,9) = f(y), u(ly)=g(y), —oo<y< oo,

with the functions ¢, f, and g and the coefficients a, b, and ¢ as indicated,
where 0 < e < 1.

(15) q(z,y) = —zy*, f(y) =ey, g(y) =y*+e(e—2)y,
a=0, b=—e, c=-1
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(16) q(z,y) =2 —e(@®+2y+4), fly) =2y, g(y) =1+2y+ey?
a=0, b=—-2¢, ¢c=—c¢.

(17) q(z,y) = —4—2(1+¢e)a?, f(y)=ey, g(y) =—2+eycosl,
a=0, b=¢, c=1+ec.

(18) q(z,y) = 42y — 2y —e[z?y —2? + 3(y + 1)e”], f(y) =e(y+1),
gy)=—-y+ee(y+1), a=0, b=—¢, c=¢—4.

(19) Q( €,y ):_y7 f( )207 g(y):y7 a= —¢&, b:_3€7 CZO'

(20) q(z,y) =e(y —2)e*, f(y) =2y, g(y) = (2+¢)ey,

=—1, b=—¢, ¢c=0.

(21) q(z,y) =2e -6, f(y)=(2+3e)y, g(y) =2y + 6+ 3eey,
a=¢e—1, b=-2¢, ¢=0.

(22) q(z,y) =2e(y +e**), fly)=(e—1)y, gly) = —e*y+e(e* +y),

@

(23) ql,y) =2y —dw—24+e(B3-5e7"), fly)=-y—-1,
gly)=2—el—y+2et a=ec—-1, b=—¢, c=-2.

(24) qlz,y) = 2¢[2y + Bcos(22) — ysin(22)], f(y) = (1+e)y,
g(y) =ycos2+e(y+sin2), a=¢, b=2¢, c=4.

In (25)—-(34) use the method of asymptotic expansion (in conjunction with
the method of separation of variables) to compute a formal approximate

solution (to O(e) terms) for the regular perturbation problem
Ut (,1) — @2 Uy (2,) + bug(z,t) + cug (z,t) + du(w,t) = q(z,t),
—oo<zr<oo, t>0,
u(z,0) = f(x), wu(z,0)=g(x), —o0o<z< o0,

with the functions ¢, f, and g and the coefficients a, b, ¢, and d as indicated,
where 0 < e < 1.

(25) qlat) =0, f(z)=—z, g(x) =2
a=2, b=0, ¢=0, d=1+c¢.
(26) qlat) =2 -2, f() =22, g(z)=L(=—-2),
a=3, b=2, ¢c=0, d=2e.
(27) q(z,t) = =9sin(2z), f(z) =sin(2z), g(z) = —3sin(2x),
a=1, b=0, ¢=0, d=5+c¢.
(28) q(z,t) =0, f(x)=cos(3x), g(x)=4cos(3z),
a=2, b=0, ¢c=0, d=-32—¢.
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a(@,t) =0, f(x) = e 2, glz) = 2e2,
a=2, b=0, ¢c=0, d=12+ 3e.

a(@,t) =0, f(z) = e, glx) = —e*,
a=1, b=-1, ¢=0, d=2+ 2¢.
a(@,t) =0, f(z) =", g(z) =2¢,

a=1 b=-3, ¢c=0, d=3+e¢.
a@t) = e*, @) =, gla) = —Le,
a=2, b=-2, ¢c=0, d=1-—=¢.

q(z,t) =0, f(z)=2x—-1, g(x)=4dx—2,
a=2, b=0, ¢c=0, d=3c—4.

q(z,t) = =2z, f(z)= -2z, g(z) =5z,
a=1, b=-2, c=¢, d=¢—28.
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In (35)—(40) use the method of matched asymptotic expansions to compute

a formal composite solution (to O(e) terms) for the singular perturbation

problem

EUze (T,Y) + aug (v,y) + buy (z,y) + cu(x,y) =0,

O<z<L, —o0<y<oo,

u(0,y) = f(y), u(L,y)=g(y), —oo<y<oo,

with the functions f and g, the coefficients a, b, and ¢, and the number

L as indicated, where 0 < ¢ < 1. (The location of the boundary layer is

specified in each case.)

(35)
(36)
(37)
(38)
(39)

(40)

f=y+1, gly) =2y, a=1+2¢, b=2, c=1, L=1;
boundary layer at = 0.

fy)=vy, glyy =2y—1, a=1—-¢, b=0, ¢c=1, L=2;
boundary layer at = = 0.

flyy=2y+3, gly) =-y, a=e—1, b=¢, ¢c=0, L=2;
boundary layer at = = 2.

fy)==-3y, gly)=y+2, a=-1—¢, b=2¢, c=1, L=1;
boundary layer at x = 1.

fw=v> gly)=1-y, a=1-2¢, b=—¢, c=-1, L=1;
boundary layer at = = 0.

fy) =2, gly)=2-3y, a=1, b=-2¢, c=1, L=2

boundary layer at = = 0.
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In (41)-(46) use the method of matched asymptotic expansions (in con-
junction with the method of characteristics) to compute a formal composite

solution (to O(e) terms) for the singular perturbation problem

€ [taa (@, ) + atiyy (@,)] + bus(2,9) + cuy(@,y) =0,
x>0, 0<y<L,

u(z,0) = f(z), wu(z,L)=g(x), x>0,

u(0,y) = h(y), 0<y<L.

with the functions f, g, and h, the coefficients a, b, and ¢, and the number
L as indicated, where 0 < £ < 1. (The locations of the boundary layers are

specified in each case.)

(41) f(z) =a>+1, g(z) =223, h(y) =y°

a=1, b=1, ¢=2, L=1; boundary layers at z =0, y = 0.
(42) f(z)=2" g(@)=1-=, h(y)=y" -1,

a=2, b=1, ¢=1, L=2; boundary layers at x =0, y = 0.
(43) f(z) =22 -1, g(z) =242, h(y)=y>+1,

a=2, b=1, ¢=-1, L=1; boundary layersat xt =0, y = 1.
(44) f(z)=1-22 g(z)=22+4, h(y)=2y%

a=1, b=2, ¢c=-2, L=2; boundary layersat x =0, y = 2.
(45) f(z)=x+1, g(z)=2%-2, h(y)=1-2y,

a=4, b=2, ¢=1, L=1; boundary layers at x =0, y = 0.
(46) f(z) =2+, g(o) =3z, h(y)=y*>—2y,

a=3, b=1, ¢=-1, L=2; boundary layers at x =0, y = 2.



Chapter 14
Complex Variable Methods

Certain linear two-dimensional elliptic problems turn out to be difficult to
solve in a Cartesian coordinate setup. In many such cases it is advisable
to go over to equivalent formulations in terms of complex variables, which
may be able to help us find the solutions much more readily and elegantly.
Although complex numbers have already been mentioned in Chapters 1, 3,
8, 9, and 11, we start by giving a brief presentation of their basic rules of

manipulation and a few essential details about complex functions.

14.1. Elliptic Equations

A complex number is an expression of the form
z=x+iy, z,yreal, Z=—1,

where x and y are called, respectively, the real part and the imaginary part

of z. The number z = z — iy is the complex conjugate of z and
=zl = (22)"? = (a® + yH)'/?

is the modulus of z.

A complex number can also be written in polar form as
2z =re? = r(cosh + isind),

where 0, —m < 8 < 7, called the argument of z, is determined from the
equalities

T ) Yy
cosf = —, sinf = =.
r r

Obviously,
Z = r(cosf —isinf) = re .
Addition and multiplication of complex numbers are performed according

to the usual algebraic rules for real numbers.
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A complex function of a complex variable has the general form

f(z2) = Re f)(x,y) +i(Im f)(z,y),

where Re f and Im f are its real and imaginary parts. Such a function f is
called holomorphic if its derivative f'(z) exists at all points in its domain of
definition. A holomorphic function is analytic—that is, it can be expanded

in a convergent power series.

14.1. Example. If f(z) = 22, then

(Ref)(xvy) :x2_y27 (Imf)(xvy) =2zy. m

14.2. Theorem. A function f is holomorphic if and only if it satisfies the

Cauchy—Riemann relations

(Ref)e = (Im f)y, (Imf)s = —(Ref)y. (14.1)
In this case, both Re f and Im f are solutions of the Laplace equation.

14.3. Remarks. (i) Suppose that a smooth function f of real variables z

and y is expressed in terms of the complex variables z and Zz; that is,

f(a:,y) = 9(272)'

From the chain rule of differentiation it follows that

fz =gz + 9z,
Jy =i(9= — 92),
Jrz = g2z + 2922 + g2z, (14.2)

fyy = =922 + 2922 — g2z,
Joy = fyz = (922 — gzz).
(ii) The Laplace equation, which is not easily integrated in terms of real

variables, has a very simple solution in terms of complex variables. Thus,
if u(z,y) = v(z,z), then, by (14.2),

AU = Uy + Uyy = 40,3, (14.3)
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so Au(x,y) = 0 is equivalent to
v:2(2,2) = 0.

It is now trivial to see that the latter has the general solution

v(z,2) = ¢(2) +9(2),
where ¢ and 1 are arbitrary analytic functions of z.

If we want the real general solution, then we must have v(z,2) = 9(z, 2);

that is, -
e(2) +9(2) = ¢(2) + ¥(2),

or

which means that Im¢ = Im. Using this equality and (14.1), we find that
Reyp = Rew as well, so ¥ = ¢; therefore, the real general solution of the

two-dimensional Laplace equation is

v(z,2) = ¢(2) + ¢(2), (14.4)

where ¢ is an arbitrary analytic function.

(iii) A similar treatment can be applied to the biharmonic equation
AAu(z,y) = 0.

Since, as we have seen, Av = 4v,z, where v(z,2) = u(z,y), we easily deduce
that AAv(z,y) = 16v,,:2(z, Z); hence, the biharmonic equation is equivalent
to

V2222(2,2) = 0.

Then, by (ii) above,

Av(z,2) = 4v,3(2,2) = () + (2).

Integrating and applying the argument in (ii), we arrive at the real general
solution
v(z,2) = 20(2) + 2®(2) + 0(2) + &(2),

where ® and ¢ are arbitrary analytic functions of z. m
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14.4. Example. Consider the BVP
Au=38 in D,
u=1—2cosf — cos(20) + 2sin(20) on OD,

where D and 90D are the unit circular disk and its boundary, respectively,
and r, 0 are polar coordinates with the pole at the center of the disk. On
0D we have

z=e"=0, z=e" =071
cos(nf) = %(eme + e~y = 2" +o™), n=12,..., (14.5)
sin(nd) = —%z’(eme —e 0y = —2i(o" —o™™);

hence, using (14.3), we bring the given BVP to the equivalent form
v, =2 in D,
v = —(% —z')afz o l41-0- (%—f—i)az on 0D.

It is easily seen that 227 is a particular solution of the PDE, so, by (14.4),

the general solution of the equation is
v(2,2) = p(z) + ¢(2) + 222. (14.6)

Since the arbitrary function ¢ is analytic, it admits a series expansion of

the form

p(z) = anz". (14.7)
n=0

Replacing (14.7) in (14.6) and then v with 2 = o and z = ¢~ ! in the BC

and performing the usual comparison of coefficients, we find that
ap+ao+2=1, ar=-1, az=—(3+14), an=0 (n#0,1,2).
Therefore, ag + ag = —1, and (14.6) and (14.7) yield the solution

v(2,2) = ag + o + a1z + @12 + apz® + apz> + 2272
=-1-z-z—(3+i)® - (3 —i)2® + 222
In Cartesian coordinates with the origin at the center of the disk, this

becomes
uw(z,y) = —1 -2z + 22 + 4oy + 35> m
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14.5. Example. To solve the elliptic BVP

Ugz — 2Ugy + 2Uyy =4 in D,
u=2—1cos(20) + 2sin(20) on 0D,
where the notation is the same as in Example 14.4, we use a slightly altered

procedure. First, by (14.2), we easily see that v(z,z) = u(z,y) is the solution
of the problem

(1 + 2i)vzz — 6UZ§ + (1 — Zi)Ugg =—4 in l)7

(14.8)
v=—1(1-3i)0 ?+ 3 - 1(1+3i)0®> ondD.

We now perform a simple transformation of the form

where « is a complex number to be chosen so that the left-hand side of the
PDE for w consists only of the mixed second-order derivative. Thus, by the

chain rule,
Uy = Wee + 2aw<5 + 042w55,

vz = Qwee + (14 ad)wee + awee,
Vzz = 072’11)(( + 207’11)((‘ + wee.

When we replace this in the PDE in (14.8), we see that the coefficients of

both we¢e and wgg vanish if « is a root of the quadratic equation
(1+2i)a? —6a+1—2i=0;

thatis,ifa =1—2ior o = % (1—2¢). Choosing, say, the first root, we have

the transformation
C=z+1+2)z (=2z+(1-2i)z, (14.9)

which leads to the equation

=

We =
with general solution

w(C,¢) = »() +@(¢) + 1 ¢C, (14.10)
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where ¢(() is an arbitrary analytic function. Asin (14.7), and taking (14.9)

into account, we now write

e(C) = Zangn = Zan(z +(1+ Qi)z)na
n=0

n=0
so, by (14.9) and (14.10),

o0

v(2,2) =Y [an(z+ (1+20)2)" +an (2 + (1 — 2i)2)"]
n=0

+1(z+(1+20)z2)(2+ (1—2i)2).  (14.11)

On the boundary 9D, this and the BC in (14.8) give rise to the equality

> fan(o+ @ +20)07)" +an (o7t + (1 - 20)0)"]
n=0

+ 2 [(1+2i)0% +6+ (1 — 2i)0?]
=-1(1-3i)0 2+ 3 - 1(1+3i)0”

Expanding the binomials on the left-hand side and equating the coefficients

of each power of o on both sides, we immediately note that

and that, in this case,

ao + ao + 2(1 + 2i)ag + 2(1 — 2i)az + 3 = 3,
a1+ (1 —2i)a; =0,
as — (3 +4i)as + (1 —2i) = —1 (1 + 34).
The second and third equalities, taken together with their conjugates,
yield the systems
a1+ (1 —2i)a; =0,
(14 2i)ay +a; =0,

az — (3+4i)ay = —3 (2 +1),
(=3 +4i)as +ax = —1 (2 —1),
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from which a; = 0 and as = % (2 + 7). Replacing as in the first equality,
we find that ag + ap = 0. Hence, by (14.11),

v(zz)—a0+a0+a1(z+(1+21 )+a1( (1—2¢) )
+ag(z+ (1+20)2)° + aa(z + (1 - 20)2)°
=—1(143i)z*+ 322 — 1 (1 - 3i)2%,

or, in Cartesian coordinates,

u(z,y) = 22 + 32y +2y°. =

14.2. Systems of Equations

As an illustration of the efficiency of the complex variable method in solving
linear two-dimensional systems of partial differential equations, we consider
the mathematical model of plane deformation of an elastic body. This
state is characterized by a two-component displacement vector v = (u1,us)
defined in the two-dimensional domain D occupied by the body. In the
absence of body forces, u satisfies the system of PDEs

(A+w) [(Ul)xx + (U2)xy] + pAuy =0,

A 1) [(t1)y + (12)yy] + Btz = 0, S

where A and p are physical constants and A is the Laplacian. We as-
sume that D is finite, simply connected (roughly, this means that D has no
“holes”), and bounded by a simple, smooth, closed contour D, and consider
the Dirichlet problem for (14.12); that is, the BVP with the displacement

components prescribed on the boundary:

ul!aD flv u2|8D f27

where f1 and fy are known functions. Our aim is to find u at every point
(z,y) in D.

14.6. Example. Using the same notation as in Example 14.4, consider the
BVP

2[@)ea + (u2)e] + A =0, in D, (14.13)
2[(u1)xy + (u )Jy] +Auz =0
ul’é)D 5 sin(20), uzfaD = cosf. (14.14)
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To treat this problem in terms of complex variables, we define the complex
displacement
U =ui+iuy

and see that

(u1)g + (u2)y = w1, + U1z + fug , — iug 3

= (U1 + iUQ)Z + (U1 — iUQ)g =U, + [75. (14.15)
Next, we rewrite system (14.13) in the form

2[(u1)a: + (uz)y]m + Aul = 0,
2[(u1)s + (u2)yly + Auz =0
and remark that, by (14.2), we have the operational equality 0, +i9, = 20;.

Multiplying the second equation above by 4, adding it to the first one, and
using (14.15) and (14.3), we deduce that

0= 2(6;5 + Zay) [(ul)x + (U;Q)y:l + A(u1 =+ iUQ)
=40;(U. + Uz) + AU = 4[(Uz +Uz): + Uzz]a
or
(2UZ + Ug)z == 0,
with general solution

U, +U; = %o/(z),

where o is an analytic function of z. The algebraic system formed by this

equation and its conjugate now yields
U.=1d/(z) - 1&/(2); (14.16)

therefore, by integration,

U(z,2) = $a(z) — $20/(2) + B(2), (14.17)
where ( is another analytic function of z.
To investigate the arbitrariness of « and 3, let p and ¢ be functions of z
such that o + p and 3 + ¢ generate the same displacement U as « and (.
Then, by (14.16),

3/ (2) +9'(2)] = 5[0 (2) + 7' (2)] = 30/(2) — 58 (2),
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from which 2p’(z) — p’(Z) = 0. This equation together with its conjugate
yield p’(z) = 0, so p(z) = ¢, where ¢ is a complex number. Using (14.17),

we now see that

%a(z) + %c — %zo’/(i) +6(z)+4q(z) = %a(z) — %26/(2) + 6(2),

soq(z) = —% ¢. The arbitrariness produced by the complex constant c in the
functions « and 3 can be eliminated by imposing an additional condition.

For example, if the origin is in D, we may ask that
a(0) = 0. (14.18)

As in the preceding section, let o be a generic point on the circle 9D.
Then, by (14.5) and the fact that & = 01, the BC (14.14) can be written

as

U|8D = (u1 —l—iug)faD =Lilc?+207" + 20 — 0?);

hence, in view of (14.17), we must have
ta(o)—tod (o7 )+ B0 ) =Li(c? +207 + 20— 0%).  (14.19)

Since D is finite and simply connected, we can consider series expansions

of the analytic functions « and 3, of the form

oo o0
a(z) = Zanz”, B(z) = anz".
n=0 n=0
Substituting these series in (14.19), we arrive at
e —
Z (% ano” — %nc’tno_"'*'2 + bno_") = iz’(a‘2 +207 1 + 20 — 0?).
n=0

The next step consists in equating the coefficients of each power of o on
both sides, and it is clear that we have a,, = b, = 0 for all n = 3,4,....
Thus, since (14.18) implies that ag = 0, the only nonzero coefficients are

given by the equalities
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Coefficient a; is computed by combining the equation that it satisfies with

its complex conjugate form. In the end, we obtain

- — _3, _ 1, 1. 1
ay =1, az=—%i, bo=—31, bi=-—3i, by=—71,
which generate the functions
y 3..2 _ 1. 1. 1,2
a(z) =iz — giz°, B(z) = —7i— iz — jiz

and, by (14.17), the complex displacement
Ulz,z) = Li(1+22 422 — 2% — 224 2%).

Hence, in terms of Cartesian coordinates, the solution of the given BVP is

us(z,y) =Im(U(z,2)) = 2 (1 + 42 — 2> —y%). =

14.7. Remark. If the functions f; and f; prescribed on dD are not finite
sums of integral powers of o, they need to be expanded in full Fourier series.
Using an argument similar to that in Section 8.1, we can write such a series
in the form (see Chapter 8)

f(0)= io: Cne—inéz io: Cno_—n’

n=—oo n=—oo

where

1 7 ,
e = ﬂ/f(e)em@de. m

Exercises
In (1)—(6) find the solution u(z,y) of the BVP

Au=gq in D,
u=f ondD,
where D and 9D are the disk with the center at the origin and radius 1 and

its circular boundary, respectively, 6 is the polar angle mentioned earlier in

this chapter, and the number ¢ and function f are as indicated.
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(1) ¢=—6, f(9)=%[1+5c05 29]

(2) ¢=38, f(0) =2+ 2cosb — 3cos(20).

(3) ¢q=-2, f(6) =3%[—5+2sinf — 3cos(26) + 3sin(26)].
(4) ¢=2, f(0)=2%[1+6sind— 5cos(26) + sin(26)].

(5) ¢=4, f(8) =1+ 2cosf —3sinf + 2cos(26) — 2sin(26).
(6) ¢g=—4, f(0) =2+ 2cosh — sinf + 2cos(20) — 4sin(26).

In (7)—(14) find the solution u(z,y) of the BVP

Ugy + QUzy + byy = ¢q in D,

u=f ondD,

295

where D and 0D are the disk with the center at the origin and radius 1 and

its circular boundary, respectively, 6 is the polar angle, and the numbers a,

b, and ¢ and function f are as indicated.

(7) a=—4, b=5, ¢=18, f(#) =% [3+ cos(26) — sin(26)].

(8) a=-2, b=5, ¢=-8, f()=2cosh+ 2cos(26) + sin(26).

(9) a=2, b=2, ¢=2, f(0)=21[—1—2sin6 + 3cos(20) + 4sin(26)].
(10) a=4, b=5, g=—-28,

f(0) =2+ cosf — 2sinb + 3cos(260) + sin(26).
(11) az—l, b=23, ¢=%,
fO)=3%[-4 —|— 4cosf — 2cos(20) — 3sin(26)].
a= —4 b= = —62—7,
0)=3[—-5 —I— 2cos€ + 5cos(20) + 3sin(26)].
—2, b=10, ¢ =66,

f(0) = 3+ cosf — 2sinf — cos(20) — sin(26).
(14) a=—4, b=13, q=—4,

f(0) =1+ 2cosf — 3sinf + 2cos(26) — 2sin(26).

(12)

)

~
—~
N~—

(13) a

>
~—

In (15)-(24) find the solution (u;(z,y),us(x,y)) of the BVP

(A +p) [(ul)m + (u2)xy] + pAuy =0, D
A+ 1) [(un)ay + (u2)y] + plus =0 ’

uy = f1, uz=fs ondD,
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where D and 9D are the disk with the center at the origin and radius 1 and
its circular boundary, respectively, A is the Laplacian, 6 is the polar angle,

and the numbers A and p and functions f1 and f2 are as indicated.

(15) A=1, p=13, fi(f)=2cosh —cos(26), f2(f) = cosf + sin(26).
(16) A=1, pu=1, fi(0)=-sinb +cos(20), f2(0) =1+ 2sin(26).
(17) AX=2, p=1, f1(0) =2—cos+ 2sin(20), f2(0) =1 — cos(20).
(18) A=-1, p=2,

f1(0) = cosf + 2sin(20), f2(0) = 1+ 2cos(20) + sin(20).
(19) A=-2, u=3,

f1(0) =1+ 2cos(20) —sin(20), f2(0) = cosf — 2sin(20).
(20) A=1, p=2,

f1(0) =1 —sinf + cos(20), f2(0) = cos(20) — 2sin(26).
@) A=3, p=1,

f1(0) =2+ sinf + sin(20), f2(6) = 3cos(26) — sin(20).

A —3, H= 1,
) = —cosf + 2cos(26), f2(0) =2 — cos(260) — sin(26).
3, u=1,

) = cos(20) — sin(20), f2(0) =1+ sinf — 2cos(20).

(24) /\=—l p=2,
cosf — 2sin(26), f2(0) = cos(260) + 3sin(26).

(22)

(23) )\



Answers to Odd-Numbered
Exercises

CHAPTER 1

(1) y=C@?+1). (3) y=(x—1)"2%/3-2%/2+0C).

(5) y=Ce /2 (1) y=C1e® + Cae™.

9) y=(C1+Caz)e ™2 (11) y = e ®[C) cos(2z) + Cosin(2z)).

(13) y=Ce 2 42— 1/2+¢*/6. (15) y = (C + z/2)e*/?.

(17) y = Cycoshz + Cosinhz — z? +z — 4. (19) y = C1e°® + (Cy — 3z)e 5%,
(21) y=C12%? + Cox™'. (23) Linear. (25) Nonlinear.

CHAPTER 2

(1) f@) ~1/2+ 5 [(~1)" — J(1/ (o)) sin(nrz).

[
n=1
@) f(z) ~1/2+ 721[1 = (=1)"](5/(nm))sin(nmz).
5B) f(z) ~1+ nijl(—l)"+1(2/(n7r)) sin(nmx).
(7) flz) ~ OZ_OI{[l — (=1)")(2/(n*7?)) cos(nma/2)
" +[3 = (=1)"](1/(nm)) sin(nmz/2)}.
(9) 7(@) ~ ~1/4+ 3 (1" = 1101/ (%) cos(rma)
o —[2(=1)" + 1](1/(nm))sin(nmz)}.
(11) f(z) ~10/3 + :Z:l(—l)"(él/(nQWQ))[cos(nm&) + nmsin(nrz)).
(13) flw) ~ (e = 1)/(4e?) + il(—l)n[(€4 - /(4 +n*r?))]
"= X [2cos(nmx/2) — nwsin(nrz/2)].
(15) f(z) ~9/8 + nijl{(Q/(nQWQ))[(—l)” — cos(nm/2)] cos(nwz/2)
+ (=) T3/ (nm)) + (2/(n7?)) sin(nm/2)]sin(nmz/2) }.
(17) flz) ~ o201(2/(717f))[COS(WF/Q) = (=1)"]sin(nwz/2);

n=

Fl@) ~1/2— 3> (2/(nm))sin(nm/2) cos(nm/2):

n=1
(19) f(z) ~ n§1(2/(n7r))[1 + (—=1)" — 2cos(nm/2)]sin(nwz/2);
f(@) ~

g

(4/(nm))sin(nm/2) cos(nmwz/2).

n=
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(21) f(z) ~ :z;[z — (=1)")(2/(n))sin(nrz);
Fl@) ~8/2+ 3 (1= (=1)"](2/(n*x%)) cos(nm).
(23) f(z) ~ %1(2/(nw))[—3cos(nw/2)+(2/(n7r))sin(n7r/2)+(—1)”2]sin(mm:/Q);

n=

f(@) ~ =3/4+ 3 (2/(nm))Bsin(nm/2) + (2/ (nm)) cos(nm/2) — 2/ (nm)]
=t x cos(nmwz/2).

(25) f(z) ~ § (2/(nm))[24(—=1)" —3cos(n7/2)+(4/(nm)) sin(nx/2)]sin(nrz/2);

n=1

fl@)~1+ i{(ﬁ/ (nmr))sin(nm/2) + (8/(n*x?)) cos(nm/2)
"= +[(=D)" L —1](4/(n%72))} cos(nmz/2).

27) f(z) ~ onl(Q/(ngﬂ?’))[S(—l)” +n27% — (84 3n27?) cos(n/2)
"= . + 2nmsin(nw/2)]sin(nrz/2);
f(z) ~5/12 + 21(2/(713#3)){[2(—1)" — 1]2n7 + 2nwcos(nm/2)
nfoo +(8+3n27?) sin(nx/2)} cos(nmz/2).
(29) f(z) ~ 3sinz + 3 (—1)"1(2/n)sin(nz);

n=2

f(x) ~2/m+m/2—(4/7) cos z+ 0202[2(1—(—1)”—2n2)/((n2—1)n27r)] cos(nz).
Py
CHAPTER 3
(1) Regular. (3) Singular. (5) Singular.
(7) An = (20 = 1)2/4, fu(z) =sin((2n - Da/2), n=1,2,....
(9) A\ = (2, where ¢, are the roots of the equation tan¢ = —(,
fn(z) = Cncos(Cnx) + sin(Cnz), n=1,2,....
(11) Ay = ¢2, where (y, are the roots of the equation cot( = ¢,
fn(z) = (ncos(Cnz) +sin(Cnz), n=1,2,....
(13) An = (4 +n272)/3, fa(z) = e P sin(nrz), n=1,2,....
(15) A = 2¢2 4 9/8, where ¢y, are the roots of the equation tan¢ = 4¢/3,
fr(x) = e 3%/ 4sin(Cuz), n=1,2,....

(17) u(z) ~ 21[4/((271 ~ 1)m)]sin((2n — 1)z/2).

(19) u(z) ~ i‘é [8(2n — 1 —3(=1)")/((2n — 1)7)]sin((2n — 1)2/2).

n=1

(21) u(z) ~ nil{[S —20sin((3 — 2n)7w/4)]/((2n — 1)7)}sin((2n — 1)z /2).

(23) u(z) ~ 7;i=‘51[2/((2n —1)2m){(2n — 1) (7 — 2)sin((3 — 2n)7/4)
— 414 (-1)" — 2n +sin((2n — 1)7/4)]}sin((2n — 1)x/2).
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(25) u(z) ~ i‘é [2(=1)"1/((2n — 1)m)] cos((2n — 1)mz/2).

n=1

@27) u(z) ~ 3 [(8 — 4(—1)™"(2n — 1)1)/((2n — 1)222)] cos((2n — 1)1z/2).

n=1

(29) u(z) ~ OZ_O {4[(=1)" Tt — 3sin((2n — 1)7/4)]/((2n — 1))} cos((2n — 1) 7z /2).

(31) u(z) ~ E [4/((2n — 1)27%)]{4(2n — 1)7sin((2n — 1)7/4)
—4sin((3—2n)w/4)+ (2n—1)w[(—1)" —sin((2n—1)7/4)]} cos((2n— 1) 7z /2).
(33) u(z) ~ 1.1892sin(2.0288z) + 0.3134sin(4.9132z) + 0.2776sin(7.9787x)

+0.1629sin(11.0855z) + 0.1499sin (14.2074z) + ---.

(35) u(zx) ~ 0.9639sin(1.1444x) + 0.8718sin(2.54352) + 0.4227sin(4.0481x)
+0.38365in(5.58632) + 0.2583sin(7.1382z) +

(37) u(x) ~ 2.42225in(2.0288z) — 2.9144sin(4.9132z) — 1.3509sin(7.9787x)
+0.3704sin(11.0855z) + 0.3322sin (14.2074z) + ---.

(39) w(z) ~ 1.0549sin(2.0288z) + 0.0227sin (4.9132z) — 0.0157sin(7.9787x)
— 0.3785sin(11.0855z) + 0.0242sin (14.2074z) + - --.

(
(41) u(z) ~ e~ 2%[3.8004sin (rz) — 1.8466sin(27z) 4 1.7035sin (37x)
—0.9917sin(4nz) + 1.0511sin(57z) + - -]
(43) u(z) ~ e~ 2%[8.3031sin(nz) — 5.7781sin(27x) 4 4.5576sin (37x)
— 3.2366sin(4mz) + 2.8691sin(5mzx) + - -]
(45) u(z) ~ e~ 2%[—6.4533sin(mx/2) + 9.8385sin(wz) — 4.7668sin (37x/2)
+ 1.9083sin(27x) — 2.4786sin(5mx /2) + --].
(47) u(z) ~ e~ 2%[—3.3732sin(mx) + 2.1406sin (27z) — 1.8243sin (37mz)
+ 0.7873sin(4mx) — 1.0104sin(5mx) + - - -].

(49) (i) u(x) ~ 1.6020.Jp(2.4048z) — 1.0463.J9(5.5201z) + 0.8514.J (8.6537)
— 0.7296.J5 (11.7915z) + 0.6485.J (14.9309z) +

(i) u(z) ~ 2.2131.J; (3.8317z) — 0.5171.J; (7.0156) + 1.1046.J; (10.1735z)
— 0.4550.7; (13.3237) + 0.8113.J; (16.4706z) +

(51) (i) u(z) ~ —0.8503.J0(2.4048z) + 2.2951.J0(5.5201z) — 1.5435.J0(8.6537x)
+ 1.5114.J0 (11.7915z) — 1.2461.J5(14.9309z) +

(i) w(z) ~ —1.6747.J; (3.8317z) + 2.3326.J1 (7.01562) — 1.2572J; (10.1735z)
+ 1.6073J1 (13.32372) — 1.0429.1; (16.4706z) +

(53) (i) u(x) ~ 0.8947.J9(2.4048z) — 4.0540.Jy (5.5201z) + 2.5517.J (8.6537x)
— 0.0663.Jp (11.7915z) + 0.7009.Jo (14.9309z) +
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(i) wu(z) ~ 2.2028.J; (3.8317z) — 4.4956.J1 (7.01562) + 0.8536.J; (10.17352)
— 0.1883.J1 (13.3237x) + 1.4431.J; (16.4706z) + - --.

(55) (i) u(x) ~ 1.2920.J9(2.4048z) — 0.2378.Jy(5.5201z) — 0.0983.J (8.6537x)
+0.0356.J0 (11.7915z) + 0.0602.J (14.9309z) + - --.

(i) u(z) ~ 1.6299.J; (3.8317x) + 0.4360.J; (7.0156z) + 0.2091.J; (10.1735z)
+0.2123.J; (13.32372) + 0.2485.1; (16.4706z) + - - -.

(57) u(xz) = (13/3)Py(x) — 3P1(z) + (2/3) P2 ().

(59) u(w) ~ —Po(x) + 3P1 (x) — (7/4) Py () + (11/8) Ps () + -+

(61) u(x) ~ —(5/4) Po(x) + (5/4) Py (x) + (5/16) Pa(x) — (7/16) Py () — (3/32) P4 (x)

+ (11/32)Ps(x) + ---.

(63) u(x) ~ Po(x) — (3/2)P1(x) — (5/4)Pa(z) + (7/8)Ps(x) + (3/8) Pa(x)

— (11/16)Ps(x) + -

(65) u(0,¢) = —(2v/7/3)Y0,0(0,9) — \/21/15Ya, _5(0,9) — (2V/57/3)Y2,0(0, )

—\/21/15Y2,2(0,9).

(67) u(B,0) ~ VT Yo,0(0,0) + (V3T/2)Y1,0(60,0) + .

(69) u(0,9) ~ 2V/TY0,0(60,0) +/7/6(1 — )Y1 _1(0,9) + V37 Y1,0(0, )
—/7/6(1+)Y1.1(0,9) — (1/8),/157/2(1 — )Yz, _1(6,¢)
+(1/8)y/157/2(1 +1)Ya,1(6,0) + -+

(71) u(0,9) ~ (VT/3)Yo0,0(0,0) — (5/8)\/7/6Y1,_1(0,0) — (V37/8)Y1,0(0, )

5/8)\/7/6iY1,1(0,0) + /7/30Y2,_2(0,¢)

83/8)/7/30iY2,1(0,¢) — (1/3),/7/5Y2,0(0,¢)
83/8)\/7/30i¥2,1(0,) +/7/30 Y2 2(0,0) + -

)
(
(
(

+
+

CHAPTER 4
(5) a=3/4, B=—17/3.
(7) a=4, =-10.
9) (1) a=1, B=-1/2, vg(z,t) + (7/4)v(z,t) = vea(z,1);

(i) a=1-7/2, B=—1/2, vu(2,t) = vaz(,t) — VTva(2,1);
(11) (iil) a =v2/4, B = —1/2, vit(x,t) + ve(w,t) = 2042 (,1).
(13) a=1, =2, vea(z,y) + vyy(z,y) + 2v(z,y) = 0.

(15) a=3/2, B=1/2, vea(x,y) + vyy(z,y) — (1/2)v(z,y) = 0.
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CHAPTER 5

(1) u(z,t) = sin(2rz) e~ 4™t — 3sin(6mz) e 367,

(3) u(t) = 3 [(~1)" = 1(4/(nm))sin(nra) 7",
(5) u(w,t) = niu — (=1)"3](2/(nm)) sin(nmz) e,
(7) u(z,t) = :Z:l[(2/(n27r2))sin(n7r/2) — (1/(nm)) cos(nm/2)]sin(nmz) 2Tt

(9) u(z,t) = 3 — 2cos(dmz) e~ 167"t
2_2
t

(11) wu(x,t) =1/2 +n°z:[1 — (=1)™)(6/(n7%)) cos(nmz)e ™ ™ L

4/ (nm)) sin(n /2) cos(nr) e,

18

(13) u(z,t) =—-1—

n

(15) u(x,t) =3/4+ :Zjl{—(Q/(nW))Sin(nﬂ/Q) + (4/(n*7*))[(=1)" = cos(nm/2)]}
- x cos(nmwz) et

(17) w(z,t) = 3sin(nmrz/2) et/ sin(brx/2) e 257 t/4,
(19) u(z,t) = § [8/((2n — D)) + (=1)"*18/((2n — 1)*x”)]

=t x sin((2n — 1)7wx/2) e=(n=1*n*t/4,
(21) wu(z,t) = 2cos(brz/2) e 25mt/4,
(23) ulz,t) = 3 [(~1)"4/((2n — 1)m) — 16/((2n — 1)*x%)] Y,

n=t x cos((2n — 1)mz/2) e~ (2n—1mt/4,

ar?t —25m2¢t

(25) u(z,t) = 2sin(2rx)e” — cos(bmzx)e
(27) u(z,t) = 3/2 + :2:1[(—1)” —1](3/(nr)) sin(nrz)e " L
(29) wu(z,t) = —3sin(2mx) cos(2nt) + 4sin(7nz) cos(7mt)
+ (1/(3m)) sin(3mx) sin(3nt).
(31) u(z,t) = 2sin(37x) cos(3nt) + :Z:l[l — (=1)"™(4/(n*x?))sin(nzx) sin(nrt).
(33) u(z,t) = i‘é sin(nma)[(4/(nm)) (3 + 4cos(nm/2)) sin? (nm /4) cos(nrt)
n=1 + (3/(2m)) sin(27t)].

(35) u(z,t) = 3 sin(nme){(1/(n2x2))[(=1)" 2nm + nr cos(nr/2)
n=t +2sin(nm/2)] cos(nmt)+[(—1)" —1](2/(n*x?)) sin(nmt)}.

(37) w(z,t) = 2 — 3cos(4mzx) cos(4mt) + (2/(37)) cos(3mz) sin(37t).
(39) u(z,t) = —3cos(2wx) cos(2mt)
+ ngl[(—l)" —1)(4/(n®73)) cos(nmz) sin(nxt).

(41) u(z,t) =5/2+ > —(2/(nm))sin(nm/2) cos(nmx) cos(nmt)
. — (1/(3)) cos(3mx) sin(3nt).
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(43) u(z,t) =13/8+41/2
+ 2_:1 cos(nmz){(1/(n*n2))[2cos(nm/2) — nasin(nx/2) — 2] cos(nxt)
n= +[1 = (=1)"](2/(n37%))sin(nxt)}.
(45) u(m,t?w: (6/(5m)) sin(bra/2) sin(bnt/2)
+ n§1[8/((2n — 1)m)]cos((2n — 1)7/4)sin((2n — 1)wz/2) cos((2n — 1)t /2).

(47) u(z,y) = —3csch(4m)sin(2nz) sinh(27(y — 2)) + csch(67) sin(37wx) sinh(37y).

(49) u(z,y) = 3sech(27) cosh(2mx)cos(2my) + 1 — x
3

+ 7?j,l[(—l)" —1)(8/(n®x3)) sech(nm /2) sinh(nm(z — 1) /2) cos(nmy/2).

(51) u(z,y) = (6/:0) sechcos(mx/2) sinh(7y/2)
+ > (4/(2n — 1)7)[(=1)" 12 —sin((2n — 1)7/4)] sech((2n — 1)7)
n=1 x cos((2n — 1)mz/2) cosh((2n — )7 (y — 2)/2).

(53) u(r,0) = 3 — 3213 cos(30).

(55) u(r,0) =1+ n§1[1 — (=D)")(1/(2" 2nx))r"sin(nd).
(57) u(z,t) = 3sin(2nx) e~ (11677t /4ta/2,

(59) u(x,t) = °z: (4/(1 + 4n272))

x {(=1)"onr + 61/4[2n7rcos(n7r/2) + sin(nw/2)]} sin(nwz)
% e—l/2—(1+4n27r2)t/4+x/2.
(61) u(z,t) = (14 1672)~/2e@=20/4gin(2nz) sin((1 + 1672)'/?t)
— (14 36w2) "1/ 2e(==20)/4gin (37)
x [2(1 4 3672) /2 cos((1 + 3672)"/2t) + sin((1 + 3672)/24)].
+ 4n?) 712 =20/ gin () sin((1 + 472) Y/ 2¢)
4SS AL 4 4n?a?)Y2(1 4 16n272) !

n=1
X [4nmcos(nm/2) 4 sin(nw/2) — 461/8n7r]e(2w74t71)/8 sin(nmx)

X [2(1 4 4n? 7)1 /2 cos((1 + 4n%7?)1/2t) + sin((1 + 4n’x2)1/?1)].
(65) u(z,y) = e [ecsch((4 + 72)1/? /2) sin(rz/2) sinh((4 4+ 72) /2 (y — 1)/2)
+2csch((1+72)'/2)sin(rz) sinh((1+72)'/2y)].
(67) u(z,y) = —e¥[3esch(2(1 + 472)Y/?)sinh((1 + 472)Y/? (2 — 2)) sin(27y)
+ 2esch(2(1 + 72)Y?)sinh((1 + 72)Y2z) sin(y)].
(69) u(z,y,t) = sin(nz)sin(27wy) cos(v/57t)
—(2/(v/57))sin(2mz) sin(ry) sin(v/57t).
(71) u(z,y,t) = —sin(rzx) cos(2my) cos(v/brt) + (3/(2n)) sin(2wx) sin(27t).
(73) u(e,y,t) = (4/7%) & 5 (1/ma)){[L = (~)"][L = (~1)"]
m=ln=1 x cos((m? + nz)l/zwt)
+ (=)™ (r(m2+n?)) "V 2 sin((m? +n2)Y 2 xt) } sin(nwz) sin(mry).
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(75) u(r,0,t) = [5.2698.05 (5.13567) cos(5.1356t) — 0.3168.J(8.4172r) cos(8.4172¢)
+2.6215J5(11.6198r) cos(11.6198¢) — 0.4762.J5 (14.7960r) cos(14.7960t)
+ 1.9049.J5 (17.9598r) cos (17.9598¢) + - -] sin(26).

(77) u(r,0,t) = [—0.3382J1 (3.8317r) cos(3.8317¢) + 0.1354.J; (7.01567) cos(7.0156t)
— 0.0774.J1(10.1735r) cos(10.1735t) + 0.0516J1 (13.3237r) cos(13.3237t)
—0.0375.J1 (16.47067) cos(16.4706t) + -] sin6.

(79) u(r,0,¢) = 1/3 4+ 1r2(2/3 — 2cos® ¢ — sinfsinpcos @ + cos(260)sin? @) + ---

CHAPTER 6
(1) woo(z) = 223 — 32% + 4z — 1. (3) uoo(z) = 2 +22% 4+ 3z — 2.
(5) v =—6, uoo(z)=a>+22% -3z —1. (7) uco(z) =22+ 22— 1.
(9) uoo(z) =¥ —2e%® — 2. (11) uco(x) = 322 — bz — 2.
(13) v(z,t) = u(z,t) —t — 14+ x> —t+1), q(z,t) =2axt+t—3, f(z)=3z—1.
(15) v(z,t) = u(z,t) — 3at — (1/2)z (£ — 2t),

gz, t) = —a?t +2? + 12 — 20—t — 2, f(x) =2z
(17) v(z,t) = u(z,t) —t/24+1—z(t +2), q(z,t)=-5/2+t, f(z)=1.
(19) v(z,t) = u(z,t) — 2t — 3+ (7 + 2t — t2),

q(z,t) = —xt, f(zr)=8x—2, g(z)=3z—2.
(21) v(z,t) = u(z,t) — x(t — 1) — (1/2)2x>(t? — t + 3),

q(z,t) = —2% —xt + 12 + 2z —t +3, f(x)=1+2x—32%/2, g(z)=2%/2.
(23) v(z,y) = u(z,y) = 2% + 1 - 2(1+y - 3y%),

q(z,y) = -4z —y+4, f(z)=22+1, g(z)=—=z.
(25) v(z,y) = u(z,y) — 2(2 - y) - 2°(4y — 1)/2,

q(z,y) =22 +3y—1, f(z)=2%/2+x, g(z)=1-3z—3z2/2.
27) v(z,t) = u(z,t) — 2t — 3 — z(1 — 5t),

q(z,t) =axt + 4o+ 10t — 3, f(z)=—1.
(29) v(z,t) = u(z,t) + x(2t — 1) — (1/2)2%(3t + 2),

g(x,t) = =322 /2 — 5t — 3+ Tt + 1, f(zx) =2 — 22
CHAPTER 7

1) u(z,t) = [((87r4 + 1)/(8#4))674W2t + (1/(27r2))t — 1/(87r4)] sin(27x)

— e 16wt sin(4mz).
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3) u(z,t) = eiﬁztsin(ﬂx)
+[((1872 = 3)/(97% — 1))t 4 (1/(972 — 1))e "] sin(3mz)
+(1/(2572)) (e~ 2™t — 1)sin(57z).
(5) u(z,t) = [(1/72)(t —1) — /7% + 1+ 1/2 + 1/7)e™™ Ysin(rz)
—+ 26_4”2tsin(27rx).
(1) ulet) = 3 @/Pm )" + 2nw*sin (o /4))e
- + (=1)"(1 — n?x%t)}sin(nrx).

(9) u(z,t) =2t + 2e~™ Lcos(mz) + [1/(472) — (472 + 1)/ (472))e 4™ ] cos(2mz).

(11) u(z,t) = (1/2)t2 + 1 + [1/7* — /7))t — (1/7%)e™ ] cos(rz)

2
+ 3¢ 167 cos(4mz).

(13) u(z,t) =2+ (1/(72 = 1))(e™ — e~ ™ ) cos(rz) — e L cos(3m).
(15) u(z,t) = 1 — t2/2 — 3¢=4™" L cos(2mz)
£ 3 A/ L+ () T = 1 ()
"= +[1 = (=1)"n?7%t} cos(nmz).
(A7) u(z,t) = [((97% — 4)/(972))e 2™ /4 4 4/(972)]sin(372/2)
+(8/(2572)) (e~ 25" /4 1) sin(5mz/2).
(19) u(x,t) = (t? — 2t)sin(372/2) + 2e~sin(5mz/2).
(21) u(x,t) = cos(wt)sin(mzx)
+[1/(21%) = (1/(272)) cos(27t) — (3/(27)) sin(2t)] sin(27z).
(23) w(z,t) = [cos(wt) + ((2n% — 1) /x3)sin(nt) + (1/7%)t] sin(nz)
+ (4/(3m)) sin(37t) sin(37x).
(25) w(z,t) = (1/(873))[2m(1 + ) — C%O7T(:os(27rt) — sin(27t)]sin(27z)
—|—n§1[(—1)”"'1 —1)(2/(n?7?)) sin(nxt) sin(nnz).
(27) u(z,t) = (3/2)t2 + 1 + 2cos(2nt) cos(2nz) + (1/(3)) sin(3nt) cos(3m).
(29) u(z,t) = (1/2)t> + t + (1/7)sin(nt) cos(mz)
+[2cos(2nt) — (42 +1)/(87%)) sin(2nt) + (1/(472)) ] cos(2mz).
(31) w(z,t) = —1/2 —t2/4

+ él[(—l)" —1)(2/(n*x*))[(n?7? + 1) cos(nnt) — 1] cos(nma).

(33) u(z,y) = — cosech(2r) sinh(w(y — 2))sin(7x)
+ [(1/(47%) — 1) cosech (47) sinh(27y)
— (1/(47?)) cosech(47) sinh (27 (y — 2)) — 1/(47?)] sin(2mz)
+ 2cosech(67) sinh(37(y — 2)) sin(37x).
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(35) u(x,y) = (2/73)sechrsin(rz)[sinh(m(y — 1)) — wycosh 7]

+ él(z/(n%z)) esch(2n7) sin(nma) cosh(nm(y — 2)).
(37) u(z,y) = cosech(r/2) sinh(mz/2) sin(my/2)

+ {1 — (cosech7)[sinh(rz) + sinh(r (z — 1))]} sin(7y).
(39) u(@,y) = (1/7°)[sechwsinh(x(z — 1)) + 7(1 — x)]sin(7y)

- n§1(4/(n7r)) sech(n/2) cosh(nmz/2) sin(ny/2).
(41) u(z,y) =1 —y? + (2y — 1) cos(2mz).
(43) u(z,y) = 2sech(2r) cos(nz) cosh(m(y — 2)) + (1/(87%)) cos(2rz)
x [4m(1 — 72) sech(4r) sinh(2my) + sech(47) cosh (27 (y — 2)) — 2n%y% — 1].
(45) u(z,y) = 2csch(r/2) sinh(mz/2) cos(ry/2)

— (1/aM)[x% — 2 — 7222 + 2cschwsinh(7z)
— (7* — 72 + 2) cschmsinh (7 (@ — 1))] cos(my).

(47) u(z,y) = (4/(277%)) sech(3m/2)[37 cosh (37x/2) + 2sinh(3m(z — 1)/2)
N — 3z cosh(37/2)] cos(3my/2)
+y+ 7;1[1 — (=1)"](4/(n?*x%)) sech(nm/2) cosh(nmz/2) cos(nmy/2).
(49) u(r,0) = 1 — 22 + 2rsinf + 2r> cos(36).
(51) u(r,0) = 2> —r% + r3cosf + (r* + r?)sin(30).
(53) u(r,0) = (1/20)(—4r3 + 4r% + 512 Inr) sin(26)
—|—1/2—|—:Z:1[1—(—1)”](1/(n7r))7"" sin(nf).
(55) w(x,t) = (1/(7 — 1672)%){8[10 + 3212 + (21 — 4872)t]
— (2567 + 3272 + 120)e (T 167)/8Y i ().
(57) u(x,t) = —e(T-64m)t/8+a/4 g (97

43 (=D — 1)[16/(nw (160272 — 7)))[eT167 TS _q)e2 /4 gin(nra).

=

(59) u(z,t
61

( ;

) = te¥sin(wz).
) u(z,t)

= —e 2 cos((4n% + 7)1/?1)2)
+ (472 + 7)1 2 sin((47% 4+ 7)1/21/2)] sin(nz)
¥ :Zjl[(—l)" —1)2[nr (0272 + 2)(dn2n2 + 7)) (7 + 4n2x2)
+ e 2[(4n?7? + 7) cos((4n’7? + 7)1/?1/2)
+ (4n2m2 + 7)Y 2 sin((4n 72 + 7)Y/ 24 /2)]}e” sin(nmx).
(63) u(z,y) = (2y + 1)e“sin(rz).
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(65) u(z,y) = —csch(47r)§o”” sin(27z) sinh(27(y — 2))
+ 2_:1[8(1 — (=D)"e)/(n®x3 + nm)]sech(n)
"= x €” sin(nmx) sinh(nry/2) sinh(nr(y—2)/2).

CHAPTER 8

1/2 ,—a?/(1+4t)

(1) u(w,t) = =3(1 +4t)~
(3) u(z,t) = (1/(2m)) {)o((smw)/w )(1 —e_szt)e_iwxdw.

e

2

(5) u(z,t) = (1—2t)e

(7) u(z,t) = (4/7) gw(w + 1) 2 tsin(wa) dw.

(9) u(z,t)=(1/n) Zow73[(672”2t —1)cosw + 2w?t]sin(wz) dw.
(11) w(z,t) = (2t —x)e "

(13) u(z,t) = —(2/7) ;jo(w5 + w?’)fl[(w2 + 1)(w2t —-1)+ (2w4 +w?+ 1)((3‘”)2;]
x cos(wz) dw.

(15) ulz,t) = (1/7) | w4 = (wsinw + 2w + 1)e~ 27t
0 + wsinw + 2w (1 — t) + 1] cos(wz) dw.
(17) w(z,t) = (1 — 2xt)e™
(19) u(z,t) = (1/2)[(2 + 2t — 1)e*<w+f>2 + (22 — 2t — e~ @V,
(21) u(z,t) = (1/(2m)) zw73sinwsin2(wt)67iww dw.

(23) u(z,t) = 2¢~ 47",
(25) u(z,t) = (2/7) Oo(w + 4w) " Hw? + 4 + 2(w? — 2) cos(wt)] sin(wz) dw.

(29) wu(z,t) = —e2t—o1,

J
0
(27) u(z,t) = (1/m) Zow sin?(w/2)[1 — 2wsin(2wt) — cos(2wt)]sin(wz) dw.
(31) u(et) = (2/m) [

(W + w?) 7M1 + w? + (202 — 1) cos(wt)] cos(wz) dw.
(33) u(x,t) = (1/(4n)) Zow*‘*sin(m)[m — (4w? + 1) sin(2wt)] cos(w) dw.

(35) u(z,t) = (2—at)e™
(37) w(z,y) = (1/3/3m) 70 cschwsinh(wx)e_wz/u_wy dw.

(39) u(z,y) = (1/7) ?O w3sinw(cschwsinh(wz) — z]e ™Y dw.

(41) u(z,y) = (22 + 2)e~ 2.
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(43) u(z,y) = (1/7) Zfo(w3 + 4w) " H{eschw][—2(w? 4 4) sinh(wa)
. +2w?sinh(w(z —1))] + 2(w? +4) 2} sin(wy) dw.
(45) u(z,y) = (4/7) g w3sin?(w/2)
X {—1 + cschwlsinh(wz) 4 (2w? — 1) sinh(w(z — 1))]} sin(wy) dw.

(51) u(z,y) = (2/7) Zfo(w + w?) (1 — w?) eschwsinh(w(z — 1))
+ (w? +1)(1 — z)] cos(wy) dw.

x {cschw(sinh(wz) —sinh(w(z—1))]—1} cos(wy) dw.

3/(s% + 25 + 10) — 72/s°.
(s—4)/(s® +4s+8) —2((s®> + 25 +2)/s3)e™*

)
)
5) e'[2cos(5t) 4 (3/5)sin(5t)).
) (3/(2v/2m))t3/2e= 1/ (8 L erfe(1/(2v/28)).
)

9) u(z,t) =t + erfe(z/(2v1)) + e *sin(2z).

(

(

(

(

(

(11) w(z,t) = e 3t 4+ 2t(x — 1)°H(1 — z).

(13) w(z,t) = (2t — 1) cos .

(15) u(w,t) = e~ *[sin(2¢t) — 3cos(2t)].

(A7) u(z,t) = 2 — e 3t + erfe(z/(4V/1)).

(19) u(z,t) = (1/2)[t* — 2t — (22 — 2t + > + 4z — 4)H(t — z)].
(21) wu(x,t) = (1/9)(e ™3t — 6t — 1) — (1/2)(x — 2)>H(t — x/2).
(23) u(z,t) = (2—e H)e™®

(25) u(z,t) = de /% — sin(2z)

(27) u(x,t) =2+t — 2H(t — /2)sin(t — 2/2).

(29) u(x,t) = —2e”erfc(x/(2V1)).

(31) w(z,t) = (3t + 1)sinz.

(33) u(z,t) =1—-2(1+t)e P+ (1+t—z)(e 42 HH(t — ).
(35) u(x,t) = (t —2)e 2",
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CHAPTER 10

(1) Glz,€) = {?((11 :gg - g u(x) = (1/12)(12 — 37z + 322 — 22%).

r<¢,

z> ¢, u(z —2—1—52:—22:
z <&, _{ 2 /4+T2/2-2,  0<z<1,
222+ 5 —11/4, 1<z<2.

<€, .
1—x/3 x>, ulw) =

£ x<¢, {59/8—2x—w2 0<z<1/2
l—z, x>¢, 8 —9z/2+32%/2, 1/2<z<1.

(1/3)(20 — 9z + z2).

0=1{¢
0={ca 5
0={-
=11

(11) G(z,t:€,7) = Z 9e =277 (=7) gin (nr z)sin(nmf),

n=1

(nm
w(z,t) = (1/(47%)(e~2™t + 2t — 1)sin(nz) — e~5™ tsin(2rz).
(13) G(z,t;6,7) = i_o eI (t=T /4 sin(nra /2) sin(nré /2),

u(z,t) = i @/ + (1) + (e T4 Ol
=t x [1+4(=1)"—2cos(nm/2)]}e ™™ ™ /*sin(nra/2).
(15) G(z,t;€,7) =1+ OZ_Ol 2" (1=7) cos(nmz) cos(nme),
u(wt) =1/24 /24 X [(=1)" = 1)(2/(n°n°))
x [2 4+ ntrt + 2(n%x?%t — 1)6"27T2t]67”27r2tcos(mrw).
(17) G(z,t;€,7) = Ozjle*<2”*1>2”2<t*7>/8sm((zn ~ Drz/4)sin((2n — )€ /4),
u(z,t) = Y (4/((2n — 1)°7°))
"= x {(2n — 1) 7% — 8[8 + ((2n — 1)272t — 82— 7*t/8)y
x g~ (2n—1)*r?t/8 sin((2n—1)mz/4).
(19) G(a,t:€,7) = Ozjlze—@"—l)z”z(t—ﬂ/‘l cos((2n — 1)z /2) cos((2n — 1)m€/2),
u(z,t) = i —[8/((2n — 1)>=*){(-=1)"(2n — 1)*x*
=t 12— (20— 1)222 — 26T/ A G (20 — 1)r/4))
x e~ (2n=1)*n*t/4 cos((2n—1)mwz/2).
(21) Glz,y:6m) = 5. Z —[8/((m® + 4n®)x?)]sin(nmz) sin(mmy /2)
m=1n=1 x sin(nw&) sin(mnn/2),

(=)™ —I}Q[n(n + 1) ] sm(mrx)sm(wy)

8

u(z,y) =

img

(23) Glz,yi&m = > Z —[16/((4m® +4n® — 4m + 1)7%)]

m=1ln=1

xsin(nrz)sin((2m—1)wy/2) sin(nw€) sin((2m—1)7n/2),
u(z,y) = Zl(—l)”8[n(4n2 + 9)73) L sin(nnz)sin(3my/2).

n=

3
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(25) Glz,y:&m = > 5 —[32/((16m? +4n? — dn + 1)7%)]

m=0n=1

xsin((2n—1)7x/4) cos(mm y) sin((2n—1)w&/4) cos(mmn),

u(x,y):7§1—128[(2n—1)(4n —4n+145)73]) " Lsin((2n—1)7a/4) cos(3my).
@7) Glayem = 5 5 ~(@/(m? +n’)r)
. mO; "= x sin(nmz) sin(mry) sin(nwé) sin(mmn),
u(e) = 58 (0"~ 01" = emn(n® + )]

x sin(nwz) sin(mmy).
(29) G(z,y;6,m) = mz_ E —[8/((2m? + 2n? — 2m — 2n + 1)7?)]

x cos((2n—1)mx/2)sin((2m —1)my/2) cos((2n—1)7€/2) sin((2m —1)7n/2),

u(wy) = S 5 3212+ (—1)"(2n — D)
m=In=l s 1(2m — 1)(2n — 1)2(2m? + 2n% — 2m — 2n 4 1)7°] !

x cos((2n—1)wz/2)sin((2m —1)7wy/2).
(31) u(~1,2) = —1/3. (33) u(1,2) = —27/32. (35) u(3,2) = 1/3.
(37) u(—3,4) = 8/3. (39) u(4,2) = 133/24.

CHAPTER 11

(1) {(z,y): —1 <z < 3}: elliptic; {(z,y): = < —1 or z > 3}: hyperbolic;
{(z,y) : ® = —1 or z = 3}: parabolic.
(3) {(e.9)+ lal < 2yl}: elliptic; {(z,9) ¢ || > 2yl}: hyperbolic;
{(z,y) : |z| = 2|y|}: parabolic.
(5) {(@,y): (@+ 1%+ (y—2)* < 1}: elliptic;
{(z,9) : (z+1)%+ (y — 2)* > 1}: hyperbolic;
{(x,y): (z+1)%+ (y—2)? = 1}: parabolic.
(7) vrs = 2r, u(z,y) = 3z +y)%(z + 2y) + ©(3z + y) + ¥ (z + 2y).
(9) vrs = 2¢%°, u(x,y) = (¢ +3y)e” > 4 oz + 3y) + Uy — @).
(11) vrs 4+ 3vs =0, u(z,y) = o(3y — 2z)e @2 L y(z + 29).
(13) wrs = 2vs = =1, u(z,y) = (1/4)(y — z) + (1/2)(2z + 3y)(y — x)

+ (2 + 3y) + Y(y — z)e* TV,
(15) 2urs—vs = 2—r—2s, u(z,y) = (4z—3y)(3z—y)+(2y—z)+(y—3z)e’ /2,
(17) vss +4v =1, u(z,y) = 1/4+ o(y — 4z) cos(2y) + ¥ (y — 4z)sin(2y).
(19) vss — 3vs +2v = —2rs, u(z,y) = (1/2)(2y + 3)(3z — 5y)
+ @(5y — 3z)e¥ + (5y — 3x)e2Y
(21) ves—vs—20 = 745, u(z,y) = (1/4)(14+2z—6y)+o(2y—z)e Y +1h(2y—xz)e?Y.
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(23) waa +wgg + 5w — 2wg = 3.
(25) waa +wgg + 4wa —wg — 3w = —a — f.
(27) Parabolic; wvss —vs = —3r,
u(z,y) =1 — 12z + 8y — (1 — 9z + 6y)e¥ — 9zy + 6y°.
29) Hyperbolic; vrs = 2r+4s, u(z,y) = (3y—10z)(8z% —6zy+y>+1)+3y—10z.
31) Hyperbolic; 2(2r — s+ 1)vrs — 2vs + sv = s — 1.
33) Parabolic; sZvss + (2r/s — r)or 4 2vs = s — In(r/s).
)

(
(
(
(35) Hyperbolic; 2(2r — s — 16)vrs — 2vs + (2r + 2)v = 75.

CHAPTER 12

(1) =2t +xg, u(zx,t)=1—z+2t+1t2/2.

(3) z=t2+t+xzg, u(zt)=esin(z—1t2—1).

(5) = = zge!, u(x,t) =a2e 2 —e P42

(7) = =3t +x0, u(z,t)=—at—3t2/24+1+ e 2(@+3t)

(9) & =4t +xo, u(x,t) =[x —4t+5+ cos(2x — 8t)]e’ —x —t — 5.

_ [t/2+ =0, T >1t/2, { $+t/2’ x> t/2,
) e = {20 a2t wen={G " 12y
_ [2t+=z0, x2=>2t,
(13) = = {2(t—t0) T < 2t,
(1) = {x t— 2087 +4°/3 40— 2, @ >2
’ 3/6 +22/4—at+t2 41, x <2t
_Jt+z0, =21,
(15)x_{t_t07 l'<t,
. [m—t—&—l—&—cos(m—t)}et—x—l, T >t,
u(xt)_{Q(t—x—ﬁ—l)ex—x—l, x <t.
(17) @ = 2y + x9, u(z,y) = (z — 2y + 1)el@Hv—1/3,
(19) = =y/2+ 30, u(@,y) = (1/9)[(2x —y+ 1)eP*H32/2 4 2y 4 1],
(21) = —2y+zo, ulz,y) = —(1/9)(22% +8ay+8y? + Tx + 14y — 31)eV—=+2/3

+z+y—1.

23) &= (2t + 1)zg — 3t2 —t, u(z,t) = Bt2+4t —x+1)/(2t + 1).
25) . =t2+t+ (t+ Dxo, ulz,t)=(x+t+1)/(t+1).
x=t+mz, u(z,t)=—1/(e""t+13).

(23) @
(25)
(27)
(29) u(x,t) = 2%t +t3/3 + 20+t + 3.
(31)

31) u(z,t) = (1/2)e" 2" + (1/2)e " — 2%t — 1*/12 + at.
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(33) wu(w,t) = x® 4 2at + 2 + t.
(35) w(x,t) = 2 + 4ot — 11¢% — z — 2t.
(37) w(a.1) = {833’1; , 0<z<t,
20 +4at+2t° —x+t, x>t
—62t + (1/3) cosz cos(3t), 0 <z <3t,

(39) ule,t) = { 1— a2 — 92 + (1/3)coswsin(3t), = > 3L.

212 2 <
(41) ulat) = T /9—1—2 xt/3+x, 0<z <3t
20t =2t +xz+1, x> 3t.

x2+21:t—|—3x, 0<x<t,

43) u(z,t) =
(43) ulz.t) {x2+21:t—|—3t, T >t.

CHAPTER 13

Ut
NG N > N
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8
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+
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o™
S
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+(1/24)e (=152 41823 — 32 — 14y + 1822y — 423y) + O(?).

(21) u(z,y) = 6z + 2y + 3eye® + O(e?).

(23) u(z,y) =2z —y — e~ 4 2exe T + O(c?).

(25) u(z,y) = x(siny — cosy) + (1/2)ex[ycosy + (y — 1)siny] + O(e?).
(27) u(w,y) = sin(2z)[2cos(3y) — sin(3y) — 1]

—(1/18)esin(22)[(3y +2) cos(3y) + (6y — 1) sin(3y) — 2]+ O(e?).
(29) u(z,y) = e~ 22T — (3/16)ce 2% [e =2 + (4y — 1)e?Y] + O(£?).
(31) u(z,y) = 2 —ece®[e¥ + (y — 1)e?] + O(2).

(33) u(z,y) = (2 — 1)e?¥ + (3/16)e(2z — 1)[(1 — 4y)e?¥ — e~ 2] 4+ O(£?).
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(35) ul(z,y) = 2ye' ™ + 2e(zy — 20 —y + 2)e! 7
+l—z4+(1-2e)y—(1—2e)zy+2ce(y— 2)]679:/5 +0(e?).
(37) uS(z,y) = 2y + 3+ 2ex + (3zy + 3z — 9y — 9 — de)e— P2/ L O(e?).
(39) u(z,y) = (1 —y)e" ' +ey(l —z)e” !
+ (x> +ay+ey’ —z+y—1—ey)e T/ L 0O(2).
(41) ul(2,y) =20 —y — 2+ (22 + 2y — 20 — y + 3)e 2Y/¢
+(Azy+12 + 22 +y+2)e S+ 0(e2).
(43) u(x,y) = 222 + dzy + 2% — 1 + 12y
+ (=222 + 4wy — Tz + 3y — 2 — 12e)e~ (179)/(29)
+ 22y —y?+2— 12sy)67w/5 +0(?).
(45) ul(z,y) = — dzy + 4y + 4z — 8y + 2 + 34e(1 — y)
— (22 4 4wy + 3z + 6y + 1 + 34e)e ¥/ (42)
+[—dzy—4y?+3z+6y—1+34e(y—1)]e 25+ O(e?).

CHAPTER 14
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15) uy(z,y) = —2% 4+ 42 + 2z, uz(z,y) = 2zy + x.
17) ui(z,y) = 4oy — x + 2, ua(z,y) = (1/5)(—142% — 492 + 14).
19) uy(z,y) = 222 — 20y — 20% + 1, uo(z,y) = (1/7)(x? — 28zy + % + 7o — 1).
21) wy(z,y) = (1/7)(322 + 1dzy + 3y* + Ty + 11),
ug(z,y) = (1/7)(272% — 14zy — 15y% — 6).
(23) w1 (z,y) = (1/3)(x? — 6zy — 5y +2), uz(z,y) = (1/3)(—8z> + 4y + 3y +5).
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A1l. Useful Integrals

For all m,n =1,2,...,

L L

T mMmT 0, n #m,
COS —— COS dr =
L L/2, n=m;
0
L
/SiIl—xCOS mn dx = 0;
-L
L
/ 2n—1)mx . (2m— D7z 0, n #m,
sin sin T =
2L 2L L/27 n=m;
0

L

2n—-Umz  2m—-Urx [0, n # m,
/cos 5T Cos 5T dr = -

0

For all real numbers a, b, ¢, and p # 0,
/(ax2 + bz + ¢)cos(px) dx

= }% (2az + b) cos(px) + }% [pQ(CLJ?Q +bx+c)— 2a} sin(px) + const;
/(ax2 + bx + ¢)sin(px) dx

1 1
=3 [p*(az® + bz + ¢) — 2a] cos(pz) + o (2az 4 b)sin(pz) + const;

ea:l)
ax 5 d — 5 ~3 ‘t'
/e cos(pz)dz R [acos(px) + psin(pz)] + const;
eaflj
azr s d — _ ~ ~3 5t.
/e sin(px) dx s [ — pcos(pz) + asin(px)] + cons
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A2. Table of Fourier Transforms
fl@) = FHF](x) F(w) = F[fl(w)
1 f(x) —iwF(w)
2 () —w?F(w)
1
3  flax+b) (a>0) - e /Y E(y/a)
4 (fxg)(z) Fw)G(w)
5 6() .
T -
Vo
6 el f(x) Flw+a)
7 e 1 _02/(4a?)
2a
Z’ 2 2
8 ze ¥ (a>0 wew/(4a%)
(a>0) WoPE
9 p2ed’ (a >0) L (2a% — wz)e’“’2/(4“2)
4v/2a5
1 w1
1 Z Zemalwl
0 o (a>0) \/gae
11— (a > 0) T gl
22tz W2 2™
2 si
o Ha = (b Hge [T
0, |z|>a T W
- Jz 2z <a 21 _
13 zH(a—|z|) = {07 2| > a Z\/;wQ [sin(aw) — aw cos(aw)]
2 a
14 e—alel \/j _a
¢ T a? + w?
15 e (@+0)*/(4a) 4 o= (2=b)*/(4a) 2v2a e cos(bw)
21 :
16 erf(ax) i\/j—e_“z/(4“2)
T w
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Table of Fourier Sine Transforms

F(w) = Fs[fl(w)

10

11

12

13

14

[ (x)
flaz) (a>0)

f(ax)cos(bx) (a,b>0)

e~ (a>0)

ze” % (a>0)

z%2e7%  (a>0)
_r
2+ a?
1, 0<z<a,

Hla—2) = {0, T>a

_ Jz, |z|<a
wH(a = z[) = {O, lz] > a
erfc(az) (a > 0)
xe_a2x2
tan"!(z/a) (a > 0)

—wFelfl(w)

NERTORRI®

1
- F
L F(w/a)
() er(2)
2a a a
[
T w
\/2 _w
T a? + w?
\/? 2aw
7w (a2 4+ w?)?
2\/? 3a%w — w?
7w (a? 4+ w?)3
21
il T
\/;w [1— cos(aw)]

I PR )
™ W
L e—e?/a?)
2v/2 a3
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A4. Table of Fourier Cosine Transforms

sin(aw)

IS

13 H(a—x):{O:

o
@]
2

14 3(aw)

f(2) = F'[F](x) F(w) = Folfl(w)
L f(x) —\/gf(o) + wFs[fl(w)
2 ) 2 51(0) - W F ()
3 flax) (a>0) éF(w/a)
4 f(ax)cos(bx) (a,b>0) %[F(#) +F(w;b>}
5 e ((L > 0) \/gcﬁ_i—;w2
6 - 0 \/7 a? — w?
xTre (a > ) ; m
7 er—am (a > O) 2\/%%
8 e % %' —w?/(4a?)
1 1
T 1
10 m (a>0) \/;% (a*w? + 3aw + 3)e~ W
x2 T 1 2,2 —aw
11 m (a>0) \/;@(—aw +aw+1)e
12 i 0 T L (022 — baw + 3)e—aw
m (a> ) \/;%(aw — oaw + )6
\/7
T
\/?

{(l/b)e_b’” cosh(ab), = > a,

(1/b)e=cosh(bz), = <a
(a,b>0)

S
[V
+
&
[ V)
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A5. Table of Laplace Transforms
f(t) = L7HF() F(s) = L[f](s)
1 M) (nth derivative) s"F(s) —s"Lf(0) — -
- 7o)
2 H({t—-a)f(t—a) e % F(s)
3 et f(t) F(s—a)
4 (fxg)) F(s)G(s)
51 é (s> 0)
6 t" (n positive integer) S:J'rl (s >0)
1

7o L (>0
8  sin(at) 32—;—% (s >0)
9  cos(at) 32—1—;(12 (s >0)
10 sinh(at) ﬁ (s > lal)
11  cosh(at) =2 ia2 (s >lal)
12 §(t—a) (a>0) e

2 1
13 e° terfc (Cl\/Z) (CL > O) m
14 t73/2=a"/4D (¢ > 0) e Vs

I
15 erfc( > (a>0) plc avs
2 1

16 \/> —a /) 4 (La? +t)erfe —= 2\/Z 8—267“\/5

(a >0)
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A6. Second-Order Linear Equations

If
Atz + Bugy + Cuyy + Duy + Euy + Fu =G,

if new variables

r=r(z,y), s=s(z,y)

are defined by the characteristic equations

dy B-VB*-1AC  dy B+ VB2 1AC

dz 24 ’ dx 24 ’
and if
u(x,y) = u(x(r,s),y(r,s)) = v(r,s),
then
Avrr + BUTS + C_Y'Uss + Dvr + EIUS + FU = Gv
where

A= A(rgﬂ)2 + Bryry + C(ry)Q,

B =2Ar;s, + B(rgsy +1ryss) +2Crysy,
C = A(sz)* + Bsysy + C(sy)?,

D = Aryy + Bryy + Cryy + Dry + Ery,

E = Asg, + Bsgy + Csyy + Dsy + Esy,

F=F,

Q)
Il
Q
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