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Preface

Chemical vapor deposition (CVD) is used widely in materials processing technology. The
majority of its applications involve applying solid thin-film coatings to surfaces, but it is used also
to produce high-purity bulk materials and powders, as well as to fabricate composites. Chemical
vapor deposition has been used to deposit a wide range of materials in many different areas. The
purpose of this book on CVD technology is to provide practical reference information, “how-to”
guidelines, and application information on important surface engineering technologies for
engineering design, development, and manufacturing. This book is intended to be a broad-based
reference handbook for both experienced and novice users of the CVD process. It provides updated
information for practicing engineers and research and development technologists who are involved
in product design and/or development of new products or manufacturing systems. In addition, the
contents should be suitable as a textbook or survey course book for graduate or advanced
undergraduate engineering students. As editor of this volume, I thank all of the authors for their
contributions, and the reviewers for the comments on each chapter. I am especially grateful to Steve

Lampman of ASM International for his valuable assistance with this volume.

Jong-Hee Park, Ph.D.
Energy Technology Division
Argonne National Laboratory

Argonne, IL 60439

June 2001
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Chapter 1

Introduction to Chemical Vapor

Deposition (CVD)

J. R. Creighton and P. Ho
Sandia National Laboratories
P.O. Box 5800, MS0601
Albuquerque, NM 87185-0601

Introduction

Chemical vapor deposition (CVD) is a
widely used materials-processing technology.
The majority of its applications involve applying
solid thin-film coatings to surfaces, but it is also
used to produce high-purity bulk materials and
powders, as well as fabricating composite
materials via infiltration techniques. It has been
used to deposit a very wide range of materials.
As indicated by the shaded boxes in Figure 1,
the majority of the elements in the periodic table
have been deposited by CVD techniques, some
in the form of the pure element, but more often
combined to form compounds.

CVD has an extensive literature, including
a number of other books on the subject. The
classic book by Powell, Oxley and Blocher!
covers much of the earlier work up to the mid
1960s, while a bibliography by Hawkins? lists
papers in CVD for the 1960-1980 time period.

The handbook by Pierson® contains a very useful
discussion of specific materials and CVD
processes, as does the book by Morosanu.* The
books by Hitchman and Jensen,’> and by
Sherman,® concentrate more on silicon
microelectronics applications, while the books
by Stringfellow’ and by Jones and O’Brien®
concentrate on compound semiconductor
applications. The book by Kodas and Hampden-
Smith® and the series of proceedings volumes,
represented by Sandhu et al.'° focus on CVD of
metals. A separate series of books on CVD are
the proceedings of the International Conferences
on CVD held every two to three years since circa
1967, primarily sponsored by the Electro-
chemical Society. These provide useful
“snapshots” of the field at various times,'""!* are
a few of the more recent volumes in this series.
Books by Vossen and Kern'* and Smith,'s cover
CVD as parts of their larger treatments of thin
film deposition.
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In its simplest incarnation, CVD involves
flowing a precursor gas or gases into a chamber
containing one or more heated objects to be
coated. Chemical reactions occur on and near
the hot surfaces, resulting in the deposition of a
thin film on the surface. This is accompanied by
the production of chemical by-products that are
exhausted out of the chamber along with
unreacted precursor gases. As would be expected
with the large variety of materials deposited and
the wide range of applications, there are many
variants of CVD. It is done in hot-wall reactors
and cold-wall reactors, at sub-torr total pressures
to above-atmospheric pressures, with and
without carrier gases, and at temperatures
typically ranging from 200-1600°C. There are
also a variety of enhanced CVD processes,
which involve the use of plasmas, ions, photons,
lasers, hot filaments, or combustion reactions to
increase deposition rates and/or lower deposition
temperatures. There are also many derivatives
of the CVD terminology, such as metal-organic
chemical vapor deposition (MOCVD)'*!" or, less
commonly, organo-metallic chemical vapor
deposition (OMCVD), which are sometimes
used to note the class of molecules used in the
deposition process. Some practitioners chose to
differentiate epitaxial film deposition from
polycrystalline or amorphous film deposition,
so they introduced a variety of terms that include
“epitaxy” in the acronym. Two of the more
common variants are organometallic vapor phase
epitaxy (OMVPE)’ and metalorganic vapor
phase epitaxy (MOVPE)'® which are often used
in the compound semiconductor epitaxy
literature.

CVD has a number of advantages as a
method for depositing thin films. One of the
primary advantages is that CVD films are
generally quite conformal, i.e., that the film
thickness on the sidewalls of features is
comparable to the thickness on the top. This
means that films can be applied to elaborately
shaped pieces, including the insides and
undersides of features, and that high-aspect ratio
holes and other features can be completely filled.
In contrast, physical vapor deposition (PVD)
techniques, such as sputtering or evaporation,
generally require a line-of-sight between the
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surface to be coated and the source. Another
advantage of CVD is that, in addition to the wide
variety of materials that can be deposited, they
can be deposited with very high purity. This
results from the relative ease with which
impurities are removed from gaseous precursors
using distillation techniques. Other advantages
include relatively high deposition rates, and the
fact that CVD often doesn’t require as high a
vacuum as PVD processes.

CVD also has a number of disadvantages.
One of the primary disadvantages lies in the
properties of the precursors. Ideally, the
precursors need to be volatile at near-room
temperatures. This is non-trivial for a number
of elements in the periodic table, although the
use of metal-organic precursors has eased this
situation. CVD precursors can also be highly
toxic (Ni(CO),), explosive (B,H,), or corrosive
(SiCl,). The byproducts of CVD reactions can
also be hazardous (CO, H,, or HF). Some of
these precursors, especially the metal-organic
precursors, can also be quite costly. The other
major disadvantage is the fact that the films are
usually deposited at elevated temperatures. This
puts some restrictions on the kind of substrates
that can be coated. More importantly, it leads to
stresses in films deposited on materials with
different thermal expansion coefficients, which
can cause mechanical instabilities in the
deposited films.

CVD processes can be categorized
according to the type of:

1. Application,
2.  Process and reactor used, or
3. Precursor and chemical reaction used.

The next three sections of this chapter are
arranged around such subdivisions. These
sections are followed by a discussion of the
fundamental processes underlying CVD, such
as mass transport, thermodynamics, and
chemical kinetics. Finally, we present a brief
analysis of the historical and current status of
CVDR & D.

CVD Applications

One of the earliest examples of a large-scale
CVD application was a carbonyl process for
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refining of nickel, as developed by Mond,
Langer, and Quincke in 1890." Many of the
early applications involved refining or
purification of metals and a limited number of
non-metals by carbonyl or halide processes.
Other early applications involved deposition of
coatings for wear and corrosion resistance, and
the fabrication of structural shapes and
components. Most of the earliest work, up to
the mid 1960s, is reviewed in the book by
Powell, Oxley, and Blocher.! Many high volume
applications, such as refining and the production
of powders and pigments, are obviously still
important economically, but most of the recent
CVD R & D effort is aimed at thin-film
deposition.

There is a great deal of ongoing R & D
regarding CVD of thin films used primarily for
their mechanical or chemical properties. Many
of these are discussed in detail in other chapters
of this book, so we only briefly mention them
here. Chapter 11 discusses the use of CVD films
for tribological applications, chapter 13
discusses CVD films used for corrosion
protection, and chapter 14 discusses protective
CVD coatings for tool steels. Chapter 10
discusses the CVD of diamond, and diamond-
like carbon (DLC), which has generated a
tremendous interest level in the past decade (see
also last section, this chapter), and has significant
commercial applications. Diamond films are
mainly used for their hardness, but applications
utilizing its high thermal conductivity, chemical
inertness, or electronic properties are also
important.

A great deal of CVD R & D in recent
decades, however, is focussed on the
semiconductor revolution. We devote somewhat
more space here to these applications, as they
are not covered elsewhere in this book. CVD
has been a critical enabling technology in
silicon-based microelectronics; it is even used
at the earliest stage during the refining and
purification of elemental silicon. Depending on
the device, CVD processes are used for
depositing thin films of the active semiconductor
material (e.g. doped Si), conductive
interconnects (e.g. tungsten), and/or insulating
dielectrics (e.g. Si0,), (see Figure 2).

The communications revolution also relies
on a diverse set of CVD technologies. Some
components are similar to those used in silicon
microelectronics, but many are unique, involving
complex epitaxial heterostructures of SiGe or
compound semiconductor (e.g., AlGaAs) alloys
that are required to yield high frequency (1-100
GHz) device operation.?’ The communication
revolution also relies on optoelectronic
components, such as solid state diode lasers
(another complex heterostructure device), and
these devices are often grown by CVD.”?! Even
the fiberoptic cables that transmit the optical
component of the communications network are
manufactured using a CVD technique to achieve
the desired refractive index profile.”

Optoelectronic material grown by CVD has
many applications outside of the
communications industry. One example is for
solid state lighting using light emitting diodes
(LEDs). Recently, Nichia Chemical was the first
company to commercialize high brightness blue
and green LEDs based on group-III nitride
alloys, e.g. InGaN, which are grown on sapphire
substrates using CVD technology.?* This
company also introduced the first long-life blue
laser diode, based on the same material and
technology. In addition to the myriad of lighting
and signage applications using colored LEDs,
there is a growing interest in generating solid
state white light sources to replace incandescent
and perhaps even fluorescent sources.* A solid-
state white light source may be achieved by
combining LEDs of different wavelengths, or
by pumping a phosphor with an ultraviolet LED.

Another exciting technology utilizing CVD
is the production of microelectromechanical
structures, or MEMS.? Much of the MEMS
technology is derived from the silicon
microelectronics technology, so it is not
surprising that CVD plays a crucial role. Most
MEMS devices are fabricated from
polycrystalline silicon (polysilicon) films
deposited on silicon wafers, with intermediate
sacrificial SiO, layers that are later removed by
chemical etching. Figure 3 shows an example
of such a device, in this case a set of interlocking
gears that are ~50-200 microns in diameter. Both
the polysilicon and oxide are deposited using
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Cross section of a silicon microelectronic memory circuit showing several materials

deposited by CVD; polycrystalline silicon, tungsten (W), SiO,, and Si,N,. Photo courtesy
of Pat Shea, Sandia National Laboratories.

CVD or PECVD. The CVD steps define the
structure of the device perpendicular to the
silicon substrate, while numerous lithographic
and etching steps define the structure in the other
two dimensions. CVD is sometimes used to
apply coatings to reduce friction after the 3-D
structure is created. Work is also being done to
integrate MEMS devices with silicon
microelectronic devices on the same chip.

The field of nanotechnology has generated
a lot of recent interest, and focused research
programs have been initiated in almost all
industrialized countries in the last five years. In
2000 the U.S. launched the National Nano-
technology Initiative, with plans to nearly double
the nanoscale R & D effort.*® Nano-technology
is an extremely diverse topic, but some of the
best examples of existing nanoscale R & D are in
the area of epitaxial heterostructures for laser
diodes and LEDs grown by CVD.”#?” Many of

these devices contain two dimensional (2-D)
quantum wells or superlattices composed of
strained epitaxial layers that are 1-10 nm thick.
An example of a strained layer superlattice is
shown in Figure 4. In addition to quantum wells,
laser structures such as the vertical cavity surface
emitting laser (VCSEL) contain mirror stacks
composed of a large number of alternating layers
of semiconductor material that are typically
50-100 nm thick. The thickness of each layer
often must be controlled with a precision better
than 1 nm. Despite this requirement these
devices can be grown routinely with relatively
high yield in finely tuned and calibrated OMVPE
reactors.?® A related CVD technique that
automatically yields subnanometer control is
known as atomic layer epitaxy (ALE).”

An extension of 2-D quantum well R & D
involves the generation of quantum wires (1-D)
and quantum dots (0-D).?"*® Quantum dots are
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Fig. 3: Example of a silicon surface micromachined gear train. Courtesy of the Intelligent
Micromachine Initiative, Sandia National Laboratories.

e w -

o

Fig. 4: Strained layer superiattice of InAsSb on InSb with 10 nm layer thickness. Photo courtesy
of R. M. Biefeld, Sandia National Laboratories.
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Fig. 5:

Indium arsenide quantum dots deposited on gallium arsenide by OMVPE. Photo courtesy

of Jeff Cederberg and R. M. Biefeld, Sandia National Laboratories.

often considered to be artificial atoms, where
the effect of quantum confinement significantly
perturbs the normal bulk electronic properties
of the material. One method of growing quantum
dots involves depositing one material on another
with a large lattice mismatch. The example in
Figure 5 is InAs on GaAs(100) by CVD. Due to
the interfacial properties of this highly strained
layer, InAs spontaneously forms islands on the
10-nm scale with a relatively narrow size
distribution. The electronic and optical
properties of the InAs quantum dots are
dramatically different from bulk InAs, allowing
for novel device fabrication.

In addition to the numerous electronic and
optoelectronic applications mentioned above,
novel applications of CVD are also being used
to generate macroscopic components (10 cm as
opposed to 1 nm). One interesting example is
the production of Ir/Re thrust chambers for liquid
rocket motors (see Figure 6).*! For this structure

a thick Rhenium CVD coating is applied to a
sacrificial molybdenum mandrel, which is later
removed by etching. Another example is the
production of large-scale infrared optical materials
(ZnSe and/or ZnS up to several feet across).*

CVD Reactor Types

As mentioned in the introduction, CVD
encompasses a wide range of reactor and process
types. The choice of process/reactor is
determined by the application via the
requirements for substrate material, coating
material and morphology, film thickness and
uniformity, availability of precursors, and cost.
Here, we discuss the general types of reactors
used for CVD, and refer the reader to the other
chapters in this and other books for detailed
information on specific systems.

Hot wall reactors represent one of the major
categories of CVD reactors. In such systems,
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Fig. 6: Rhenium rocket thrust chamber fabricated using CVD. Photo courtesy of B. H. Tuffias,

Ultramet.®!

shown schematically in Figure 7, the chamber
containing the parts is surrounded by a furnace
that heats the system. The parts are loaded into
the system, it is heated to the desired
temperature, then the reactive gases are
introduced. The reactor may be equipped with
shelves for coating many parts at once, or be
sized for specific large parts. These systems are
often run at very high temperatures, limited only
by the materials used in constructing the furnace,
and at reduced pressures, on the order of Torr to
tens of Torr. Figure 8 shows a schematic for a
hot-wall reactor that has been tailored to low-
pressure CVD (LPCVD) batch processing in the
microelectronics industry. In this case, a
specialized support holds a large number (over
a hundred) of closely-spaced silicon wafers for
simultaneous processing. In general, hot wall
reactors have the advantages of being able to
process large batches of substrates, and having

relatively uniform substrate temperatures and
thus coating thicknesses. The primary
disadvantages are that the walls get heavily
coated, requiring frequent cleaning and causing
particle problems, and that it involves higher
thermal loads and energy usage.

Cold wall reactors are the other major
category of CVD reactors. In such systems, the
substrates are heated but the walls are cooled.
Figure 9 shows an example of a cold wall
rotating disk CVD reactor.”®*® This system has
water-cooled quartz walls, with a rotating holder
for (silicon or compound semiconductor) wafers
that is resistively heated from below. Other
commercial cold-wall reactors include lamp
heated single-wafer reactors that are widely used
in microelectronics fabrication, and inductively
heated horizontal flow reactors. Cold-wall
reactors are often run at relatively high pressures,
several hundred torr to atmospheric total
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Fig. 8: Schematic drawing of LPCVD furnace for batch processing of multiple silicon wafers.
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on semiconductor wafers.

pressure, and usually have the reactive precursors
diluted in a carrier gas. Most compound
semiconductor CVD processes use reactors of
this type. Cold wall reactors have the advantages
of reduced deposition of material on the walls,
which means less cleaning, lower thermal loads
on the substrates because of faster heat-up and
cool-down times, lower energy consumption, and
the avoidance of vacuum equipment. The primary
disadvantages are larger temperature non-
uniformities on the substrate, which may lead to
film thickness non-uniformities, the smaller batch
sizes, and possible thermal stresses on the
substrates if the heating/cooling is too rapid.

A specialized variation of a cold wall reactor
is the continuous reactor shown schematically
in Figure 10. In this system, the surface to be
coated moves underneath a set of gas injectors
and is heated from below. In some cases, the
substrates (wafers) are placed on a belt moving

Water Cooled
Quartz Walls

| Exhaust

to Pump

Schematic diagram of a cold-wall rotating disk CVD reactor used for depositing thin films

over a set of rollers. In other cases, such as the
large-scale application of optical coatings (i.e.
low-E coatings) to glass, the moving belt could
be the float-glass sheet itself. These systems are
essentially open to atmosphere — the reactive
gases are contained by “curtains” of inert gas
on either side of the deposition zone. Such
systems have the advantage that they can do very
large scale production, and avoid vacuum
equipment. The disadvantages are a relatively
high rate of gas consumption, potential non-
uniformities in film thickness, relatively low
operating temperatures because of the high
volumes of gas involved, and relatively low
efficiency for precursor use.
Plasma-enhanced (PECVD) or plasma-
assisted (PACVD) CVD, (see chapters in
Refs. 5, 14, and 15), constitute a smaller category
of CVD processes that also involves a variety of
reactor designs. In these systems, a plasma is
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Fig. 10: Schematic diagram of a continuous flow, atmospheric-pressure CVD reactor.

used to dissociate the CVD precursor gas into
smaller, more reactive, molecules. This allows
deposition of a thin film to occur at significantly
higher rates and/or lower temperatures. The
substrate may still be heated, but usually to only
a few hundred degrees. Plasma reactors are
generally operated at pressures in the mTorr to
several Torr range. Most PECVD systems
involve low-temperature, or non-equilibrium
plasmas (glow discharges) in which the electron
temperatures are much higher than the neutral
and ion temperatures. Such reactors have many
configurations. In capacitively-coupled plasma
reactors, the wafers are generally placed on the
powered electrode. In inductively-coupled
systems, shown schematically in Figure 11, the
plasma is powered via a coil placed against part
of the chamber, with the substrates placed on a
surface below the plasma. In other systems (i.e.,
electron cyclotron resonance, ECR systems),
magnetic fields are applied to confine and

intensify the plasma. In comparison with thermal
CVD processes, PECVD has the advantage of
lower substrate temperatures, which means that
films can be deposited on substrates that are not
stable at high temperatures. The disadvantages,
however, are often poorer film quality, in terms
of rougher film morphology, higher impurity
incorporation, and ion damage to the films and
substrates. In addition to glow-discharge
processes, there are also thin-film deposition
processes that use high-temperature, or thermal
plasmas. These are generally termed “plasma
spray” processes rather than PECVD processes.
In these systems, a high temperature plasma is
used to dissociate precursors, which are then
condensed onto the desired substrate. These
plasmas are much more intense than the low-
temperature plasmas and can atomize solid
precursors. Thus they are more general than
other CVD processes, but are harsh processes
that can significantly heat or melt the surface.
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Window

Fig. 11: Schematic diagram of an inductively-coupled plasma reactor.

Laser or photon assisted CVD is a
specialized, not very common, category of CVD
processes. In these cases, light from either a laser
or a high-intensity lamp is used to promote the
thin-film deposition. The photons can either be
incident on the surface, or interact with the gas-
phase molecules only. In both cases, the light
can influence the chemical reaction either by
simple heating of the gas/surface, or by
electronic excitation or the molecules or solid.
One of the advantages of laser-assisted CVD is
for spatially-resolved deposition, where the laser
is tightly focused and can be used to “draw lines”
of deposited material. This is only practical in a
limited number of cases involving very high-
value materials, such as correcting design or
manufacturing errors in prototypes, especially
integrated circuits.

Hot filament CVD is another small category
of CVD processes that has proven useful in

recent years for the deposition of diamond and
related materials. In this case, a very hot filament
(1500-2000°C) is used to dissociate some of the
CVD precursor gases, generally at pressures of
10-100 Torr, creating reactive radical species.
The substrate is mounted nearby the filament in
the process chamber, and is heated to more
moderate temperatures (500-1000°C).
Combustion CVD and chemical vapor
infiltration (CVI) processes are covered in
chapters 4 and 6 of this book, respectively, so
we do not cover them here.

Types of CVD Precursors
and Reactions

A wide variety of materials can be deposited
using CVD techniques. As one would expect, a
correspondingly wide range of chemical



precursors and reactions are involved. For any
given material, there are generally a number of
precursors and processes that can be used to
deposit it. The choice of a particular process is
based on the purity, morphology, and cost
requirements for the product films, plus
compatibility with the substrate materials. This
section includes a general discussion of the types
of precursors and reactions used in CVD. We
refer the reader to the other chapters in the book
for detailed discussions on the various CVD
materials and applications. Comprehensive
listings of precursors and reactions for specific
materials can also be found in other books."**

Precursor molecules generally consist of the
element(s) of interest (metal, semiconductor, oxide,
etc.) chemically bonded to a variety of other atoms
or groups of atoms (functional groups or ligands).
These other atoms/groups react away during the
CVD process leaving the desired species behind
on the surface. Although pure-element
precursors are occasionally used, the simpler
precursors are generally small molecules where
the central atom is bonded to other species such
as hydride, halide (F, Cl, less commonly Br or
I), or small organic radicals such as methyl or
ethyl groups. Other precursors are more complex
metalorganic molecules involving larger
functional groups such as tertiary-butyl groups
or ligands ranging from small carbonyl (CO)
groups to large diketonates. Representative
examples of these groups and ligands are shown
in Figures 12 and 13, respectively.

The choice of a CVD precursor is
determined by many factors in addition to the
requirement that it contain the element(s) of
interest. These considerations include the
decomposition temperature required, vapor
pressure of the precursor species, cost, and
safety. Some of these chemicals are quite
hazardous; the dangers range from high toxicity
(i.e. Ni(CO), or AsH,), to pyrophoricity (i.e.
SiH,) or a tendency to explode (i.e. B,H)), to
corrosiveness (i.e. TiCl, producing HCI
byproducts), to combinations of the above. The
metalorganic precursors often have lower vapor
pressures, higher costs, and lower hazards than
the hydrides and halides. The functional groups
or ligands in these molecules can also lead to
contamination in the material if they are
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incompletely removed, so a high purity
requirement for the final product can count
against a metalorganic precursor.

The chemical reactions used in CVD,
though widely varied, can also be organized into
classes, such as pyrolysis, reduction, or
oxidation, which we discuss next. We write the
chemical reactions very simply, showing only
the overall conversion of reactants to products.
Here we are not concerned with the details of
the reaction kinetics, although detailed
experimental and modeling studies have been
done for both gas-phase and/or surface reactions,
in some systems (see, for example, Refs. 34 and
35, respectively). CVD processes involve a
trade-off between homogeneous and
heterogeneous chemistry. To get high material
purity and good film morphology, one often
prefers that the rate-limiting chemistry occur at
the surface rather than in the gas phase. However,
this can lead to relatively low deposition rates.
Increasing the deposition temperature for a given
chemical reaction can lead to higher deposition
rates. But this can also result in more extensive
gas-phase reactions, which in turn can lead to
gas-phase nucleation of particles or poor film
morphology. Some applications, such as powder
production, plasma assisted and combustion
CVD processes, of course, involve substantial
amounts of homogeneous chemistry by design.

Pyrolysis reactions are among the simplest,
most straightforward CVD reactions. For
example, silicon films are often deposited by
thermally decomposing silane: SiH, — Si(s) +
2 H,. If the conditions are chosen correctly, such
as the presence of large amounts of H, as a carrier
gas, the chemistry will occur primarily on the
surface, rather than having substantial
decomposition of the silane in the gas-phase. For
these small, light molecules, the gas-phase
unimolecular decomposition reactions are
strongly pressure dependent, so the use of low
pressures (~Torr), can also shut down the
homogeneous reactions and allow the
heterogeneous reactions to dominate. Other
pyrolysis reactions used in CVD include the
decomposition of methane to form diamond or
diamond-like carbon: CH, — C(s) + 2 H,, and
the decomposition of nickel carbonyl to deposit
nickel metal: Ni(CO), — Ni(s) + 4 CO.
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Reduction reactions of halide precursors are
very commonly used in CVD technologies. In
many cases, the use of a hydrogen carrier gas
provides the reducing agent in excess, as in the
cases of tungsten deposition from the
hexafluoride: WF, + 3 H, — W(s) + 6 HF, or the
deposition of silicon from a chlorosilane: SiCl,
+2 H, — Si(s) + 4 HCL. In other cases, a separate
reducing agent is added, as in the case of
tungsten hexafluoride reduction by silane: 2 WF,
+3 SiH, = 2 W(s) + 3 SiF, + 6 H,. There are a
few cases of intramolecular reduction, where
both the halide and reducing groups are
contained in the same molecule. An example of
this is the deposition of silicon carbide from
methyltrichlorosilane: CH,SiCl, — SiC(s) +
3 HCI. Metal vapors are used as a reducer in
certain processes, such as the case of titanium
tetrachloride reduction by magnesium: TiCl, +
2 Mg — Ti(s) + 2 MgCl,. Alternatively, the solid
substrate can act as a reducer, as in the case of
tungsten hexafluoride reduction by silicon:
2WF, +3 Si(s) > 2 W(s) + 3 SiF,. Such processes
can also be called displacement reactions. In
these cases, however, the deposition rate and
final thickness of the CVD film become limited
by interdiffusion of the reacting species through
the solid, which can be quite slow.

Oxidation and hydrolysis reactions are
widely used for the deposition of oxide materials.
In these systems, oxygen or water is added to
the system to oxidize the main precursor,
removing hydrogen or halide atoms from the
element of interest. A classic example is the
oxidation of silane: SiH, + 2 O, — SiO,(s) +
2 H,0, amixture which incidentally can combust
or explode. Ozone (O,) is also used to accelerate
oxidization, usually for cases of less-reactive
precursors such tetraethoxysilane (TEOS). N,O
and CO, are also used as oxidizers, as in: SiH,CI,
+2N,0 — SiO,(s) + 2 HCl + 2 N, or ZrCl, +
2 CO, + 2 H, - ZrO,(s) +2 CO + 4 HCL
Hydrolysis reactions are often used with metal
chloride precursors: 2 AICL, + 3 H,O — AL O,(s)
+ 6 HCI, or TiCl, + 2 H,O — TiO(s) + 4 HCL
Solid substrates can also be directly oxidized,
as in the steam oxidation of silicon: Si(s) +
2 H,O — SiO,(s) + 2 H,. This gives a high-
quality oxide, but at a relatively slow growth rate.
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Disproportionation reactions are those in
which two similar molecules, or parts (groups)
of a molecule, exchange parts to form non-
identical products. Many, but not all,
disproportionation CVD reactions are also
pyrolyses. The decomposition of the copper
diketonates is a sterling example of a CVD
disproportionation. Cu(hfac)VTMS represents
a copper atom bonded to a hexa-
fluoroacetylacetonate ligand (hfac) and a
vinyltrimethylsilane ligand (VTMS). Copper is
in a formal +1 oxidation state in this molecule
due to the neutral VTMS ligand. Two of these
copper containing molecules can react on the
surface, producing one deposited copper atom
on the surface (0 oxidation state), a copper atom
bound to two hfac ligands (+2 oxidation state),
and two free VTMS molecules:
2 Cu(hfac)VTMS — Cu(s) + Cu(hfac), + 2
VTMS. The pyrolysis of tetraethoxysilane
(TEOS) to silicon dioxide: Si(OCHy), —
SiO(s) + 2 C,H, + 2 C,H,OH, also illustrates
disproportionation. Although the chemistry is
actually much more complex,* it can be viewed
as having two of the ethoxy groups in the TEOS
molecule disproportionate, producing an
ethylene molecule (C,H,) and ethanol molecule
(C,H,OH), while leaving one of the O atoms
behind, bonded to the Si atom. A different kind
of disproportionation reaction is the case of
aluminum deposition via the monochloride. In
this case, AICl is created in one region by the
reaction of HCI or Cl, with Al(s). The AICI is
transported to the substrate, where it
disproportionates to form AlCI, in the gas and
Al(s) on the surface. This is representative of a
chemical vapor transport process, which can be
considered as a subset of CVD.

The last class of CVD reaction is what we
will call co-deposition. This indicates deposition
from a mixture of precursors, where atoms from
several species contribute to the deposited film.
This approach is generally used for the
deposition of compound materials, where the
desired film is composed of several elements.
Examples of this kind of CVD system include
the deposition of gallium arsenide from
trimethylgallium (TMG) and arsine: Ga(CH,),
+ AsH3 — GaAs + 3 CH,, as well as the
deposition of silicon nitride from silicon
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tetrafluoride and ammonia: 3 SiF, + 4 NH, —
Si;N, + 12 HF. Most of the oxidation and
hydrolysis CVD reactions also fall into the co-
deposition category.

Fundamental Processes
Underlying CVD

There is a variety of fundamental physical and
chemical principles that can control the deposition
rate and quality of a film resulting from a CVD
process. We briefly introduce them here, but refer
the reader to Chapter 2 and other books on CVD
for more detailed discussions. The basic processes
underlying CVD can be subdivided into mass
transport effects and chemical effects, each of
which can occur in both the gas and solid phases.
Chemical effects can be further subdivided into
thermodynamic effects and kinetic effects. In some
cases, a particular effect can be separated out as
rate limiting, and a CVD process can be said to be
“mass-transport controlled” or “surface-kinetics
controlled.” In reality, transport and chemical
reactions are closely coupled, with their relative
importance varying with the details of the operating
conditions.

Mass transport processes in the vapor phase
carry the input CVD precursors, often in a carrier
gas, from the injection point to the surface being
coated. In most cases, the gas is in the
continuum-flow regime, and is generally
laminar, but occasionally has some turbulence.
Mass transport effects are more likely to be rate
limiting in larger CVD reactors, at higher
temperatures and/or higher pressures. Especially
at lower pressures, diffusional transport can be
more important than convective transport. Mass
transport has a much weaker dependence on
temperature than chemical reaction kinetics.
Thus, production CVD systems are often
arranged to operate in a transport limited regime,
in order to be more robust and easily controlled.
Deposition rates can also be supply-limited, i.e.,
determined by the rate at which reactants are
fed into the system, rather than the rate at which
they are transported through the reactor to the
surface. This can be manifested as loading
effects, where the deposition rate varies strongly
with the area of the surface being coated.

In addition to the reactor scale, which is
measured in meters, vapor-phase mass transport
effects can also be important in CVD at a much
smaller scale, one measured in micrometers.
This is often referred to as the “feature scale”.
On this scale, the gas is generally in the transition
or molecular flow regimes, rather than
continuum flow. Mass transport on this scale
plays an important role in the CVI processes
discussed in Chapter 6. These phenomena are
also important in CVD involving high-aspect
ratio features, which can occur unintentionally
in some growth morphologies and deliberately
in microelectronics applications.

Mass transport on the surface or within the
solid can also affect CVD processes, primarily
in the morphology of the growing film. Diffusion
of atoms on the surface plays an important role
in the initial steps of film nucleation, and, in
competition with the chemical reactions
depositing the atoms on the surface, can
determine the film morphology and composition.
Diffusion of atoms within the solid can also
affect the composition of the film, especially in
cases where the solid substrate comprises one
of the reactants.

Chemical reactions occurring in the gas-
phase can be more or less important in CVD,
depending on the system, and can often be
analyzed in detail.** Gas-phase reactions are
more likely to be important with the use of high
temperatures and high total reactor pressures,
but less likely to be important at low reactor
pressures. Many CVD systems are operated in
ways that minimize gas-phase reactions in order
to avoid particle formation that could interfere
with the desired film deposition. Note that the
absence of homogeneous nucleation of particles
is not synonymous with the absence of gas-phase
chemical reactions. In contrast, other CVD
systems utilize gas-phase reactions to convert
reactant molecules that are relatively unreactive
at the surface into more reactive species.
Examples where this strategy is used include the
combustion CVD processes discussed in
Chapter 4 and plasma-enhanced CVD processes.

Chemical reactions occurring on the surface
are obviously responsible for the actual
deposition of the desired film. The kinetics of
such reactions can also be studied in detail®>*7



although they may or may not determine the
overall deposition rate. However, surface
reactions generally play an important role in
determining film composition, impurity
incorporation, and, in concert with surface
diffusion processes, film morphology.

An analysis of the thermodynamics of a
CVD system, discussed further in Chapter 2, can
provide valuable assistance in the choice of
reactant concentrations, pressures and
temperatures to use for a given chemical system.
Such an analysis can also provide information
on the composition of the deposited material as
well as the maximum efficiency for use of
reactants. However, a thermodynamical analysis
only gives information on the theoretically-
possible result, which may not actually be
achievable. CVD systems are generally not
operated at chemical equilibrium, although some
systems, such as the deposition of silicon from
chlorosilanes, come close.

The free energy of a proposed CVD reaction
provides a feasibility indicator for a specified
set of conditions. A negative change in free
energy (AG = AH - TAS) indicates that the
process is likely to proceed in the desired
direction (film deposition), whereas a positive
change in free energy indicates that it is likely
to proceed in the inverse direction (film etching).
The free energy contains the heat of reaction
(reaction enthalpy), but also contains an entropy
term. Thus, an endothermic reaction (positive
heat of reaction) can be used in a CVD process
if the entropy change is positive enough or the
temperature high enough. An example of this is
the reaction between WF, and H,, where the heat
of reaction at 500 K is + 83 kJ/mol, but this can
be overcome by a large increase in entropy to yield
an overall free energy change of —84 kJ/mol. An
exothermic reaction (negative heat of reaction) is
more likely to be usable in a CVD process,
regardless of the sign of the entropy change.

Thermodynamic analyses, in the form of
calculations of chemical equilibrium state, have
been done for many CVD systems. However,
they require data on the enthalpy, entropy and
heat capacity for all molecules to be considered,
and such data are not always available, especially
for the newer CVD precursors. Constraints can
be imposed on equilibrium calculations as a way
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of starting to incorporate kinetic limitations. For
example, if nitrogen is used as a carrier gas and
has been experimentally shown not to participate
in the process, species such as N atoms and solid
nitride species would be omitted from the
equilibrium calculation to account for the kinetic
inaccessibility of these species.

The kinetics of a chemical reaction may
prevent a reaction from occurring even though
the thermodynamics indicates that it can occur.
For example, silane is thermodynamically
unstable relative to silicon and hydrogen even
at room temperature, but is kinetically limited
enough to allow it to be manufactured and
shipped in gas tanks. In such cases, knowledge
of the kinetics of a chemical reaction, either in
the gas or on the surface, can prove crucial to
understanding the CVD system. Acquiring
knowledge of all the chemical kinetics of a CVD
process is quite a large undertaking. Such a task
requires chemical kinetic data acquired under
conditions where there are no mass-transport
limitations, which are often lacking for the
molecules used as CVD precursors. Despite this,
a number of detailed chemical reaction
mechanisms have been developed for a CVD
systems in recent years.’* However, for a
particular CVD process, it is often sufficient to
identify a few reaction steps that are slow enough
to be rate determining.

In recent years, the use of computational
models that describe the details of these
chemically reacting flows has been steadily
increasing. They are being used to assist in the
development of and optimization for CVD
equipment and processes. This trend results from
a convolution of several factors. First, the
increasing complexity of CVD processes and
more stringent requirements being placed on
them means that the traditional Edisonian
approach no longer works well enough and fast
enough. Second, the cost of developing and
building CVD equipment has notably increased,
especially for the microelectronics and
optoelectronics industries where a production-
level CVD reactor can represent a multi-million
dollar investment. Third, the rapidly decreasing
cost of computational power has shifted the
relative costs of cutting metal and numerical
simulations in favor of the latter. This kind of
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Fig. 14: Annual publications and patents in CVD R & D for the last 30 years.

modeling lies outside the scope of this book, but
has been described elsewhere.*

Status of CVD Research and
Development

After the development of CVD and its
applications in the early part of this century, the
scientific and technological interest in CVD
continued to grow rapidly in the latter half of
the 20" century. Here, we explore two
quantitative metrics for the status of CVD R&D:
publications/patents and government research
grants.

Examining publications first, we note that
between 1960-1980, approximately 5400 CVD-
related publications were generated and are
compiled in the bibliography by D. T. Hawkins.?
More recent years, indexed in electronic
databases, exhibit much higher publication rates.
For example, Figure 14 shows the number of
journal articles, worldwide patents, and US
patents generated each year from 1970 to 1999,

based on data in the Chemical Abstracts,* and
US Patent Office databases.*” These three
measures exhibit similar trends, increasing more
than 100-fold over this time period. Between
1970 and 1990 these publications were
increasing at an annual rate of ~21% per year.
This growth slowed somewhat in the 1990s,
perhaps due to the maturity of the field or limits
on funding and manpower. This deceleration is
most noticeable in the number of journal articles,
which has stabilized at approximately 4000/year
during the last 5 years. Two other databases, the
INSPEC®® and Science-Citation Index* were
also examined and exhibited the same trend for
number of journal articles published per year.
The number of grants awarded for CVD-
related research is another measure for gauging
the interest in or activity level of the topic. An
analysis of the RaDiUs® database* shown in
Figure 15, indicates that between 1993 and 1999
the U.S. federal government has funded an
average of 240 research grants per year. (This
number includes new starts and ongoing grants).
The total number of grants has declined
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somewhat since 1995, which may be an
indication of the maturity of CVD research, at
least in the United States. Some of the decline
in government funding is due to a slight
downward trend in the number of National
Science Foundation (NSF) grants, but the largest
decline is in the number of Department of
Defense (DOD) grants. The DOD was
experiencing budget cuts during this time period,
so the decline in CVD-related grants may simply
be a reflection of the decline in the DOD R & D
budget rather than a declining level of interest
in CVD.

For the 1993-1999 period approximately
53% of the grants were awarded by the NSF,
36% awarded by the DOD, with the remaining
fraction awarded by the Department of Energy
(DOE), the National Aeronautics and Space
Administration (NASA), and other federal
agencies. While NSF primarily funds academic
research, a significant amount of their CVD
funding goes to small companies in the form of
Small Business Innovation Research (SBIR)

awards. The other agencies, such as DOD, may
direct considerable resources towards companies
in order to develop state-of-the-art products, as
well as funding fundamental academic research.
The NSF has a well-developed Internet
accessible database back to 1989, so it is
relatively easy to examine funding levels and
trends. From 1990-2000 the NSF has averaged
about 40 new CVD-related grants starts per year,
with no discernable trend upwards or
downwards. The total number of CVD grants
funded by NSF ranges from 100-150 per year
and exhibits a slight downward trend (see
Figure 15), as mentioned above. Although the
NSF grants are just one metric of CVD funding
in the U.S., it is likely that agencies in other
countries would show similar trends. The
observation of a nearly constant NSF award rate
could partially explain the nearly constant rate
of journal article publication (see Figure 14) in
the mid-1990s.

In addition to the number of grants, the
actual funding level of CVD R & D would be



20 Creighton and Ho

Metals
] 8%
SiC, BN,
other Ceramics
6%

sio,, SiN,
8%

Mo , MN_
9%

Other
Compound
Semiconductors
15%

Misc.
3%

C, Diamond,
Nanotubes
24%

Si, Ge
13%

GaN
AlinGaN
14%

Fig. 16: CVD publications in 1999, categorized by material being deposited. (MO,, MN, are metal

oxides and nitrides).

another interesting metric to examine.
Unfortunately this information is difficult to
obtain from most federal agencies, with the
exception of NSF. The total integrated NSF CVD
funding from 1989-1999 was approximately
$103 million (U.S), representing 0.2% of the
total NSF budget.

A different dimension of the publication
record can be analyzed by examining the types
of materials currently under investigation. Figure
16 shows a random sample of 750 journal
articles published in 1999 categorized according
to the material studied. Not surprisingly the
results indicate a wide spectrum of interest,
including semiconductors, metals,
superconductors, insulators and ceramics. One
CVD material that saw a rapid increase in
interest in the 1990s is diamond and amorphous
sp*>-carbon. Even more recently there has been
a growing interest in synthesizing carbon
nanotubes and fibers with CVD. Altogether,
CVD of various forms of carbon accounted for

about a quarter of all 1999 journal articles.
Studies of elemental (Si, Ge) and compound
(e.g. GaAs, GaN) semiconductors comprise a
large fraction (~42%) of the literature, due to
the numerous electronic and optoelectronic
applications of these materials. Interest in the
group-1II nitride based semiconductors (e.g.
GaN) has grown rapidly in the last few years
and now accounts for about half of the
compound semiconductor publications. Metals
(e.g. W, Cu) account for 8% of the CVD
publications, and metal oxides and nitrides
account for another 9%. Most of the remaining
literature deals with SiO,, Si,N,, and a variety

3
of other insulators and ceramics.

Summary

Chemical vapor deposition is a widely used
technique for materials processing. The field
encompasses a large variety of applications,
reactor designs, materials and chemistries. CVD



R & D has grown rapidly over the last few
decades and is a very active field today. However,
a leveling-off of publications and government-
funded research grants over the last few years
suggest that the field may be maturing. This
would be an expected result of a transition from
government-funded R & D whose aim is
publications, to privately-funded work in
industry whose aim is proprietary intellectual
property. This is consistent with the continued
growth in patents in the late 1990s observed in
Figure 14. CVD remains a critical enabling
technology for many industries, including the
computing and communications revolutions. It
should continue to be an active field of R & D
well into the 21* century, as new materials and
applications develop.
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Introduction

Surface modification, in general, provides
unique ways to change the surface and near
surface regions of a material. In structural
applications, it is typically used to improve
durability, enhance resistance to tribological
effects such as friction and wear, and increase
resistance to chemical effects such as oxidation
and corrosion. As the requirements become
increasingly complex and technically
demanding, a wide spectrum of properties are
being desired from coating systems. There is,
thus, a critical demand for systematically
designed and controlled surface modification
processes based on a fundamentally sound
understanding of the coating system dynamics
and process kinetics.

Chemical vapor deposition (CVD) is an
atomistic surface modification process where a
thin solid coating is deposited on an underlying
heated substrate via a chemical reaction from
the vapor or gas phase. The occurrence of this
chemical reaction is an essential characteristic
of the CVD method. The chemical reaction is
generally activated thermally by resistance heat,
RF, plasma and laser.! Furthermore, the effects
of the process variables such as temperature,
pressure, flow rates, and input concentrations on
these reactions must be understood. With proper
selection of process parameters, the coating
structure/properties such as hardness, toughness,
elastic modulus, adhesion, thermal shock
resistance and corrosion, wear and oxidation
resistance can be controlled or tailored for a
variety of applications. The optimum
experimental parameters and the level to which
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Fig. 1: Various fundamental aspects involved in a chemical vapor deposition process.

they must be controlled, in order to obtain
reproducible results, requires a detail
understanding of each individual system.
However, the process can be controlled through
the knowledge of the gas flow dynamics, mass
transport, equilibrium thermodynamic yields,
and possible chemical kinetic rate-limiting
mechanisms of the system.

The logical approach to the development of
aCVD coating is to first determine the feasibility
of a particular coating system. The process itself
is basically governed by the following two
important mechanisms:

e Thermodynamics which determines driving
force and

*  Kinetics which determines the rate control
of the chemical reactions.

This chapter discusses the basic principles
of CVD thermodynamics and kinetics with a

brief review of the CVD process. Various
fundamental aspects involved in a chemical
vapor deposition process are shown in Figure 1.

CVD Process

Chemical vapor deposition is a very
complex process. There are numerous factors
such as type, shape, and size of reactor, gas flow
rate and arrangement that can affect the
properties of the coating. Therefore, it is
necessary to review briefly the process itself
which includes reactor, reaction zones,
temperature, pressure, precursors, and gas flow
dynamics before discussing the thermodynamics
and kinetics of the CVD.

In general, CVD process is classified and
categorized in various ways such as low and high
temperature, low and high pressure, cold and hot
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wall, close and open system. Irrespective of type,
a CVD process must have the basic three
capabilities,
i. A process controller to deliver and control
all precursors into the chamber,
ii. An energy source to drive the chemical
reaction, and
iii. An exhaust system to remove the by-
product and depleted gases from the
chamber. Most commercial CVD reactors
are either hot-wall or cold-wall.
Hot-wall reactor is a high temperature chamber
in which the substrate is placed for coating. In
this reactor, including the substrate, all other
parts (inlet and outlet tubes) inside the chamber
get coated. On the other hand, in a cold-wall
reactor only the substrate is heated, either
resistively or inductively. Although the cold-wall
reactor is more complex, it allows greater control
over the deposition process. However, severe
natural convection can occur due to the steep
temperature gradient around the substrate.
Depending upon the reactor geometry, the gas
flow pattern can be quite complicated. In most
cases, laminar gas flow is desirable but some
local areas of turbulent flow may exist. The
nature of the gas flow patterns is influenced by
the kinetics of the various chemical reactions
which may occur in the bulk gas or on the heated
surfaces inside the reaction chamber.

For most coatings used in structural
applications, the precursor gases frequently
include inert gases such as argon and nitrogen,
reducing gases such as hydrogen, and a variety
of reactive gases such as methane, carbon
dioxide, water vapor, ammonia, chlorine, arsine,
boron trichloride, hydrogen chloride, hydrogen
floride, tungsten hexafloride. Some of the high
vapor pressure liquids e.g. titanium tetrachloride
(TiCl,), silicon tetrachloride (SiCl,) are heated
to a relatively moderate temperature (about
60°C), so that their vapor can be carried into the
reaction chamber by bubbling a carrier gas
(hydrogen or argon) through the liquid. Some
precursors are formed by converting a solid
metal or a compound into a vapor by a reaction,
for example, between aluminum metal with
chlorine or hydrochloric acid to form aluminum
chloride (AICL,). Typically, for these gas
mixtures, process temperatures range from about

600°C to about 1500°C, depending upon the
coating/substrate combination. Furthermore,
simultaneous deposition of more than one
material to obtain composite (i.e. two-phase)
coatings can be effectively used to tailor the
structure and therefore the properties of such
coating.*¢ These coatings are found in numerous
applications which includes microelectronics,
decorative, corrosion and oxidation resistance,
metal cutting, and nuclear. Wide
commercialization of the CVD process is due
to its ability to produce a large variety of coatings
of pure and multi-component compounds.

Depending upon the applications, many
variations of CVD processing are available.” One
of the variants includes moderate-temperature
or metal-organic CVD (MTCVD / MOCVD) in
which reaction temperature fall in the range of
500 to 850°C. This is usually achieved by using
metal-organic precursors, which decompose at
relatively lower temperature.! Other variants
include plasma-assisted (or -enhanced) CVD
(PACVD or PECVD) and laser CVD (LCVD).
Basically, the chemical reactions in the vapor phase
are activated by the creation of a plasma in the gas
phase, or by directing a laser beam into the gas
mixture. This process facilitates more energetic
activation of the vapor phase reactions and can
lower the reaction temperature further.

Deposition reactions generally involve
complicated chemical reaction schemes,
however overall CVD reactions can be classified
to include pyrolysis, reduction, oxidation,
hydrolysis, disproportionation, or combinations
of these.® Additionally, in certain cases the
substrate may be a part of the reaction or may
act as a catalyst. Coatings are generally grown
at sub-atmospheric pressures, although high
growth rate depositions have been done at (or
close to) atmospheric pressures.

A sequence of physico-chemical process
steps take place!°!3 in a CVD process. First the
reagents have to be supplied to the surface being
coated. The zone between the bulk of the flowing
gas and the substrate surface is the location of
the first kinetic barrier, which has to be crossed
by diffusion of gaseous species. Next the species
are adsorbed on the substrate surface, and
migrate, react and the product to be deposited is
formed to form nuclei.
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Fig. 2: A schematic diagram of the boundary layer model showing the reaction zones for ALO,

coating.

In the case of laminar flow which is
typically assumed in all models and calculations,
the gas velocity is zero at the substrate surface
and increases to a constant value (the bulk gas
flow velocity) at some distance from the
substrate. Boundary Layer Theory (BLT)
provides the key to understanding the dynamics
of these surface reactions."**!? It can help couple
the chemical and mass transport processes
occurring near or on the heated substrate surface
as gas flows over it. For fluid dynamic reasons a
more or less stagnant boundary layer occurs in
the vapor adjacent to the substrate/coating
interface. During the coating process, the
gaseous reactants and products are transported
across reaction zone 1 (Figure 2) as well as in
the main gas stream, where homogeneous
nucleation reactions in the vapor can occur.
These reactions are usually undesirable, and can
lead to flaky and/or non-adherent coatings.
Heterogeneous reactions, which in many
systems determine growth rate, occur at the
interface between zones 1 and 2 (vapor/coating).
The typically high temperatures used in CVD
can and do lead to various solid state reactions
(i.e. phase transformations, grain growth) during
the deposition process in zones 2 and 3 (coating
and the substrate). At the interface between these

zones (2 and 3) diffusion can result in the
formation of various intermediate phases, which
are of importance to the adherence
characteristics of the coating.

Thermodynamics of CVD

Significant progress has been made in
understanding and predicting the thermodynamic
behavior of the CVD process.!** Thermodynamic
calculations based on minimization of the Gibbs
free energy of the gas-solid system are useful in
predicting the influence of process variables such
as temperature, pressure, inlet gas concentrations
on the phase assemblage, the equilibrium
deposition efficiency, and the concentration and
the molecular species in the exhaust gas. The
thermodynamic equilibrium state of the CVD
system can be calculated for
i.  Partial pressures of all the gaseous species,
ii. The identification of the condensed phase,
iii. Equilibrium deposition rates possible, and
iv. Their theoretical efficiencies.

Such calculations provide limiting criteria,
and aid in establishing rate limiting gaseous
species. The reliability of these calculations, is
of course, dependent on the availability and
accuracy of thermochemical data as well as the
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identification of all the critical vapor species and
condensed phases. Additionally, it should be
noted that chemical equilibrium is rarely
achieved under most CVD flow conditions.'
Hence the thermodynamic calculations work as
a guidance for the CVD process.

The evaluation of the equilibrium
concentrations from the equilibrium constant
might involve some trial and error since the
number of gas species could be greater than two,
the number of independent relations. One of
these relations is the expression for the
equilibrium constant in terms of the standard free
energy of the reaction and the temperature and
the other results from the condition that the
system pressure is the sum of partial pressures.
Using computer programs, calculations of the
concentrations of gas and condense phase
species are made to minimize the overall Gibb's
free energy for a given system at a fixed
temperature and pressure. The Gibbs free energy,
G, of a system is given by,

G=H-TS (D
where H is the enthalpy, S is the entropy, and T
is the temperature of the system. The free energy
of formation of all vapor and condensed
constituents of the system are the most useful
data. The free energy of a chemical reaction
(AG)) can be calculated from the values of AG
and AG; according to the following equation.

AG°= Y. AG’products — ¥ AG°reactants  (2)

where AG?is related to the equilibrium constant
k.,

p
AG)=23 RT log k, 3)
the equilibrium constant is related to the partial
pressure in the system as,

n

k — IT,_,P, products 4

P lE[i:lPireactants ( )

CVD normally involves a multi-component

and a multi-phase system. There are various

ways to calculate thermodynamic equilibrium

in multicomponent systems.?® The following is

a brief discussion of the optimization method

where the minimization of Gibbs free energy can

be achieved. The free energy G of a system

consisting of m gaseous species and s solid
phases can be described by,

fis

G=Y (n*AG;, + RTInP +2Tln ;—) +Y0AG, (5)

i=n; g

where n{  number of moles of gaseous

species,

n’  number of moles of solid species

N,  total number of moles of gaseous
species,

P total pressure,

AG‘ég Free energy of formation at CVD,
temperature of gaseous species,

AG?_ Free energy of formation at CVD,

fis
temperature of solid species.

The objective of optimization calculations
is to determine the set of (n,) which minimizes
G. The solution to the above equation can be
made using computer based programs such as
SOLGAGMIX-PV?** and FACT.?® The
accuracy and usefulness of the thermodynamic
calculations depends strongly on the accuracy
of the thermochemical data used. The database
for these computer based programs are derived
from various sources””? and JANAF tables®’
which consists of thermal and formation
functions. Both these functions are temperature
dependent. Thermal functions are heat capacity,
enthalpy increments, entropy, and Gibbs energy
function. The formation functions consists of
enthalpy of formation, Gibbs energy of
formation, and the logarithm of the equilibrium
constant of formation.

A H*(T)= A, H*(298.15K) +[H"(T) — H' (298.15K)]
~Y[H (1)~ H' (29815K)]

compound

The Gibbs energy of formation is readily
calculated from the enthalpy of formation when
the entropies of the elememts are known. Thus,

AG (D) =AH (D) =TS (D) porind = 205 (D atemens} (T)

The logarithm of the equlibrium constant
of formation is thus found from the relation,

AG(T)=-RT In k, (8)

Figure 3 shows a typical JANAF
thermochemical table for A1,O,.*” This type of
data is made available in the computer database.
With specified temperature, pressure and input
concentrations, the equilibrium compositions of
gaseous and solid phases can be obtained. These
calculations can then be used to determine the
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Aluminum Oxide, Alpha (ALO,)
Enthalpy Reference Temperature = T, = 298.15 K

AlLO,(Cr)

Standad State Pressure = p° = 0.1 MPa

JK'mol! kJ mol!
T/K ce S° AG-HAT)IT He-H(T)  AH° AG® Log K,
0 0 0 Infinite | -10.020 | -1663.608 | -1663.608 | Infinite
100 12.885 | 4.295 | 101.230 | -9.693 | -1668.606 | -1641.642 | 857.506
200 51120 | 24.880 | 57.381 | -6.500 | -1673.383 | -1612.656 | 421.183
298.15 79.015 | 50.950 | 50.950 0 -1675.692 | 1582.275 | 277.208
300 79.416 | 51.440 | 50.951 0.147 | -1675.717 | -1581.698 | 275.398
400 96.088 | 76.779 | 54.293 8.995 | -1676.342 | -1550.226 | 202.439
500 106.131 | 99.388 | 61.098 | 19.145 | -1676.045 | -1518.718 | 158.659
600 112545 | 119.345 | 69.177 | 30.101 | -1675.300 | -1487.319 | 129.483
700 116.926 | 137.041 | 77.632 | 41586 | -1674.391 | -1456.059 | 108.652
800 120.135 | 152.873 | 96.065 | 53.447 | -1673.498 | -1424.931 | 93.038
900 122.662 | 167.174 | 94296 | 65.591 | -1672.744 | -1393.908 | 80.900
1000 | 124.771 | 180.210 | 102.245 | 77.965 | -1693.394 | -1361.437 | 71.114
1100 | 126.608 | 192.189 | 109.884 | 90.535 | -1692.437 | -1328.286 | 63.075
1200 | 126.252 | 203277 | 117.211 | 103.280 | -1691.366 | -1295.228 | 56.380
1300 | 129.737 | 213.602 | 124.233 | 116.180 | -1690.190 | -1262.264 | 50.718
1400 | 131.081 | 223.267 | 130.965 | 129.222 | -1688.918 | -1229.393 | 45.869
1500 | 132.290 | 232.353 | 137.425 | 142.392 | -1687.561 | -1196.917 | 41.670
1600 | 133.361 | 240.925 | 143.628 | 155.675 | -1686.128 | -1163.934 | 37.999
1700 | 134.306 | 249.039 | 149.592 | 169.060 | -1684.632 | -1131.342 | 34.762
1800 | 135.145 | 256.740 | 155.333 | 182.533 | -1683.082 | -1098.841 | 31.888
1900 | 135.896 | 264.067 | 160.864 | 196.085 | -1681.489 | -1066.426 | 29.318
2000 | 136.608 | 271.056 | 166.201 | 209.710 | -1679.858 | -1034.096 | 27.008
2100 | 137.319 | 277.738 | 171.354 | 223.407 | -1678.190 | -1001.849 | 24.920
2200 | 138.030 | 284.143 | 176.336 | 237.174 | -1676.485 | -969.681 | 23.023
2300 | 138.741 | 290.294 | 181.158 | 251.013 | -1674.743 | -937.593 | 21.293
2327.000 | 138.934 | 291.914 | 182.434 | 254.761 | - Alpha ¢> Liquid-------
2500 | 140.206 | 301.922 | 190.360 | 278.905 | -1671.142 | -873.645 | 18.254
2600 | 140.959 | 307.435 | 194.757 | 292.963 | -1669.279 | -841.781 | 16.912
2700 141754 | 312.770 | 199.030 | 307.098 | -1667.369 | -809.990 | 15.670
2800 | 142.591 | 317.940 | 203.185 | 321.315 | -2253.212 | -776.335 | 14.483
2900 | 143.511 | 322.960 | 207.229 | 335.620 | -2249.002 | -723.665 | 13.035
3000 | 144.474 | 327.841 | 211.166 | 350.019 | -2244.729 | -671.139 | 11.686
Fig. 3: A typical JANAF thermochemical table for ALO,.>
range of input conditions which will produce a WF,, +H,, +CH,, —WC, +6HF,, ©)

specific condensed phase(s) at equilibrium.**3

This type of information can be represented by
what has been known as "CVD Phase
Diagrams".!*20363% These phase diagrams are
therefore very useful in providing the range of
process parameters.

For better understanding of the CVD phase
diagrams, examples based on single component
system such as tungsten carbide coating and
multi-component system such as mullite coating
are discussed below for various process
conditions.

Tungsten carbide (WC) is known as
refractory carbide and is widely used in cutting
tool industry. Deposition of WC is considered
according to the following chemical reaction
using the WF -H_-CH -Ar system.

The thermodynamic calculations were made
at temperatures from 500-1200°C and total
pressure from 20-200 torr.! The CVD phase
diagrams (Figure 4) is a plot of the equilibrium
condensed phases which are based on the WF,
and CH, concentrations. It is observed that as
the temperature decreases, the WC phase region
expands. As the pressure increases, the WC
phase region shifts toward a higher concentration
of CH,. Thermodynamic calculations predict
that at a particular CH, concentration, WC or
WC + C will form. The line delineating the W ,C
+WC or the W Cregion from the WC region shows
alinear relation to the WF6 concentration at higher
W concentration. This can be expressed as,

X, =a+bX

CH,4 WE,

(10)
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Fig. 4: CVD phase diagrams of the WF,-H,-CH,-Ar system at 1000°C (a) 20 torr and

(b) 200 torr.®

where a = 0.000511, and b = 1.15 for the
conditions 900°C and 20 torr. Using the CVD
phase diagrams, the initial experimental
conditions were established. Experiments were
carried out using WF, concentration of 0.00165
and CH, concentration of 0.0110 at 20 torr and
at various temperatures. At a temperature of
850°C a mixture of W,C and WC was obtained,
monolithic hexagonal WC was obtained at
temperature greater than 950°C. As expected the
experimental results were not in total agreement

with the phase diagrams. Monolithic WC could
not be deposited below 900°C, rather, W,C and
W.C are obtained. This is due to the slow
decomposition rate of the CH, and the increased
stability of hydrocarbons in the gas phase at
lower temperatures. A typical SEM micrograph
of the cross-section of the WC coating on a
WC/Co substrate using the WF-H -CH -Ar
system is shown in Figure 5.

Similarly, CVD phase diagrams for the
mullite coatings from the AICL,-SiCl,-CO,-H,
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Fig. 5: Scanning electron micrograph of the cross-section of a typical WC coating on WC-Co

using WF -H,-CH -Ar system."

system at various conditions are illustrated in
Figure 6. Mullite has been targeted as one of
the prime protective coating materials for silicon
based ceramics such as SiC and Si,N, for
elevated temperature applications. The overall
chemical reaction for mullite coating using the
AICl,-SiCl -CO,-H, system is,

6AICL,,

3AL,0, « 25i0

2(s)

+28iCl,  +13CO, +13H, —

4(g) 2(2) 2(z)

+13CO,, +26HCI (11)

Figure 6 shows a ternary CVD phase
diagram of the AIC1,-SiCl -CO,-H, system at
1000°C and 75 torr. As is evident, A1203—based
products are formed along the AICI,-CO, line
and SiO,-based products along the SiCl -CO,
line. Pure oxides are predicted to form at high
CO, concentrations, oxides + carbon in the
medium CO, concentration, and oxides +
carbides in the low CO, concentration. Excess
carbon in the low CO, portion of the diagram
can be attributed to the lack of availability of O,
in the reaction to form the gaseous by-product
CO. The calculations were made keeping the
molar ratio of H,:(AICI,-SiCl,-CO,) at 5:1.
According to the phase diagram, pure mullite
can be obtained only as a line compound,

between the mullite + Al,O, and mullite + SiO,
regions. Analysis of the phase diagrams revealed
that mullite has higher Gibbs free energy of
formation (AG = -1470.52 kcal/mole) than both
ALO, (AG = -327.48 kcal/mole) and SiO,
(AG = -248.38 kcal/mole). Thus thermo-
dynamics predicted that all the oxygen available
might be used to first form mullite, then AL O,,
and finally SiO,. However, due to kinetic
limitations this sequence is not observed
experimentally. It is therefore projected that
mullite can be obtained with these starting
reactants if the stoichiometry of AICI,:SiCl, is
maintained at the same level as that of mullite
(Al:Si = 3:1). Similarly, thermodynamic
calculations made at lower temperature, 800°C,
predicted the formation of sillimanite (ALO, .
SiO,) instead of mullite. Lower pressures are
preferred for obtaining carbon-free mullite
deposits as carbon has a higher affinity to form
gaseous products such as CH, at lower pressure
than forming a solid deposit. In order to optimize
the process parameters, concentration and
deposition efficiency curves (Figure 7) can be
constructed, for example along the region
marked by section AA of the phase diagram
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Fig. 6: CVD ternary phase diagram of the AICI-SiCl,-CO,-H, system at 1000°C and 75 torr.%°

(Figure 6). Accordingly, the initial process
parameters were set CO, concentration at 90
moles and total chloride (AICI, + SiCl))
concentration at 10. A cross-section of a typical
mullite coating on SiC at 950°C and 75 torr is
shown in Figure 8. Figure 9 shows the cross-
sectional TEM and electron diffraction pattern
of a typical mullite coating on SiC. Initially at
the substrate/coating interface a nano-crystalline
zone is observed which converts to crystalline
mullite when Al:Si = 3:1 in the coating. Various
studies on CVD mullite coatings can be found
from previous publications.520-3%-44

CVD phase diagrams constructed using the
SOLGAS-MIX-PV/FACT program have been
shown to be powerful tools in the systematic
development of CVD coatings. Their primary
benefit is to initially establish the feasibility of
a particular system and establish initial process
parameters to obtain a particular deposit. Since
equilibrium thermodynamics is used to generate
CVD phase diagrams, they can only be used to
establish trends because CVD process are
typically non-equilibrium. With sufficient

calculations the complete range of deposition
parameters (temperature, pressure, starting gas
composition) over which the CVD reaction is
thermodynamically possible can be ascertained.

Kinetics of the CVD

Numerous studies on the kinetics and
mechanisms of CVD reactions have been
made. 1239448 These studies provide useful
information such as activation energy and
limiting steps of deposition reactions which are
important for the understanding of deposition
processes. The main problem in the CVD
kinetics studies is the complexity of the
deposition process. The difficulty arises not only
from the various steps of the CVD process but
also from the temperature and concentration
gradient, geometric effects, and gas flow patterns
in the reaction zones. Exact kinetic analysis is
therefore usually not possible as the kinetic data
are reactor dependent. There are several possible
rate-limiting factors but mass transport and
surface kinetics control are the most
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Fig. 7: (a) Concentration and (b) efficiency curves generated at section AA in Figure 6.2°

predominant.!>#748 Mass transport control exists
if the transport of the reactants/reaction products
across the boundary layer determines the
deposition rate. If the mass transport though the
boundary layer is sufficiently large the system
is controlled by surface kinetic reactions.

The reaction kinetics determine the rate at
which a phase will form and whether its
formation is limited by any step in the process.
Figure 10 shows the seven mechanistic steps that
have been hypothesized to occur during a vapor

deposition process."!%4-5! These steps include:

1. Transport of reactant gases into the reaction
chamber,

2. Intermediate reactants form from reactant
gases,

3. Diffusion of reactant gases through the
gaseous boundary layer to the substrate,

4. Absorption of gases onto the substrate
surface,

5. Single or multi-step reactions at the
substrate surface,
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Fig. 8: Scanning electron micrograph of the cross-section of a typical mullite coating on SiC
using AICI-SiCl,-CO,-H, system at 950°C and 75 torr.

Fig. 9: (a) Cross-sectional TEM micrograph of CVD mullite coating on SiC with diffraction patterns
from the two regions of the coating, (b) crystalline mullite, and (c) vitreous nano-crystalline
layer.
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Fig. 10: Schematic diagram of the mechanistic steps that occur during the CVD process.

6. Desorption of product gases from the
substrate surface, and

7. Forced exit of product gases from the
system.

In this model, the steps can be classified into
two categories, mass transport!3*¢7 and surface
reaction steps.>*> 46 The slowest of these steps
determines if the process is mass transport or
surface reaction limited. At lower temperatures
the deposition rate is generally surface reaction
limited. As the temperature increases, the surface
reaction rate rises exponentially, resulting in a
mass transport limited because transport
becomes the slowest step in the series of
deposition steps. Reaction resistances are often
used to predict rate-limiting steps in CVD
process.

If the process is mass transport limited, a
typical rate limiting step can be diffusion of
reactant species through the boundary layer.
According to Fick's law, the reactant flux can
be written as,

], =D (12)
RT dx

where J | is the diffusion flux of specie A, D, is
the diffusivity of the reactants, C, is the
concentration of specie A, x is the direction
perpendicular to the substrate surface, R is the
gas constant, and 7 is the absolute temperature.
An approximation for the concentration gradient

is,

dc, Ac, ¢, —c¢,
==t 13
dx Ax o (13)

where C ABis the bulk stream concentration of
specie A and C A is the surface concentration of
specie A, and d is the boundary layer thickness.
Thus, the reactant diffusion through the
boundary layer is described as,

J — DAB CAB _CAS
A=~ ‘B 5
RT )

(14)
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The binary diffusivity, D, of the reactants
in which the Leonard-Jones parameters (G, {2)
are available, is calculated through the

Chapman-Enskog theory*? by,

M, M
D,, =00018583——~ " (15)

PO
where T is the absolute temperature, M is the
molecular weight, p is the pressure, G, is the
collision diameter, and €2 . is the collision
integral, a dimensionless function of temperature
and intermolecular potential. Multi-component
systems are handled by considering an effective
binary diffusivity for each species through the
gas mixture. The reactant diffusivity in gas

mixture is determined from a mass fraction as,

I-x, &%

b, 0, as)
where x. is the mole fraction of the i" species,
D, is the effective binary diffusivity for the
diffusion of i in a mixture, and D, is the binary
diffusivity for the diffusion of i in j.

In laminar gas flow, the reactant
concentrations and gas velocity are zero at the
substrate surface and increase to the bulk
concentration and bulk stream velocity at some
distance, 8, from the substrate surface and is
given by,

5 _5.00

R (17)

The average boundary layer thickness, 8, is
then calculated by integrating the above
expression'’ over the length of the substrate and
dividing the result by the length of the substrate
as,

(18)

where L is the length of the substrate, p is the
gas density, p . is the viscosity of the gas
mixture, and U is the free stream velocity. If it
is assumed that the gas is well mixed, and there
are minimal temperature gradients, then the
diffusion path is determined by the concentration
boundary layer, 8, which is related to the
momentum boundary layer and is characterized
by a Schmidt number of unity as,

)

Sc" = 6— =1 (19)

The viscosity of a gas mixture, p ., is
calculated by,

—_ N ‘xilLLi

u,, = ; I;] X,q)ij (20)

in which
L JMT
U, =2.6693x10 TS (21)

i
where M is the molecular weight, T is the
absolute temperature, s is the collision diameter
and Q}l is the collision integral for viscosity and

. 2 - 2 M vy
q)ij :% 1+% 1+ % (MJJ (22)
] ] 1
where x, and X, are the mole fractions of species
i and j, n is the number of chemical species, .
and u, are the viscosities, and M, and M, are the
molecular weights of i and j respectively.

The kinetics of coating growth is basically
dependent on temperatures. A CVD reaction is
divided into either surface kinetic or mass
transport control. Figure 11 shows a model as
how the growth process depends on the surface
kinetics and mass control regimes.* C, is the
concentration of the bulk gas and C_ is the
concentration at the substrate interface. The
concentration of the reactants drops from the
bulk to the substrate surface and the
corresponding mass flux is given by,

J,=h(C,-C) (23)
where h_is the gas mass transfer coefficient and
is insensitive to variations in temperature. The
flux consumed at the surface of the coating
growth and can be approximated as first order
by,

J,=kC, (24)
where k_is the rate constant for the slowest
surface reaction. In a steady state conditions,

JgS = JS, S0,

1+Ei (25)
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Fig. 11: Schematic diagram of the growth process model.*

Ifk >> hg, the system is mass controlled where
low gas transport rate through the boundary layer
limits the rapid surface reaction. Surface reaction
control dominates when hg >>k_ (C, approaches
Cg), the surface reaction is slow even through
sufficient reactant gas is available. Additionally,
hg increases with increasing pressure and
decreasing temperature, and k_follows the
Arrhenius equation. Thus surface reaction
resistance increases more readily than hg with
decreasing temperature. Therefore surface
kinetics control is readily achieved at low
temperature, low pressure, low concentration of
reactants, and high gas flow rates. Figure 12
show the schematic diagram illustrating the
effect of temperature, pressure, and kinetics on
the growth rate.>

Using these simplified models, process
variables can be varied so that the deposition
process is either limited by gas-phase diffusion
to the substrate surface or by reaction at the
substrate. Such control of the process is valuable
because, for example, geometric surface
irregularities in the substrate (grooves and
corners) are coated uniformly in a kinetically
controlled process, but in a process controlled
by diffusion a protrusion receives a thicker
coating while a depression is thinly coated.

The most important aspects of the deposition
process are nucleation and growth.’¢-** This
phenomena can be understood in terms of the
kinetics of formation of the nuclei of a solid
phase by the clustering of atoms in a gas phase,
followed by the interaction of further vapor
atoms with the growing surface. Classical
nucleation involves the formation of a critical
radius (balancing of Gibbs free energy involved
in making the nucleus, and increase in the
surface area of the cluster) whereas the critical
radius is of atomic dimensions in most CVD
reactions because of the high supersaturation.®”
58.60 The various steps during the heterogeneous
nucleation of an element A on a substrate is
schematically shown in Figure 13.°> Due to
reaction between hydrogen and AX, the A atoms
formed are absorbed on the surface of the
substrate. Surface diffusion and possibly direct
impingement of A atoms from the vapor leads
to nucleation. Lateral growth and coalescences
results in the formation of an adherent coating.
Several models have been developed to treat both
the two and three dimensional cases.®'%

The rate of the nucleation can be calculated
from the knowledge of free energy of formation
of adatom of size i for individual molecules. The
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Fig. 12: Schematic diagram illustrating the effect of temperature, pressure and kinetics on the
growth rate.®®
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Fig. 13: Schematic representation of the various mechanistic pathways that can occur during the
nucleation of A on a substrate during H, reduction of AX.>
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nucleation rate is nothing but the rate at which
single molecule collide with cluster of size i,

J=L"wn’ (26)
where L" is the perimeter length of the cluster

and is the surface diffusion related impingement
rate and is given by,

G
RT
v, surface vibrational frequency

a  jump distance for surface diffusion

and
n"=n, exp| — AG,
| EXp RT

where n” is the concentration of critical size
nuclei.

Thus, the nucleation rate for heterogeneous
nucleation is,

W=n,av,exp (_A “d ) 27)

(28)

J=Lav,n’ exp—[AGSd +AG, ]

RT

Based on the TLK (terrace, ledge and kink)
model, growth on a perfect vicinal and singular
surface proceed by a sequence of steps involving
adsorption from vapor to form a surface adatom.
This adatom diffuses to a kink site of the surface
and incorporate into the crystal at the kink site.
In order to determine the growth rate, the rate of
formation of stable cluster must be determined.
This is the rate at which cluster of radius r* grow
by the addition of one incremental atom from
the adlayer. The rate is given by,

J=Z(2mn )anlv, exp(_ﬁgs‘l )exp[_ﬁg ] (29)

where Z is the non-equilibrium factor. It is found
in practice that the pre-exponential part of the
expression does not differ greatly from system
to system and is on the order of ¢®. The factor
that influences J with changing P and T is AG”,
within the relation,

AG” =—RTln[PJ (30)

Q P

0

where = N is the volume per atom

Av

Thus, J in terms of (P/P)_., where J = 1 per
cm’ per sec lies in the range of (P/P), is given by,

TthQy’
(P/PO)crit:eXp(m) (31)
h =5,
where Y h

€ is the edge surface energy per centimeter of
perimeter and % is the height of mono-atomic
cluster. Thus, (P/P ) . is strongly dependent on
both y and T, making the critical factor of the
growth of two-dimensional nuclei rate as,

X

A
where X is the mean free path for adatom
diffusion on the surface and A is the ledge
spacing. This holds when an atom strikes the
surface of the same substrate material. If A >> X,
most adatom will desorb before reaching the
ledges and the growth rate will be low. When
X >> A, almost all adatom will reach the kink
sites and growth rate will approach the ideal
growth rate. Below (P/P) ., the growth rate will
be very low and will rise to ideal rate with
increasing (P/P ) .. When the surface is
imperfect, the imperfection allows growth at
supersaturations much lower than (P/P)_. .

The three basic growth modes are shown in
Figure 14. Voller-weber or island mode
(Figure 14a) is formed when the smallest stable
clusters nucleate on the substrate and grow in a
three dimensional way. This type of growth takes
place when atoms or molecules in the deposit
are bound to each other than to the substrate.
The layer type of growth (Figure 14b) forms
when the atoms or molecules in the deposit
attract more strongly to the substrate than to each
other. The intermediate mechanism follows with
layer + island type growth (Figure 14c). The
transition from two to three dimensional growth
is not completely understood. This mode could
be formed either due to the film substrate lattice
mismatch or release of high energy at the
deposit-intermediate layer interface. Thus, the
composition and structure of the substrate can
have a tremendous effect on the initial nucleation
and growth of a coating. Figure 15 shows the
surface morphologies of the mullite coatings
growing under identical conditions on various

(32)
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Fig. 14: Schematic diagrams of the three different modes of the thin film growth: (a) island,
(b) layer, and (c) layer + island.

Fig. 15: The effect of substrate on the nucleation and growth of mullite coatings using a the gas

mixture of AICI,-SiCl,-CO,-H,.%®

substrates.®* As is evident, the nucleation and the
growth rate on each of them is very different.
Supersaturation and deposition temperature
(diffusion) are the two critical factors that can
be effectively used to control the morphology
of the coating® as can be seen in Figure 16a.
The effect of changes in the supersaturation of
the reactive gases combined with thermo-
dynamic phase equilibria calculations can be
effectively used to understand and therefore
control the morphology of the deposit
(Figure 16b). It was established that the
formation of whiskers or polycrystalline TiC is
dependent on the level of free carbon present in
the TiCl,-CH,-H, gas mixture. A typical cross-

section of a TiC coating and surface morphology
of the TiC whiskers are shown in Figure 16.
Control of the coatings microstructure is, of
course, imperative to optimize its mechanical
properties.®>® The most desirable coatings for
structural applications (mechanical strength and
fracture toughness) consist of very fine, equiaxed
grains. Epitaxial deposits result from conditions
of low reactant concentrations and sufficiently
rapid surface diffusion. Deposits consisting of
randomly oriented fine grains near the substrate
surface which grow into larger columnar grains
of preferred orientation at higher reactant
concentrations and more limited diffusion.” This
microstructure can typically be produced at still
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Fig. 16: (a) Effect of supersaturation-temperature-structure relationship on the vapor deposited

coatings,® (b) the effect of free carbon on the morphology of the TiC deposition for a gas
mixture of TiCl,, CH, and H,, (1) cross-section of the TiC coating on WC-Co, and (2)
surface morphology of the TiC whiskers.

higher concentrations and conditions under = emphasis on structural applications.

which surface diffusion is limited. Thermodynamic calculations can be used to
guide and find the range of initial process
Conclusions parameters. Kinetically the CVD process is very

complex and most established mechanisms are
still some what controversial. Nevertheless, a

This chapter discusses the thermodynamic N : s X
insight into surface kinetic reactions, mass

and kinetics of the CVD process with particular
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transport phenomena, nucleation, and growth of
the coating is necessary and helpful in the
development of new or improved coatings.
Knowledge of these basic principles involved
in the CVD process are deemed necessary both
for systematic development of coatings and for
the pragmatic utilization of the CVD process
itself.

References

10.

11.

12.

13.

14.

15.

16

K.F. Jensen, Microelectronics Processing:
Chemical Engineering Aspects, D.W. Hess
and K.F. Jensen, eds., American Chemical
Society, Washington, DC, 1989, p.199.
K.H. Habig, Journal of Vaccum Science
Technology A, Vol.4, No.6, 1986, p.2932.
V.K. Sarin, H.E. Hintermann and
G. Gindraux, US Patent 4,745,010, 1988.
V.K. Sarin, H.E. Hintermann and
G. Gindraux, US Patent 4,751,109, 1988.
W.A. Bryant, Journal of Materials Science,
Vol.12, 1977, p.1285.

M.L. Auger and V.K.Sarin, Proceedings of
the 14th International Confernce on
Chemical Vapor Deposition, Paris, France,
The Electrochemical Society, Pennington,
NIJ, 1997, p.302.

H.O. Pierson, Proceeding of Advanced
Materials Manufacture, Vol.3, No.1, 1988,
p-107.

K.K. Yee, Int. Met. Rev., Vol.1, 1978, p.19.
M.L. Hammond, Solid State Technol.,
Vol.11, 1979, p.61.

J.O. Carlsson, Less-Common Met., Vol.71,
1980, p.15.

J. Korec and M. Heyen, Journal of Cryst.
Growth, Vol,60, 1982, p.286.

K.E. Spear, Journal of Pure Appl. Chem.,
Vol.54, No.7, 1982, p.1297.

W.L. Holstein, J.L. Fitzjohn, E.J. Fahy,
P.W. Gilmour, and E.R. Schmelzer, Journal
of Cryst. Growth, Vol.94, 1989, p.131.
W.B. White, W.M. Johnsson and
G.B. Dantzig, Journal of Chem. Phys.,
Vol.28, 1958, p.751.

G. Eriksson, Acta Chem. Scand., Vol.25,
1971, p.2651.

C. Bernard, Proceedings of the 8th

17.

18.

19.

20.

21.

22.

23.

24.
25.

26.

27.

28.

29.

International Conference on CVD,
Gouvieux, France, The Elecrrochemical
Society, Pennington, NJ,1981, p.3.

P. Sourdiaucourt, A. Derre, P. David,
P. Delhaes, Proceedings of the 14th
International Confernce on Chemical Vapor
Deposition, Paris, France, The Electro-
chemical Society, Pennington, NJ, 1997,
p.31.

E.Blaquet, A.M.Dutron, C.Bernard,
G.Llauro and R.Hillel, Proceedings of the
14th International Confernce on Chemical
Vapor Deposition, Paris, France, The
Electrochemical Society, Pennington, NJ,
1997, p.23.

Mark Fitzsimmons and Vinod K Sarin,
Surface and Coating Technology, Vol.76-77,
1995, p.250.

R.P. Mulpuri and V.K. Sarin, Journal of
Materials Research, Vol.11, 1996, p.1315.
John L. Vossen and Werner Kern, Thin Film
Processes, Academic Press, New York,
1978, p.257.

C. Bernard, Proceedings of the Eighth
International Conference on Chemical
Vapor Deposition, J.M. Blocher,
G.E. Vuillard, G. Wahl eds., Electrochemical
Society, New York, 1981, p.3.

F. Van Zeggeren and S.H.Storey, The
Computation of Chemical Equilibria,
Cambridge University Press, London and
New York, 1970.

G. Eriksson, Chem. Sc., Vol.8, 1975, p.100.
T.M. Besmann, Rep. ORNL/TM-5775, Oak
Ridge National Laboratory.

C.W. Bale, A.D. Pelton, and W.T. Thompson,
F*A*C*T 2.1, Ecole Polytechnique de
Montreal/Royal Military College, Canada,
1996.

M.W. Chase, Jr., C.A. Davies, J.R. Downey,
Jr., D.J. Frurip, R.A. McDonald, and
A.N. Syverud, JANAF Thermochemical
Tables, 3rd Edn., National Bureau of
Standards, NSRDS, 1985.

A.D. Mah, Bureau of Mines Report of
Investigation BM-RI-6337, 1963.

I.Barin and O.Knacke, Thermochemical
Properties of Inorganic Substances,
Springer, Berlin, 1973.



42

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

Pattanaik and Sarin

L. Vandenbulcke, Journal of Electrochem.
Society, Vol.128, 1981, p.1584.

F. Teyssandier, M. Ducarrior and
C. Bernard, Journal of Less-Common Met.,
Vol.78, 1981, p.269.

A.L. Kingon, L.J. Lutz and R.F. Davis,
Journal of American Ceramic Society,
Vol.66, No.8, 1983, p.551.

A.l. Kingon, L.J. Lutz, P. Liaw and
R.F. Davis, Journal of American Ceramic
Society, Vol.66, No.8, 1983, p.558.

F. Teyssandier, M. Ducarrior and
C. Bernard, Journal of Less-Common Met.,
Vol.78, 1981, p.269.

T.M. Besmann and K.E. Spear, Journal of
Electrochem. Soc., Vol.124, 1977, p.786.
K.E. Spear, Proceedings of the 7th
International Conference on CVD,
T.O. Sedgwick and H. Lydtin, eds.,
Electrochemical Society, Pennington, NJ,
1979, p.1.

E. Randich and T.M. Gerlach, Thin Solid
Films, Vol.75, 1981, p.271.

H. Hannache, R. Naslain, and C. Bernard,
Journal of Less-Common Met., Vol.95,
1983, p.221.

V.K. Sarin and R.P. Mulpuri, U.S. Patent
No.576008, 1998.

M.L. Auger and V.K. Sarin, Surface and
Coatings Tech., Vol.94-95, 1997, p.46.
A.K. Pattanaik and V.K. Sarin, Surface
Modification Technologies,
T.S. Sudarshan, K.A. Khor, and M. Jeandin,
eds., ASM International, Materials Park,
Ohio, Vol.12, 1998, p.91.

S.N. Basu, A K. Pattanaik, and V.K. Sarin,
Emerging Trends in Corrosion Control,
A.S.Khanna, K.S.Sharma and A.K.Sinha,
eds., NACE International (India Section),
Academia Books International, New Delhi,
India, Vol.2, 1999, p.1016.

Ping Hou, S.N. Basu and V.K. Sarin,
Journal of Mater.Res., Vol.14, No.7, 1999,
p-2952.

S.N. Basu, Ping Hou, and V.K. Sarin,
International Journal of Refractory Metals
and Hard Materials, Vol.16, 1998, p.343.
J. Arndt and G. Wahl, Proceedings of the
14th International Confernce on Chemical
Vapor Deposition, Paris, France, The

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

Electrochemical Society, Pennington, NJ,
1997, p.147.

Francis Teyssandier and Mark D. Allendorf,
Proceedings of the 14th International
Confernce on Chemical Vapor Deposition,
Paris, France, The Electrochemical Society,
Pennington, NJ, 1997, p.15.

C.H.J. van den Breckel, Acta Electron.,
Vol.21, 1978, p.209.

W.A. Bryant, Surface Modification
Engineering, R. Kossowsky, ed., CRC
Press, Boca Raton, FL, Vol.1, 1989, p.199.
V.K. Sarin, Surface and Coating
Technology, Vol.73, 1995, p.23.

K.E. Spear, Proceedings of 5th Eurpean
Conference on CVD, J.O. Carlsson and
J. Lindstom, eds., Uppsala, Sweden, 1985.
M.E. Jones and D.W. Shaw, Treatise on
Solid State Chemistry, N.B. Hannay,
Plenum Press, NY, Vol.5, 1975, p.283.
R.B. Bird, W.E. Stewart, and
E.N. Lightfoot, Transport Phenomena,
Wiley, NewYork, 1960, p.495.

F.M. White, Fluid Mechanics, McGraw Hill
Book Company, New York, 2nd edn., 1986.
Milton Ohring, The Material Science of Thin
Films, Academic Press, San Diego, 1992.
V.K. Sarin, Journal of Hard Materials,
Vol.2, No.1-2, 1991, p.115.

J.H. Oxley, Transport Processes in Vapor
Deposition, C.F. Powell, J.H. Oxley, and
J.M. Blocher, Jr, eds., John Wiley & Sons,
New York, 1966.

J.P. Hirth, Am. NYAcad. Science, Vol.101,
1963, p.805.

D. Walton, Journal of Chem. Phys., Vol.37,
1962, p.2182.

J.P. Hirth and G.M. Pound, Prog. Mater.
Science, Vol.2, 1963, p.41.

J. Bloem and W.A.P. Claassen, Philips Tech.
Rev., Vol.41, 1983, p.60.

J.B. Hudson, Surface Science: An
Introduction, Butterworth-Heinemann,
Stoneham, MA, 1992.

C.E. Neugebauer, Handbook of Thin Film
Technology, L.1. Maissel and R. Glang, eds.,
McGraw-Hill, New York, 1970.

J.A. Venables, G.D.T. Spiller, and
M. Hanbrucka, Rep. Prog. Phys., Vol.47,
1988, p.399.



Chemical Vapor Deposition
Jong-Hee Park, T.S. Sudarshan, editors, p45-80
DOI:10.1361/chvd2001p045

Chapter 3

Copyright © 2001 ASM International®
All rights reserved.
www.asminternational.org

Stresses and Mechanical Stability of

CVD Thin Films

M. Ignat
L.T.PC.M.-E.N.S.E.E.G.BP.75
Domaine Universitaire

38402 Saint Martin d'Héres, Cedex, France

Introduction

The use of thin films and coatings obtained
by Chemical Vapor Deposition (CVD) expands
continuously. Nowadays it includes rather
different technological applications such as
tribological applications, microelectronics or
biotechnologies.

However, to consider any of the mentioned
applications, a certain number of problems have
to be understood and solved. Indeed, film on
substrate systems are subjected to internal
stresses produced by thermoelastic mismatch,
or to external mechanical stresses applied
monotonically or cyclically. Then they are likely
to be damaged by mechanisms that produce bulk

and/or interface failures. For example, after their
deposition the mechanical stability of the films
on their substrates, remains initially an essential
point which defines their reliability.

The evolution of the mechanical stresses in
the film on substrate systems and the related
mechanisms: cracking, debonding, plastic
relaxation, have been assembled with the notion
of Mechanical Stability, which was introduced
by Klokholm.! Using brittle fracture energy
criteria,>? this author demonstrated that the bulk
cracking of a film and its detachment from the
substrate are controlled by the intensity of the
stored elastic energy. In the case of a thin film
subjected to in plane isotropic stress, the elastic
energy ‘U’ stored per unit area of film is expressed
by the following relation:
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in which o, is the normal stress component in
the plane of the film. E,, v, and h represent
respectively Young’s modulus, Poisson’s
coefficient and the thickness of the film. The
film becomes mechanically unstable when the
stored elastic energy reaches a critical value. For
example, a film subjected to a tensile stress,
cracks when U is equal to the film’s bulk
cracking energy. Conversely, a film subjected
to a compressive stress may become detached
when U is equal to the interface cracking energy.

The mechanical stability of the film
therefore depends either on its bulk resistance
to cracking or on its interface stability. Its bulk
resistance may be characterized by the
mechanics of continuous and homogeneous
media failure. In contrast, analyzing its interface
stability involves modeling the mechanics of
non-homogeneous media failure,* and
sometimes taking into account factors that are
intrinsically linked with the nature of the
interface. These factors, such as roughness® and
the reactivity or crystallinity of media in contact
govern adhesion, a parameter that cannot be
reduced to a specific physical value.

Qualitatively speaking, the term adhesion
designates the cohesion between two media,
whether they be identical or not. However, it is
more difficult to give a quantitative definition.
This concept may be understood from three
complementary angles:® fundamental adhesion,
thermodynamic adhesion and experimental
adhesion.

Fundamental adhesion is connected with the
nature of the bonds producing cohesion between
two media. These bonds may be classified into
two categories, namely strong bonds (polar,
covalent and metallic bonds) and secondary
bonds (hydrogenous and Van der Waals bonds).’
Different atomic or molecular models have been
proposed to describe the electronic structure of
interfaces.>'° None however, is sufficient for
calculating the intensity of adhesion forces for
systems of practical interest.

Thermodynamic adhesion is defined as the
reversible work W_ needed to create an interface
of unit area between two media, A and B. It is

often referred to as “adhesion work” in
wettability studies'! and is expressed by Dupré’s
relation:'?

Wud il N Rl N (2)
where v, and v, are the free surface energies of
the media A and B and vy, , the free energy of the
interface A/B.

Lastly, experimental adhesion is quantified
by an interface cracking energy.'* This energy
is measured during mechanical adhesion tests.
For a film/substrate system, the principle of such
tests involves imposing a mechanical stress at
the interface either through the film or substrate
and then detecting the critical threshold above
which interface failure begins to occur.
Unfortunately, the wide variety of adhesion tests
currently used means that the values of the
interface cracking energy measured for the same
system are often extremely scattered.'*

To optimize the mechanical stability of a
film deposited on a substrate or of a multilayer
system, it is therefore necessary to understand
the mechanisms causing bulk and interface
damage. An analysis of this kind involves using
a series of appropriate and complementary
mechanical tests.

The results obtained from preliminary
studies!>!¢ have opened up new prospects for
research into the mechanical behavior of CVD
thin films.

Residual Stresses and Damage

The first mechanical problems of a
fundamental nature may occur as soon as the
thin film is deposited on the substrate, even
before any further processing (as engraving for
films intended for microelectronics). The film
is far less rigid than the substrate at this point.
In the absence of any external mechanical stress,
the elastic interaction between film and substrate
generates mechanical stresses. These are
commonly referred to as “internal stresses” or
“residual stresses”. The latter expression will be
adopted in this chapter. The deposited film is
thin and homogeneous, and the residual stresses
are considered to be flat and constant through
the thickness of the film.
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Schematic representation of the elastic interaction between a thin film and substrate,

generating residual stresses in the system, as described in the text.

In order to understand the presence of these
residual stresses, the creation of a film/substrate
system may be broken down as follows Figure 1.
1. At the film deposition temperature T, the

system is free of any mechanical stress

(Figure 1a).

2. If'the film is detached from the substrate at
the same temperature (Figure 1b), it is not
under stress, and its longitudinal dimensions
still correspond to those of the substrate.

3. Assuming, for example, that there is
differential contraction in the film and
substrate (Figure 1c). The film, now
detached from the substrate, is still free of
stress.

4. The film is now stretched so that it once
again has the same dimensions as the
substrate (Figure 1d).

5. The film is now made to adhere once again
to the substrate (Figure 1e).

6. The stress is now no longer applied
(Figure 1f). The film tends to contract but
the rigid substrate to which it is adhering
does not.

At mechanical equilibrium, the film/
substrate system is therefore curved. In the example
shown in Figure 1, the curve is concave and
corresponds to a residual tensile stress in the film.
A stress gradient is formed in the substrate, with
compression occurring at the interface. Conversely,
the system would be convex if the film were
subjected to a residual compressive stress.

Residual stresses are therefore generated
throughout the film/substrate system in which
the dimensions of the film change in respect to
those of the substrate (Figure 1c). These stresses
will depend on the deposition conditions
(temperature, pressure, gas flux, etc.) and on the
heat treatment applied to the system after
deposition.



48 Ignat

Leaving aside the special case of epitaxial
stresses resulting from parameter differences
between two monocrystalline media, the residual
stresses in a film/substrate system have two
components, one thermoelastic and the other
intrinsic.

Thermoelastic stresses are generated during
a change from the deposition temperature T, to
another temperature T . The difference between
the thermal expansion coefficients of the film
(f) and substrate (s) cause deformation 8ih to
occur in the film plane. This is constant
throughout the thickness of the film, such that:

T
ef = | [or,(1)- o ()] dT 3)
d
In this relation, o and o are the thermal
expansion coefficients of the substrate and film.
These depend on the temperature T. If the film
is homogeneous and elastically isotropic, the
in plane thermoelastic stress is expressed by:

I [ot,(1) - a, (1] dT @)

E, and v, are respectively Young’s modulus and
Poisson’s coefficient for the film. Furthermore,
assuming that the thermal expansion coefficients
are independent of the temperature, the
thermoelastic stress increases linearly with the
film deposition temperature.

As far as the intrinsic stresses are concerned,
they are associated with the film growth process.
If the incident atoms are not sufficiently mobile
at the surface of the substrate, later atom
rearrangements associated with changes in film
volume may generate this type of stress.'®
Generally, these stresses decrease as the
deposition temperature increases. Physical
models describing the microstructural
modifications that cause intrinsic stresses, are
however scarce."” For example, the growth of
grains,” the rearrangement of atoms at grain
boundaries?! or partial or total crystallization of
amorphous films result in volume decreases that
generate intrinsic tensile stresses. Moreover, the
absorption of water by hydrophilic and micro-
porous films causes their volume to increase,
producing an intrinsic compressive stress. It
should also be pointed out that the ion

arrangement acting at the scale of the atomic
structure also produces similar effects.

The overall residual stress in the film is
equal to the sum of the thermoelastic component
and intrinsic component. In the case of low
deposition temperatures, the intrinsic stress is
still the main contributing factor to the overall
residual stress. In contrast, in the case of high
deposition temperatures, the thermoelastic stress
predominates. Therefore, while the signs of these
stresses are identical, there is an intermediate
deposition temperature for which the residual
stress is minimised (Figure 2).

Examination of thin films, or structures built
up of homogeneous CVD thin films indicates
that they should be susceptible to spontaneous
mechanical damage (Figure 3). For example a
structure intended for microelectronics is in fact
composed of a great variety of CVD and non
CVD deposited materials, with very different
physical, thermal and mechanical properties.
Consequently, severe residual stresses are
generated. Furthermore, from an initial
multilayer a definitive structure for
microelectronics has relatively complex
geometric shapes with angular patterns. These
act as mechanical singularities where stress
concentrations are generated. They are
potentially sensitive to mechanical stresses and
damage may therefore tend to occur more often
there.

The discussion here will be restricted to
mechanical damage due to residual stresses
alone, without considering other phenomena.

Regarding the damage mechanisms,
spontaneous cracking and detachment of
uniform films may occur in the early stage of a
structure formation.” In the case of thin films
subjected to residual tensile stresses, the film
deposited on the substrate generally becomes
mechanically unstable when the stored elastic
energy U corresponds to the bulk cracking
energy of the film (Figure 3a). As the crack
spreads through the thickness of the film, it may
produce plastic deformation of the substrate
when it reaches the interface (Figure 3b) or be
deviated at the interface and cause the film to
become detached (Figure 3c), or propagate
inside the substrate (Figure 3d). Figure 4 shows,
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Fig. 2:

Schematic representation of changes in thermoelastic stress ¢

4 intrinsic stress o, and

overall residual stress o, in a thin film as a function of deposition temperature T _.*"

for example, the failure of a CVD film of silicon
nitride, through cracking and detachment due
to excessively high residual tensile stress and
poor adhesion.

Conversely, if the residual stress is
compressive, mechanical instability occurs when
U is equal to the interface cracking energy. In
this case, an interface crack that has already
begun to form from a defect propagates when
the detached part of the film buckles. This
mechanism leads to the formation of a blister
(Figure 3e). The interface crack may then
propagate through the thickness of the film,
leading to flaking (Figure 3f).

Other types of damage may be produced
through thermomechanical effects. For example,
when being annealed at 450°C a CVD aluminum
film on a Si substrate is subjected to compressive
thermoelastic stresses owing to the considerable
difference between the thermal expansion
coefficients of aluminum (o, = 23 x 10° °C")
and the silicon substrate (o, = 3.5 x 10 °C").
When cooling, the film may therefore contract
by as much as 1%. Due to the combined action

of residual stresses and temperature, diffusion
mechanisms may be active, especially at grain
boundaries. Aluminium atoms then accumulate
at triple boundaries, producing hillocks on the
free surface of the film.” They may be as high as
the film is thick.

After cooling and by virtue of their shape,
these hillocks form singularities where stress
concentrations will encourage cracking and then
flaking of any brittle thin passivation film after
it has been deposited on the aluminum (Figure 5).

Consequently, considerable residual stresses
may be generated as soon as a film is deposited.
These usually include a thermoelastic
component and an intrinsic component and can
concentrate near singularities. Singly or in
combination with external forces, they may
activate different damage mechanisms within a
single film or a multilayer. For example,
aluminium films may be damaged by the
formation of hillocks of thermal origin, by
plastic deformation or extruding of grains or
cavity formation. In addition, other brittle
passivation films deposited may crack, become
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Fig. 3: Schematic representation of various types of failure associated with the mechanical
instability of a film deposited on a substrate. (a) cracking of a thin film subjected to residual
tensile stress, (b) plastic deformation of the substrate at the end of the crack, (c) deviation
of the crack at the interface, (d) cracking of the substrate, (e) detachment and buckling
(formation of a blister from an interface defect) of a film subjected to residual compressive
stress, and (f) deviation of the crack through the thickness of the film (flaking).

detached or flake. These failures may strongly
restrict any further application.

In order to analyze the reliability of these
film(s) on substrate structures, it is therefore
necessary to know the mechanical and
microstructural properties of the various
materials beforehand, and then study the
mechanical stability of the complete assembly.

Experimental Analysis of
the Mechanical Stability of
CVD Films

A standard experimental method for
studying the mechanical stability of films on
substrates consists of straining the system in

uniaxial tension. Then, a network of transverse
cracks develops in a brittle film, while adhesion
failure can occur at the interface. The progress
of damage can be related to the mechanical
properties of the system: Young’s moduli of the
film and substrate, yield stress of the substrate,
fracture toughness of the film, strength of the
interface, flaw distribution and residual stresses
in the film.

Models describing the mechanics of
cracking and loss of adhesion occurring in
uniaxially stretched film/substrate systems are
numerous.

Hu and Evans® have analyzed the cracking
and decohesion of brittle Cr films deposited on
Al and stainless steel substrates taking into
consideration the critical values of non-
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Fig. 4: SEM image showing spontaneous cracking and detachment of a film of PECVD silicon
nitride (h = 0.18 pm) deposited on a aluminum substrate.

Passivation Passivation

Fig. 5: (a) Plastic deformation of aluminum due to residual tensile stress and cracking of the
passivation film (T=T__,), (b) dislodging of a grain of aluminum due to residual compressive
stress and cracking of the passivation film (T > T ,), and (c) optical scan showing
dislodging of grains in a uniform unpassivated aluminum film. This damage was produced
by heating cycles at temperature up to 400°C.



52 Ignat

dimensional parameters related to the elastic
properties of the deposited films and the
substrates.

Delannay and Warren® have studied the
interaction between parallel cracks by
considering the energy release rate associated
with the propagation of a new crack among an
already existing crack network.

More recently, the cracking in layered
materials has been extensively reviewed by
Hutchinson and Suo® and Ye et al.”’

Statistical models of fracture describing the
multiple cracking in hard coatings through the
evolution of the crack density have been
proposed by several authors. Gille and Wetzig?®
have described the dependence of the crack
density on a random distribution of flaws in the
brittle film. This statistical model derives the
strength distribution function obtained as a
Weibull law.?? Mézin et al.*® have analyzed the
distribution of the distances between the cracks
and the evolution of the crack density with the
strain in Mo films deposited on steel substrates.
This approach defines the evolution of the
fracture probability of the film with the strain
and leads to the measurement of the length of
the zone in which the normal stress is relaxed
on both sides of the cracks.

The interface shear strength of a SiO, film
deposited on a Cu substrate has been evaluated
by Agrawal and Raj*! by considering the spacing
distribution between the cracks for applied
strains corresponding to the saturation of the
network of transverse cracks.

Using fracture mechanics and the Griffith’s
energy criterion, Chow et al.*> have derived an
analytical relation to determine the interfacial
fracture energy between a brittle film and a
polymeric substrate.

Faupel et al.*® have analyzed the adhesion
of metal films deposited on polymer substrates
strained in an optical microscope. The
deadhesion energy was deduced from the
difference in the stress versus strain curves
between the film/substrate system and the
substrate only.

Continuous observations of the evolution
of damage, associated with the measurement of
the corresponding stresses and strains, are

necessary for a precise experimental study.
Because of higher magnification and a better
focusing depth, in situ tests in a scanning
electron microscope permit efficient
observations and analysis of the damage
progress in film/substrate systems.**3®

In the following, we present two examples
related to analysis of the mechanical stability of
CVD films on substrates. One case describes
systems intended for microelectronic devices
(passivation films on a aluminium substrate), and
the other describes coatings intended for wear
and corrosion protection of steels.

Passivation Films
Deposited by PECVD

As recalled in the introduction during the
first manufacturing stages of integrated circuits,
the coupling of metals for interconnections with
materials for isolation and protection
(passivation materials) is subject to reliability
hazards, principally because of the large thermal
expansion mismatch existing between the metals
and the passivation materials.*®* Consequently,
improvement of the mechanical stability of the
film/substrate systems requires an
understanding of their response to failure.

To begin, we present an example of the
mechanical stability of systems consisting of
brittle PECVD films of two kinds of passivation
material, on Al substrates using an in sifu tensile
test. The passivation materials are silicon nitride
(Si,N,) and 4.5 wt.% phosphorus doped silicon
oxide (Si10,:4.5 wt.% P). We also investigate the
effects on damage progress by a thermally grown
alumina (ALQ,) interlayer and by the presence
of scratches on the Al surface. For each system,
the experimental observations of the film
cracking onset are analyzed through the
approach of Hu and Evans.?* Then, multiple film
cracking is described by the evolution of the
crack density with the longitudinal strain applied
to the system. Finally, the interfacial strength is
evaluated by extending the approach of Chow
et al.** to the particular adhesion failure observed
in the systems.
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Samples and Microstructural
Observations

The different PECVD film/substrate systems
are schematically presented in
Figure 6a. The substrates correspond to 99.99%
pure Al, mechanically polished with a 0.3 um
alumina powder, then finally electrolytically in
a70% methanol-30% nitric acid solution. When
exposed to air, a native aluminum oxide of about
3 nm is produced. The substrates were coated
with a dielectric film of a passivation material:
either Si.N, or Si0,:4.5 wt.% P. These systems
are, respectively, denoted as system A and
system C. The Si,N, films were produced by
plasma enhanced chemical vapor deposition at
atemperature of 360°C, while the SiO,: 4.5 wt.%
P films were chemically vapor deposited at a
temperature of 420°C. For both passivation
materials, the thickness of the films was 0.8 um.

Before film deposition, several Al substrates
were annealed in air at 590°C for two hours.
Under these conditions, a 40 nm thick thermally
grown AL O, is formed.* With these substrates
also coated with Si,N, films (system B) and
SiO,: 4.5 wt.% P films (system E), the aim is to
compare the mechanical behavior of systems
with a native oxide interlayer (systems A and
O) to that of systems having a thermally grown
Al O, interlayer (systems B and E).

Finally, before the deposition of the SiO,:
4.5 wt.% P film, the surface of an Al substrate
was intentionally scratched by mechanical
polishing. The scratches were about 1.5 um
wide, 1 um deep, and were oriented 45° with
respect to the longitudinal axis of the sample.
This system (denoted as D), permits analysis of
the effect of an interfacial roughness.

Unfortunately, it was not practical to
determine directly the residual stresses and
strains in the dielectric films for these samples.
However, measurements on similar films
showed compressive stress values of the order
of 100 MPa for the Si3N . films, and 50 MPa for
the SiO,:4.5 wt.% P films.*' The corresponding
residual strains are thus of the order of 0.001.
Although these strains are not negligible, they
are substantially smaller than the cracking strains
we observed, but are within the uncertainties of

our measurements. Consequently, we do not
include them in our analysis.

The samples (Figure 6b) were loaded into
an in situ tensile testing device adapted to a
scanning electron microscope. Because the
straining system induces a symmetrical
displacement of the grips with respect to the
center of the sample, the observation of damage
progress does not need a systematic focusing and
recovery of the image. For each system, four
regions were chosen in the central part of the
sample and were observed under a magnification
of 200. In each region, the longitudinal and
transverse strains in the film were determined
locally from the displacement between surface
imperfections. The absolute error on the
measurement of the strain was + 0.3%. A more
precise description of the device has been
presented elsewhere.*>*

In the five film/substrate systems, the
damage progress presents characteristic stages
with corresponding critical strains. Figure 7
presents a typical evolution of the damage
observed during an in situ experiment when
straining a sample of system C. For each system,
the damage evolution can be characterized by
the following stages as a function of the
longitudinal strain applied to the system. For
small strains of the order of a tenth of a percent,
the film deforms elastically. Then, when
increasing the strain to about 0.4% in systems
A, B and E, 1.6% in system C and 1.3% in
system D, primary cracking is activated in the
film. The primary cracks are straight,
perpendicular to the tensile axis and are regularly
spaced. Their number increases rapidly with
uniaxial elongation of the sample. For a strain
of 4% in system A, 7% in system B, 10% in
system C, 4% in system D and 9.5% in system
E, a network of secondary cracks develops
among the primary cracks. The propagation of
these new cracks often shows a curved path and
arrest, when getting close to the free surfaces
produced by the primary cracking (Figure 7a).
When the strain is increased, saturation of the
network of transverse cracks is achieved. The
saturation corresponds to a strain of 15% in
system A, 18% in system B, 19% in system C,
12% in system D and 22% in system E. Previous
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to this saturation stage, for strains of 8% in
system A, 13% in system C and 3% in system D,
the loss of adhesion and buckling of strips of
the cracked film, extended perpendicularly to
the longitudinal axis of the sample and bounded
by two successive transverse cracks is observed
(Figures 7b and 8). For systems with the AlO,

interlayer, the stage of debonding and buckling
is detected at the same time or slightly after the
saturation of the network of transverse cracks.
The corresponding strains are 21% in system B
and 22% in system E. For higher strains, the
buckled zones of the film strips break along the
directions of the maximum shear in the substrate.
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(c) 100 pm

Sequential micrographs of the evolution of the damage in a SiO,: 4.5 wt.% P film deposited
on an Al substrate subjected to a tensile test (system C, Figure 6). The black arrows
show the tensile direction. (a) Networks of primary and secondary cracks perpendicular to
the tensile axis (¢ = 11%). The white arrows show a secondary crack which stops when
getting close to primary cracks, (b) decohesion and buckling of the strips of film. Slip lines
are observed on the Al surface under the buckled strips, and (c) transverse rupture of the
buckled zones along the directions of maximum shear of the substrate (e = 19%).
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Fig. 8:

10 pm

Detailed views of decohesion and buckling among a cracked SiO,: 4.5 wt.% P film

deposited on a scratched Al substrate. The white arrows show the scratches. The buckled
strips of the film are perpendicular to the tensile direction.

The critical longitudinal strains corresponding
to the above-mentioned damage stages are
presented in the diagram in Figure 9.

Multiple Cracking of the Films

A typical evolution of the crack density with
the longitudinal strain is presented in Figure 10.
After exceeding the critical cracking strain of
the film, the number of primary cracks increases
rapidly with the strain. Then, the evolution of
the crack density slows down when the
secondary cracking occurs until reaching a
constant value, which corresponds to the stage
of saturation, with no further transverse crack
opening process.

In system E, the evolution of the crack
density with the longitudinal strain shows that
the presence of a thin thermally grown Al,O,
interlayer modifies the cracking response of the
SiO,: 4.5 wt.% P film. First, as noted previously,

the onset of primary cracking is accelerated;
second, the density of cracks at saturation
increases from 78 to 95 cracks/mm. These effects
are not observed for systems with a Si,N, film,
in which the crack density at saturation is about
60 cracks/mm, with or without the Al,O,
interlayer. These opposite cracking responses
certainly result from the different strengths of
the SiO,: 4.5 wt.% P/AL,O, and Si|N /Al O,
interfaces. Indeed, if we consider Si3N4/A1203
interfacial strength to be weak, so the Si,N, film
may locally debond near the transverse cracks
present in the Al,O, This process will restrain
the propagation of the transverse cracks to the
upper film (Figure 11a). On the contrary, the
better adhesion between the SiO,:4.5 wt.% Pfilm
and the AlO, interlayer could explain the
increase in the crack density at saturation. In this
case, the transverse cracks propagate straight
through the interlayer and the film. The Al,O,
interlayer imposes its own cracking response on
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Fig. 9: Diagrams presenting the critical longitudinal strains (bold numbers) corresponding to the
successive stages of damage. System A = Si )N /Al, System B = Si N, /Al,O/Al,
System C = SiO, : 4.5 wt.% P/Al, System D = SiO,: 4.5 wt.% P/scratched Al, and System
E =SiO,: 4.5 wt.% P/ALO, /Al
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Fig. 10: Typical evolution of the crack density with longitudinal strain. The occurrence of the four
damage stages is indicated.
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Fig. 11: Schematic representation of the film cracking process when the system includes a
thermally grown Al,O, interlayer: (a) weak interface: decohesion is activated from the
interlayer transverse cracks at the interlayer/film interface (system B) and (b) strong
interface: straight propagation of transverse cracks both through the interlayer and the

film (system D).

the Si0,:4.5 wt.% P, producing numerous
transverse cracks in the film (Figure 11b).
Although the critical cracking strain of the
Si0,: 4.5 wt.% P film is not affected by a
scratched Al surface, the interfacial roughness

has an impact on the multiple film crackings.
The cracking rate is accelerated and the crack
saturation is reached for a smaller strain: 12%,
compared to 19% in system C. Yet, the crack
density at saturation in system D (scratched
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Table 1. Analytical Expressions for Crack Density vs Longitudinal Strain Obtained
from the Empirical Law

System Crack Density Relation (mm™)
Si;Ny/Al 60 (1 - exp(-5.9 (£-0.004)"*%))
Si;Ny/ALOy/Al 61 (1 - exp(-17.0 (£-0.004)"*))

Si0,:4.5 wt.% P/Al

78 (1 - exp(-12.2 (-0.016)*"))

Si0,:4.5 wt.% P.Al

81 (1 - exp(-24.2 (€-0.013)"*))

S102:4.5 wt.% P/Al,O5/Al

95(1 - exp(-7.3 (-0.004)"4%)

aluminum surface) remains close to the value of
system C (fine polished aluminum surface).
However, the poor adhesion of the film on the
scratched substrate should correspond to a lower
value of the crack density at saturation. But the
Al plastic flow blunts the film crack tips and
also the interfacial asperities, which inhibits the
debond from the crack/interface intersection.
Thus, the crack density in the film can reach the
same saturation level as in the case of a fine
polished interface.

Directly from the in situ observations, the
multiple film cracking is analyzed through the
evolution of the crack density with the
longitudinal strain applied to the system. Before
any deformation, a representative zone of the
sample is chosen. Its total length is 0.55 mm,
extended parallel to the longitudinal axis of the
sample. This initial length is denoted A. For any
further deformation, it is denoted A(g) and
corresponds to:

Me) =2, (1 +¢) (5)
€ is the longitudinal strain applied to the system.

Then, the crack density, denoted d(g), is defined
by:

N(e)
d(e)= xoe (6)

N(e) is the number of transverse cracks which
intercept the length A(€). The error introduced
when counting the number of cracks is + 2 cracks
per millimeter. In order to describe the cracking
response of our passivation films, the
experimental values of the crack density as a

function of the longitudinal strain are fitted by

using:
d(e)
d

€_ is the critical strain for the cracking of the
film. d_ is the density of cracks at saturation, A
a constant parameter. o is a characteristic
exponent of the law. € _and d_ are determined
from the experiments. A and @, are respectively,
calculated from the intercept and the slope of a
linear regression, when plotting In( -In(1 - d/d_))
as a function of In(g - € ). For each system, the
relationship for the crack density as a function
of the longitudinal strain is reported in Table 1.
Figures 12 and 13 show the experimental results
and the corresponding curves obtained from
relation.” Such an empirical relationship can be
useful for a statistical analysis of the cracking
behavior of the film.***

:l—exp[—A(S—sc)a], (7

sat

Redistribution of Stresses in the
Cracked Film

When considering a ductile substrate coated
with a brittle film and subjected to a uniaxial
strain €' during loading and before debond of
the film (perfect adhesion), the displacement is
assumed to be continuous at the interface. Then,
the substrate deformation is entirely transmitted
to the film through the interface. When
exceeding the critical cracking strain of the film,
a network of transverse cracks develops. At the
interface, each crack tip will be surrounded by a
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Fig. 12: Crack density vs longitudinal strain for the systems with a SiO,: 4.5 wt.% P film. The
circles correspond to the experimental results and the solid lines to the empirical fits

(relation 7).

stress field which can locally induce plastic flow
in the substrate (Figure 14a). Thus, the
redistribution of the strain near the free surfaces
of the cracks is associated with the relaxation of
the normal component of stress 6' over a
characteristic length r (Figures 14b and c). The
rest of the film is assumed to remain uniformly
deformed at the applied strain € _. Consequently,
in these unrelaxed parts of the film, the normal
stress 6' can be described by two terms: the
stress induced when straining the system, and
the residual stress parallel to the x axis ¢'..

o =E¢&_+0o (8)
E is Young’s modulus of the film. When
transverse crack saturation is achieved the

normal stress in each film strip is expected to be

lowered, and no new transverse crack will open.
The shear stress component is deduced from the
force equilibrium condition of an element of film
near a free surface of a crack, assuming that the
normal stress ¢’ is uniform through the film
thickness (Figure 15). At a distance x from the
free surface, the interfacial shear stress T, is
related to the normal stress 6’ and the thickness
of the film h by the relation:

doy, (1)
7, (x)=h—% 9
(=h—g” ©)
Figure 14d shows the schematic evolution
of the interfacial shear stress. It is zero in the
unrelaxed part of the cracked film. When the
response of the system remains in the elastic
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Fig. 13: Crack density vs longitudinal strain for the systems with a Si;N, film. The circles correspond
to the experimental results and the solid lines to the empirical fits (relation 7).

domain, the interfacial shear stress increases near
the free surface of the crack. On the contrary,
when plasticity is activated in the substrate at
the crack/interface intersection, the interfacial
shear stress passes through a maximum and
decreases near the free surface of the crack.
The brittle film cracking with plastic
deformation of the ductile substrate at the
interface has been described by using the shear
lag model.* This model, which was proposed
in the analysis of the fragmentation of fiber
composites,* develops a relation for the critical
stress producing the steady-state cracking of the
film. It assumes that the interfacial shear stress,
on the one hand, is activated at each crack tip
along the characteristic slip length r, and, on the

other hand, is constant and equal to the yielding
shear of the substrate 7°,. Then, from relation
(9), the normal stress in the film 7°, along the
characteristic slip length r at each side of the
crack is (Figure 16):

oLy (x)= TEX (0<y<r/2) (10)

Finally, the critical cracking stress of the
film is deduced from the change in energy of
the system caused by the through-thickness
cracking. This change in energy corresponds to
abalance among several energy terms: the strain
energy released by the crack propagation
through the film, the work done by the applied
load, the released energy associated with the
interfacial yielding, and the change in strain
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Fig. 14: Stress distribution in a cracked film. The dotted lines correspond to the elastic behavior
of the film/substrate system, the solid lines to the presence of plasticity in the substrate
at the crack/interface intersection (a) crack opening in a film deposited on a substrate
which is uniaxially stretched, (b) longitudinal strain distribution in the film, (c) normal
stress distribution in the film, and (d) shear stress distribution in the film at the interface.
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Fig. 15: (a) Schematic representation of the stress profiles in an adherent portion of film at a
distance x from a free surface of a through-thickness crack. Interfacial shear stress 1, and
peel stress p correspond to the action of the substrate on region (1).22 The normal stress
parallel to the x axis, of (x), is supposed to remain constant through the film thickness h.
7, is the component of shear stress which is tangential to the cross section and parallel

to the z axis and (b) mechanical equilibrium in projection on the x axis of an element of
film at a distance x from the free surface.

energy caused by interfacial sliding. Then, the K! is the fracture thoughness of the film and 1°,
critical stress for the cracking of the film ¢ is is the yielding shear stress of the substrate, which

obtained from the following relation.>* is related to its tensile yield stress 63, through
h the relation:
f2| &f 1 f2
ol |:GC3?+TI:hF:|—KC , (11) . o
Y Ty = ﬁ . (12)
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Fig. 16: Modeling of the stress distribution in a cracked film with plasticity at the interface using
the shear lag approximation, (a) linear evolution of the normal stress o' along the
characteristic slip length r/2 and (b) sharp evolution of the interfacial shear stress 7, along

the characteristic slip length r/2.

F is a function of the ratio of Young’s moduli of
the film and substrate.

Assuming elastic response of the brittle
film, the critical strain € which induces the
cracking of the film can be deduced from
relation.® Typical material properties used in our
calculations are given in Table 2. As discussed
earlier, the residual strains are small relative to
the critical strains, and are neglected in this
analysis. The calculated critical cracking strains

for both passivation films and for a thermally
grown Al O, layer can be compared with the
experimental results (Table 3).

Cracking Strains and Critical
Parameters

An in situ tensile test in a scanning electron
microscope permits the local observation of the
first crack openings and propagations. For
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Table 2. Material Properties

Material Properties Al Si0,:4.5 wt. %P Siz;Ny AlLO;
o (10-6. °C-1)* 23 4 1
E (GPa)*"*° 70 100 150 390
v 0.35 0.25 0.25
c’'Y (MPa) 30"
o't (MPa) 25+ 10
K'c (MPa.m”z)28 57 2 3
f(E{/E,)’ 0.65 0.70 0.82
h (um) 0.8 0.8 0.04
o : Thermal expansion coefficient E : Young's modulus
v : Poisson's coefficient oY : Yield strength of the substrate
o : Residual stress in the film, K, Fracture toughness of the film
f(Ef/Es) : Modulus ratio function,?* h . Thickness of the film
* : This value has been obtained from a
tensile test performed on a normalized tensile
sample of 99.99% pure Al
* : This value is estimated from relation.*

Table 3. Critical Cracking Stresses and Strains Calculated from the
Approach of Hu and Evans?*

System o'c (MPa) €. (Calculated) (%) €. (Experimental) (%)
SisNy/Al 570 0.38 0.4
Si0,:4.5 wt.% P/Al 1140 1.14 1.6
AlL,O5/Al 2225 0.57

The experimental results are reported for comparison.

instance it has been shown that the Si,N, film is
more brittle than the Si0,:4.5 wt.% P film. The
first transverse cracks appear for a strain of about
0.4% in system A, compared to 1.6% in system C.

Concerning system C, little is known about
the fracture toughness of the SiO,:4.5 wt.% P.
Considering a mode I crack opening (tensile),
the fracture toughness parameter K . is estimated
from the relation:

K, =0, (ta)" (13)

1
where a is the length of the initial defect present
in the material which propagates under the critical

stress 6. By considering a full elastic response
and the same initial length of defect for both
passivation materials, the toughness of the
Si0,:4.5 wt.% P film can be related to the
toughness of the Si,N, film, which is better
known, by the following empirical relation.

_ ESio2 €. sio,
1c,Si0, — Ic.Si3N, (14)

Si;N,e,,Si3N,

€. and E are, respectively, the critical cracking
strain and Young’s modulus. A toughness of
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5 MPa-m'? is deduced for the SiO, : 4.5 wt.% P
film. This value remains one order of magnitude
higher than the fracture toughness of bulk silica:
K, =0.75MPa . m" %4 However, concerning a
PECVD silicon oxide film, its density increases
when doped with phosphorus, and this improves
its fracture toughness.** Moreover, this value
appears to be realistic because the critical strains
deduced from the experiments and those
calculated by the model based on the shear lag
approximation are similar. Concerning the
system with Si.N, (system A), the experimental
and calculated strains remain in good agreement.
Besides, the mechanical model also predicts a
critical cracking strain of about 0.5% for the
40 nm thick thermally grown Al O, interlayer,
which is close to the critical cracking strain of
the Si,N, film. But because of the uncertainty in
the strain measurement, the effect of the brittle
interlayer on the cracking onset in the Si,N, film
was not detected with accuracy. However for
the Si0,:4.5 wt.% P film and a brittle Al,O,
interlayer, the corresponding strain for initial
cracking of the film was about 0.4% instead of
1.6%. This experimental result points out that
the first transverse cracks in the brittle interlayer
forward the cracking of the upper SiO,:4.5 wt.%
P film.

For the system with a scratched substrate
surface (system D), the first primary cracks
appear at a critical strain equivalent to the one
observed in the case of a fine polished Al surface
(system C). This observation suggests that, as
long as the film remains adherent to the
substrate, the roughness of the substrate will not
influence the cracking onset of the film.
However, as discussed in this section, the other
main damage stages, which are multiple
cracking and debonding, appear to be strongly
dependent on the roughness of the substrate.

Debonding of the Films

For each system, the adhesion of the film
to the substrate is characterized by an interfacial
fracture energy value. The interfacial fracture
energy term is calculated using an energetic
approach which was proposed for analyzing the
loss of adhesion of cracked films from the

transverse crack/interface intersections.’> By
considering Griffith’s energy release term, and
when the rigidity of the substrate is much larger
than the rigidity of the film, the analytical
relation for calculating the interfacial fracture
energy becomes

S 21—}

’ (15)

where €” _ is the critical longitudinal strain
applied to the system which induces the
debonding and v, is Poisson’s coefficient of the
film. It has been demonstrated that relation 15
remains valid when the substrate deforms
plastically.”® For our systems, it appears clearly
that the Al substrate yields plastically before
reaching saturation in transverse cracks. This
plastic flow blunts the crack tips at the interface
and inhibits longitudinal debonding of the film
from the transverse crack/interface intersections.
However, the adhesion failure occurs by the
buckling of the strips of the cracked film under
the effect of the transverse contraction of the
substrate. The adhesion of our films is then
analyzed from this characteristic stage of
damage, using the above-mentioned analytical
model to calculate the interfacial fracture energy
associated with the debonding and buckling
mechanism. The residual stress effects being
neglected, the critical transverse strain e*cy which
induces the debonding of the strips of the cracked
film is determined from the difference between
the experimentally measured critical transverse
strain €, and the critical buckling strain €
deduced theoretically (Figure 17).

e*y:e -€ (16)

C cy buckling

buckling

The experimental critical transverse strain
€, is obtained by measuring the reduction in
distance between two surface imperfections on
a strip, which are aligned in the transverse
direction and located at each side of a prebuckled
region. €, ekting is the critical strain for the
buckling process, determined by taking into
account the dimensions of the observed de-
adhered zones. These zones present a rectangular
shape with length a, width b which is equal to
the width of the strips, and thickness % of the
film. The expression for the critical buckling
strain is>!
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Fig. 17: Schematic representation of the interfacial failure process which is induced by the
transverse contraction of the substrate in the y direction. The system is submitted to
uniaxial tension in the x direction, (a) the decohesion and buckling of a strip of the cracked
film, defined by two consecutive transverse cracks, is decomposed in, (b) a decohesion
stage, and (c) a buckling stage of the decohered part of the strip.

ke he
1A1-v2) b2’

where k is a function of the ratio of a to b.

The interfacial fracture energy associated
with adhesion failure can then be calculated
taking into account the elastic properties of the
film and the defined critical strains.

_h E;

Y_El—uf

€buckling= a7

(ecy - E':buckling )2 (18)

Table 4 presents, for each system, the
average dimension of the de-adhered areas, the
critical strains, and the corresponding interfacial
fracture energy.

The interfacial debond occurs after the
through-thickness cracking of the films. It is
activated by transverse contraction of the
substrate which induces the buckling of the strips
of the cracked films. The analysis of this
particular adhesion failure mechanism provides
insights concerning the interfacial strength of



68 Ignat

Table 4. Decohesion Parameters: Average Dimensions of the Decohered Areas
(a x b), Critical Strains (€) and Corresponding Interfacial Fracture Energies (y)

axb €puckling ® -2
System (um) Ecy (%) (%) e*c (%) | yJ.m™)

SisN4/Al 15x 20 24+03 -0.6 -1.8+£0.3 21+7
SisN4,/AlLO5/Al 10x 16 34+04 -1.1 -23+03 2419
Si0,:4.5 wt.% P/Al 15 % 15 2.6+04 -1.0 -1.6+0.3 11+4

21102‘4'5 wi.% P/Serached |4y 35 1 11204 02 |-09203| 3+2
Si0,:4.5 wt.% P/Al,05/Al 8x 11 -43+0.5 2.0 -23+03 23+6

film and substrate systems. This is done by
measuring the critical debond strain, using a
combination of elastic fracture mechanics and
buckling theory of plates, and deducing an
interfacial fracture energy. In the same way, an
energy release rate term associated with the
advance of a crack from a buckled debonded
area has been proposed for uniformly
compressed films.*

In the example described here, system A
and system C show interfacial fracture energy
values, respectively, of the order of 20 J.m? and
10 J.m2. However, thermodynamical studies on
solid state metal/ceramic interfaces give work
of adhesion varying from 0.1 J.m?to 3 J.m?2.>
This suggests that the work of adhesion is only
a very small fraction of the interfacial fracture
energy. This difference is due to the contribution
of irreversible energy dissipation processes. For
systems A and C, the plastic flow in the Al at
the interfacial crack tip is certainly the prevailing
contribution to the energy values we calculated.
Indeed, slip lines on the Al surface are visible
under the buckled strips of the Si0,: 4.5 wt.% P
film (Figure 7b). In addition to the effect of the
plastic deformation of the substrate, the
interfacial fracture energy depends on the
trajectory of the interfacial crack, which in turn,
is influenced by the test method.>* Moreover, it
is also affected by the presence of impurities at
the interface and by roughness, as is shown here
by the system D. In this system, asperities on

the substrate surface locally increase the
stresses and favor the debonding process. The
interfacial fracture energy is then one order of
magnitude lower, i.e., about 3 J.m™.

Yet, for systems A and C, the measured
fracture energies remain low compared with the
critical fracture energy of the bulk aluminum:
103 J-m™2.% Moreover, we do not observe islands
of passivation material on the Al fracture surface
and, inversely, we do not observe Al on debonded
surfaces of the passivation films. This suggests
that the loss of interfacial adhesion is close to a
brittle fracture process; despite the influence of
plasticity of the Al substrate and crack blunting at
the interface. This sort of brittle mode of interfacial
failure, including plastic flow in a ductile material
(the substrate), has been observed or discussed
for a sapphire/Au interface.”

Even if the AL O, interlayer accelerates the
activation of the transverse cracking, it seems
to have the opposite effect on adhesion failure.
Indeed, we observe for both systems with an
ALQ, interlayer (B and E) that the debonding
and buckling are delayed. Therefore, the
adhesion of the films is improved. The presence
of this thermally grown AL O, interlayer
increases the interfacial fracture energy values
to about 15 J.m™ in both systems. Two qualitative
explanations can be proposed for the adhesion
improvement. First, the Al,O, certainly permits
an increase in the number of O-Si bonds between
the interlayer and the film. Second, prior to the
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deposition of the film, the substrate annealing
reduces the organic contamination which
weakens the metal/ceramic interfacial
strength.’>” Finally, from our calculations, the
interfacial fracture energy value which corresponds
to system E is close to the critical fracture energy
value G, of ALO,, 20 J.m?* This result may
suggest a crack propagation in the Al O, interlayer,
confirming the good adhesion of the SiO,:4.5 wt.%

P film on the thermally grown AL O,.

Some Concluding Remarks
about the Mechanical Stability of
Passivation PECVD Films

The uniaxial determination stretching of this
sort of sample, produces transverse cracking of
the film, until the saturation of the crack network.
The debonding and buckling of the strips of a
cracked film is induced by the transverse
contraction of the substrate.

The mechanical stability of each film/
substrate system can be characterized by three

steps.
1. Ciritical strain determination for the cracking
of the film,

2. Evolution of the crack density with the
longitudinal strain applied to the system,
which can be fitted with an empirical law,

3. Interfacial fracture energy determination
associated with the decohesion and
buckling process.

In our examples, the systems with a Si.N,
film appear to be brittler than the systems with a
SiO,:4.5 wt.% P film. However, both films show
good adhesion to the Al substrates. Besides,
our experiments show that:

*  On the one hand, the thin thermally grown
AL O, interlayer improves the adhesion of
both films, but

*  On the other hand, the same interlayer
imposes its own cracking response to the
Si0,:4.5 wt.% P film.

Because of high stress concentration at the
interface asperities, a scratched Al surface
significantly reduces the adhesion of the SiO,:4.5
wt.% P film. Because the Al plastic flow blunts
the crack tips reaching the interface, it delays
the loss of adhesion of the film from the

transverse crack/interface intersections. This
plasticity of the Al substrate remains the
prevailing contribution in the large interfacial
fracture energies obtained for the five systems
obtained by PECVD deposition.

PECVD SiC Coatings
Deposited on Steel

Another interesting example of the
mechanical stability of CVD films is ceramics
coatings deposited on metals and/or alloys,
which are likely to be used in applications in
which wear, corrosion resistance and mechanical
strength are needed. Using a PECVD process
based on tetramethylsilane (TMS) and argon
mixtures, steel substrates can be coated with a
dense coating of the type Si C, (H). These
coatings have a complex microstructure but
promising physical chemical properties.’®* In
order to maximize the performance of such
coatings which have a very low dry coefficient
of friction and low wear rates, their adhesion to
a substrate must be as good as possible.

The competition between the interfacial
reactivities, the residual stresses and the elasto-
plastic behavior of the components will be
strongly dependent on the mechanical stability
of the coating-substrate combination.
Mechanical stability control has been assessed
when making ceramic/metal junctions at high
temperature (700°C - 1000°C) during which
thick reaction zones tend to form by reactive
diffusion in volume intermediate layers.%¢!

These problems concerning a micron-scale
deposit and an in volume substrate have rarely
been studied in the past. However, from a survey
of literature on cases other than that of SiC on
steel, it was found that one or several interlayers
may change the stress levels in the ceramic.
Moreover, once a critical thickness has been
reached, these interlayers have a beneficial
effect.®* Some work has been carried out on TiN/
SiC layers on a variety of substrates.®¥%
However, in all these studies, information on
mechanical stability is fairly limited. Concerning
the PECVD of SiC on cutting tools coated with
TiN, adherence variations in relation to
pretreatment processes were reported.®
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Recently, the introduction of a metallic
interlayer between a coating deposit and its
substrate and its effects on mechanical properties
were studied.®®%” The authors experimented with
a multilayer approach: a metallic layer
sandwiched between two highly reactive layers.
For the SiC system, no previous reference on
the interposition of a ductile layer between the
deposit and the substrate was found, and that
motivate the study reports here.

It appears then that the role of an interlayer
can be predominant in the mechanical stability
of a coating on substrate system. Variable
thicknesses may attenuate the difference
between the residual stresses in the deposit and
in the substrate. This should give the system
more satisfactory behavior when subjected to
external stresses.

The effect of different types of interlayer
on thermoelastic residual stresses can be
analyzed from finite-element calculations for a
two-dimensional geometry, assuming perfect
adherence and without taking into account any
reactivity between the components.

From the results obtained, for SiC coatings
several cases can be identified for which the Von
Mises and shear stresses and their gradients with
respect to the interface are low. For example,
Ta, Mo, Ti, Nb, and TiN produce this effect,
when interposed between the steel substrate and
the SiC coating.

Subsequent preliminary comparative
studies of the behavior of an SiC based layer on
Ta, Mo, Ti and steel substrates showed that better
mechanical stability was obtained with a coating
deposited on tantalum.%% This element was
consequently considered to make PECVD
deposit/interlayer/steel stacks. Tantalum can be
produced by physical vapor deposition (PVD),
at variable thickness, with reproducible
morphology. Note that preparation by chemical
vapor deposition with or without plasma
assistance (CVD or PECVD) is possible at low
temperature but would require an optimization
study in order to be compatible with the
deposition conditions of the silicon carbide layer,
the aim being to increase the mechanical stability.

The stated aim of analyzing the change in
mechanical stability, implies a prior knowledge

of the mechanical properties of the components
and the chemical nature of the interfaces. The
samples considered here are therefore SiC/steel,
SiC/interlayer and interlayer/steel dual layers
and SiC/variable thickness interlayer/steel triple
layers.

Samples and Mechanical
Properties of the Components

The tantalum layer were prepared by PVD
on previously polished substrates. The substrates
are degassed under argon atmosphere (450°C,
0.2 Pa for 60 min) and then ionically cleaned
(18 min, V =200 V) prior to the deposition stage
at 300°C (0.2 Pa, 4 kW, -50 V polarization). The
layer obtained is dense but has a number of defects
as nodules and craters dispersed over it’s surface.

The silicon carbide-based ceramic layer is
obtained by CVD activated by a microwave
plasma (2.45 GHz) on the tantalum previously
cleaned by an argon plasma (56 min, 133 Pa,
250 W) at a temperature identical to the
deposition temperature (T = 570°C), lower than
the substrate annealing temperature. After
readjustment of the total pressure and microwave
power by introduction of a precursor (TMS) in
the argon flow, the SiC coating is produced
under selected conditions (66 Pa, TMS/Ar =
0.2/5.51Lh", T =570°C, 350 W) derived from a
previous parametric study. Coatings obtained
then presented low dry friction coefficients.”

The mechanical properties, which are
essential in order to be able to appreciate the
mechanical stability, were acquired by several
methods:

*  Conventional tensile test with extensometry
on standard cylindrical test specimens, for
solid commercial steel and tantalum,

e Instrumented nano-indentation (Nano
Indenter II) under low applied loads (10 to
100 mN) for all the samples. The announced
values are the average of the results of 6
indentations, each resulting from two
consecutive load/unload cycles. Young’s
modulus is calculated by the software
supplied with the indenter using data from
the second unloading with the Berkovich
pyramid indenter of known shape function.
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Table 5.Young Moduli (E) of the Substrates, Obtained from Different Experimental

Methods
Ref. Etensile (GPa) Ebending (GPa) Eindentation (GPa)
30NCD14 213 204.5+0.3 226 +4
Ta bar 170 187.7+£0.5 172 £4

*  Dynamic bending for the coated plates and
with reference layer on (steel and Ta).”!

For the Young’s modulus, the results
obtained are presented in Table 5.

The results indicate that the Young’s
modulus (E) determined perpendicularly to the
surface by instrumented nano-indentation on
solid steel and Ta specimens were in good
agreement (within 10%) with the values obtained
by dynamic bending and by tensile testing. Such
a result was corroborated by measurements
obtained from other materials presenting
different elastic responses.

Microstructural Observations:
Damage Evolution

A 3-point bending test was applied to the
coating/substrate systems. In this way it was
possible to observe the increasing damage both
on the surface and on one polished side (edge)
of the sample, caused by a gradual increase of
the applied load. This test and its results are
described in several cases.”>™ The purpose here
is to report and discuss the bending and damage
evolution with respect to the interlayer. The
bending test on parallelepiped specimens with
the coating on the outer layer (i.e., subjected to
a tensile stress), produced transverse cracks
(perpendicular to the longitudinal axis), which
increased in number with the specimen
deflection. For our samples we observed that the
number of cracks increases until a constant value
per unit length is reached, independently of
strain.

At this stage, the distance d_ (distance to
saturation) between two consecutive cracks no
longer varies. As in the previously reported
experiment, this change may be accompanied

by flaking (surface separation) of the film,” by
crack propagation into the substrate, or by
interfacial deviation of the crack without flaking.
As shown previously from experimental values,
corresponding for example, to the appearance
of the first cracks, and by using analytical
models, it is possible to deduce the parameters
quantifying failure behavior.

The parameters include the critical cracking

energy Go', and the mode-I tensile toughness

K, of the coating. For the dual layer and triple
layer systems presented here, the parameters
deduced from three experiments for each type
of sample are presented in Tables 6 and 7. The
strain values are measured to an accuracy of
+ 0.02% following a prior calibration. The
applied stress is known to be within 0.1%, from
a force sensor and the distance between two
cracks is the average of twenty or so values
determined to an accuracy of one micron in the
central part of the specimen.

For the Ta/steel system, the results show that
the induced strain associated with cracking is
independent of thickness, and no separation
occurs at the test limit. For the SiC/Ta/steel triple
layer system, the strain associated with cracking
is also independent of thickness, but debonding
becomes easier as tantalum thickness increases.
An increasingly smaller amount of energy is
transferred to the external SiC layer through the
tantalum, leading to a correlative increase in the
inter-cracking distance. Observed transverse
cracks are straight, with regular spacing, and stop
at the steel-tantalum interface (Figure 18).

For the SiC/Ta and SiC/steel bilayers, the
phenomenology is identical except that, in
certain cases, transverse cracking is
accompanied by separation (flaking) of the
coating. The inter-crack distances are greater
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Table 6. Bending Tests on bi Systems with and without Ta Interlayer

Ta (PVD)/steel
SiC/steel | 0.3umTa | 0.6 pm Ta | 1.2 ym Ta | 2.6 pm Ta SiC/Ta
egifck 0.55% 1.62% 1.62% 1.62% 1.62% 0.24%
crit

gz‘;ptar / 1.63 >2.24 >2.24 >2.24 >2.24 1.47
8crack '
Gcrit

crack 824 3330 3330 3330 3330 358
[MPa]

K,

y 1.0to 2.7 1.3t0 1.7 1.9t02.5 2.7t03.5 39t05.2 0.3t00.8
[MPajvVm

crit

The experimental results correspond to: €, :

stress. The ratio among the critical strain for debonding (€

. critical strain when cracking, ©

crit f
! erack correspondlng
Ccr1 . . . crit
Separ) and the critical cracking strain (€_, ., )

is also indicated. K_ is the fracture toughness deduced from relations (19) and (20).

with smaller critical strains associated with
cracking and separation. The coatings on a solid
tantalum substrate (SiC/Ta) show early activation
of these mechanisms, probably due to the poor
surface condition of the substrate which was
difficult to polish well. In this case, transverse
crack propagation into the substrate
occasionally occurs, but only to a limited extent.

Regarding the trilayered systems (SiC/Ta /
steel), the critical strain values corresponding to
cracking of the coating are of the same order of
magnitude (about 0.5%) but crack propagation
varies with coating thickness. The cracks still
pass through the entire thickness of the silicon
carbide deposit. They then extend preferentially
into the tantalum layer when this layer is 0.3 um
thick whereas they deviate at the interface in the
SiC/Ta, Mm/steel triple layer. However, in this
latter case, sub-cracking of the tantalum occurs.
The cracks have a spacing of 10-15 um, a distance
which is similar to that obtained in the case of
the SiC/Ta  /steel system (Figure 18). For greater
tantalum layer thicknesses (SiC/Ta , . pm/
steel), the cracks blunt at the tantalum interface.
When the strain induced by the test increases,
the resulting damage is mainly in the form of

debonding at the SiC/tantalum interface.

The ratio between strain at separation
debonding to strain on cracking (8::[;“ /e Y is
smaller than the same ratio for the SiC/steel
reference system for thick tantalum layers (SiC/
Ta , ,/steel), much higher for Ta/steel and
SiC/Ta, /steel deposits, and about the same for
the SiC/Ta /steel system (see Tables 6 and 7).
This provides qualitative information on the

mechanical stability of these systems.
Critical Parameters

In, the central zone, the regular distribution
of transverse cracks shows that the induced
strain is rather homogeneous. Consequently,
many analytical models can be applied in order
to determine the intrinsic parameters of the
coatings. The critical cracking energy ngck and
the mode I fracture toughness K?{:“ of the
deposited silicon carbide film were assessed by
means of the model presented previously. It
should be remembered that it was first
established and developed for composite
materials based on research by Kelly’® and
subsequently by Hu?, that when the stress
normal to the coating reaches a critical value
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Fig. 18: Schematic representations and micrographs of damage: case of the SiC / steel reference
system and SiC/Ta /steel triple layers (x corresponds to the Ta interlayer thickness in

microns).

ot , the layer cracks. In the vicinity of the free
surfaces of the cracked film, the normal stress
then tends to zero. Similar to relation 11 for the
critical cracking energy, G, a relation can be
deduced, taking into account the work performed
by the external force during film cracking, the
elastic energy dissipated when the cracks
propagate in the film, the energy associated with
plastic strain in the vicinity of the cracks and the
change in energy induced by redistribution of
the normal stress in the substrate.’* By
considering the residual stresses, (Srf, in the film,

this critical cracking energy is expressed as:

crit fi2 crit f
_(0 +0,) i O, ack 1O,

crack ¢

+—
E, S V5

In equation (19) which is similar to equation
(11), =f is a function of the ratio of Young’s
moduli of the film and the substrate, and ¢, is
the critical stress of the film which corresponds
to the activation of primary transverse cracking.
This parameter is directly deduced by applying
the Hooke's relation to the film, deformed at a
critical strain by the substrate, which is

determined from the experiment. We may note

crift
crack —

(19)
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here that the residual stress term is considered.
Assuming uniaxial stress application in the film
plane, an apparent mode I- fracture toughness
of the film (K} ) can then be calculated as:

Kic = \ Gziatck 'Ef (20)

The fracture toughness values of the silicon
carbide deposits on steel thus calculated (cf.
Table 6) are of the same order of magnitude as
the toughness of a sintered silicon carbide (1 to
4 MPa.m 2).”7 On a tantalum substrate, these are
lower. These differences are probably due to
residual stresses which vary considerably
depending on the nature of the underlying
substrate.

Regarding PVD Ta, the values reflect the
specific nature of this material compared to as
cast tantalum. The observed increase in K!_with
thickness may result from an interface
contribution which is the greater as the
deposited layer is thinner or from possible
changes in the morphology of the layer in relation
to its thickness.

The analytical approach developed by
Schadler and Noyan,” allows calculation of the
stress redistribution in cracked triple layer
systems.*® This approach assumes mechanical
equilibrium of the cracked coating and the
interlayer through perfectly adhering interfaces
which transfer the applied stress to the substrate.
It is thus possible to deduce expressions for
stress distribution normal to the cracked film and
shear stress distribution at the interlayer:
0,.=0FE

E{cosh (B.x)/cosh (dB/2)-1}/E_ (21)
1(x) =G, 0 sinh (B.x) /b E B cosh (Bd/2) (22)

SiC

where d is the intercracking distance, and G
represents the stress imposed by the test on the
substrate in the vicinity of the interface and
where 3 is defined by:

B*=G, (I/Eh +1/E, hg e (23)

The calculation hypotheses assumes
continvity of displacements across the
SiC/Ta ol Steel triple layer interfaces. The
variation in shear stress calculated by the above-
mentioned relationship is then used to make a
comparison between the assumed perfect

adherence of the calculations and the
experimental observations.

As anumerical application, we can consider
here a shear stress of 800 MPa, estimated from
coating cracking stresses. Then the inter-crack
distances resulting from perfect adherence can
be calculated.” This distance can be compared
to the experimental values in Table 7. For
SiC/Ta, ,/steel, there is good agreement between
the theory (perfect adhesion) and the
experimental observations. On the other hand,
for the other systems, the significantly smaller
theoretical distances compared with experimental
distances is indicative of unsatisfactory
interfacial attachment in the vicinity of the
transverse cracks of the coating.

The Effects of an Interlayer

Trilayered systems can then be analyzed
according to two different approaches: the first
focused on the reactional aspects at the
interfaces and the second concentrated on the
mechanical stability of the triple layer system.

Concerning the SiC coating composition of
our systems, SIMS analyses demonstrated the
compositional homogeneity of the layer which
is slightly hydrogenated. Regardless of the
substrate (tantalum or steel) used to deposit the
coating at 843 K for 15 min, a 0.3 - 0.4 um thick
diffusion-reaction zone is formed. However, in
the case of SiC/steel deposits, no clear evidence
could be found for the presence of Fe-Si bonds:
because the oxygen present at the interface
could mask it. At the Ta/steel interface, no peaks
were detectable, but in view of the phase diagram
which exhibits extensive solid solutions, the
possibility of an interaction in the Fe-Ta system
cannot be excluded.

As regards the SiC/Ta interface, the peak
shifts (Si, C) reflect the changes in chemical
environment of these elements and the existence
of complex bonds in the Ta-Si-C-O and Ta-C
systems. Note that Auger measurements
performed on the denuded parts of the substrate
obtained during scratch tests, and on these same
parts obtained during bending tests, give
evidence of a failure surface made of tantalum,
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SiC (-O-H)
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Ta-Si-C-O
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T failure

Fig. 19: Schematic representation of a SiC/Ta/steel systems deduced from SIMS and Auger
analysis, including the possible site of debonding failure.

Table 7. Bending Tests on Triple Layer Systems

SiC/Ta,/steel
TMS6 TMS5 TMS3 TMS4
0.3 um Ta 0.6 um Ta 1.2uymTa | 2.6 um Ta
gem 0.48% 0.54% 0.53% 0.51%
S 4.50 1.67 1.20 1.26
dP[um] 17 27 37 57
o™ [MPa] 720 806 798 766
o,[MPa] 1090 1210 2100 1150
A [um] 14 6.5 6 6

crit

The strains ¢ are defined on Table 6, also O Crack -

de® and d @ are the experimental and calculated distances

between two consecutive cracks at saturation, and o_ is the stress applied during the test on the substrate

in the vicinity of the interface.

regardless of the thickness of the intermediate
tantalum layer (Figure 19).

If compared to normal indentation and
scratch tests, identical qualitative ranking of
mechanical stability of the trilayered samples was
obtained.” The behavior of the TMS3 sample
(SiC/Ta, /steel) stands out clearly from the
others. For this thickness of tantalum, the
resistance to flaking caused by scratch and
indentation tests reaches a maximum value with
reduced flaking. This optimum thickness is to
be linked to the state of residual stresses in the
deposits as evidenced by the concomitant

variations in the parameters involved (Figure 20).
When the coating is under the highest residual
stress, the best mechanical stability is obtained
in the scratch and indentation tests. Several other
authors have mentioned this relation in the past.®
More recently, Kleer®! showed that the critical load
L increases when the state of stress in an AIN
coating on silicon carbide gradually changes from
tensile to compressive.

From another standpoint, the mechanical
stability of various samples can be ranked by
the bend test by referring to experimental data

such as el /er' . In particular, the

separ crack®
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Fig. 20: Critical scratching load L_, macro-indentation failure load F and residual stresses o, SiC
in the triple layer system. e, corresponds to the thickness of the Ta interlayer.

characteristic parameters of the layers can be
deduced, something that has not been possible
up till now with the other methods used in this
work. Thus the calculated fracture toughness
values for a silicon carbide layer deposited on
tantalum or steel (of the order of 1 MPa.m'!?) are
consistent with the order of magnitude of the
usual values for ceramic materials. On the other
hand, the fracture toughness tensile strength
values of PVD tantalum layers are very low
compared to those generally taken for in volume
tantalum (between 20 and 40 MPa.m'?). These
films therefore have specific properties.

The analytical lag approach, based on strain
transfer by shearing of the intermediate layer,
provides information on the separation
mechanism. The coating with a 0.3 pm thick
tantalum layer (sample TMS6) exhibits the most
efficient transfer capacity without debonding.
A close examination of the damaged
crystallographic surfaces (polished edge of
plates or indentation denuded surfaces along
the extension of radial cracks) indicates the

presence of cracks which extend into the
tantalum. These cracks are all the more numerous
as the interlayer thickness decreases. It is also
found that, for thin tantalum layers, the cracks
pass right through the layers to the substrate.
However, when the interlayer thickness
increases, the cracks tend to die out in the
tantalum or deviate along the SiC/Ta interface.
All things considered, the damage in a triple layer
system will, as a first approximation, be governed
by the mechanical properties of the interlayer
and of the first interface.

The methods applied to assess mechanical
stability give proof of the beneficial role of the
interposition of a PVD tantalum layer between
the PECVD deposited ceramic layer and the
substrate: a factor of 2 gain in strain and in critical
load with respect to the SiC/steel pair. However,
it is nonetheless clear that the optimum thickness
of the interlayer could not be established with
certainty. At the present time, there does not
appear to be any experimental explanation for
this. The only factor that might be stressed is
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that, given the existence of an interdiffusion-
reaction zone between the coating and the
metallic interlayer (see Figure 19), the
improvement cannot be attributed to the change
in residual stresses alone, and that the different
tests induce different stress fields. Unlike the
scratch and macro-indentation tests which
quickly place the material under stress (just a
few seconds), the bend test requires several
minutes. Under these conditions, there is time
for stress to redistribute and also relax by
plasticity in the interlayer and at the top of the
substrate.

In order to be able to optimize the
mechanical stability of such systems, more tests
must be performed along with in-depth
microstructural examination of the interfaces.

Conclusions

Because of the processing method, CVD
introduce residual stresses in the films on
substrates.

These stresses can reach values as high as
flow stress values, and then induce some stress
relaxation mechanisms which can include
plasticity and/or spontaneous cracking.
Meanwhile, if the internal stress levels are lower,
any external stress can be critical, and promote
a damage mechanism, similar to those
previously described.

Therefore, it is important to observe and
study the mechanical response of film on
substrate systems under external stresses, in
particular when establishing the reliability of
PECVD systems.

A lack of experimental information exist in
this area that can be addressed by performing
in-situ experiments.

The micromechanical experiments in a
SEM, characterize the damage evolution on
preselected areas of film on substrate systems.

The results on different PECVD films,
showed that the failure of the systems was
different, depending on the associated materials
and on the interfacial behavior when the
debonding occurred with buckling, or by
interfacial crack deviation, the transverse crack
saturation was reached at lower strains. No

debonding showed higher crack saturation

values. Following the activation of the

mechanisms, which drive a system to its failure,

critical parameters can be derived from the

experiments as follows.

*  Thecritical stresses and strains for cracking,
the toughness of a layer,

e The critical length for stress transfer for the
system presenting an interlayer;

*  The interfacial fracture energy associated
with the debonding of a layer.

The values of these parameters
corresponding to intrinsic properties of the
systems, can be cross checked and discussed
with respect to parameters calculated from
analytical models.

Finally, if may be emphasized that these
experiments allow first to improve the
information which is needed to validate theoretical
models and second it allows to select film on
substrate systems for defined applications.
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Abstract

Combustion Chemical Vapor Deposition
(CCVD) allows deposition of thin films that confer
special electronic, catalytic, or optical properties,
corrosion and oxidation resistance. The CCVD
process is a novel, open-atmosphere process that is
environmentally friendly and does not require
expensive reaction/vacuum chambers. Often coatings
are of equal or better quality than those obtained by
vacuum-based methods. Coating costs are
significantly lower than for more traditional processes
such as Chemical Vapor Deposition (CVD) and
Physical Vapor Deposition (PVD). Equally important,
this novel technology can be implemented in a
production-line environment, thus enabling
uninterrupted processing. To date over 70 different
inorganic materials have been deposited onto a variety

of substrates ranging from metals and ceramics to
polymers. Compositionally complex films and multi-
layered coatings are possible. CCVD has been shown
to provide excellent stoichiometric control for such
coatings.

Introduction to the
Combustion CVD Process

The innovative Combustion Chemical
Vapor Deposition (CCVD) process, patented'
for applications other than the diamond
coatings by the Georgia Institute of Technology
and licensed exclusively to Micro Coating
Technologies, Inc., (MCT, Chamblee, GA) has
demonstrated its ability to overcome many of
the shortcomings of traditional vapor
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Fig. 1: Schematic representation of the open-atmosphere CCVD system showing its major

components.

deposition techniques while yielding equal or
better quality coatings at a lower cost. The key
advantage of the liquid solution CCVD
technology is its ability to deposit thin films in
the open atmosphere (or any pressure above 10
Torr) using inexpensive liquid-based precursors
or traditional high vapor pressure precursors.
This obviates the need for costly furnaces,
vacuum equipment, reaction chambers, and
post-deposition treatment (e.g. annealing).

A schematic representation of a liquid
solution CCVD system and its major
components can be seen in Figure 1: typically,
precursors are dissolved in a combustible
solvent which also acts as the fuel for the flame.
This solution is atomized to form submicron
droplets by means of a proprietary technology
(Nanomizer™ technology, patent pending).
These droplets are then carried by an oxygen
gas stream into a flame where they are
combusted. Coating is accomplished by simply
drawing combustion plasma containing the
activated deposition species over the substrate’s
surface. The thermal energy from the flame

provides the means to evaporate the droplets
and for the precursors to react and deposit onto
the substrate. The entire process generally takes
no more than two hours from initial set-up to
post-deposition cleaning. Multiple experimental
utilizing the same solution require less than 30
additional minutes per run. Therefore, coatings
and their properties can be optimized quickly
in a systematic manner.

The liquid solution CCVD process does not
deposit droplets (these evaporate in the flame
environment) or powders as in traditional
thermal spray processes. The CCVD technology
is drastically different from spray pyrolysis: In
spray pyrolysis, a liquid mixture is sprayed onto
a heated substrate, while CCVD atomizes a
precursor solution into sub-micron droplets
followed by vaporization of said droplets. The
resulting coating capabilities and properties
described hereafter qualifies CCVD as a true
vapor deposition process. For example,
depositions are not line-of-sight limited and
achieve epitaxy, 10 nm dielectric coatings onto
silicon wafers in a Class 100 clean room resulted



Combustion Chemical Vapor Deposition (CCVD) 83

in a capacitor yield of 100%. This result attests
to the high quality of the coatings, which were
found to be free of particles, pinholes and other
defects. For some materials, substrate
temperatures may be as low as 100°C, thus,
enabling deposition onto a wide variety of
materials including polymers.

By adjusting solution concentrations and
constituents, a wide range of coating
stoichiometries and compositions can be
achieved. This is especially valuable for
achieving specific composition and thin film
characteristics. Conventional CVD requires
precursors with sufficiently high vapor pressures
to enable vapor phase transport. This frequently
necessitates the use of expensive materials and
often produces toxic fumes which must be
carefully treated (“scrubbed”). In contrast, the
liquid solution CCVD technique uses soluble
precursors that do not need to have a high vapor
pressure. Precursors for the CCVD process tend
to be between 10 and 100 times less expensive
than those used in traditional CVD processes.
Physical structure and chemical composition
of the deposited films can be tailored to the
specific application requirements: This greatly
facilitates the rational design of thin films.

In summary, the CCVD process offers the
following capabilities.

e No Need for Specialized Chamber:
Depositions are inexpensively performed
at ambient conditions without the need for
expensive, specialized equipment such as
reaction furnaces and/or vacuum chambers,
reducing repair times and costs.

e Uses Inexpensive Precursors: Soluble
precursors are used instead of expensive,
high vapor pressure organometallics.

e Excellent Composition Control: Solution
properties is adjustable to allow for great
versatility in depositing a wide variety of
complex multi-component compounds
with targeted stoichiometries.

*  Suitable for Continuous Production: The
equipment enables a robust production
system which has been shown to operate
without failure around the clock for several
days. Substrates that have been coated
include fiber tows, pins, industrial rollers,
wire, radiators, and roll sheet material.

e Straightforward Integration into Existing
Production Processes: Advanced materials
can be deposited onto large surface areas,
including assembled parts that would be
difficult to place inside a traditional
coating chamber.

e Ability to Deposit Multi-Layered
Structures: CCVD flames are regularly
used in sequence to deposit multi-layered
structures.

*  Wide Choice of Substrates: The CCVD
process allows deposition on to many
different substrate materials, including
plastics which can be incompatible with
vacuum processes. Different sizes and
shapes can be processed including non-
planar substrates.

e Precise Control of Coverage Area: Coating
can be limited to specific areas of a substrate
by simply controlling the dwell time.

* No Line-of-Sight Limit: Operating at
atmospheric pressure randomizes atom
trajectories through diffusion. This permits
infiltration into high aspect ratio holes and
vias, as well as complete coverage around
fibers and wires. This contrasts with
conventional long mean-free-path
processes where the “shadowing” of
molecular rays affects distribution of
coatings over non-planar surfaces.

e Outstanding Microstructure Control:
Microstructure of the deposited film is
closely controlled, ranging from dense,
epitaxial films to high surface area,
nanoporous layers.

*  Accelerated Development Cycle for New
Applications: Development of coatings for
specific applications is achieved more
rapidly than with traditional technologies:
a large number of samples are quickly
prepared for testing and optimization.

*  Environmentally Friendly: Relatively
safe chemical precursors (non-toxic and
halogen-free) are used, resulting in benign
by-products, thus reducing environmental
impact.

As a result, capital requirements and
operating costs are reduced up to tenfold when
compared to competing chamber-and vacuum-
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Table 1. Partial list of Thin Film Materials Deposited by CCVD

Metals

Ceramics

Others

Ag, Au, Cu,
Ir, Ni, Rh,Pt.

A1203, doped—Ale3, A1203.Mg0, 3A1203.28i02, BaCeO3, BaTi03,
BST, CGOZ, Cr203, CUXO, [La,95Ca,05]CrO3, F6203, Il’l203,
LaAlO;, LSC, LSM, MgO, Mn,03;, MoO;, Nb,Os, NiO, NSM,
PbTiO;, PdO, PLZT, PMN, PMT, PNZT, PZT, RbO,, RhO,, RuO,,
Si0,, Spinels (e.g. NiAlL,O,4, NiCr,0,), Silica Glasses, doped-SnO,,
SrLaAlO4, SI‘RUO3, SI’TiOg, Ta205, TiOQ, V205, WO3, YB32CU3OX,
YbBa,Cu;0,,YIG, YSZ, YSZeAl,0;, YSZ-Ni, ZrO,, fully and
partially stabilized ZrO, (Dopants: Y, Ce, Al).

BaCO3,
LaPO4,
PbSO;,.

ITO,

Substrates Used

Superalloys, Teflon', Ti, TiAl alloy, YSZ.

Al, Brass, Ag, Cu, Pt, Ni, Stainless and C-Steel, Al,O5, Fiber Tows, Glass, Graphite, LaAlO;,
MgO, NAFIONTM, NiCr, Optical Fibers, Polycarbonate, Silica, Si, Si-Ti/Pt Wafers, SiC, SizNy,

Possible Applications

Control, Wear Resistance.

Architectural Finishes, Capacitors, Catalytic Applications, Corrosion Resistance, Cutting Tools,
Electronics, Engines, Ferroelectric Materials, FGM, Fuel Cells, Integrated Circuits, Optics,
Piezoelectrics, Replacement for Nickel Plating, Superconductors, Thermal Barrier, Thermal

based technologies (e.g. sputtering and most
CVD). The ability to deposit thin films in the
open atmosphere enables continuous,
production-line manufacturing. Consequently,
throughput potential is far greater than with
conventional thin-film technologies, most of
which are generally restricted to batch
processing. Thus far CCVD has been used to
prepare more than seventy distinct material
compositions for a variety of applications.
(Table 1).

Related Technologies and
Processes

What follows is a review of the open and
patent literature of thin film deposition processes
that are related to Combustion Chemical Vapor
Deposition (CCVD). This will help to
distinguish the novel CCVD process from more

classical processes such as CVD, spray
deposition, and thermal spraying and to
highlight its inherent advantages and
limitations.

Combustion CVD vs. Traditional
CVD

Chemical Vapor Deposition (CVD) has
been defined as “a materials synthesis process
whereby constituents of the vapor phase react
chemically near or on a substrate surface to
form a solid product.”* With these traditional
processes a reaction chamber and secondary
energy (heat) source are mandatory making them
different from the Combustion CVD process.
Numerous flame-based variations of CVD have
been used to generate powders, perform spray
pyrolysis, create glass forms, and form carbon
films including diamond films.
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In the 1940’s a CVD process using a flame
to produce homogeneously nucleated (powder)
oxides of titanium, zirconium, iron, aluminum,
and silicon was reported.* A mixture of metal
halide vapor and oxygen is injected through
the central nozzle of a burner, with fuel gas and
supplemental oxygen provided through two
concentric outer rings. At 950°C to 1100°C
flame temperature, the metal halide vapor
decomposes to form very fine oxide powders.

Several patents*® were granted for the
production of glass in a flame using combustible
gases and hydrolysis of silicon compounds.
Furthermore, two-component powders have
been made using a combustion flame in a reactor,
here vaporized precursors were mixed with
nitrogen and fed into a hydrogen-oxygen
flame.” Diamond films have been deposited by
a process known as the Hirose method which is
diamond CCVD from the reducing portion of
an acetylene oxygen flame.?? (Note that this
technology is different from MCT’s CCVD
process that can use dissolved precursors as the
source material and has a much wider
applicability than Diamond CCVD). Notably,
all of these methods rely on gaseous and/or
vaporized precursor materials whereas CCVD
can employ liquid precursor solutions.

Coatings have also been accomplished
using powders, sprayed or atomized solutions.
For example, the Pyrosol® process involves
deposition from a vapor which is generated by
ultrasonification of dissolved organic or
inorganic precursors.!® Another non-CVD
method, the Pyrolytic Spray™ process,
produces aluminum coatings by atomizing
warmed aluminum alkyl, as either a pure liquid
or as a kerosene dilution, over a heated substrate
in a reaction chamber.!' Another approach is to
directly feed reactive powders (e.g. metal-
organics or halides) into a furnace and flash or
pyrolize them in the furnace’s hot zone.'*'*
High-quality films have been produced by this
process suggesting that precursors are indeed
vaporized. All of these processes require a reaction
chamber or furnace and an external heat source
and do not use a flame or combustion.

Finally, Vapor Phase Axial Deposition
(VAD) is used for forming optical fibers.'* This

process uses two flames which are fed with a
mixture of H,/SiCl, and H,/SiCl, /GeCl,,
respectively (the hydrogen acts as the
combustible fuel). This results in the deposition
of silica soot onto the outer area of a porous
preform, and the deposition of germanium-
doped silica soot onto the inner area. This
process involves combustion, but is not a
homogeneous deposition process because a
particulate glass particles forms before
deposition onto the substrate.

Combustion CVD vs. Spray
Deposition

In spray pyrolysis a solution is sprayed onto
a heated substrate which is then heat-treated to
yield the desired thin film. A similar deposition
technique is the sol-gel process in which a layer
of solution is applied to the substrate (dipped,
spin- or spray-coated), dried, and then heat-
treated to give the final material. In both cases
liquid phases are applied to the substrate.
Corning has patented a flame-based process for
producing glass that at first appears to be a CVD
process; quite correctly no explicit mention of
CVD was made.'® Here, a mixture of fuel gas/
oxygen/SiCl, is combusted in a flame. An
aerosol of an aqueous salt mixture is sprayed
directly into this flame producing a transparent,
homogeneous glass body consisting of at least
two constituent oxides. While this process
clearly is a close “cousin” to the CCVD process,
it lacks the simplicity and elegance inherent in
the latter and requires two nozzles and a gas
flame as the primary heat source. Furthermore
this process has never been extended into the
realm of thin film manufacture but was confined
to the production of glass bodies and forms.

Notably, there are at least two reports of
spray pyrolysis that share some characteristics
with the CCVD process. Koguchi and
coworkers'” deposited a 10 um thick YBa,Cu,0,
coating onto a YSZ substrate over the course of
10 minutes by atomizing an appropriate
aqueous precursor solution and transporting the
resulting mist to a hydrogen-oxygen flame. The
resulting film had a strong c-axis preferred
orientation and showed no resistivity at 90 K
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following 850°C oxygen anneal for 8 hours.
The authors termed their method flame
pyrolysis, and were likely depositing at
temperatures near the melting point of
YBa,Cu, O . Solution concentrations and
deposition rates reported were higher than those
typically used in the CCVD process.

McHale and coworkers'® obtained 75 to
100 pm thick films of YBa,Cu,0O and
Bi _Pb .Ca, Sr,Cu,O by either dissolving
nitrates in liquid ammonia and combusting the
sprayed solution in a N O gas stream, or by
combusting nitrates dissolved in either ethanol
or ethylene glycol in an oxygen gas stream.
Results suggest that films were particulate and
not phase pure. The YBa,Cu,O_coatings had to
be annealed at 940°C for 24 hours, and the
Bi, ,Pb .Ca Sr,Cu,O 6 coatings had to be
annealed twice at 800°C for 10 hours and then
at 860°C for 10 hours to yield the desired
material. Even after oxygen annealing the best
zero resistivity measurement was 76 K. Once
again, solution concentrations and deposition
rates reported were higher than what is typically
used in vapor deposition and the CCVD process.

Combustion CVD vs. Thermal
Spraying

Thermal spraying' typically produces
thick films (>10 microns) by feeding powder
into a gas combustion torch (flame spraying) or
a plasma torch (plasma spraying) to melt the
powdered coating material which is then
splattered onto the object being coated, thus
forming a film. Thermal spraying is considerably
different from CVD, but there are variations that
resemble CCVD.

In one modification of thermal spraying,
powdered material is vaporized and the vapor
is then condensed onto the substrate. This
evaporation technique was used in early high-
temperature superconductor research to deposit
c-axis preferred orientation YBa, Cu,O at
deposition rates of up to 10 microns/min.*

Another embodiment of flame spraying
feeds a solution instead of a powder into the
flame. Aqueous solutions of yttrium, barium and
copper nitrate were atomized in a hydrogen-

oxygen flame to produce finely dispersed
superconducting powders.?"-?2 The flame vaporizes
the water leaving particles of yttrium, barium, and
copper nitrates. These then react with OH and O
radicals yielding YBa,Cu,O particles. It is
interesting to note that the best powders were
made using an over-ventilated diffusion flame
at 700-900°C. These conditions minimize
product decomposition and decrease formation
of impurities such as BaCO,.

The plasma spray method most similar to
CCVD is spray-inductively coupled plasma
(S-ICP).* Here, a precursor solution is atomized
into fine droplets of 1-2 um diameter. These
droplets are carried into an ICP chamber. Oxidic
thin films of a larger number of materials have
successfully been deposited using this
technique. Holding the substrate at an
appropriate distance from the plasma was noted
as being important in synthesizing dense films.
CVD type coatings were achieved using
ultrasonically atomized 05-1.0 M solutions of
metal-nitrates in water which were fed into the
ICP at 6-20 ml/h using an argon stream of 1.3—
1.4 /min.

Fundamentals of the CCVD
Process

The morphology and stoichiometry of thin
films deposited by CCVD are directly controlled
by the following major process parameters:

a. Solution composition, precursor
concentration, flow rate and atomization,

b. Flame (i.e. oxygen and fuel flow rate, pilot
flames, temperature, atomization); and

c.  Substrate conditioning (i.e. cooling, heating,
motion, tilt angle, inert gas).

The effects of each of these process
parameters will subsequently be discussed as it
applies to the CCVD process that employs liquid
precursor solutions. (Some of these results are
applicable also to vapor-source CCVD).

Process Parameters — Solution

The easiest method utilizes a solution
comprising of a flammable solvent (typically
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toluene, isopropanol, ethanol, methanol, etc.) in
which the precursors are dissolved. The solvent
acts as a (a) combustible fuel to produce and sustain
the deposition flame, and (b) as a transport medium
for the dissolved precursor chemicals. Solution
flow rate and stoichiometry can be precisely
controlled, the latter by varying the reagent ratios
in the solution. Using a proprietary nozzle
technology (Nanomiser nozzle), the solution is
nebulized (i.e. atomization or “spraying”) to form
nanosized droplets that enter the flame zone
shortly after formation. Solutes with a low
boiling point (less than 200°C) vaporize with
the solvent in the flame. Solutes with higher
boiling points form finely dispersed solute
clusters as the solvent vaporizes and burns.
Cluster size depends on solution molarity and
droplet size. When small enough, the clusters
vaporize in the flame, react then condense or
adhere to the substrate, and finally bond/diffuse
to form the coating.

Composition of Solution

There are several ways in which to adjust
the composition of the solution. For one,
different elemental precursor chemicals can be
used. The choice of precursors depends on their
solubility in a given solvent or solvent system.
Similarly, the choice of solvent is primarily
dictated by the requirement to fully dissolve
the precursor. Furthermore, carbon-free solvents,
such as water, and low carbon residue (soot)
solvents, such as methanol, may be used to
control the amount of elemental carbon in the
flame. The elimination of impurities can also
be extremely significant in certain applications.
For example, sulfur and sodium can be
detrimental to many coatings; in such cases
solvents and precursors must be free of these
and other common impurities.

Precursor Concentration in Solution

The appropriate concentration of the
precursor solution is established empirically.
Generally speaking, the higher the
concentration, the higher the deposition rate.
(Typically, concentrations are in the range of
102-10* M). However, a high concentration can
be detrimental in that the surface diffusion of

the desired species may be too low to
accommodate the deposition rate of certain
materials. Some materials with low surface
diffusion may require a lower concentration to
form a uniform, dense film. Ordinarily, the
highest solution concentration that provides a
good film for a desired purpose is used to
maximize the deposition rate.

Solution Flow Rate

The choice of solution flow rate, that is,
the volume of solution that is fed to the flame
in a given time period, affects the flame, the
deposition rate and coating coverage. Generally,
an increase in the flow rate results in a longer,
wider flame and greater deposition rates. A
higher solution flow rate often requires feeding
supplemental oxygen to the flame while a lower
solution flow rate requires a lower flow rate of
supplemental oxygen.

Solution flow rate also affects the
deposition rate: higher flow rates produce
thicker films in a set amount of time compared
to lower flow rates. However, some materials
may not deposit well at higher flow rates. Higher
flow rates may also be used when very high
deposition temperatures (1300°C) are desired.
The larger flame has a larger hot zone thereby
maximizing the deposition area.

Generally, the highest flow rate that
produces a film of the desired properties on a
particular substrate should be used. Increasing
the gas flow also reduces the diffusional
boundary layer resulting in more uniform
coating coverage at a higher deposition rate.

Process Parameter-Flame

The flame provides the “operating”
environment for the CCVD process. The energy
and radiation produced by the flame are used to
form the reactive species and to heat the
substrate, ultimately enabling surface reactions,
diffusion, nucleation and growth of the thin film
material.

Supplemental Oxygen
Flame characteristics can be modified by
flowing supplemental oxygen (either pure
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oxygen or air) around the flame. Its flow rate
allows for control of the turbulence flow of gases
and is important in maintaining a stable flame
at high flow rates. This operational parameter
should be adjusted in conjunction with the
solution flow rate. A higher supplemental
oxygen flow rate produces a fast flame that
allows better material penetration into tight
areas on a substrate yielding smoother coatings.
A lower supplemental oxygen flow rate
produces a slower, longer and wider flame. This
flame is useful if a more rough, nodular film
microstructure is desired as opposed to a
smooth, dense film. These differences are
somewhat arbitrary, though, and their
occurrence or extent will differ from one
deposited material to another.

The higher the percentage of oxygen, or
the higher the deposition temperature, the more
complete is the combustion (oxidation) that
occurs. The oxidant-to-fuel (solvent) ratio helps
to control the flame temperature, size and
velocity. Using pure oxygen versus air results
in a more efficient and rapid combustion: this
in turn minimizes the formation of NO , carbon
monoxide, and elemental carbon.

At times it might be necessary to employ
gases other than oxygen (e.g. argon or air) to
aid in the deposition of less noble metals or
partially oxidized phases. Changing to gases
other than oxygen will affect the flame, and
process variables will have to be adjusted.

Pilot Flames

The pilot flames are arranged
symmetrically around the spraying needle and
are necessary whenever gas flow rates exceed
the flame velocity to initiate combustion of the
nebulized solutions. For a given deposition
process there is generally an optimum distance
from the needle tip to the pilot flames. This
distance is rarely changed but can be altered,
depending on the atomization conditions, to
achieve suitable flame conditions. Generally, a
mixture of oxygen and methane (or ethane) is
used to form the pilot flames. Other flammable
gases or gas mixtures (e.g. hydrogen or
hydrogen/oxygen) can be used to reduce the
potential for formation of carbon-containing
phases.

Deposition Temperature

For the purposes of this discussion,
deposition temperature is defined as the gas
temperature close to the substrate. Due to the
exhaust flow in the deposition hoods and the
natural rising of hot air, the deposition
temperature profile is skewed above the flame’s
longitudinal axis. The actual temperature of the
substrate in the deposition zone depends upon
the substrate material — size, absorption and
emissivity characteristics — as well as the dwell
time of the flame on one area of the substrate
and whether or not any cooling is being applied
to the substrate.

Deposition temperature is measured with a
thermocouple held in the flame as close to the
surface of the substrate as possible. The actual
substrate temperature can be measured with a
pyrometer or embedded thermocouple.

Atomization of Solution

Atomization refers to the process of
creating a fine spray of the solution as it exits
the spraying needle. Due to intellectual property
concerns and a pending patent application, no
further details can be communicated at this time
on the operation of the Nanomizer device. Other
atomization techniques can be used to perform
liquid solution CCVD, but the smaller droplet size
applied by the Nanomizer device creates a fuller,
denser coating at an increased deposition rate.

Additional Parameters Affecting
Deposition

Additional process variables that can be
altered include:
a. Substrate temperature,
b. Motion control,
c. Substrate orientation, and
d. Environmental control.

Substrate Temperature
The substrate’s location in the flame zone

is dictated by the following conditions:

a. The need to heat the substrate enough to
allow surface diffusion;

b.  Sufficient reaction time for the precursors to
chemically change to their final states; and
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c. The need to deposit the material as a vapor
while preventing agglomeration into
clusters. However, if atomization is poor, a
substrate too far into the flame could allow
droplets to hit the substrate surface
resulting in a spray pyrolysis effect.

Substrate Cooling

Cooling is most often used on substrate
materials that cannot withstand the heat
generated by the deposition flame (e.g. some
metals and polymers). Substrate cooling can
also be of advantage for depositing materials
that deposit better or more efficiently on a cool
substrate. The cooling is generally localized
and moves in conjunction with the flame. One
common method is to direct a stream of filtered
air onto the back of a substrate directly in-line
with the longitudinal flame axis. The farther
back the cooling nozzle is positioned relative
to the substrate, the larger the cooling zone and
vice versa. In addition, depending on the amount
of cooling required, the rate of air flow can be
adjusted. Some materials are significantly
affected by the cooling air and not only deposit
faster on a cooled substrate but in the absence
of a well-aligned air flow do not deposit
efficiently and evenly. Other materials only
require a cool surface without exact alignment.
The amount of substrate cooling is material
dependent and is experimentally determined
for each material deposited with respect to
substrate size and make-up.

Often it is not the deposited material that
dictates the use of cooling but the substrate
itself. Substrate degradation due to annealing,
oxidation, or melting must be eliminated or
minimized. Because many materials cannot be
deposited onto a substrate cooled sufficiently
to avoid substrate degradation, other means
must be developed to protect the substrate. In
some instances of oxidation or thermally
induced film/substrate interaction it has proven
beneficial to first apply a protective base thin
film layer. The desired material is then deposited
on top of this layer perhaps without or minimal
substrate cooling. In other cases of substrate
degradation, the film must be deposited while
the uncooled substrate is moved quickly

through the deposition zone — fast enough to
avoid damaging the substrate but slow enough
to allow time for deposition. Air is a common
coolant, but liquids, such as water, have also
been successfully used.

Substrate Heating

Some substrates must be heated for
deposition. For example, large ceramic (brittle)
substrates must be evenly heated to avoid large
temperature gradients, which could result in
fracture, across their surface. Many coating
materials and phases also require a warm or hot
substrate to deposit. This characteristic is
related to the surface diffusion and
thermodynamics of the materials. A material’s
dependence on a heated substrate may be only
for the deposition itself to achieve a dense,
continuous film or for the deposition of a
particular phase or morphology. For example,
many materials require a hotter substrate to form
a crystalline film as opposed to an amorphous
film.

Substrate Motion

Using a single point flame (versus a series
or linear flame) to achieve a uniform coating
requires moving the substrate under the flame or
moving the flame over the substrate. The motion
pattern depends upon the specifics of the substrate,
flame, and thin film material. The coating of a
large, flat substrate by a single-point flame is
generally accomplished by moving the flame with
respect to the substrate back and forth in a ladder-
like pattern. Generally, the pattern should start at
the bottom of the vertically positioned substrate.
The deposition zone of a flame is a circular zone
rather than a point. However, due to the natural
rising of heat (and to a lesser extent the updraft of
the exhaust hood), the total deposition zone is
not perfectly circular but asymmetric with more
area above the center of the flame. As the flame is
coating the lower part of a substrate, the upper
part is also receiving a very thin layer of coating.
Thus, the motion pattern must accommodate this
deposition pattern and allow for longer deposition
times at the bottom of the substrate and for shorter
times in the middle and upper areas of the
substrate.
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Near the edges of the substrate may also need
additional dwell time of the flame because of close-
to-edge effects. Close-to-edge effects result from
a no “overspray”’ effect and the different
conditions at the edge of a sample as compared to
the center of a sample. Temperature, gas flow from
the flame and the flow of cooling air at the back of
the substrate may all vary. Coatings on high points
and at sharp edges of the substrate tend to be
thicker due to thinner diffusion boundary layers.
Thus, the motion pattern must take these factors
into account. The motion pattern can
accommodate the many factors affecting a uniform
deposition by allowing the flame to pass over an
area multiple times, slowing the flame’s travel
across a substrate and allowing the flame to sit
and dwell on a spot for a number of seconds.
Most motion program patterns must be tested
many times to achieve a completely uniform
coating across a complex substrate’s surface.

Diffusion Boundary Layer

Diffusion boundary layers are an important
factor in producing high-quality thin films.
During a deposition, a substrate acquires a so-
called gas diffusion boundary layer through
which the deposition materials must pass to
form a film. The thicker the boundary layer, the
less coating occurs. Brownian motion causes
diffusion across the boundary layer. This layer
is thinner or almost absent at the surface high
points or edges of a sample due to the gas
velocity of the flame across an edge. This results
in thicker coatings at sharp edges of a substrate.
The boundary layer can be minimized (ceteris
paribus, resulting in thicker coatings) by:

a. Increasing the gas temperature at the
substrate surface;

b. Decreasing the pressure by depositing
inside a low pressure chamber;

c. Increasing the flame velocity and/or
turbulence; or

d. Decreasing the substrate size.

In addition, angling the substrate by 30 to
60° to the flame direction can also decrease the
boundary layer thickness through shear.

The tilt angle can be important in
controlling the deposition of certain
microstructures and phases. For example, at

least some epitaxial coatings seem to be
sensitive to the tilt angle. Smoother coatings
may be possible on a tilted substrate compared
to a substrate held perpendicular to the flame’s
longitudinal axis. The amount of acceptable
tilt is controlled by the deposition efficiency at
a certain angle.

Environmental Considerations

Streaming an inert or reducing gas
(e.g. hydrogen, nitrogen, or argon) around the
substrate can protect materials (substrate or film)
from oxidation during the deposition process.
These set-ups tend to limit substrate size if the
deposition system is placed in an airtight, solid
containment. However, one can restrict the
application of inert or reducing gas to the flame
zone only. The flame and substrate are, however,
more susceptible to oxygen contamination
using this approach.

Case Studies

This section highlights some of the process
capabilities of CCVD.

Capacitor Coatings?

There is worldwide interest to develop
processes capable of manufacturing high
permittivity (high k) thin films for IC
applications. The CCVD process is well suited
for high-rate deposition (up to 1 um/min) of
dielectrics such as SiO,. Multi-component
perovskite thin films (e.g. barium-strontium-
titanate, BST) with extraordinarily high
dielectric constants have also been successfully
deposited. Thin films comprising BST are very
difficult to prepare by any competing thin film
process. These films not only hold promise for
small-area embedded capacitors, but have also
significant potential for on-chip applications.

Additional work on dielectrics includes
deposition of silica, PABS (lead aluminum boron
silicates), PLZT (lead lanthanum zirconium
titanate) and BST (barium strontium titanate)
on Si-Ti-Pt wafers (Figure 2). The wafer
specimens were patterned with metal electrodes
and electronic properties were characterized.
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Si/Ti/Pt

Fig. 2: SEM micrograph of dense thin film of BST on an Si/Ti/Pt substrate. The lower picture is
a 10x magnification of the framed area in the upper picture.

Thickness and, correspondingly, capacitance
variation was less than 2%. The absence of
impurity peaks in XPS spectra of silica-coated
specimens clearly demonstrates the achieved
purity. Yield, defined as the percentage of
functioning vs. total measured capacitors, was
100%. Breakdown field strength was in the range
1.1-5.4 MV/cm and leakage current was about
107-10° A/cm? at 0.5 MV/cm. Capacitance
density was 23-350 nF/cm? dependent on thin
film thickness and materials. No breakdown was
observed after 20 cycles between 0—40 V.
Time dependent dielectric breakdown (TDDB) was
185 s at 40 V for ten of the patterned capacitors.

For capacitors on copper foil substrates,
yield of initial samples was an impressive 83-
90%. Capacitance density ranged from 20-242
nF/cm?; this is approximately 50-100 times
higher than that of laminated planar epoxy-
glass capacitors.

CCVD Coating Conformality?

Many applications require the deposition
of conformal coatings. However, due to the
micro-roughness of many substrates, line-of-
sight deposition processes (e.g. PVD processes)
can suffer from “shadowing” of peaks.
Shadowing, which results from long mean-free
molecular paths, can cause pinhole defects in the
resulting films. In contrast, short molecular mean-
free-paths, characteristic of the CVD process,
effectively randomize the path trajectories of the
atoms thus minimizing shadowing. The coating
effectively conforms to the topography of the
substrate surface. An example is the conformal
coating of over a thousand 12 pm diameter
alumina fibers (NEXTEL™ 610) with LaPO, in
a deposition at 900°C (Figure 3). More than
50% of the fibers exhibit a coating thickness
from 300-500 nm, with no uncoated fibers.
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Fig. 3: An epitaxial layer of strontium titanate was successfully deposited onto a MgO single
crystal. The lower picture is a 5x magnification of the inset in the upper picture.

Epitaxial Coatings?

Epitaxial SrTiO, was successfully deposited
onto a MgO single crystal (Figure 3). A single
cube-on-cube texture was displayed in pole
figure x-ray diffractometry. The full-width at half-
maximum (FWHM) values of the (110) and (200)
planes are 2.020° + 0.004° and 1.67° + 0.01°,
respectively. According to Oak Ridge National
Laboratory (ORNL), these values are the best ever
reported for a SrTiO, coating deposited on this
substrate by any technique. The approximately
380 nm thick epitaxial coating is smooth and
dense.

Cerium oxide (CeO,) was deposited onto a
(100) LaAlO, single-crystal substrate with a
single cube texture and good in- and out-of-
plane alignment. A ¢ scan of the (220) plane of
the CeO, film yielded a FWHM of 2.45° £ 0.05°;
the rocking curve of the (200) plane indicated a
FWHM of 1.688° +0.006°. A layer of YSZ was
then deposited by CCVD on top of this ceria
layer. The majority of the YSZ deposited as one
cube texture (Figure 3) with only a minor
45° film rotation (<1% intensity) present. The

YSZ film exhibited good in- and out-of-plane
alignment with a FWHM from the (220)
plane of 3.37° £ 0.0land a FWHM from the
(200) plane of 2.37° + 0.01. Numerous other
materials have also been deposited by CCVD
as epitaxial films, for example, Ta,O,, PLZT,
BST, YBCO, LSC, YSZ.

Frequency Agile Thin Films for
Wireless Communications*2°

Recent advances in semiconductor 1C
fabrication technologies have stimulated
research and development of integrated
ferroelectric oxide thin films which can be used
in various electronics applications including
microwave devices, dynamic random access
memory (DRAM), non-volatile ferroelectric
random access memory (NVFRAM), and next
generation gate oxide for IC transistors, to name
a few. There has been a renewed interest in
developing Ba,_Sr TiO, and SrTiO, thin films
for frequency agile electronics because the
required dc bias for tuning the communication
devices can now be drastically decreased
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because of significant reduction of ferroelectric
coating thickness. Epitaxial barium strontium
titanate and strontium titanate thin films were
deposited on (100) MgO single-crystal
substrates CCVD. The as-deposited films were
patterned with gold electrodes to form an
interdigitated structure and perform as
electrically tunable devices, namely, coupled
microstripline phase shifters (CMPS).
Microwave dielectric properties were
characterized at 11-20 GHz with an applied
electric field up to + 35 V/um. A maximum figure
of merit of 53°/dB at 20 GHz and 23°C was
measured. Capacitance changes of BST films
were 3.7% at 35V and 302 K vs. 3.9% for PLD
films. Dielectric constants of 390-510 were
achieved. Thickness variation on 75 mm silicon
wafers was less than 2% as measured by
ellipsometry. The demonstrated high degree of
tunability and relatively low loss showed great
potential of these films for the targeted
frequency agile device applications.

Protective Coatings for Ceramic
Matrix Composites and
Corrosion Resistance?’*

Ceramic Matrix Composites

Thus far, excessive costs have restricted
ceramic matrix composites (CMCs) from
fulfilling their significant commercial promise.
To better position CMCs as a competitive
material, it is imperative to develop a fiber
coating system that combines the desired
materials properties with ease of use and
efficiency in a production environment. While
alumina fibers have several desirable
characteristics for CMC applications, uncoated
fibers weaken in the composite due to chemical
reactions between the fiber and surrounding
matrix. This results in loss of strength. Hence, a
thin film fiber coating of a debonding material,
such as lanthanum phosphate, is required to form
a reaction barrier. Coatings can also enhance
the chemical and abrasion resistance as well as
thermal protection of the matrix fibers.

Lanthanum phosphate coatings were
deposited onto NEXTEL 610 alumina fibers of
up to 3 feet in length. The coatings are dense and

uniform with complete coverage around
individual filaments (Figure 4).

Process temperatures were as low as
900-1000°C with only minimal fiber
degradation. Beta aluminas, such as LaAl, O,
and BaMg,Al O,,, required higher deposition
temperatures and did not yield the desired
stoichiometry and phases without fiber
degradation. The strand strength for coated
fibers is 2.72-2.81 kg and is unaffected by
thermal aging. The coatings are phase-pure,
columnar grained monazite and vary in thickness
from 0.1 to 1.0 pm. Microstructure and
compositional layering were uniform among tows
comprising 420 and 1260 filaments.

Chromium Replacement Coatings®-"
The environmental hazards of traditional
anti-corrosion coating technologies such as
cadmium and chromium plating have motivated
considerable R&D to develop environmentally
benign alternatives. MCT has prepared several
types of coatings that could be developed into
alternatives to chrome. Figure 5 shows a
scanning electron microscope (SEM) image of
the cross section of a CCVD “nanolaminate”
ceramic coating, composed of 22 alternating
alumina and yttria-stabilized-zirconia layers
with individual layer thickness on the order of
100 nm. Such “nanostructured” layers promise
corrosion-resistance, excellent hardness, and
crack-resistance. Figure 6 is an SEM image
showing the cross-section of a 100 nm CCVD
nickel coating on a glass substrate; note the
smooth, dense, continuous nature of the
coatings. Figure 7 shows a proprietary
composite ceramic anti-corrosion coating in
cross-section (patent pending). The rough
surface of the pictured coating is advantageous
in, for example, paint adhesion, although
smooth coatings are possible with deposition
parameter adjustments. The latter coating
technology is in advanced development under
Navy sponsorship as a chromate conversion
coating replacement, having passed relevant
ASTM and MIL-SPEC tests for corrosion-
resistance. This coating has also passed Battelle
salt fog testing for 1344 hours, surpassing MIL-
C-83488 specifications for a Class I thickness
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Fig. 4: Scanning electron micrograph of 300 — 400 nm thick Nextel alumina fibers coated with
lanthanum phosphate. The lower figure is a 5x magnification of the inset in the upper
figure.

Fig. 5: Nanolaminate CCVD coating comprising 22 alternating layers of alumina and zirconia.
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Fig. 6: Scanning electron micrograph of a cross-section of a nickel coating on glass
(magnification 13,000x ) showing the dense nature of the coating. Coating thickness
is approx 100 nm.

Fig. 7: Cross-section of a proprietary corrosion resistant coating, clearly showing its dense

and high surface area nature. The left picture is a 5 x magnification of the framed area
in the right picture.
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with a chromate conversion coating. These
results indicate that CCVD can be used to
prepare dense, continuous, pore-free coatings
with controlled composition and microstructure.

Resistor Coatings

The CCVD process is well suited to
deposition of composite resistor layers. The
CCVD reagent solutions can be pre-mixed to
control the relative amounts of constituents in
each resistor composition (patent pending).
Precise control of these ratios permits tailoring
of specific resistivity of the resistor layers over
many orders of magnitude, ranging from 5 €/
square to very high sheet resistivity values up
to 500 kQ/square. The resistor material
comprises a metal (e.g. platinum or nickel) and
a small amount of an oxide (e.g. ceria or silica)
added to increase resistivity. There is a linear
correlation between the log of resistance and
weight percent of a component material in thin
film resistors on fused silica substrates. This
linearity greatly simplifies the materials
engineering to meet desired resistance
specifications. The initial test vehicles have
been successfully fabricated with sheet
resistivities of 100 €/square and 10 k€2/square.
In addition, the process can be used to deposit
conducting oxide coatings such as bismuth
ruthenium oxide. In amorphous form, these
materials have a high resistivity and a positive
temperature coefficient of resistance (TCR). In
principle, bi-layered coatings consisting of a
resistor layer deposited on top of a conductive
oxide thin film will result in resistors with zero
TCR (patent pending). MCT has already
produced high-quality 100 nm resistor coating
samples on 69 x 83 cm copper sheets and
continuous rolled foil using a multi-flame CCVD
system in close to 100% yield. This important
preliminary result shows the great promise that
the CCVD process has for manufacturing
embedded passives.

Flame Characterization*®

In the CCVD process, the flame provides
the reactive zone in which precursor materials

are pyrolized and ultimately deposited onto the
substrate; hence, an in-depth understanding of
flame characteristics and processes is a sine qua
non for rational thin film design. Optical Emission
Spectroscopy (OES) and flame pyrometry were
used to study the Nanomiser device produced
liquid jet flame during the deposition of barium
strontium titanate (Ba Sr; TiO,) films. While
species distribution and vapor-substrate
interactions have been studied for number of
chemical vapor deposition (CVD) processes,*
we were interested in correlating flame
characteristics with thin film microstructure.

In a series of experiments, the dependence
of flame-to-substrate distance and temperature
on surface morphology of deposited films was
studied. Depositions were performed at 700,
900, 1100 and 1400°C gas temperature
(corresponding to distances of 12.2, 11.4, 9.7,
and 8.1 cm), respectively. In all cases, the
substrate was mounted at a 45° angle with
respect to the impinging flame centerline. A
representative thermal image of the CCVD flame
for an optimized BST deposition as measured
by pyrometry is shown in Figure 8. Optical
emission spectroscopy (OES) measurements
were performed simultaneously with the flame
pyrometry to obtain relative concentrations for
emitting species in the flame. Although the
observed spectrum provides information about
the excited-state density, it does not directly
reflect the ground-state population, since
numerous vapor clusters are formed. OES is a
powerful and simple diagnostics tool. The
intensity of the OES signal for different species
depends on both the species concentration and
flame temperature, and can be used to
approximate spatial distribution of emitting
species. Images of individual species emission
intensities after background subtraction are
shown in Figure 9.

Both Ba and BaO reach their peak
concentration about 1 cm from the nozzle after
which they rapidly decay. The only discrete
species emitting in the flame at the distances
corresponding to the temperatures studied
(8.1to 12.2 cm) is SrOH and Na. The four films
deposited in this temperature range (700 to
1400°C) all yielded x-ray diffraction peaks
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corresponding to the desired Ba Sr,  TiO, phase.
BST films deposited between 700-1100°C were
epitaxial; depositions at 1400°C also yielded
the desired phase but were not epitaxial.

By combining optical emission
spectroscopy and pyrometry, it was possible to

derive relative concentrations of short-lived,
reactive species in a hydrocarbon flame.
Although only relative, these measurements
allowed determination of species spatial
distribution within the flame and provided a
better description of the flame interaction with
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20 nm
i

S

Fig. 10: TEM micrograph of platinum nano-particles deposited onto a Nafion membrane. The
platinum is dispersed so finely that it appears as a darkening of the Nafion cluster.
Darker material is a thicker cluster which was formed when the specimen was abraded
from the sample onto the carbon grid for imaging.

the substrate. It has been demonstrated that the
excited species emission from the flame reaches
a maximum value of 1 to 2 cm from the nozzle
exit. Determining the relative species
concentrations also provided an insight into
the mechanism of thin film growth. The
observed surface morphology is controlled by
the surface mobility of deposited clusters. At
low flame and substrate temperatures, the
surface mobility is low resulting in an even
coating with a high surface energy. At higher
temperatures, the surface mobility is higher
resulting in smoother coatings with lower
surface energy. The most important result of this
study establishes that precursor pyrolysis,
detected by UV-vis spectrascopy, occurs
predominately prior to the substrate surface and
high-quality vapor deposited coatings can be
produced by this method.

Fuel Cell Applications

Fuel cells are of huge interest to the
technology marketplace, as illustrated by
sizable investments in the technology and
market capitalization of fuel cell companies
with little or no current revenues. This is because

of their pervasive potential to power homes,
offices shopping malls, automobiles, buses,
trains, boats, personal computers,
communication equipment and other
increasingly distributed, power-demanding
appliances of modern-day living. The overall
market size for fuel cells is deemed to grow
beyond that of transportation and stationary
power into distributed ‘personal power’, to an
estimated $1B to $200B annually by 2025. In a
very real way, fuel cells will be to energy what
integrated circuits have become to information.

For applications in solid oxide fuel cells it
is important to increase the interfacial area and
total surface area of the coating on the
membrane electrode assembly (MEA) while
maintaining uniformity. MCT has achieved
promising results with the CCVD process to
generate advanced catalytic coating structures.
Figure 10 shows a transmission electron
micrograph of a platinum layer deposited by
CCVD onto Nafion: nanoscale platinum
particles can be seen as a very fine dispersion of
moderate to dark gray matter in the light gray
membrane material. The scanning electron
micrograph in Figure 11 is a cross-sectional view
of a conductive lanthanum-strontium
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Papphire =2

Fig. 11: SEM cross-section of a CCVD-deposited LSM conductive coating, showing the open
columnar structure over a dense YSZ layer on a sapphire substrate.

manganate (LSM) layer with a ‘“‘loose”
columnar microstructure deposited onto a dense
CCVD layer of yttria-stabilized zirconia. Fully
dense YSZ coating have also achieved as have
been nano-laminate structures (cf. Figure 5).

Summary, Conclusion, and
Future Directions

The open-atmosphere CCVD technology
has many advantages for producing advanced
thin film materials when compared to current
technologies, in particular, potential for an
order-of-magnitude reduction in operating and
capital costs, substantially higher thin film
quality, and the ability to engineer materials
for specific applications (e.g. great
compositional and structural control). In
addition, the ease-of-use of CCVD permits both
rapid development of new coating/substrate
combinations and straightforward
implementation for production-friendly
manufacturing. Finally, the CCVD process in
conjunction with the Nanomiser uses only
environmentally benign chemical precursors,
minimizing safety and pollution concerns.
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Abstract

The interfacing of thin film vapor deposition
technologies and solid state ionic technologies
has led to the development of polarized
electrochemical vapor deposition (PEVD).
PEVD utilizes a solid state electrochemical cell
which can transport one or more reactants in the
ionic state. Thus, under an electrochemical
potential gradient, which is mainly provided by
a dc potential, ionic reactants travel from the
source side of a solid substrate to the sink side
and react electrochemically with the surrounding
vapor to form the desired solid product. PEVD
has brought Wagner's scaling tarnishing theory
to a new field for making synthetic products
under well-defined thermodynamic and kinetic
conditions. The immediate advantages of using
a closed-circuit electrochemical cell in PEVD

include easy control and monitoring. Further-
more, the PEVD product is capable of modifying
the solid electrolyte/electrode interface both
physically and chemically due to its unique
crystallization and growth behavior.

PEVD has been applied to deposit auxiliary
phases (Na,CO,, NaNO, and Na,SO,) for solid
potentiometric gaseous oxide (CO,, NO,, and
SO,) sensors, as well as a yttria stabilized
zirconia (YSZ) ceramic phase to form composite
anodes for solid oxide fuel cells. In both cases,
the theoretically ideal interfacial microstructures
were realized. The performances of these solid
state ionic devices improved significantly.
Furthermore, in order to set the foundation for
future PEVD applications, a well-defined PEVD
system has been studied both thermo-
dynamically and kinetically, indicating that
PEVD shows promise for a wide range of
technological applications.
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Introduction

There are two types of conductivity in
nature: electronic and ionic. The first does not
involve mass or material transport while the
second does. Thus, ionic conduction is capable
of converting chemical energy to electrical
energy, or vice versa. Since Wagner's early works
in the 1930’s,' defect solid state physics and
chemistry has been an area of major scientific
and technological interest with the resulting
discoveries of solid state ionic materials and
development of solid state ionic technology
sustaining this interest. The stage has, therefore,
gradually been set for a massive effort at
developing applications.

The energy crisis in the early 1970’s aroused
a worldwide interest in energy converting
applications based on ionic transport in solid
state ionic materials. Since then this field has
developed rapidly in order to serve ever-growing
energy and environmental demands. Like solid
state electronics, the device field of solid state
ionics is quickly developing. The study of
electronic-ionic processes in solid state ionic
materials reflects the intimate relationship
between science and technology; ‘‘pure
scientific’’ results eventually find various
practical applications. Present activity in this
direction includes the development of small
batteries for pacemaker implants, high power
batteries for energy storage systems, fuel cells
for high-efficiency power generation,
electrochromic windows for energy
conservation, sensors for chemical pollutant
detection, etc.

In spite of the great promise solid state ionic
devices offer, few commercial successes have
been reported to date. The major problems faced
today in the field of solid state ionic devices are
still material related. At present, the key
technical challenge is development of reliable
and cost-efficient techniques to synthesize solid
state ionic materials to serve as solid electrodes
and electrolytes.> On the other hand, these
materials are not used in isolation, but in an
electrochemical system and must be in contact
with each other. The response of solid state ionic
materials in solid state ionic devices is highly

related to the interface characteristics, which fix
the external electrical conditions (electric
potential and current density) and the external
chemical conditions (chemical potential). The
solid electrode/electrolyte interfaces must
possess high ionic and electronic mobility. Thus,
development of fabrication techniques to
improve the interfaces assumes real significance.

The present availability of numerous types
of solid electrolytes permits transport control of
various kinds of mobile ionic species through
those solid electrolytes in solid electrochemical
cells, and permits electrochemical reactions to
be carried out with the surrounding vapor phase
to form products of interest. This interfacing of
modern vapor deposition technology and solid
state ionic technology has led to the recent
development of polarized electrochemical vapor
deposition (PEVD).> PEVD has been applied to
fabricate two types of solid state ionic devices,
i.e., solid state potentiometric sensors and solid
oxide fuel cells. Investigations show that PEVD
is the most suitable technique to improve the
solid electrolyte/electrode contact and
subsequently, the performance of these solid
state ionic devices.

PEVD Fundamentals

Generally speaking, PEVD is a modified
form of chemical vapor deposition (CVD). A
comparison between PEVD and conventional
CVD is schematically shown in Figure 1 for a
product (D) formed from reactants (A) and (B).
In a CVD process, both reactants (A) and (B)
are supplied through a vapor phase at the same
side of a solid substrate (E). They react
chemically at the surface of the solid substrate
(E), aided by some type of catalytic effect, to
form a desired product (D). In a PEVD process,
one reactant (A) is transported from one side
(source) of a solid substrate (E) to the other side
(sink) under well-controlled thermodynamic and
kinetic conditions. At the sink side, reaction with
(B) occurs to form (D). Further growth of (D)
into a continuous thin film with the desired
thickness in a PEVD process also relies on (A)
transported in the solid state now through (E)
and (D) to react with (B).
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Fig. 1: Comparison of PEVD and CVD processes.

The reason that reactant (A) can be
transported through the solid substrate (E) and
the solid deposited phase (D) is because both
(E) and (D) are solid state ionic materials,* in
which the ionic state of reactant (A) is mobile.
Thus, reactant (A) will be transported as a
combination of corresponding ionic and
electronic carriers under the mixed influences
of chemical potential gradients and electric fields
in the solids. Unlike the chemical reaction of
vapor phase reactants (A) and (B) to form a
deposit (D) in CVD, the reaction of the solid-
state transported reactant (A) and the vapor
phase reactant (B) to form a deposit (D) is
electrochemical in nature in PEVD. The
immediate advantage is that the deposition
reaction in PEVD occurs at an electrochemically
active area instead of a catalytically active area
in the case of CVD. Consequently, reaction and
deposition in PEVD take place only on the
substrate, not on reactor walls, and there are no
vapor phase reactions and powder deposition as
might occur in CVD. The deposition products
in PEVD are usually uniform and fully dense,
due to the fact that the electrochemical potential
gradient in (D) is the driving force for
electrochemical reaction and deposition. Thus,
where the film is the thinnest, the driving force
is the greatest. Through this self-leveling effect,
uniform coverage of PEVD products is expected.

PEVD can also be compared to another
closely related vapor deposition technique,
electrochemical vapor deposition (EVD), which

was introduced by Isenberg at the Westinghouse
R & D center in the late 1970's.5° Both
techniques utilize an electrochemical potential
gradient as the driving force for solid-state
transported reactant (A) diffusion through
product (D) for further reaction and deposition.
However, the way electronic carriers are
transported distinguishes PEVD from EVD as
schematically shown in Figure 2.

In EVD, electronic carriers flow with ionic
carriers through the solid substrate (E) to the
deposited product (D). The substrate (E) can
either be an ionic or a mixed conductor, as long
as the major mobile ionic species is (A*) or (A%).
The driving force for reactant (A) transport
through the solid substrate (E) and deposit (D)
is (A)'s chemical potential difference between
the two isolated compartments, i.e., the source
and sink side of substrate (E). At the source
side, the chemical potential of reactant (A) is
usually maintained constant. At the sink side,
the chemical potential of reactant (A) is fixed
by EVD reactions.

In PEVD, an applied voltage is used to
transport (A) through the substrate (E). Usually,
(E) is an exclusive ionic conductor for (A*) or
(A®). Itserves as a solid electrolyte in a closed-
circuit solid electrochemical cell, and is
connected to an external electrical circuit with a
dc electrical source by two electronic conducting
electrodes at the sink and source sides of (E).
Consequently, only ionic carriers can be
transported through (E) to (D). The electronic
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carriers flow separately to (D) through the
external electrical circuit. Instead of only relying
on the chemical potential difference of reactant
(A) across the solid phase (E) as in EVD, the
driving force for reactant (A) that is solid-state
transported is mainly controlled by the applied
dc electric potential in PEVD. Thus, PEVD
offers more control of the chemical potential
gradient across the deposit (D) than EVD.
Furthermore, isolation between the source and
sink side in a PEVD system is not necessary for
delivering the driving force.

The transport mechanism for reactant (A)
through deposit (D) for further growth in PEVD
is the same as in EVD. The characteristic feature
of both EVD and PEVD is that deposit (D)
growth is driven by the presence of a chemical
potential gradient of reactant (A) across deposit
(D). Deposit (D) growth follows Wagner's
electrochemical tarnishing theory and is
parabolic in nature. Unlike the initial
applications of Wagner's theory in corrosion,
solid-state transporting of the reactant in both
EVD and PEVD is under well-controlled
thermodynamic and kinetic conditions, solely
through sink and source vapor phases control in
EVD, and mainly through dc electric potential
control via a solid electrochemical cell in PEVD.
Recently, a review of both EVD and PEVD was
presented to illustrate the similarities and
differences of both techniques.’

PEVD System Basics

A fundamental PEVD system is
schematically shown in Figure 3. From left to
right, it consists of
1. A source (O) to supply the solid-state

transported reactant (A),

2. A substrate (E) in a solid electrochemical
cell with an external electric circuit
connected from the source side by a counter
electrode (C) and from the sink side by a
working electrode (W),

3. A product (D) deposited at the sink side
surface of the substrate, and

4. A sink (S) to supply reactant (B) in the
vapor phase.

As with CVD and EVD techniques, PEVD
process design starts by considering the PEVD
product (D). Either an anodic or cathodic half-
cell electrochemical reaction at the sink side of
the system can lead to product (D) formation
and subsequent deposition.

Anodic reaction: A*+ B —-ze < D

ey
2

The equation of choice depends on whether
the anion (A%) or cation (A**) of deposit (D) is
transported through the substrate as well as the
product. If doping is also required for a PEVD
product (D), additional electrochemical reactions
for doping should be considered at the same time.

Cathodic reaction: A+ B +ze < D
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Fig. 3: Schematic of a fundamental PEVD system.

In order to carry out the electrochemical
reaction for product (D) deposition in a PEVD
process, the neutral reactant (B) and other
possible reactants for doping are transported to
the deposit (D) surface by diffusion in the sink
vapor phase (S). Furthermore, if there are
reaction products other than (D), they must be
driven away from the reaction sites though the
sink vapor phase.

The charged reactant for the sink
electrochemical reaction is supplied by the solid
electrochemical cell of a PEVD system. The
solid phase (E) is an exclusive ionic conductor
for (A*) or (A%), and serves as the solid
electrolyte. (C) and (W) are solid electronic
conducting phases, and contact (E) from both
sides as counter and working electrodes,
respectively. They connect with the external
electric circuit, which consists of a dc source
and other possible measurement devices.
Because the conductivity changes in nature from
ionic to electronic at the electrode/electrolyte
interfaces, the solid electrochemical cell in a
PEVD system effectively separates the transport
paths of ionic and electronic charged carriers

from the source (O) to the sink (S) of a PEVD
system. Thus, the solid electrochemical cell in
a PEVD system has two basic functions. First
of all, it provides the substrate onto which PEVD
products are deposited at the sink side. Secondly,
it controls ionic (A% or A*) and electronic (e or
h) reactant movement from the source (O) to
the sink side (S) for participation in an
electrochemical reaction and subsequent
deposition through an external circuit. The
requirements for a solid electrolyte in a PEVD
system include:

*  The only mobile ion in the solid electrolyte
will be solid-state transported reactant (A*")
or (A%).

e Atthe desired PEVD temperature, the solid
electrolyte must have reasonable ionic
conductivity when exposed to both sink and
source side environments.

e Sufficiently high ionic current density must
be obtained below the decomposition voltage.

* The solid electrolyte should be gas-
impervious when the source and sink sides
are exposed to difference gases or vapor
phases.
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e It should be stable in the PEVD
environment.®

Usually, the working electrode (W) is a
porous metallic electrode in PEVD. Thus,
reactant (B) in the vapor phase can reach the
surface of the solid electrolyte for initial
electrochemical reaction at a three-phase
boundary of solid electrolyte (E), working
electrode (W) and sink vapor phase (S) as shown
in Figure 3 (location II). All reactants for the
sink side electrochemical reaction (1) or (2) are
only available there. Subsequent reaction and
deposition of the product (D) requires both
electrons and ions to travel through product (D)
to the surface to react with vapor phase
reactant(s) electrochemically at location III in
Figure 3.

The role of the source (O) in a PEVD system
is to provide a constant supply of the solid-state
transported reactant (A) during a PEVD process.
Theoretically, it can be either a solid, liquid or
vapor phase, as long as it can supply the ionic
reactant (A*") or (A®) to the solid electrolyte (E)
and the electronic reactant (e) or (h) to the
counter electrode (C) via a source side
electrochemical reaction. Therefore, the source
must be in intimate contact with both solid
electrolyte (E) and counter electrode (C) for mass
and charge transfer between the source and solid
electrochemical cell at location I of Figure 3.
Practically, it is preferable to fix the chemical
potential at the source. Any gas or solid mixture
which does not react with the cell components
and establishes a constant chemical potential of
(A) is a suitable source. For instance, elemental
(A) provides (A**) or (A%) according to the
following reaction

A & A* (AY) + ze(-ze) 3)

The overall cell reaction in a PEVD process

is the combination of both source and sink half
cell reactions. It can be expressed as

A, +Bg oD “4)

©)

This reaction does not have to be a
thermodynamically favorable one, since an
external dc electric potential is applied via the
solid electrochemical cell in the PEVD system
to drive the reaction in the desired direction.
Thus, the activity of (A) at the reaction site is
controlled by the applied dc electric potential.

Kinetically, this reaction can be monitored by
an ammeter attached to the external electric
circuit. Further discussion of mass and charge
transport in a PEVD system will be given in the
following.

Mass and Charge Transport in a
PEVD System

According to the previous discussion, a
PEVD process relies on mass and charge
transport in two solid state ionic materials of a
PEVD system, i.e., the solid electrolyte (E) and
the product (D). Since mass and charge transport
occur in solid state ionic materials, the
conductivity mechanism imposes some
restrictions, and fundamental considerations in
a PEVD system can be obtained through the
local equilibrium approach.’ In the following,
mass and charge transport in both phases will
be discussed.

For convenience and simplicity, some
assumptions are made. The solid electrolyte (E)
is assumed to be an exclusive ionic conductor
of mono-valent cation (A*). Two porous
electronic conducting electrodes (C) and (W) are
attached to the solid electrolyte (E) from the
source and sink side, respectively. An external
electric circuit with a dc source is connected to
the solid electrochemical cell via both electrodes.

During mass and charge transport in a
PEVD system, the solid electrolyte serves as an
ion-pass filter and the external electric circuit as
an electron-pass filter. Consequently, two kinds
of conducting passes are separated in the system
as shown in Figure 3. One is the ionic
conduction path from location (I) through the
bulk of the solid electrolyte (E) to location (II),
then across the bulk of the PEVD deposit (D) to
location (III). The other is the electronic
conduction path from location (I) through the
source electrode (C), the external electric circuit,
and the sink electrode (W) to location (II), then
across the bulk of the PEVD deposit (D) to
location (III).

In this PEVD system, the source (O) will
be a vapor phase, which contains elemental
solid-state transported reactant (A), and an anode
half-cell reaction



A(O) = A*(E) +e &)

prevails at the three phase boundary (I) of solid
electrolyte (E), porous counter electrode (C) and
source vapor phase (O). Assuming that the
partial pressure of (A) in vapor phase (O) is
constant during a PEVD process, the chemical
potential of (A) at (I) is constant. The
equilibrium equation for ionization of a neutral
specie (A) at (I) is:

Haoo) = “A+(E) + ue—(c) (6)
in which u, , is the chemical potential of (A) in
the source (O), Hys is the electrochemical
potential of (A*) in the solid electrolyte at (I),
and {1, © is the electrochemical potential of (e)
in the counter electrode at (I).

At the sink side, once initial formation of
(D) has occurred, solid-state transported reactant
(A), in the form of (A*) and (e) from the bulk of
(D), reacts electrochemically with reactant (B)
from the sink vapor phase (S) to form PEVD
deposit phase (D) at (IIT). Thus, a cathodic half-
cell reaction at location (III) can be expressed
as:

A+(D> + €t Bs © Dy, (7

Accordingly, the following equilibrium
equation holds,

Loy THe o) THBs) =Mooy (8)

It is assumed that the partial pressure of (B)
in the sink vapor phase is also fixed during a
PEVD process. Thus, the chemical potential of
(B) is constant. The chemical potential of
product phase (D) is equal to its Gibbs free
energy of formation. The chemical potential of
(A), which is the combination of the
electrochemical potential of (A*) and (e")
according to Eqn. 6, is fixed at location (III) at
equilibrium. It is further assumed that the
chemical potential of (A) at (I) is greater than
its chemical potential at (III) in this PEVD
system.

Because the cathodic reaction relies on the
transport of both ionic and electronic species
through product (D), it should be considered as
a mixed conductor, even in the case where one
carrier has a much higher conductivity than the
other. In this case the conductivity of other
charged species in (D) is assumed to be
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negligible. Deposit (D) is in contact with solid
electrolyte (E) and working electrode (W) at (II),
which is a three-phase boundary in the general
electrochemical sense. At location (II), the
exchange of solid-state transported reactant (A*)
between solid electrolyte (E) and product (D)
can be expressed as

Aty S A “

and the exchange of electrons (e’) between the
sink working electrode (W) and the product (D) is

€W S €, (10)

Thus, product (D) should be in intimate
contact with both the solid electrolyte (E) and
working electrode (W) at (II) for a PEVD
reaction to occur. If interfacial polarization is
negligible, equilibria exist for both mass and
charge transport across the interfaces at (II).
Consequently, from Eqns. 9 and 10, the
following electrochemical potential equilibrium
equations at location (II) are valid:

=

HA+(E,II) = A* (b (11)

K

=l

(12)

e (W, € (D)

Open Circuit Condition and
Equilibrium Potentials of
the PEVD System

Under open circuit conditions, the PEVD
system is in equilibrium after an initial charging
process. The equilibrium potential profiles inside
the solid electrolyte (E) and product (D) are
schematically shown in Figure 4. Because
neither ionic nor electronic current flows in any
part of the PEVD system, the electrochemical
potential of the ionic species (A*) must be
constant across both the solid electrolyte (E) and
deposit (D). It is equal in both solid phases,
according to Eqn. 11, at location (II). The
chemical potential of solid-state transported
species (A) is fixed at (I) by the equilibrium of
the anodic half cell reaction Eqn. 6; and at (III)
by the cathodic half cell reaction Eqn. 8. Since
(D) is a mixed conductor with non-negligible
electronic conductivity, the electrochemical
potential of an electron (which is related to the
Fermi level, E,) should be constant in (D) at the
equilibrium condition. The transport of reactant
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(A) inside (D) is the combination of both ionic
and electronic conduction. Thus, the chemical
potential of (A) is constant across deposit (D)
and the chemical potential of (A) at (II) equals
that at (IIT). Accordingly, the electric potential
0 across deposit (D) must be constant.

The difference in chemical potential of (A)
between the source and sink side of the PEVD
system causes a gradient of the chemical
potential of (A) across the solid electrolyte (E)
between (I) and (II). In order to have a constant
electrochemical potential of (A*) inside (E) to
prevent ionic current under equilibrium, an
internal electric field is built up inside solid
electrolyte (E). This is justified since electronic
conductivity in (E) is negligible. The internal
electric field causes an electric potential
difference between (I) and (II). The value of
the internal electric field is the EMF of the cell,
and can be calculated from the change in
chemical potential of (A) across the solid
electrolyte (E) according to Nernst’s equation.
It can be measured by a high impedance
electrometer in the external electric circuit.
According to the Stockholm convention, EMF

Potential profiles in the PEVD system under open circuit conditions.

is taken as positive if the right-hand electrode
of the galvanic cell is positive.!® The flow of
charge through the cell is called positive if a
positive electric current flows from left to right
through the cell. In this case, the value of the
EMF is positive. It can be expressed as

EMF = ¢, - ¢, (13)
In summary, the relation between the

chemical potential of (A) at (I), (II) and (III)
under open circuit conditions is:

i =Hp =M, —gEMF (14)

Closed Circuit Condition and Steady-
State Potentials in a PEVD System

Under closed circuit conditions, the electric
potential between the two electrodes (C) and (W)
is set by an applied dc electric potential V .

Va=¢n'¢1 (15)
Consequently, a gradient in the
electrochemical potential of (A*) exists inside
the solid electrolyte (E), and electrons are able
to conduct through the external circuit except
when the applied dc electric potential is equal



to the open circuit EMF value. Under this
condition, the applied dc potential prevents both
ionic and electronic current flow through the
PEVD system. The potential profiles in the
PEVD system are now the same as for the open
circuit condition except the electric potential
difference at locations (I) and (II) is caused by
the applied dc electric field instead of the internal
electric field. The value of this applied electric
potential corresponds to the stop electric
potential E ~ commonly referred to for
electrolytic cells. In theory, the value of the
closed circuit stop potential is equal to the open
circuit equilibrium EMF value at the steady-state
condition. When V < Vmp, the electric potential
difference between (II) and (I) is reduced, and
this immediately causes an electrochemical
potential gradient of (A*). This gradient is
initially equal to the difference between V and
Vmp. An ionic current of (A*) will flow from (I)
to (II) under the electrochemical potential
gradient. If the ionic transport of (A*) is blocked
at (II) or solid-state transport of (A) is blocked
in the deposit (D), (A*) will accumulate at (II),
as do electrons (e°) from the external circuit. This
is equivalent to accumulation of the neutral
species (A), and will increase the chemical
potential of (A) at (I) until the electrochemical
potential of (A*) reaches the same level as at (I).

Thus, ionic current inside the solid
electrolyte (E) and electronic current through the
external electric circuit will cease after a short
transition time. The chemical potential of (A)
at (I) and (II) will then have the following
relationship:

Wy =1y —qV, (16)

Because ionic current cannot cross the
interface at (II), the equilibria (Eqns. 11 and 12)
at the interfaces at location (II) are not fulfilled.
The chemical potential of (A) inside deposit (D)
won't change and it will remain the same at (III).

Depositionin a PEVD system is accomplished
by transporting both (e’) and (A*) across the
interfaces at (II), and from (II) to (III) to react
with (B) from the sink vapor phase. This is
equivalent to the transport of neutral species (A)
from (II) to (III) under a chemical potential
gradient of (A). Consequently, the chemical
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potential of (A) at (II) is reduced. In order to
restore it, transport of (A*) inside the solid
electrolyte (E) and (e’) through the external
electric circuit resume. Thus, under closed
circuit conditions, the chemical potential of (A)
is floating at (II), and electrochemical potential
gradients of the charged species exist across both
the solid electrolyte (E) and deposit (D). This
causes mass and charge transport of reactant (A)
from the source (O) to the sink (S) in the PEVD
system. The entire PEVD system can be viewed
as a reactor. The overall reaction is the
combination of the anodic and cathodic reactions
to form the desired PEVD product (D) and can
be expressed as

A(O) + B(S) - D(D) (17)

When both reactions in Eqns. 5 and 7 proceed
to the right, the equilibria at both sides of the cell
no longer exist. This will decrease the chemical
potential of (A) at (I) and increase it at (IIT). If
the current in the PEVD system is assumed to be
very small, the change in chemical potential of
(A) at both the source and sink side will not be
significant. The steady state potential profiles of
the PEVD system are illustrated in Figure 5.

When the current is limited by the solid
transport of (A) in both the solid electrolyte (E)
and product (D), the chemical potential of (A) at
(II) for the PEVD system is related to the current
in both phases. Thus, the chemical potential of
(A) at (II) is critical to reveal the current and
potential behavior in the PEVD system.

In the following, the floating chemical
potential of (A) at (II) is solved under the
assumption that the equilibria of mass and charge
transport across the interfaces at (I) are rapidly
reached during the mass and charge transfer in
a PEVD process. In addition, some further
assumptions are needed for steady-state
conditions during a PEVD process:

e Despite the flow of current at (I) and (III),
the change in chemical potentials of (A) at
(D and (IID) is negligible,

*  Only resistive overpotential in the bulk of
(E) and (D) of the PEVD system is
considered.

*  Surface leakage current from the source (O)
to the sink (S) in the PEVD system is
negligible.
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Fig. 5:

conditions.

Due to conservation of charges, the total
current / in any part of the solid electrochemical
cell of the PEVD system is the same.

Lot Ly =L+ L =1, (18)

e,(W) i,(W) = e

Since the electronic current I, . and the
ionic current I w) inside the solid electrolyte (E)
and the external electric circuit, respectively, are
negligible, the electronic current 7, - flowing
through the external electric circuit equals the
ionic current I, . flowing through the solid

electrolyte (E).
I (19)

Low=le=1

Because all ionic and electronic current
arriving at (II) will be drained away via the
deposit (D), the ionic current /, , flowing
through the solid electrolyte equals the ionic
current /, , flowing through deposit (D) under
steady-state conditions. The same is true for the
electronic current through the external electric
circuit and deposit (D). Thus, we have the

following relation involving currents:
I Lg=1 I (20)

e (W)~ i D) ~ i)
Consequently, the electronic current
measured in the external electric circuit reveals

H(A)

II III

Potential profiles inside the solid electrolyte (E) and product (D) under closed-circuit

the ionic current in solid electrolyte (E) and
deposit (D), as well as the electronic current in
deposit (D).

The current relation in Eqn. 20 is achieved
by adjusting the chemical potential of (A) at (II)
under closed circuit conditions. Since the
gradient in electrochemical potential is the
driving force for the flow of charged particles in
the multiphase PEVD system, the current density
carried by (A*) in either the solid electrolyte (E)
or deposit (D) can be written as:

ATRIALL CENE

21)
z,.q ox
where G, is the electric conductivity of (A*).
Accordingly, the current density of (A*)
inside the solid electrolyte (E) is

: ~ Oprp | Marn Mg
ATE T (22)
z,.q L,

assuming the solid electrolyte (E) is homo-
geneous. L, is the thickness of solid electrolyte
(E). Splitting the electrochemical potential into



both its chemical and electric potential
components, and considering Eqn. 15, yields

; __ Ourg | Manm—Hax +qZA+Va
A" E ZA+q LE (23)

In this equation, two variables exist. One
is the applied potential, the other is the chemical
potential of (A) at (I). The same equations apply
to the current density of (A*) inside deposit (D)
when (D) is homogeneous and the thickness of
(D)is L,

; _ Ouarp | Marn “Harn
A*D T (24)
z,.q L,
or
- Cap
Lep =7~
, z,.q

Mam—MHantdz,. (q)m - q)n)
' L (25)

D

Since the chemical potential of (A) is fixed
by the cathodic reaction at (III), a chemical
potential gradient of (A) exists inside product
(D). This causes an open circuit internal electric
field to build up to oppose the tendency of (A*)
to move across product (D). However, product
(D) is a mixed conducting product. Asin a scale
product, the electronic leakage current weakens
the internal electric field in (D). Thus, the
electrochemical potential gradient in Eqn. 24
exists to move (A*) from location (II) to location
(I1I) to react with vapor phase.

The electric potential difference between
interfaces (III) and (II) depends on the electronic
conductivity of deposit (D). If the deposit is an
exclusive electronic conductor, the difference is
close to zero and the current is limited by ionic
conduction in the deposit; on the other hand, if it is
an exclusive ionic conductor, an internal potential
close to the open circuit emf value is built up. Ionic
conduction relies on the leakage electronic current.
In either case, the electric potential difference across
(D) can be expressed as
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t.
Oy — ¢y =EME, = _qZL (“A,m _HA,II) (26)

AT

where ¢,, is the transport number of (A*).
Combining Eqns. 26 and 25 yields

i _ GA*,Dte’ Mam —Han
A*D (27)

z,.q L,

where 7 is the electronic transport number.

Both current densities are assumed to be
uniform in solid electrolyte (E) with effective
area A, and in deposit (D) with effective area
A, The ionic currents should be equal according
to the charge conservation in Eqn. 20, and we
have

ALl

E ATE

=Al

D A*D

(28)

If Eqns. 23 and 27 are substituted into
Eqn. 28, then

_ AgO,. B Man—Hart9z,.V,

z,.q L,
ADGA*,Dte‘ MA,III _MA,H
- 29
Z,.q L (29)

For simplicity, two conductances, G, and
G, can be defined as follows:

A0 .
Gp=—"" (30)
LE
_ A0 At ple .
= a1

Both G, and G, depend on the physical and
geometrical properties of the solid electrolyte
(E) and the deposit (D), respectively. Eqn. 29
then becomes
GE(“A,II - MA,l + qZA+Va) = GD(“A,III - MA,ll) (32)

From Eqn. 32, the chemical potential at (II)
can be expressed as

Gy +Gply i — qz, - GeV,
G; +G,

According to the above equation, the
chemical potential of the solid-state transported

Wan = (33)
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reactant at (II) depends on a number of factors.
These are the physical and geometrical
properties of the phases in the PEVD system,
except the applied dc potential V . Although
varying physical and geometrical parameters
affect a PEVD process, adjusting the applied dc
electrical potential is the most effective way to
control the driving force for ionic transport.

Electrochemical Control and
Monitoring of a PEVD Process
Through the Solid
Electrochemical Cell of a
PEVD System

The most distinguishing feature of PEVD
process control is made possible because of the
solid electrochemical cell involved in a PEVD
system. Compared with other vapor deposition
techniques, utilization of solid electrochemical
cells is one of the most significant advantages
of the PEVD technique, since deposition process
control and monitoring are easy to realize. By
connecting several measurement devices to the
external electrical circuit of a PEVD system, the
reaction in a PEVD process is easily monitored
and possibly controlled by the electrical current
and applied potential, respectively.?

PEVD Process Monitoring

The current, /, in a PEVD process can be
recorded simultaneously by an ammeter in the
external circuit to reveal the kinetics of the
PEVD reactions. As discussed in the last section,
solid-state reactant (A) needs to be transported
as a combination of ionic and electronic species
from the source to the sink side through the solid
electrochemical cell to participate in a PEVD
reaction with vapor phase reactant (B). The
PEVD reaction rate, and subsequent product (D)
formation rate, v(f), can be expressed as

v(t)= 1dn (34)
V dt

where V is the molar volume of the PEVD

product (D), and n is the mole number of ionic

species travelling through the PEVD system.

From Faraday's law and Fick's second law

discussed in the previous section, the current

passing through the external circuit of a PEVD
system is

I dQ zFdn
== 35
ddt &)
Combining Eqns. 34 and 35 yields.
I=v(t)VzF (36)

Thus, the rate of PEVD product formation
is proportional to the current flowing through
the external electric circuit. Furthermore, taking
into account the evolution of the cell with time,
the amount of reaction product formed, M, at
time ¢ is easily monitored during PEVD by
integrating the current from O to z.

M= _Eldt = J:D(t)VZth 37)

Although it is not as severe in PEVD
systems as in aqueous electrochemical systems
in which various kinds of mobile ions are present
in the electrolytes, it should be pointed out that,
in the presence of reactants at the sink electrode
surface, other electrochemical reactions might
also take place in parallel with the desired one
at the sink side. If side reactions exist, usually
such parallel reactions’ contributions to the
measured current are not easy to quantify. If it
is desired to use current to monitor the reaction
and product formation in PEVD, side reactions
should be eliminated or at least controlled.
Fortunately, only one ionic species is usually
mobile in a solid electrochemical cell because
of the nature of the solid electrolyte. As long as
the vapor phase is properly controlled, usually
one electrode reaction is predominant over a
wide range of PEVD applied potentials.
Virtually 100% current efficiency for product
formation can be expected.

Process Control via the Applied dc
Electric Potential

Based on Eqn. 33, possible process control
during PEVD includes many aspects, such as
process temperature, the vapor phase at the sink
side, the activity of the solid-state transported
reactant (A) at both sink and source sides, etc.
Further discussion of these factors is subject to
the individual process and will be presented later.
In this section, PEVD process control is



discussed under the assumption that all other
parameters are constant. The current-potential
behavior reveals that the thermodynamic driving
force for the overall reaction and ionic transport
are controllable by the applied external dc
electrical potential in PEVD.

According to Eq. 33, adjusting the applied
dc electrical potential controls the chemical
potential of (A) at (II) and, accordingly, the
chemical potential difference of the solid-state
transported reactant (A) across the deposited
product (D). Consequently, the applied potential
controls the reaction rate in a PEVD system
when solid transport of (A) through the product
is the rate-limiting step for the process. Because
the thermodynamic driving force for PEVD is
not solely based on the chemical potential
difference of the solid-state transported reactant
between the sink and source side, isolation of
both sides is not necessary. This provides a great
practical advantage of PEVD over EVD.

In order to reveal the kinetics of the PEVD
reaction, the chemical potential of (A) at (II)
from Eqn. 33 is substituted into Eqn. 27,

qZA‘r

_ Gela +Gclym— qZA+GEVa
Mo G,+G, (38)

and therefore,

1= 1 G,Gq
qz,. Gg+G,
GpGe
(“A,I _HA,HI)_mVa (39)

G can be defined as the total conductance of the
PEVD system,

— GDGE —
' Gy+G,
Ag0,. ;ApO,. ot
AL,G,. +A Lot (40)
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According to this definition, G, depends on
the physical and geometric properties of both
the solid electrolyte (E) and product (D). G, is
fixed if the PEVD system is fixed. By substituting
G, into Eqn. 39, the current and applied potential
have the following simple relation:

Ma1—Ham
qZ At
In this ideal condition, the current vs.
applied potential curve in a PEVD process is
schematically shown in Figure 6. The applied
dc potential V_is linearly related to the current

I, and the slope is -G,. The stop potential at zero
current is

I:Gt _GtVa (41)

V. =V = HA,I _HA,m 42)

stop ~ a
qZA+

Before discussing general conclusions
regarding the current and applied dc potential
in a PEVD system, the initial assumptions made
in this discussion have to be examined carefully.
The above discussion is based on the assumption
that all interfaces at (I), (II), and (IIT) are ideal
non-polarizable interfaces, and equilibrium
electrochemical potentials of (A*) and (¢") prevail
across these interfaces during mass and charge
transport in the PEVD system. Thus, the
aforementioned expressions for mass and charge
transport in a PEVD system indicate that the
transport rate (current) only depends on bulk
material properties and simple geometric
aspects. The thermodynamic equilibrium
criterion at one interface between two phases is
an equality of electrochemical potential of the
charged particles. If establishment and
maintenance of the equilibria are rapid, then the
response of the interface to a non-equilibrium
field is to drive the equilibrium predominantly
in one of its component directions, which results
in a basically non-resistive transfer of ideally
reversible interfaces.!' Only in this case can the
bulk value of the electrochemical potential be
substituted for the interface electrochemical
potential in the aforementioned equations.

In practice, when current flows in the
system, thermodynamic equilibrium conditions
no longer exist at the interfaces. The response
of the PEVD system is also related to the



116  Tang, Etsell, and Ivey

Slope = -G,

/_um
qz

Fig. 6:

interface characteristics, which are fixed by the
external chemical and electrical conditions for
each phase. Polarization usually exists in the
interface region. The interfaces need to be treated
by kinetic considerations.'? Nevertheless, mass
and charge transport in a PEVD process at
elevated temperatures are frequently determined
by the rate of diffusion in the solid reaction
product rather than by the rate of phase boundary
charge transfer. On the other hand, overpotential
in a PEVD reaction and product formation can
be caused by other factors, such as gas phase
diffusion and crystallization. The resultant
current-applied potential curve could be more
complicated than the ideal one in Figure 6. The
details of those kinetic considerations on a well-
defined PEVD system will be presented later.

General Product Deposition
Behavior in PEVD

The advantages of PEVD are not only based
on the close electrochemical control, but also arise
from the unique electrocrystallization behavior
during growth of PEVD products. In order to give
the prerequisites for understanding the mechanism
of PEVD product growth, it is necessary to consider
the transport processes of the charged reacting
species in the PEVD product phase.

<v

Ideal current-applied potential behavior of a PEVD system

Selective Deposition

As schematically shown in Figure 7a, initial
PEVD reaction and product nucleation occurs
at the three-phase boundary of solid electrolyte
(E), working electrode (W) and the sink vapor
phase (S) which contains vapor phase reactant
(B). Only here are all reactants available for the
half-cell electrochemical reaction at the sink side
of a PEVD system. Although the ionic and
electronic species can sometimes surface diffuse
at elevated temperature to other sites to react with
(B) in the vapor phase, the supply of the reactants
continuously along the diffusion route is less
feasible and the nuclei are too small to be
stabilized under normal PEVD conditions. Only
along the three phase boundary line are all the
reactants available for further growth to stabilize
the nuclei. Consequently, initial deposition in a
PEVD process is restricted to certain areas on a
substrate where all reactants for the sink
electrochemical reaction are available.

Growth on Electrically Shorted
Surfaces

The availability of reacting species for the
electrochemical reaction also controls the crystal
growth of the PEVD products. The further
growth of product nuclei can be divided into two
stages. During the first stage, the solid
electrolyte (E) and working electrode (W) are



still exposed to the sink vapor phase (S). Since
the ionic conductivity in the solid electrolyte (E)
is generally much higher than that in the PEVD
product, and the electronic conductivity in the
working electrode (W) is much higher than in
the product, two kinds of electrically shorted
surfaces exist as shown in Figure 7b. One is an
ionically shorted surface (X) along the solid
electrolyte (E) and the other is an electronically
shorted surface (Y) along the working electrode
(W). Although the growth kinetics along these
surface directions will still be parabolic, no ionic
and electronic electrochemical potential gradient
will be expected in the two directions, and
charged species transport is driven by the
concentration gradient of electrons and ions,
respectively.”® This is a unique case compared
with common gas-solid reactions. The second
stage starts when at least one of the electrically
shorted surfaces is covered by PEVD product
(D). The growth behavior in both stages is quite
different if the PEVD reaction rate-limiting step
is solid-state transport of reactant through PEVD
product (D).

Along the X direction, i.e., the surface of
the ionic conducting material, the reaction rate-
limiting step is electron transport in the product
phase (D). The growth distance, X, can be
expressed as:

x = (V0 AGUF?)”* (43)
o, is the average electronic conductivity in the
product phase (D), V, is the molar volume of
the deposit (D), ¢ is time, and AG is the Gibbs
free energy change of reaction (4) for product
formation. Specifically,

AG = Mo ™ Mg ™ Man (44)

Along the Y direction, i.e., the surface of
the electronic conducting material, the reaction
limiting step is mobile ionic reactant (A*)
transport in the product phase (D). No
perceptible open circuit emf will be expected
over the growth distance, and charged species
are driven by the concentration gradient. The
growth distance, y, can be expressed as:

y = (4/m) (V_o,,AGt/F?)* (45)

DAY
where o, is the average ionic conductivity in
the product phase (D).
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The ability of PEVD to deposit thin solid
state ionic materials can be expressed by the ratio
of the Y to X direction growth length, y/x, which
can be written as

1.265/c,.
T “

This ratio is only related to the ionic and
electronic conductivity of the PEVD product.'
Thus, overgrowth along the electronic
conducting surface indicates ionic conductivity
is significantly higher than electronic
conductivity in the PEVD product phase. For
overgrowth along the ionic conducting surface,
electronic conductivity must be significantly
higher than ionic conductivity in the PEVD
product phase.

Self-Leveling Effect

Once the working electrode (W) is covered
by the ionic conducting product or the entire
solid electrolyte (E) is covered by the electronic
conducting product, no electrically shorted
surface exists. Thus, further growth in thickness
has to involve diffusion of both the ionic species
and electrons to the surface to react with the gas
phase. Practically, diffusion of one species is much
faster than the other. However, electroneutrality
must be maintained under this open circuit
condition. The growth rate is determined by either
migration of electrons or mobile ionic reactants in
the deposit (D). In both cases, the increase in
thickness should follow the parabolic law."

o = (2kt)” - (2kt )" 47)
where 9 is the thickness of the product (D) at
time ¢, k is the rate constant of Tammann's rate
law' and t_is the initial growth time along the x

direction. This corresponds to the differential
equation

b k
S 48
xS (48)
and the boundary condition
d=0att=t (49)

Because the increase in thickness is
expected to follow parabolic behavior, the
thicker the product, the slower the growth rate.
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Fig. 7: (a) Theinitial PEVD reaction and product nucleation occurs at the three-phase boundary
of solid electrolyte (E), working electrode (W) and the sink vapor phase (S), (b) PEVD
product growth on both ionically and electronically shorted surfaces, and (c) The step by
step increase of PEVD product (D) thickness which reduces the aspect ratio at the working
electrode. From ¢, to t, the deposition time increases.



Thus, a dense and uniform coverage is expected
decreasing the aspect ratio of the surface in a
step-wise fashion, as indicated by the numbered
dotted lines in Figure 7c.

PEVD Applications

Applying PEVD for Auxiliary
Phase Deposition at Working
Electrodes of Gaseous Oxide
Sensors

PEVD was developed initially in the course
of fabricating type I1I potentiometric sensors for
gaseous oxide (CO_, SO, and NO,) detection.’
Three kinds of PEVD products (NaNO,,
Na,CO,, and Na,SO,) were deposited as the
auxiliary phases at the working electrode of NO,,
CO,, and SO, sensors, respectively. Because of
the underlying similarities, all discussion here
will focus on CO, gas sensors. Cases of
depositing NaNO, and Na SO, auxiliary phases
for type Il NO, and SO, potentiometric sensors,
respectively, can be treated analogously.

Gaseous Oxide Sensors and
Corresponding Kinetics

It is well known that gaseous oxides (CO,,
SO, and NO,) are responsible for global
environmental problems such as acid rain and the
greenhouse effect. To date, these gaseous oxides
have been analyzed mostly with analytical
instruments based on IR absorption, UV absorption
and chemiluminescence. Although these
instruments provide precise analytical data, they
are expensive with time-consuming procedures and
hence do not fit well with a feedback control
system. In order to treat combustion exhausts in
chemical processes and to monitor the
environment, there has been an ever-increasing
need for compact, low-priced solid-state gas
sensors!™!8 that are capable of detecting gaseous
oxides in-situ. Various types of sensor prototypes
have been studied.!”?® Among them, solid
electrolyte potentiometric gas sensors have
attracted widespread attention in recent years, not
only for process control due to their high stability,
but also for the detection of air pollutants due to
their high sensitivity and selectivity.
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Previously, = Weppner?' classified
potentiometric sensors into three types,
depending on the gas electrode reactions at the
working electrodes of the sensors.

Because of the unavailability of the requisite
solid electrolytes to form a concentration cell of
gaseous oxides, it is impossible to fabricate type
I potentiometric sensors for detecting gaseous
oxides.

In 1977, Gauthier and Chamberland® first
demonstrated the possibility for type II
potentiometric detection of gaseous oxides using
solid electrolytes of inorganic radicals, such as
K,CO,, Ba(NO,),, and K SO,. Since then, much
effort has been devoted to the development of
type II potentiometric sensors.**> For instance,
the simple cell (50) was employed to measure
the equilibrium partial pressure of CO, in a
gaseous mixture.?®?” The galvanic cell
arrangement is

(ref.) Pt, CO,,0,1K,CO,ICO,,0, Pt (working)  (50)

Itis an indirect CO32' concentration cell with
the overall cell reaction

CO,' + 10, & CO, + %0, (51)

The theoretical electromotive force (EMF)
of the sensor is given by a Nernst equation:

P P °
EMFzglnM

2F PCOZ,POZ.% (52)

where PCO2 and P02 are the partial pressures of
CO, and O,, respectively. If the oxygen partial
pressure is the same at both electrodes, then the
EMF of the cell can be simplified to

RT, P,

Co,'

The partial pressure of CO, at the working
electrode can be directly compared with the
partial pressure of CO, at the reference electrode.

Although employing inorganic radicals in
solid electrolytes opens the possibility to detect
gaseous oxides by a potentiometric method, it
is a chemical choice rather than a material choice
for solid electrolytes. Since salts involving
inorganic radicals are not usually good solid
electrolytes due to limited chemical stability,
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poor sinterability, phase transitions and low ionic
conductivity, sensors made from those cells are
unsuitable in practical applications.?
Instead of a chemical approach to solid
electrolyte selection in type II potentiometric
sensors, type III potentiometric sensors for
gaseous oxide detection have been considered
from a material approach by first selecting good
solid electrolytes.’! According to classic
electrochemical theory, an indirect (exchange)
electrode can be used in cells for the
determination of thermodynamic data for
reactions involving an element for which a solid
electrolyte is not available. The indirect
electrode then serves as an auxiliary phase where
the activity of the component of interest can be
related to the activity of another component in a
solid electrolyte. Of particular importance is the
applicability of this electrochemical technique
to those gaseous species for which a solid
electrolyte is not available. As a result, a large
selection of solid electrolytes can be used for
gaseous oxide sensors, especially several fast
sodium ion conductors, such as B-alumina®>*
and Nasicon (Na,Zr,Si,PO ,).***” For instance,
a type III CO, potentiometric gas sensor, which
obeys the following cell expression, has been
widely recognized as the best potentiometric

sensor prototype for CO, gas detection:*'*'*7-%

reference , , n "
0,',0,',P{Na,CO,Na* —B"-
electrode
X working
-alum1na| Na,CO, |Pt, Co,,0, (54)
electrode

The sensing mechanism was studied in
detail by Hotzel and Weppner* from a
thermodynamic point of view. Under open
circuit conditions, the equilibrium half cell
electrochemical reaction at the reference
electrode is

2Na* +CO,'+10,+2¢” < Na,CO, (55)

and the equilibrium half cell electrochemical
reaction at the working electrode is

Na,CO, & 2Na" +CO, +10, +2e”  (56)

The overall electrochemical reaction is
C02'+%Oz'<:> CO, +%O2 (57)

which is the same as for a type Il potentiometric
sensor. The EMF expression is also identical to
a type II potentiometric sensor. However, an
important feature of this kind of sensor is the
Na CO, auxiliary phase. It provides a unique
relationship between the partial pressure of the
gaseous components (CO, and O,) and the
chemical potential of the mobile sodium ions in
the solid electrolyte Na*-B"-alumina. Thus, the
auxiliary phases are of vital importance for
type III potentiometric sensors. Generally, an
auxiliary phase should be a fast mixed ionic and
electronic conductor, be located at the area of
change from ionic to electronic conductivity in
the galvanic cell, and be involved in the cell
reaction. The results obtained to date with type
III potentiometric sensors have shown them to
be successful and promising for detecting
gaseous oxides. Recently, this topic was
reviewed by Yamazoe and Miura.3#

Although the basic principles of type III
potentiometric sensors are applicable for gaseous
oxide detection, this should not obscure the fact
that these sensors still require further
development. This is especially true in view of
the kinetics of equilibria and charged species
transport across the solid electrolyte/electrode
interfaces where auxiliary phases exist. Real life
situations have shown that, in practice, gas
sensors rarely work under ideal equilibrium
conditions. The transient response of a sensor,
after a change in the measured gas partial
pressure, is in essence a non-equilibrium process
at the working electrode. Consequently,
although this kind of sensor has been studied
for almost 20 years, practical problems still exist
and prevent its commercialization. These
problems include slow response, lack of
sensitivity at low concentrations, and lack of
long-term stability.*** Tt has been reported*! that
the auxiliary phases were the main cause for
sensor drift, and that preparation techniques for
electrodes with auxiliary phases were very
important to sensor performance.*

Based on a newly developed sensor
electrode reaction model,* the gas electrode
reactions for type III potentiometric CO, sensors



in cell (54) are essentially charge transfer
reactions between the Na,CO, auxiliary phase
and the gaseous species. These reactions
certainly depend on the gas phase and the
auxiliary phase, as well as the interface between
them.*

This sensing model also implies that the
geometric properties, instead of solely the
physical properties of the auxiliary phase at the
working electrode, are critical to kinetic
performance. Accordingly, the four most
important geometric criteria for an auxiliary
phase are as follows:

1. The aspect ratio of the auxiliary phase at
the working electrode should be as low as
possible to improve gas phase diffusion.

2. The auxiliary phase should intimately
contact the metallic electrode, and the
interface should be as large as possible since
transport of electrons is two-dimensional
across the interface.

3. The auxiliary phase should be as thin as
possible to allow readjustment of the Fermi
level within the auxiliary phase.

4. The auxiliary phase should intimately
contact the solid electrolyte to ensure
transport of mobile ionic species. This will
benefit the performance of sensors under
certain conditions.

Besides the geometric requirements
suggested by the above-mentioned gas-sensing
model, two more criteria can be deduced from
other considerations. First of all, as a general
requirement of applying an indirect electrode,'*
the auxiliary phase should separate the reactants
in the gas phase from the electrolyte. Otherwise,
displacement reactions can damage the contact
between the solid electrolyte and auxiliary phase
layer and affect stability. These reactions can
also generate a mixed sensor EMF response
leading to selectivity and sensitivity problems.
Thus:

5. The auxiliary phase should cover the entire
solid electrolyte surface.

Secondly, from Wagner's theory, the
metallic coatings forming the electrodes are
viewed as mere electronic probes for the local
electronic distribution in the auxiliary phase.
They should be chemically inert. For operation
in the lean regime, it is highly desirable that their
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chemical catalytic activities be as low as

possible.* Hence:

6. The auxiliary phase should cover the entire
metallic electrode. This also provides
maximum interface contact as required in
criterion (2).

Previously, several methods*”* have been
reported for applying auxiliary phases to the
porous metallic working electrodes of gaseous
oxide sensors. Figure 8 compares the geometric
structure of the ideal auxiliary phase
arrangement (Figure 8a) according to the above
six criteria to various reported techniques such
as in-situ formation (Figure 8b), mechanically
pressed discs (Figure 8c), physical vapor
deposition (Figure 8d), and melting and
quenching (Figure 8e). It is clear that none of
these previously reported techniques meet all the
geometric requirements for an ideal auxiliary
phase. This will lead to sensor sensitivity,
selectivity, stability and response time problems.

In what is the essence of materials
engineering, structure and preparation will
undoubtedly be of vital important to final
properties. In order to deposit better auxiliary
phases with close control to meet all six
geometric criteria, PEVD has recently been
applied to deposit auxiliary phases at the
working electrodes of gaseous oxide sensors.*

Polarized Electrochemical Vapor
Deposition to Deposit Auxiliary Phases
at the Working Electrode of Type Il
Potentiometric CO, Sensors

PEVD Process Design

In the case of depositing a Na,CO, auxiliary
phase at the working electrode of a CO,
potentiometric sensor, the substrate or solid
electrochemical cell for this PEVD process is
well defined. Although other solid electrolyte
and metallic electrode combinations were
reported in previous investigations, the use of
Na*-B"-alumina as the solid electrolyte and a
porous Pt thick film as the metallic working
electrode is the most common choice for type
III potentiometric CO, sensors. A cross-section
view of the substrate is schematically shown in
Figure 9. The Pt thick films are highly porous
(larger than 50 vol.% pore phase) and irregularly
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Metallic electrode
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Fig. 8 Comparion of geometric structure of an ideal auxiliary phase (a) with those prepared by

current techniques, such as in-situ formation (b), mechanically pressed discs (c), physical
vapor deposition (d), and melting and quenching (e).

shaped, and they have very high aspect ratios
(above 3). Depositing a compound thin film of
Na,CO, on such a substrate to meet all the above-
mentioned geometric criteria by conventional
deposition techniques is almost impossible.
Sodium is selected as the solid state
transported reactant in PEVD. This is because not
only is Na* a component in the PEVD product
phase Na,CO,, but also the mobile ionic species in
the solid electrolyte (Na*-f"-alumina) and in the
auxiliary phase of the sensor. Thus, PEVD can take
advantage of the solid electrochemical cell
(substrate) of the sensor to transport one reactant
(sodium) across the substrate under an
electrochemical potential gradient. This gradient

is mainly provided by a dc electric potential
under closed circuit conditions. The vapor (or
gas) phase at the sink side of the PEVD system
should be made up of the other components of
the PEVD product NaZCO3, i.e., carbon and
oxygen. This can be realized by using CO, and
O, as the vapor phase reactants at the sink side
of the PEVD system. Thus, the electrochemical
reaction for PEVD Na,CO, product formation
will involve the solid state transport of sodium
ions through the solid electrolyte to obtain
electrons from the metallic electrode and react
with CO, and O, from the sink side vapor phase.
The cathodic half-cell electrochemical reaction
at the sink side can be expressed as



Polarized Electrochemical Vapor Deposition 123

Pt porous electrode

Na'-B-alumina solid electrolyte

Fig. 9:

2Na" +2e” +CO, +10, - Na,CO, (58)
In order to sustain this reaction at the sink
side of the PEVD system, a source is required at
the other side of the substrate (anode) to supply
sodium. Otherwise, depletion of sodium in the
Na* -B"-alumina solid electrolyte will lead to an
o-alumina phase buildup at the anode that will
block the ionic transport path of the PEVD
system. The electrolytic properties of the solid
electrolyte in this PEVD system will then be lost.
Elemental sodium, for instance, could be the
source giving the following anodic reaction:

Na —> Na'+e” (59)

This kind of source has the advantages of
the fixed chemical potential of sodium, good
contact between liquid sodium and the solid
electrolyte, and no additional electronic
conducting electrode is needed as the counter
electrode (C) to connect with the external electric
circuit. In practice, elemental sodium is too
active, and a very tight seal is required to prevent
sodium vapor from migrating and reacting
chemically with CO, and O, in the sink vapor
phase. Consequently, the system setup becomes
more complex. The choice of the source in the
current study is a combination of Na, CO,, CO,
and O, gas phase, and an inert Pt counter

Schematic cross-section of a Pt thick film electrode on a Na*-B-alumina solid electrolyte
of a type Il potentiometric CO, sensor.

electrode. The anodic reaction will be a
decomposition reaction of the Na,CO, solid
phase,

Na,CO, —2Na* +2¢” +CO, +10, (60)

This anodic reaction provides sodium ions
and electrons to the solid electrolyte and the inert
Pt counter electrode, respectively, at the source
side. Both the sodium ions and electrons will
then travel through the solid electrochemical cell
along previously-mentioned ionic and electronic
paths to sustain the PEVD cathodic reaction for
Na,CO, product formation at the sink side.
Furthermore, based on anodic reaction 60, the
chemical potential of sodium is fixed by the
vapor phase at the source side. Under open
circuit conditions, this type of source can also
serve as the reference electrode for a CO,
potentiometric sensor.

The PEVD system for Na CO, auxiliary
phase formation at the working electrode of a
type III potentiometric CO, sensor is
schematically shown in Figure 10. The
electrochemical cell for this PEVD process can
be illustrated as:

(source) 0,',CO,',Na,CO,,PtINa* — "
—ALO, | Pt,Na,CO,,CO,,0,(sink)  (61)
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Fig. 10: PEVD process design for applying an auxiliary phase (Na,CO,) at the working electrode
of a type Il potentiometric CO, gas sensor.

The overall cell reaction is:

Na,CO, (source) — Na,CO, (sink) (62)

This overall electrochemical cell reaction
is equivalent to transporting the Na,CO, phase
physically from one side of the substrate to the
other.

During the PEVD process, a chemical redox
reaction takes place and the whole PEVD system
can be viewed as a chemical reactor where the
reactants are distributed over both the source and
sink sides. According to the previous discussion,
the driving force for this PEVD process can be
solely provided by a dc electric potential, so that
isolation of the source and sink vapor phases is
not necessary. Consequently, the PEVD process
is equivalent to physically moving a solid phase
Na,CO, through another solid phase (Na*-B"-
alumina) by electric energy. Furthermore, it
should be pointed out that the overall cell
reaction in this PEVD system is reversible.

NaNO, and Na,SO, auxiliary phases can be
deposited by a similar PEVD method for type
IIT NO, and SO, potentiometric sensors,
respectively.

Experimental

A commercially available fully dense
Na*-B"-alumina disc was used as the solid
electrolyte. The working electrode (sink) of the
system is a screen-printed platinum thick film
of 7 um in thickness. The porosity of the Pt thick
film is in the range of 65 to 75%, and the average
pore size is about 2 um and ranges from 0.5-5
um according to microstructure studies. A
source Na,CO, disc was made by pressing
Na,CO, powder. The green body was then co-
sintered onto a Pt mesh with a spot-welded Pt
lead.

The PEVD sample was placed into a lab-
made PEVD apparatus, which is schematically
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Fig. 11: PEVD apparatus for Na,CO, formation at the working electrode.

shown in Figure 11. The apparatus has three
basic functions, i.e., to set the processing
temperature, to control the gas phases at both
the source and the sink of the PEVD system,
and to control and monitor the PEVD process
through an external electric circuit.

Operating temperature affects the ionic
conductivity in both the solid electrolyte and the
PEVD product phase Na,CO,. The higher the
operating temperature, the higher the ionic
conductivity and, consequently, the PEVD
current and reaction rate. Temperature also
increases the electronic conductivity inside both
solid phases. Although a higher electronic
conductivity will increase the sodium solid-state
transport rate inside the product Na,CO, phase,
it also increases the leakage current through the
solid electrolyte. 500°C was selected for the
current experiment. The samples were placed
in a uniform temperature zone of a tube furnace.

In order to eliminate the driving force
generated by a chemical potential difference
between the sink and source side, the same vapor
phase was used at both sides. The vapor phase
consisted of air at atmospheric pressure. It was

passed through a set of drying units before
entering the PEVD apparatus. The flow rate of
both inlet gases was in the range of 100-400
sccm.

An external electric circuit as shown in
Figure 11 was connected to a PEVD sample
through the Pt leads from both the source and
sink sides. The driving force for the PEVD was
supplied by a stable dc electric source. The sink
and source side were set as the cathode and
anode, respectively. A PEVD process started
when gate A (Figure 11) was closed. Both
potentiostatic (constant dc potential) and
galvanostatic (constant PEVD current) methods
could be applied in PEVD processes. An
electrometer was used to measure the closed
circuit applied potential during the PEVD
process. An ammeter was used to monitor the
current and, subsequently, the PEVD reaction
rate according to Faraday's law.

In a potentiometric PEVD process, a dc
potential of 2 V was applied. The resulting
current, monitored over 50 hr, ranged from 52
to 205 pA. The current was relatively stable for
the first 93 min, varying from 187 to 205 pA.
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Fig. 12: SEM SE plan-view images of the working electrode (a) before and (b) after a PEVD

process.

Then, it dramatically dropped to 56 pA within
12 min. After that, the current was again
relatively stable for the remaining time.

The phases, microstructure and chemical
composition at the sink side of the PEVD system
were studied before and after the PEVD process
by x-ray diffraction (XRD), scanning electron
microscopy (SEM) and energy dispersive x-ray
(EDX) spectroscopy, respectively.

Results

Figures 12a and b show SEM secondary
electron (SE) plan-view micrographs comparing
the sink side of a PEVD sample before and after
a PEVD process, respectively.

Figure 13 is an SEM SE plan-view image
of another PEVD sample, where the Pt thick film
coverage at the sink side of the sample is not
entirely continuous. After PEVD, the product
(Na,CO,) only formed in area (A), where the Pt
thick film of the working electrode is continuous
and connected to the external circuit. No PEVD
product formed in area (B), where the Pt thick
film is discontinuous appearing as individual
islands (white spots in the figure) on the
Na*-f"-alumina substrate.

Figure 14 is an SEM SE image of the sink
side of a cleaved cross section sample after
PEVD. It indicates that Na,CO, can reach the
bottom of deep holes of the very irregularly
shaped, porous and high aspect ratio Pt thick
film substrate. The Na CO, coverage on the Pt
thick film is uniform and fully dense. Since the
sample was prepared by cleavage, the ductile Pt
thick film structure is well preserved. Although
the image gives a good three-dimensional
indication of how the PEVD product deposited
on the sink side of the PEVD system, the Na CO,
coverage close to the cleavage plane was
damaged because of the brittle nature of solid
Na,CO,.

In order to reveal Na CO, coverage more
precisely, polished cross-section samples were
also examined in this study. A cross-section
SEM SE image in Figure 15, as well as
corresponding x-ray maps of the same area in
Figure 16, reveal the geometric structure of the
product at the sink side of the PEVD system.
The high dot density regions in the sodium
element x-ray map correspond to PEVD
Na, CO,. The high dot density areas in the
aluminum and platinum element x-ray maps
show the microstructures of the Na*-f"-alumina
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Fig. 13: Selective deposition: (A) continuous Pt thick film area; (B) discontinuous Pt thick film
area.

Fig. 14: Cross section SE image from a cleaved sample. Area (A) is the Na*-B"-alumina solid
electrolyte; area (B) is the Pt thick film electrode; and area (C) is the PEVD product
Na,CO,
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Fig. 15: Cross section picture from a polished sample; the average thickness of the Na,CO, layer
is about 2.5 pm according to the measurements along arrows a, b and c.

and the Pt coating at the cathode, respectively.
It appears that the PEVD product not only
intimately contacts the Na*-f"-alumina and the
Pt porous thick film, but also uniformly covers
the Pt porous thick film. This is clearly revealed
by a notch directly above a hole in the Pt thick
film. The notch is indicated by an arrow in
Figure 15. More careful examination of the
SEM picture in Figure 15 shows that a boundary
exists in the middle of the channel. It should be
pointed out that the Pt area was not well
preserved because of the ductile nature of the Pt
thick film. Thus, small pores in the Pt thick film
were destroyed during sample preparation. On
the other hand, the PEVD product phase was
well preserved.

Discussion

The mass and charge transport in the current
PEVD process can be described as follows.

Under a negative dc applied potential,
reaction (60) goes to the right resulting in
Na,CO, decomposition at the source side. Both
sodium ions and electrons are given up by the
source Na,CO, disc at the anode of the
electrochemical cell. Sodium ions travel through
the solid electrolyte (Na*-B"-alumina) to the sink
reaction sites at the cathode. Electrons are
conducted through the external electric circuit

and the porous Pt thick film to the sink reaction
sites. The sink side gas components, CO, and
O,, move through the pores in the porous Pt thick
film to the same sink reaction sites. The PEVD
reaction (58) proceeds to the right at the cathode.
As aresult, Na,CO, is formed.

The potential profiles in this PEVD system
are illustrated in Figure 17. Although there is no
driving force due to a difference in the chemical
potential of sodium in the current PEVD system,
the applied dc potential provides the
thermodynamic driving force for the overall cell
reaction (62). Consequently, electrical energy is
transferred in this particular PEVD system to
move Na,CO, from the anode to the cathode of
the solid electrochemical cell by two half-cell
electrochemical reactions. In short, this PEVD
process can be used to deposit Na,CO, at the
working electrode of a potentiometric CO,
Sensor.

Selective deposition in PEVD is clearly
indicated in Figure 13. As discussed previously,
this is because of the unique feature of the
electrochemical reaction for deposition. As
schematically shown in Figure 18, the only area
to meet the requirement for nucleation is the
three phase boundary (point O) of Na*-"-
alumina, Pt and gaseous phase, where Na*, e
and gaseous phase reactants (CO, + O,) are all
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Fig. 18: Nucleation and growth of Na,CO, at the working electrode of a type Il potentiometric

Sensor.

available. Thus, any PEVD product Na,CO,
formed at the sink must be in intimate contact
with both the solid electrolyte and electrode in
the PEVD system to have both the ionic and
electronic paths connected, respectively. In other
words, the Na CO, auxiliary phase formed by
PEVD must contact both the solid electrolyte
and the Pt working electrode of a potentiometric
CO, sensor. This feature makes the PEVD
auxiliary phase fit geometric criteria (2) and (4).
Furthermore, the selective deposition in PEVD
indicates that the reaction for product deposition
is surface dependent. In order to obtain uniform
deposit coverage on the working electrode, the
porous metallic electrode must be uniform and
continuous.

After nucleation, PEVD product crystals
can grow along two directions, X and Y, from
point O. (In order to simplify the discussion, two
dimensions instead of three will be used to
discuss PEVD product phase growth at a
cathode).

The X direction is along the surface of the
solid electrolyte Na*-f"-alumina, where Na* and

the gaseous phase have easy access, but e” have
to diffuse through the PEVD product phase
Na,CO, to the reaction zone front.

The Y direction is along the surface of the
Pt metallic electrode, where e and gaseous phase
have easy access, but Na* has to diffuse through
the PEVD product phase Na,CO, to the reaction
zone front.

If the cathodic reaction along the X
direction is limited by electron migration
through the product Na,CO,, the growth distance
X at time t along the ionically shorted surface
would be expressed by

x = (Vi c0, 0, AGH F? ) (63)

where G, is the average electronic conductivity
of the Na,CO, phase, AG is the Gibbs free energy
of reaction (58), and VN% co. is the molar volume
of Na CO.,. ‘

If the cathode reaction in direction Y is
limited by sodium ion migration through the
product Na CO,, the growth distance y at time ¢
along the electronically shorted surface would
be expressed by
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The ratio of y to x is related to the
conductivities of the sodium ions and electrons
in the Na CO, phase."

1.265,/c, . _ 1.265
Jo. ©

Since Na,CO, is a predominantly ionic
conductor with a much higher ionic conductivity
than electronic conductivity, the PEVD product
Na CO, prefers to grow a thin layer along the Y
direction, and wrap the entire Pt working
electrode surface first. After the whole working
electrode is covered, the Na,CO, phase can only
grow along the X direction to increase the
thickness of the Na,CO, auxiliary phase. The
coverage should be uniform because of a self-
leveling effect during the solid-state transport
of sodium across the PEVD product for further
growth. This is clearly indicated by both cross-
section images in Figures 14 and 15.

Inside a pore of a Pt thick film, the thickness
of the PEVD product will increase and
eventually fill the pore as schematically
illustrated by Figure 18, where the dotted lines
indicate several consecutive PEVD processing
steps. Accordingly, Na,CO, grains from both
side walls of a pore should meet at the middle
of the pore, and leave a grain boundary in the
middle of a pore and a notch on the top of a
pore. Microstructural evidence of this growth
model was captured in Figure 15, where a grain
boundary exists in the middle of a pore and a
notch exists on top of the pore (indicated by an
arrow). A uniform increase in thickness will
eventually reduce the high aspect ratio of the
porous working electrode surface as
schematically shown in Figure 18.

The current in a PEVD process reveals the
kinetics of the PEVD cathode reactions which,
in turn, indicates the PEVD product growth
behavior. Since the electronic transference
number in Na*-”’-alumina is less than 10 and
can be ignored under the current experimental
conditions, it is reasonable to assume that the
only current passing through the internal circuit
of the PEVD system is the sodium ionic current.

|
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On the other hand, ionic current cannot flow in
the external electrical circuit. All the Na* ionic
current must be drained away by the gas
electrode reactions, and the reaction rate, v(r),
can be expressed as

1 dn

t)= Na*
e o0

where n_, is the number of mols of sodium ions
at the cathode. Also, from Faraday's law,

_ dQ _ z . Fdn_ .

1 67
dt dt ©7
Combining Eqns. (66) and (67) yields
I
wt)=——
(t) N7 F (68)

Thus, the cathode reaction rate is
proportional to the ionic current. Kinetic
information about the gas electrode reactions can
then be obtained by monitoring the current
during a PEVD process.

For instance, the PEVD current-processing
time behavior offers an easy way to control the
thickness of the product layer. According to the
mechanism for PEVD product growth, the
reaction rate will decrease dramatically after the
PEVD product covers the entire Pt surface. This
corresponds to a sudden drop in the current. In
order to deposit the thinnest possible film, this
dramatic current decrease denotes the end point
of a PEVD process.

Based on microstructure studies, the
geometric structure of an auxiliary phase
deposited by the PEVD technique is very similar
to the previously discussed ideal auxiliary phase
illustrated in Figure 8a. Table 1 compares the
geometric properties of PEVD auxiliary phases
with other reported techniques using the six
proposed criteria.

The advantages of applying the PEVD
process to deposit auxiliary phases are not only
based on the mechanism of PEVD product
crystal growth, but also arise from close control
over the entire process achieved by adjusting the
applied dc electric potential and monitoring
current. Thus, the superiority of PEVD is
obvious since the Na CO, auxiliary phase can
be deposited in a well-controlled manner at the
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Table 1. Geometric Properties of Auxiliary Phases Deposited by Various

Techniques
Geometric Criteria PEVD Melting -Quenching In-Situ Disc
Contact to Electrode Good Good Good Poor
Contact to Electrolyte Good Poor Good Poor
Thickness Control Good Poor Poor Poor
Aspect Ratio Low Low High High
Coverage on Electrode Good Fair Poor Poor
Coverage on Electrolyte Good Poor Poor Poor

working electrode to meet all six geometric
criteria. Furthermore, the success in realizing
the geometric requirement of Na,CO, auxiliary
phases for potentiometric CO, sensors in our lab
encouraged us to further apply PEVD to deposit
the auxiliary phases NaNO, and Na SO, for NO,
and SO, potentiometric sensors, respectively.
The results are similar to those reported in this
chapter. Thus, PEVD is the best technique to
form auxiliary phases for gaseous oxide sensors.

Improvement of the geometric structures
of the auxiliary phases using the PEVD
technique will benefit the performance of
gaseous oxide sensors in many ways, e.g.,
increasing selectivity and stability, shortening
response time, and decreasing the influence of
gas flow rate.*

Sensor Response Behavior Testing
Improvement of the geometric structure of
the working electrode by a well-controlled
PEVD process benefits the performance of a CO,
sensor in many ways. To optimize kinetic
behavior, the response and recovery times of CO,
potentiometric sensors were studied at various
auxiliary phase coverages. This was realized by
a unique experimental arrangement to deposit
the Na,CO, auxiliary phase in-situ at the working
electrode of type III potentiometric CO, sensors
by PEVD in a step-wise fashion. Since the
current and flux of solid-state transported
material in a series of PEVD processes can be
easily monitored to control the amount of deposit

formed after each step of PEVD, the response
behavior of the sensors after each PEVD
auxiliary phase step increase can be
characterized.

Experimental
As illustrated in Figure 19, the experiments

in this study included three aspects:

a. Na,CO, auxiliary phase deposition at the
working electrodes of type III
potentiometric CO, sensors by PEVD,
Sensor response behavior testing, and

c. Microanalysis of the working electrode of
the sensor.

According to previous discussion, the
amount of the Na CO, auxiliary phase deposited
at the working electrode of a CO, potentiometric
sensor can be recorded precisely during well-
controlled PEVD processes. In this study, the
amount of auxiliary phase at the working
electrode of the sensors was increased in a step-
wise fashion. After each step of the auxiliary
phase deposition process, the sensor's response
behavior was studied under open circuit
conditions. Before moving forward to the next
PEVD processing step, microstructural analysis
of the covered working electrodes was
performed with the SEM. Finally, results from
14 steps revealed the relationship between the
response behavior of the sensor and the
corresponding geometric structure of the
auxiliary phases at the working electrodes of
type III potentiometric CO, sensors.
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Fig. 19: PEVD auxiliary phase deposition and sensor testing procedure.

The sample system used in this investigation
is similar to the one described previously. It
consists of a solid electrochemical cell which
has two functions, i.e., a closed circuit
electrolytic cell (61) for the PEVD process and
an open circuit galvanic cell (54) for sensor
testing. Thus, the sink and source side of a PEVD
system also act as the working and reference
electrodes of a sensor. Figure 20a schematically
shows the sample system in a gas-tight sample
holder. Gas-tight seals were required to separate
the reference electrode from the working
electrode of the sensors in this investigation.
Therefore, two Pt or Au rings were inserted at
the source and sink side of the sample holder to
ensure a gas-tight metallic seal between both
sides of the solid electrochemical cell.

The sample holder was then put into a joint
PEVD/sensor testing facility, as shown
schematically in Figure 20b. The temperature
during both PEVD processing and sensor testing
was set at 500°C. Atmospheric pressure was
maintained throughout the experiment in both
chambers. In order to check the consistency of
the results, the study was repeated on two sample
systems.

During PEVD, a high gas flow rate (>>100
sccm) of type 1 gas, dry air with 293 ppm CO,
(Praxair), was used at both the source and sink
sides. In order to control the PEVD reaction
rate, a galvanostatic method was used during the
PEVD processes. The external electric circuit
during PEVD processing is schematically shown
in Figure 20b. A constant dc current of 100 pA
was supplied by a steady dc source. The
resulting potential was monitored by an
electrometer.

After each step of auxiliary phase
deposition, the PEVD process was stopped for
sensor response behavior testing by opening
Gate A (Figure 20b). Under the open circuit
condition, the EMF of the sensor was indicated
by the electrometer. A high flow rate at both
sides remained until the equilibrium EMF value
of the sensor, zero in this case, was reached.

During sensor response testing, the flow rate
was initially reduced on both sides. Then, the
gas at the working electrode was changed to a
gas mixture of type 1 and type 2 (CO,-free dry
air), mixed at aratio of 1:9 by a gas mixer. Thus,
the virtual CO, partial pressure decreased by an
order of magnitude at the working electrode
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Fig. 20: Schematic of (a) sample holder and (b) a joint PEVD and sensor testing facility.

while the oxygen partial pressure remained the
same at both sides. After the equilibrium EMF
value of the sensor was reached, the gas at the
working electrode was then changed back to type
1 gas. The EMF response of the sensors during
CO, partial pressure change at the working
electrodes was monitored and recorded by the
electrometer connected to an analog recorder.

In order to reveal the influence of gas flow
rate on the response behavior of the sensors, the
response behavior has also been tested at two
gas flow rates (40 or 80 sccm) at the working
electrode side.

Before moving forward to the next round of
auxiliary phase deposition and subsequent sensor
response testing, the sample was taken out of the

experimental apparatus for microanalysis to
check auxiliary phase coverage. At the end of
the experiment, cross-section samples were
prepared by cleaving the sample to evaluate the
thickness of the Na, CO, product phase covering
the working electrode of the sensors.

Results

Two identical samples (#1 and 2) were
tested in this investigation. At a constant current
of 100 pA, the resulting dc potential for both
samples fell in the range of 0.5 to 5 V during the
entire PEVD process. Accordingly, the flux of
Na*, in coulombs, through the PEVD system can
be calculated. Consequently, the amount of
product formed at the sink side (working
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Table 2. PEVD Processing Time at Each Step for Both Samples at the Same Gas

Flow Rate
Sample #1 Sample #2
Step Processing PEVD Micro-Analysis Processing PEVD
Time (min) Flux (C) Time (min) Flux (C)

0 0 0 a 0 0
1 78 0.468 66 0.396
2 91 0.546 76 0.456
3 127 0.762 106 0.636
4 157 0.942 c 142 0.852
5 193 1.158 180 1.080
6 235 1.410 213 1.278
7 274 1.644 254 1.524
8 310 1.860 d 296 1.776
9 346 2.076 329 1.974
10 383 2.298 365 2.190
11 428 2.568 408 2.448
12 467 2.802 452 2.712
13 512 3.072 485 2.910
14 540 3.240 e, f 530 3.180

electrode) could be obtained. The processing
time and flux for both samples are reported in
Table 2.

Figures 21a-e show SEM SE plan-view
images of the first sample at five selected PEVD
steps, indicated by a to e in Table 2. The
auxiliary phase coverage at the working
electrode of the sensor increased with PEVD
processing time and PEVD flux from a to e.
After 14 steps of auxiliary phase deposition and
sensor response testing, the final thickness of
the product was about 3 um, which was
estimated from an SEM SE image of a cleaved
cross-section sample (Figure 21f).

According to the Nernst equation, the
theoretical equilibrium EMF value of the sensor
should be 76.7 mV at 500°C after the CO, partial
pressure decreased by an order of magnitude at

the working electrode. In this experiment, the
emf value was slightly lower than the theoretical
calculated value at about 76 mV.

The general response of the sensor after
changing the CO, partial pressure at the working
electrode is shown in Figure 22, which is the
response curve obtained after seven steps of
auxiliary phase deposition for the first sample.
When the CO, partial pressure decreases at the
working electrode, the emf of the cell increases
dramatically at first and then slowly reaches an
equilibrium value of 76 mV. The time to reach
the equilibrium value is the recovery time of the
sensor. The same is true when the partial
pressure increases at the working electrode of
the sensor, and the time to reach the equilibrium
value is the response time of the sensor. In
practice, researchers commonly use the time for
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Fig. 21: SEM SE images of the working electrode: (a) before PEVD, (b) first stable EMF response,
(c) when the response time of the sensor just passed the minimum point, (d) when the
recovery time of the sensor just passed the minimum point, (e) final auxiliary phase
coverage (plan view), and (f) final auxiliary phase coverage (cross-section). Bars equal

to 5 pm.
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Fig. 22: A typical EMF response curve for a type Ill CO, potentiometric sensor.

90% attainment of the theoretical emf value
change as the response and recovery time.>' This
convention will be used in the current
investigation.

For sample #1, a stable EMF response from
the sensor was obtained after passing about 0.468
C of Na ions. According to the previous
discussion, this corresponds to the point where
the PEVD auxiliary phase just covers the entire
Pt thick film surface. The response times and
recovery times of the sensor after each PEVD
process step are recorded. Both response and
recovery times are plotted against the Na ion flux
through the solid electrolyte during the PEVD
process in Figure 23. Curve (1) is the response
time and curve (2) is the recovery time.

For sample #2, the sensor response was also
tested at various flow rates at the working
electrode. The response time and recovery time
of the sensor at two flow rates are plotted in
Figures 24a and b, respectively. After doubling
the flow rate to 80 sccm, the data in curve (B)
show a dramatic decrease (improvement) in

response time for a small auxiliary phase
thickness, and the response time does not change
very much after reaching the minimum response
time. The same is true for the recovery times.

Discussion

The response and recovery times of both
samples at each PEVD step are compared at a
working electrode flow rate of 40 sccm in
Figures 25a and b, respectively. Because of the
inability to fabricate a consistent Pt thick film at
the working electrode of both sensors, the
response and recovery curves do not exactly
match. However, the curves from both samples
follow the same trends. Taking into account the
geometric factor for both samples, the results
from this study can be considered to be fairly
consistent.

The sensor response and recovery behavior
for various auxiliary phase coverages at the
working electrode of a type III potentiometric
sensor are revealed for the first time through a
combination of Figure 23 and Figures 21a-e.



138 Tang, Etsell, and Ivey

(A) (B) (C)

1400 I

1200 -

Response time (s)
EMF unstable region

5
1000;
800 *
600 f
s00 L [ \(2)
200 * \

(V=

(D) (E)
\ \ ‘
- 5000
- 4000
| O
- 3000 g
| —
D g
/ A 2000 §
D/i | &
/D/ . e - 1000
O
/AZA/A/ 1
-0
\ \

|
0.0 0.5 1.0 1.5

|
2.0 2.5 3.0 3.5

PEVD Flux (C)

Fig. 23: The response (curve 1) and recovery (curve 2) behavior of the type Ill potentiometric
CO, sensor (sample #1) with increasing PEVD auxiliary phase at the working electrode.

Furthermore, according to an earlier discussion,
the increase in PEVD auxiliary phase thickness
is uniform, and linearly related to the PEVD flux
throughout the process. With the help of the
cross-section SEM image in Figure 21f, the
horizontal scale in Figure 23 can be converted
to the thickness of the auxiliary phase on top of
the Pt porous thick film at the working electrode.
By taking the final thickness as 3 um when the
PEVD flux reaches 3.24 C after step 14, and an
initial thickness of zero when the PEVD flux is
0.468 C at step 1, the sensor response behavior
at various auxiliary phase thicknesses is plotted
in Figure 26.

Both the response and recovery times first
drop dramatically with increasing auxiliary
phase thickness, reach a minimum point, and
then increase steadily with increasing auxiliary

phase thickness. The minimum response time
is 35 s when the auxiliary phase thickness is
about 0.3 to 0.5 pm. The minimum recovery time
is 160 s corresponding to an auxiliary phase
thickness of about 1.2 to 1.5 um. Since most of
the pores in the Pt thick film are under 3 pm in
size and are filled with the auxiliary phase at
this time, the aspect ratio of the working
electrode of the sensor is very low (Figure 21d)
when the recovery time of the sensor reaches its
minimum value.

The results indicate that sensor response
behavior is not only related to the thickness of
the auxiliary phase, but is also controlled by
other working electrode geometric factors - most
likely the aspect ratio of the working electrode
surface. Because of the high aspect ratio, the
response and recovery times of the sensor are
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Fig. 24: The response time (a) and recovery time (b) of sample #2 at various gas flow rates
(curve (A) at 40 sccm and curve (B) at 80 sccm).

limited by surface adsorption, desorption and gas
phase diffusion at small PEVD auxiliary phase
thicknesses.** Recovery time, which corresponds
to a desorption process at the working electrode,
is affected more by the aspect ratio than the
response time, which corresponds to an
adsorption process. Accordingly, in order to
make a potentiometric sensor with a fast
response, the best geometric structure for the
working electrode is one which has a low aspect

ratio and is covered with as thin a layer of
auxiliary phase as possible. For Pt thick film
metallic electrodes, this thickness is about 1 to
1.5 um depending on the average pore size and
thickness of the Pt electrode itself.

In conclusion, because of PEVD's ability
to control the deposition process and its unique
product phase growth behavior, it is possible to
prepare, by means of PEVD, a working electrode
with the best geometric structure. The response
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Fig. 25: Comparison of the response time (a) and recovery time (b) for the two sensors at the
same working electrode flow rate of 40 sccm.

behavior of a potentiometric sensor depends on sensor can be obtained with a response time of
the thickness of the auxiliary phase and the less than 1 min and a recovery time of less than
aspect ratio of the working electrode surface. In 3 min, for a CO, partial pressure at the working
an optimized condition, a potentiometric CO,  electrode varying from 30 to 300 ppm at 500°C.
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Fig. 26: Response and recovery times vs. the thickness of the auxiliary phase.

This is about 10 times lower than previously
reported values under the same sensing
conditions.**#143

This investigation not only confirms the
reaction mechanism proposed, but also
demonstrates the ability of PEVD to control
auxiliary phase thickness and the aspect ratio of
the working electrode of a sensor.

Applying PEVD to Composite
Anode Fabrication for Solid
Oxide Fuel Cells

Solid oxide fuel cells (SOFCs) are solid-
state energy conversion devices with the
potential advantages of high efficiency, silent
operation and low emissions. However, the high
operating temperature (1000°C) of SOFCs

places stringent requirements on components,
and the practical application of SOFCs is limited
by a number of problems.”*> Among them, the
performance of the anode is a significant one.
Investigations have shown that approximately
one-third of the total potential loss in a state-of-
the-art SOFC is caused by anode polarization.>*>
In addition, the compatibility of anodes with
solid electrolytes and the long-term stability of
anodes in an SOFC operating environment are
not satisfied from a commercialization point of
view.

Investigations in this field have indicated
that it is imperative to fabricate efficient and
compatible anodes for SOFCs to minimize
polarization loss and concurrently achieve long
term stability. In this section, a critical review
of previous studies is given and several criteria
for a theoretically ideal anode are summarized.
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In searching for the best fabrication techniques
for anodes in our laboratory, PEVD was used to
fabricate efficient and compatible composite
anodes in the hope of lowering polarization loss
and simultaneously achieving long term stability
in SOFCs.

SOFC Anodes

Previous Investigations of SOFC Anodes
According to the principle of SOFCs, at an
SOFC anode, fuel gas is oxidized in the
electrochemically active region, that is, close to
a three-phase boundary of an ionic conducting
phase, an electronic conducting phase and a
vapor phase where all reacting species are
available. The basic requirement of the anode
materials is to possess both high electric
conductivity and high anodic reaction rate.*®
Since anodes work in a reducing fuel gas
environment, theoretically pure porous metallic
electrodes can be used. For instance, Ni,*%7
Ru® and Pt°® have been studied as anode
materials. Pure metallic anodes have high
electric conductivity. However, as schematically
shown in Figure 27, contact between the pure
metallic electrode and the solid electrolyte is
two-dimensional in a solid state electrochemical
system. Unlike an aqueous electrochemical
system, the electrochemically active area is
limited to the region close to the three-phase
boundary along this contact surface. Thus, the
number of electrochemical reaction sites is
insufficient, particularly when SOFCs operate
at low temperature and high current density.
High overpotential loss is to be expected. In
addition, because of the thermal expansion
coefficient mismatch between the metallic
electrode and solid electrolyte, induced stresses
can be a problem. Since there is no "wetting" at
a solid-solid contact, the thermal stresses can
easily create cracks, which deteriorate the
contact further after several heating and cooling
cycles. Furthermore, vapor loss, sintering and
poisoning of metallic electrodes over a long
period of exposure to harsh SOFC operating
conditions also cause serious stability problems.
In order to overcome the problems with pure
metallic anodes, ceramic-metal (cermet)
composite anode concepts have been

overwhelmingly accepted. Many methods of
producing composite anodes have been
investigated during the past 10 years. These
include slurry coating,’*%¢7 wet powder
spraying® and vapor deposition.®**® Each of
these methods offers advantages; however, each
presents its own difficulties such as higher sheet
resistance, high costs and performance
degradation.

Among these techniques, a slurry coated
cermet anode provides a compromise because it is
an inexpensive method that has been shown to give
reproducible results in terms of porosity and layer
thickness.®”® The process consists of coating the
electrolyte substrate with a slurry of mixed metallic
and ceramic particles and, after drying, subjecting
it to a number of sintering cycles. The
microstructure of a slurry-coated cermet is
schematically shown in Figure 28. The role of the
cermet structure is to provide both ionic and
electronic conducting paths through connected
ceramic and metallic particles, respectively. In
addition, there have to be sufficient contact points
between the ceramic and metallic particles. Thus,
a slurry-coated cermet anode expands the
electrochemically active area from the region close
to the three-phase boundary on a two-dimensional
solid electrolyte/anode interface to the entire three-
dimensional anode volume. This reduces
overpotential loss and improves the performance
of SOFCs significantly. For instance, Singhal®
reported that a decrease in polarization was
observed in a power generation test using a slurry-
coated Ni/yttria stabilized zirconia (YSZ) cermet
anode. However, in order to match the thermal
expansion of the solid electrolyte of an SOFC, the
metallic phase content in this kind of cermet anode
must be as low as possible.® According to
percolation theory,*® no continuous metallic phase
will exist to provide an electronic conducting path
when the metallic phase content is lower than 30%.
Even within this limitation, the mixed ceramic and
metallic particles reduce the electronic conducting
path dramatically, resulting in a high sheet
resistance. Consequently, slurry-coated cermet
anodes have their limitations; the reduction in
overpotential loss is offset by increasing sheet
resistance and thermal compatibility problems with
the solid electrolyte.
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Fig. 27: Two-dimensional schematic of the microstructure of a pure metallic SOFC anode.
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Fig. 28: Two-dimensional schematic of the microstructure of a slurry-coated cermet anode.

Furthermore, slurry-coated cermet anodes
have various long-term stability problems,
particularly due to the fine particle size of the
metallic component.>*" It has also been reported
that the tolerance for impurities in fuels is very
limited.”"”* High levels (100 ppm) of H,S may
cause significant irreversible performance loss
due to anode poisoning.

The Criteria for a Theoretically Ideal
SOFC Anode

Although the current performance of SOFC
anodes is still far from satisfactory, they are
mainly being studied solely in terms of the
electrochemically active area, the electric
conductivity, thermal expansion, stability and
reactivity with the solid electrolyte. It is



144  Tang, Etsell, and Ivey

Metallic
Phase

Ceramic
phase

Solid electrolyte

Fig. 29: Two dimensional schematic of the microstructure of the theoretically ideal composite

anode.

commonly believed, however, that anode
performance is not only attributable to the
materials, but also to the interfacial structure.
Consequently, previous investigations in this
area have indicated the importance of a number
of microstructural criteria for the best SOFC
anodes. These criteria can be summarized as
follows:
1. Overpotential loss is inversely proportional
to the electrochemically active area. Thus,
a composite anode with three phases is
preferred, i.e., ceramic (ionic conduction),
metallic (electronic conduction) and pore
(gas diffusion) phases mixed together to
expand the electrochemically active area to
a three-dimensional anode volume.3*¢%67.73
2. Ionic path impedance through the ceramic
phase and electronic path impedance
through the metallic phase have been found
to be dominant factors in determining the
electrode characteristics.” In order to
provide a low sheet resistance anode, it is
imperative that the metallic and ceramic
phases have maximized continuous paths
that allow ionic and electronic migration
from the electrolyte/anode interface
throughout the entire anode.
3. Due to thermal expansion incompatibility,
a metallic phase will not by itself adhere
very well to the solid electrolyte of an

SOFC.® Thus, it is desirable to have a
thermal expansion compatible ceramic
phase in intimate contact with both the solid
electrolyte and the metallic electrode at the
anode/solid electrolyte interface of an
SOFC for “‘wetting”” purposes.

4. The metallic phase is vulnerable in SOFC
operating environments. It suffers from
vapor loss, sintering, and poisoning over
time. Consequently, it is recommended that
the ceramic phase both support and protect
the metallic phase to achieve long-term
stability.>>0
According to the above, the ideal anode

microstructure is shown in Figure 29. However,
finding a cost-efficient way to fabricate an SOFC
anode with this kind of microstructure assumes
real difficulties. The challenge of improving
anode performance is not only based on having
suitable materials to serve as anodes, but also
having proper fabrication techniques to
incorporate the materials into practical SOFC
stack configurations. A good example is the
development of electrochemical vapor
deposition (EVD).*%*% This technique has made
it possible to fabricate fully dense thin ionic
conducting films on a porous substrate as the
solid electrolytes of SOFCs and, consequently,
to minimize the internal resistance loss of the
solid electrolytes.”””
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Fig. 30: PEVD process for fabricating a composite SOFC anode.

In searching for the best fabrication
techniques for anodes, PEVD was applied to
fabricate efficient and compatible composite
anodes to lower polarization loss and
simultaneously achieve long term stability in
SOFCs.

PEVD Composite Anode Design

According to previous applications to solid
state potentiometric sensors, PEVD seems to be
a possible technique to deposit in-situ a layer of
an oxygen ion conducting phase on a metallic
anode of an SOFC. Thus, a composite anode
with both a PEVD product and a metallic anode
could be realized to overcome the
aforementioned anodic limitations.

According to the principles of PEVD
process design, consideration of PEVD
processing starts with the PEVD product. Yttria
doped zirconia was chosen to be the product in
the current investigation due to its high stability
and high oxygen ionic conductivity in the anode
environment. The details of the PEVD process
design for anodic PEVD reactions to form yttria-
doped zirconia at a Pt thick film metallic anode of
an SOFC are schematically shown in Figure 30.

The PEVD process takes advantage of the
solid electrochemical cell of an SOFC. Oxygen
is chosen to be the solid state transported
reactant. At the source side (the cathode of the
SOFC), oxygen in the source gas phase is
reduced to oxygen anions (O%*) through a
cathodic reaction

0, +4e — 20~ (69)
to supply the solid state transported reactant
during the PEVD process.

Oxygen anions travel from the source side
through the solid electrolyte to the sink side
(anode) under the combination of the influence
of an applied dc electric field and an oxygen
chemical potential gradient. At the sink side (the
anode of the SOFC), the oxygen anions react
electrochemically with both zirconium and
yttrium reactants from the sink vapor phase to
form the desired product, yttria doped zirconia,
and release electrons to the metallic anode.
Electrons travel through the external electrical
circuit back to the source side for further cathodic
reaction.

ZrCl, and YCI, were chosen as sink vapor
reactants due to their relatively high vapor
pressures. As with conventional CVD, the Y
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doping level or concentration of Y,O, in the
PEVD product (Y,0,-ZrO,) can be controlled
by the partial pressures of YCI, and ZrCl, in the
sink vapor phase.

The main anode reaction for the PEVD
process is:

ZrCl, +20* - 4e~ — ZrO, + 2Cl, (70)

The anode doping reaction is:

2YCL, +30* - 6e- = Y,0, + 3Cl, (71)

Since the chlorine released from both anodic
reactions is in vapor form, it can be driven away
easily through the sink vapor phase. The overall

reaction for ZrO, formation in this PEVD
process is:

ZiCl, + 0, — ZrO, + 2Cl, (72)

and the overall doping reaction for Y,O,
formation is:

4YCI, + 30, = 2Y,0, + 6Cl, (73)

The PEVD process is closely related to
electrochemical vapor deposition (EVD), which
was developed to form gas-tight YSZ thin films
as solid electrolytes at Westinghouse.>78"?
Recently, both PEVD and EVD techniques and
their applications were reviewed by Tang et al.”
It was shown that both processes have
fundamental similarities in terms of mass and
charge transport through the products required
for further deposition. The differences between
EVD and PEVD for depositing yttria-doped
zirconia is that a solid electrochemical cell is
used in PEVD to set the driving force for oxygen
ion transport inside the solid electrolyte and the
deposition product.

Utilization of solid electrochemical cells is
one of the most significant advantages of the
PEVD technique, since deposition process
control and monitoring are easy to realize.

Experimental

The PEVD sample utilized in this
investigation is a solid electrochemical cell with
a ytterbia and yttria stabilized zirconia pellet
(8%YDb,0,-6%Y,0,-ZrO,) as the solid
electrolyte to conduct oxygen anions from the
source to the sink side. A commercially available
Pt thick film paste was screen printed on the
center of both surfaces of the solid electrolyte
disk. Two Pt meshes, with spot welded Pt leads,

were then pressed on the top of the porous Pt
thick films, and co-sintered to ensure good
electrical contact. The sample was then mounted
on the end of a small fully dense alumina tube
and secured with high-temperature cement.

Figure 31 shows a schematic diagram of a
lab-made PEVD reactor for depositing yttria-
doped zirconia. The sample tube was placed at
the center of a large fully dense alumina reactor
tube in an electric furnace. Thus, the sample tube
separated the reactor tube into two chambers;
the air chamber inside the sample tube and the
chloride chamber between the sample and
reactor tubes. Both chambers were evacuated
separately.

Both sample electric leads were connected
to a dc power supply as shown in Figure 31.
The external electric circuit can be operated
either under closed circuit or open circuit
conditions via Gate A. The open circuit emf and
the closed circuit applied dc potential were
monitored by a digital electrometer. The closed
circuit current was measured by an ammeter. The
sublimation tubes for both chloride sources were
made of quartz glass as shown in Figure 31. The
working end of the tube was “T”” shaped to store
the chloride powders, and K type thermocouples
were embedded in the tubes close to the powders.
The positions of the sublimation tubes were
adjusted manually during the deposition process
to ensure that both ZrCl, (>99.9%) and YCI,
(>99%) were heated at the proper sublimation
temperatures for the desired vapor pressures.
Each vaporized chloride was supplied to the
reaction zone using Ar as a carrier gas, which
passed through a series of driers and oxygen
removal units before entering the chloride
chamber. At the source side, air was bled into
the sample tube.

In this PEVD process, the central reaction
zone was maintained at 1000°C. The partial
pressure ratio of ZrCl, vs. YCI, was 8:1. A dc
applied potential of 450 mV was selected, and
current in the range of 500 to 100 pA was
recorded for 300 min. In order to examine the
PEVD product at the anode of the samples, both
plan-view and cleavage cross-section specimens
were prepared. The phases, microstructure and
chemical composition of the anode were studied
using XRD, SEM and EDX, respectively.
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Fig. 31: PEVD reactor setup.

Results

Figures 32a and b are SEM secondary
electron (SE) images of the anode of a plan-view
sample before and after PEVD, respectively.
PEVD products had formed at the edges of the
pores, and the small step-like features of the Pt
grains before PEVD had disappeared. This
indicates that a layer of PEVD product had
formed at the anode to wrap the Pt thick film.
Since the porosity of the anode did not decrease
much after PEVD and the grain boundaries of
the Pt thick film are still visible in Figure 32b
through the PEVD product at a 20 keV operating
voltage in the SEM, the product layer covering
the Pt metallic electrode must be quite thin (less
than 1 um).

In addition, anode crystallographic
information after PEVD was obtained with
XRD. The XRD spectrum of the PEVD
composite anode is presented in Figure 33. Three
phases exist in the XRD spectrum: a yttria
stabilized zirconia phase (cubic), a pure zirconia
phase (monoclinic) and a metallic Pt phase. The
Pt phase shows up in the spectrum because the
PEVD product on top of the Pt is thin enough to
allow x-rays to penetrate the product phase to
reach the underlying Pt phase. Based on the
relative peak intensity, yttria stabilized zirconia
is the major phase in the PEVD product.
However, a certain amount of pure zirconia is
evident. Thus, the zirconia in the PEVD product
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V4 I /\ |
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is partially stabilized (< 8%). It is worth pointing
out that the equilibrium partial pressure ratio of
YCI, to ZrCl, was set at about 1:8 during PEVD.
The reason for this yttrium deficiency in the
PEVD deposited phase requires further
investigation.

The microstructure of the PEVD composite
anode is further displayed by a cross-section
SEM SE image in Figure 34. It shows that the
deposited PEVD product phase (yttria stabilized
zirconia) is in intimate contact with both the solid
electrolyte and the Pt electrode. In the anode/
solid electrolyte interface region, the deposited
phase formed a dense layer encompassing the
Pt electrode. This provides extra “wetting”” for
the metallic electrode and solid electrolyte
contact. Conventional vapor deposition
techniques are unable to deposit products at the
bottom of this kind of high aspect ratio and
irregularly shaped substrate. The deposited phase
continuously covers the entire metallic electrode
surface from its contact with the solid electrolyte
to the top of the composite anode. Thus, there is
little Pt phase shown in this cleavage sample,
since the break is mainly through the pores in
the anode region of the specimen.

In order to show the phase boundary
between the solid electrolyte and PEVD product,
an EDX line scan for Yb was performed along a
6 um long dotted line between point A and C.
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Fig. 32: SEM SE plan-view images of the anode of the sample before (a) and after (b) PEVD.

The electronic signal (gray level) and Yb Lo
intensity are recorded in Figures 35a and b,
respectively. The Yb x-ray intensity curve in
Figure 35b dropped across the microscopic
boundary. The valley in the gray level curve in
Figure 35a indicates the position of the interface
in the SEM SE image in Figure 34.

Discussion

Based on the preceding microstructural
analysis results, it is clear that PEVD is capable
of depositing a thin layer of yttria-doped zirconia
to form a composite anode. This phase is not
only in intimate contact with both the solid
electrolyte and metallic electrode, but also covers
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Fig. 33: XRD spectrum of the anode of the sample after PEVD. Also shown are representative
spectra from standard Y,0,-ZrO,, ZrO, and Pt specimens.

Fig. 34: SEM SE image of the anode/solid electrolyte interfacial region. (A) Substrate (ytterbia

and yttria stabilized zirconia); (B) Pt metallic electrode; (C) PEVD product (yttria stabilized
zirconia).
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Fig. 35: EDX line scan from point A to point C. (a) gray level and (b) Yb Lot intensity.



the entire porous metallic (Pt) electrode surface.
This coverage by the ceramic phase protects the
metallic electrode from vapor loss, sintering and
poisoning in the harsh SOFC operating
environment. The intimate contact of the
deposited ceramic phase in the interface region
also improves the contact between the solid
electrolyte and metallic electrode. Furthermore,
at the interface between the solid electrolyte and
composite anode, the ceramic phase is dominant.
This increases the thermal shock resistance of
the interface. PEVD yttria-doped zirconia also
has continuous oxygen ionic conducting paths
in the anode. Since the deposited ceramic phase
is thinner at the other areas than the solid
electrolyte/electrode interface, the porosity of the
anode does not decrease significantly. This
ensures that all three phases for the SOFC anode
reaction coexist in the PEVD composite anode.
This is the optimum way to expand the
electrochemically active area to a three-
dimensional anode volume. Unlike slurry
coating of cermet anodes, formation of ionic
conducting paths in PEVD composite anodes
reduces the overpotential loss but does not sacrifice
the electronic conducting path. Thus, the sheet
resistance of the PEVD composite anode remains
virtually the same as the pure metallic anode.
According to the previous discussions, the
above mentioned PEVD composite anode
microstructure is largely based on PEVD's
unique electro-crystallization behavior.** Thus,
PEVD has the capability of fabricating
composite anodes to meet all the criteria for
theoretically ideal anodes as illustrated in
Figure 29. Furthermore, with regard to cost
efficiency, PEVD is a single step process for
composite anode formation. It can be conducted
in situ to coat the pure metallic anodes, or even
to repair damaged composite anodes for SOFCs.

PEVD Process
Electrochemical Studies

In the previous sections, PEVD
thermodynamic equilibrium relationships were
discussed in connection with electro-
crystallization phenomena occurring in PEVD
processes for applications in sensors and fuel
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cells. However, the migration of charged ionic
and electronic carriers in an electric field during
PEVD is a kinetic process. Overpotential exists
both in the bulk of the solid phases and within
the diffuse double layer formed at the phase
boundaries. Consequently, the applied potential
and current in a PEVD process do not follow
exactly the linear relations predicted from the
thermodynamic equilibrium approach.
Furthermore, it is necessary to discuss the
changes at the working electrode during a PEVD
process. Because such changes are accompanied
by electrochemical reactions for PEVD product
formation, the thermodynamic approach must,
therefore, be complemented by kinetic
considerations to evaluate electrocrystallization
behavior during a PEVD process.

The task related to studying PEVD working
electrode kinetics in this section is to explain
the sequence of partial reactions constituting the
overall PEVD electrochemical reaction for
product formation at the working electrode. The
dependence of current density, or of reaction rate,
upon working electrode overpotential and
temperature was studied by both a steady-state
potentiostatic method and a dynamic potential
sweeping method (solid electrolyte cyclic
voltammetry), in the hope of resolving PEVD
reaction rate-limiting steps. The results from this
investigation will help in understanding the
kinetics of the PEVD reaction and subsequent
product formation at the working electrode of a
PEVD system, improve knowledge of PEVD
kinetics, and elucidate the possibility of further
process control in PEVD.

Overpotential in a PEVD System

When a current flows through an electro-
chemical cell in the hypothetical PEVD system
proposed in section 2, the applied dc potential
V_defines the potential difference V. between
the working and counter electrode. This value
deviates from its open-circuit value V7 ., which
is generally computable via a Nernst equation

V‘;/C _ kT In aA*(W) — »u’A,l _AuA,III

nZAq aA+ (C) qZA

(74

where all terms have been defined in section 2.
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According to the fundamental theory of
overpotential for aqueous electrochemical
systems,®82  the electrochemical cell
overpotential is defined as the potential
difference deviation from the open-circuit value.
The electrochemical cell overpotential 1. is
then defined as:

Nwe = Ywe = Vae =V, - Eal—Bam (75)
qz,

Thus, the applied electric field and the
chemical potential difference of solid-state
transported reactant (A) between the sink and
source determine the total overpotential 1. of
the PEVD system. Accordingly, Eqn. 41 can be
expressed as

I=-Gn,,. (76)
where the PEVD current / and the total
overpotential of the PEVD system m,. are
linearly related to each other. The slope is the
conductance —Gt, which has been defined in
section 2. However, this equation was obtained
under the assumption that equilibria are
attainable at all interfaces in the PEVD system.
In practice, this assumption is valid only in a
limited number of cases. Generally, when a
current passes through the PEVD system,
various kinds of overpotentials might exist at any
part of the system, such as the counter electrode,
solid electrolyte and working electrode. The
overpotential 1 . of the electrochemical cell in
the PEVD system is the sum of three terms:

Mye= Ny + Net Ny e (77)
where M, M. are the overpotentials of the
working (W) and counter (C) electrodes,
respectively, and 1, . is the ohmic overpotential
due to the resistance of the solid electrolyte (E)
between the working and counter electrodes.
Thus, the current vs. applied potential curve in
a PEVD process is usually not linear as expected
from Eqn. 76. In order to further understand
mass and charge transport during PEVD, the
kinetics of a PEVD process and, consequently,
various kinds of overpotential should be
considered as well.

Since only the working electrode
overpotential and current reveal, respectively, the
thermodynamic and kinetic information of a

PEVD reaction for product formation, it is
imperative to distinguish the working electrode
overpotential N, from the total overpotential ..
This is possible with the help of a reference
electrode (R). The overpotential between the
working and reference electrodes can also be
expressed as

T]WR= T]W+ T]R-'- T]E WR (78)
where 1, is the overpotential of the reference
electrode, and EWR is the ohmic overpotential
due to the resistance of the solid electrolyte
between the working and reference electrodes.
During a PEVD process, no current flows
through the open circuit between the reference
and working electrode; therefore, both 1, and
Ny e aT€ zero.%% Thus, it is reasonable to
assume that the potential difference V, between
the working and reference electrode reveals the
overpotential at the working electrode 1, only.

Vg =My (79)

The working electrode overpotential 1, can
be measured by an electrometer between the
working and reference electrodes.

When a PEVD system is at equilibrium
under open circuit conditions, a
thermodynamically defined reversible inner (or
Galvani) potential ¢7, is set up at the working
electrode. The equilibrium involved is a dynamic
one, in which the rates at which charge carriers
pass through the interface at the working
electrode in both directions are equal. This rate
is the exchange current density i,

i=lil=i (80)

When current flows through an electrode,
its inner potential ¢, assumes a value different
from the equilibrium inner potential ¢ . This
deviation of the electrode potential is the
overpotential at the working electrode.®

Ny =0y - 0y° (81)

An anodic (positive) and cathodic (negative)
current always generates a positive and negative
overpotential, respectively. Although working
electrode overpotential is usually associated with
working electrode/electrolyte interfaces in
electrochemistry, in reality it refers to, and is
measured as, deviations in the inner potential of
the working electrode. The formation of the
current-controlled overpotential in the working



electrode originates in the hindrance of the
overall electrochemical reaction for PEVD
product formation. The total working electrode
overpotential can be divided into activation M,
resistance m,, concentration 1, and
crystallization n overpotential according to the
four possible types of rate control in PEVD
electrochemical reactions. The total
overpotential of the working electrode is given
by the algebraic sum of the various components,
since several of them wusually operate
simultaneously.

n=n,+MNy+MN. +1N, (82)

Resistance overpotential 1, and activation
overpotential 1| are characteristic of irreversible
reactions and are, therefore, termed “‘irreversible
overpotentials’. Since deviations from the
equilibrium potential due to changes in the
concentrations of the reactants are largely
reversible, concentration overpotential M _ is
known as a ‘‘reversible polarization™.
Crystallization overpotential m is more
complicated. It can be caused either by
“reversible polarization’ or ‘‘irreversible
polarization” . The details will be discussed later.

In electrode kinetics, as in chemical reaction
kinetics, the slowest partial reaction is rate
determining for the total reaction. The magnitude
and type of working electrode overpotential is,
therefore, governed by the slowest partial reaction
which might have been included in the
measurement. Thus, distinguishing various
overpotentials during PEVD is critical to
understand the kinetics of a PEVD process.
However, the various components of the total
working electrode overpotential can only be
resolved under suitable conditions. If several of
the reactions have slow reaction rates of similar
orders of magnitude, the corresponding
overpotentials are superimposed to form the total
overpotential. Separation of the various
components becomes very difficult. Before
moving on to distinguish the overpotentials at
the working electrode during a PEVD reaction,
their causes will first be discussed.

Activation Overpotential
An overall electrode reaction differs from
an overall chemical reaction in that at least one
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partial reaction of the overall electrode reaction
must be a charge-transfer reaction. Activation
overpotential at the working electrode of the
PEVD system is due to slow charge transfer
reactions at the working electrode/solid
electrolyte interface (location (II) of Figure 3).
During the charge-transfer reaction, charge
carriers (A* and e") are transported against the
potential controlled activation energy from solid
electrolyte (E) and working electrode (W) into
PEVD product (D) across the electrical double
layer. The rate of the charge-transfer reaction is
determined by the potential difference across the
double layer. Thus, it is a measure of how easily
charged particles (A* and ") cross the interfaces
at location (II).

If only the charge-transfer reaction is
hindered and not any of the other preceding or
following partial reactions, the experimentally
measurable total overpotential at the working
electrode n, of the PEVD system equals the
activation overpotential 1 and is related to the
PEVD current via the Butler-Volmer equation:*
o, Fn o Fn

C

R

where [, is the exchange current at the interface.
It measures the polarizability of a solid
electrolyte/electrode interface. It is worth noting
that /, is, in general, strongly dependent both on
temperature and on gas composition. ¢, and o
are the anodic and cathodic transfer coefficients,
respectively, and were introduced by Erdey-Gruz
and Volmer.®® Generally, transfer coefficients
have values ranging from zero to unity (0 <o < 1).
It has been experimentally shown that, within a
certain potential range, this coefficient is
independent of potential.

When Inl >100 mV then the Butler-Volmer

1= IO eXp (83)

equation reduces to its ‘‘high field
approximation” form:

I) oFn

I,] RT &)

o

for anodic (/ > 0, n > 0) operation and

I o Fn
In| —— |= 2
I RT (85)

o
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for cathodic (I < 0, n < 0) operation. Thus, in a
conventional Tafel plot of In I/l vs. 1, a linear
region (Tafel region) is obtained atn > 100 mV.
The exchange current I can be obtained by
extrapolating the linear part of the In I/] vs.
n plotton_ = 0. The slopes of the linear parts of
the plot give the transfer coefficients o and o, .

Resistance Overpotential

Resistance overpotential m,, which
corresponds to an ohmic potential drop at the
working electrode, is usually negligible in a
common electrochemical system, provided the
electrode is sufficiently conductive. However,
resistance overpotential can be created by a
number of causes, such as the presence of surface
films. In the PEVD system, the “‘surface film”
is the product of the PEVD process. Thus,
resistance overpotential could be a major
contributor to the overall overpotential at the
working electrode. The solid transported reactant
(A) must migrate from location (II) through the
deposit (D) to react with the sink vapor phase at
location (III) of Figure 3. Accordingly, this
transport process in a solid phase is the
combination of both ionic (A*) and electronic
(e") carriers migrating under an electrochemical
potential gradient. If the other overpotentials at
the working electrode of the PEVD system are
negligible, the transport rate is related to the total
overpotential at the working electrode m, and
can be expressed as:

I=-G,n, (86)

where G, is the conductivity of (A) in deposit
(D) as defined in section 2. Accordingly, if G
is constant during a PEVD process, the transport
rate or PEVD current is linearly related to the
overpotential 1, at the working electrode.

Concentration Overpotential
Concentration overpotential 1 in a PEVD
process is due to slow mass transfer of gaseous
reactants and/or products involved in the overall
working electrode reaction. During the passage
of a current, the activities (or concentrations) of
the gaseous reactants near the working electrode
surface undergo a concentration change from the
bulk sink gas phase, resulting in a corresponding
shift in the equilibrium electrode potential.

Concentration overpotential can be further
subdivided into diffusion overpotential n, and
reaction overpotential 1 .

Diffusion overpotential n, is caused by
depletion or enrichment of the reactants at the
surface of the working electrode. A transport
process is involved in the overall electrode
reaction by which the substances formed or
consumed during the reaction are transported to
or from the working electrode surface. This mass
transport is necessary for the overall electrode
reaction and takes place by diffusion to or from
the surface, since the substances which are to
be converted according to Faraday's law are
present in sufficient quantities only in the bulk
of the sink gas phase. Therefore, a concentration
gradient or, more accurately, an activity gradient
is established at the electrode surface. Pure
diffusion overpotential 1 ,is encountered if mass
transport by diffusion to or from the surface is
the slowest process among the partial reactions
involved.

Reaction overpotential n_is caused by
chemical reactions whose rates are lower than
the preceding or following charge transfer
reactions. The equilibrium concentrations
required to produce the reversible EMF of the
cell are not established quickly enough.

The diffusion and chemical reaction rates
depend only on the concentration of gaseous
reactants at the working electrode surface, and
by definition, are independent of electrode
potential. When concentration overpotential
dominates the total overpotential at the working
electrode, a limiting current /, exists. This
limiting current is the maximum current obtained
when the electrochemical reaction is completely
mass-transfer controlled.®

In aqueous electrochemistry, concentration
overpotential is frequently important due to low
reactant and/or product diffusivities in the
aqueous phase and a low operating temperature.
In the solid electrolyte cell of the PEVD system,
mass transfer in the gas phase and chemical
reaction at higher temperatures are usually rapid
and, consequently, concentration overpotential
is not that significant, especially at low
PEVD currents and high PEVD operating
temperatures.



Crystallization Overpotential

Crystallization overpotential is treated as a
special type of overpotential. In the PEVD
system, any barrier to the process by which
atoms are incorporated into or removed from the
crystal lattice of the PEVD product (D) leads to
crystallization overpotential M .

According to Stranski’s theory of crystal
growth, each component of the deposited
product (D) must first find its way to a suitable
site at the edge of a lattice plane before it can be
accepted into the lattice.”” The additional
overpotential observed when this reaction is
inhibited is known as crystallization
overpotential.

Electrocrystallization in PEVD may be split
into the following three stages:

a. Transition,
b. Surface diffusion to the growth center, and
c. Inclusion in the lattice.

The characteristics of the observed
crystallization overpotential are again
determined by the stages which proceed at the
lowest rate. Usually, step (c), inclusion into the
lattice, is not a rate limiting step.

If step (a), the transition of charged
components, is a limiting step, an
inhomogeneous electric field is set up at the
surface of the deposit (D) to guide the charged
components into the active positions, and a linear
relationship should, therefore, exist between the
process rate and overpotential. This
overpotential, which is due to distortion of the
electric field, is usually small and is part of the
resistance overpotential.

If step (b), surface diffusion to the growth
center, is a rate limiting step, component
concentration gradients are formed at the surface
of the deposit (D). The observed overpotential
could then be interpreted as a form of
concentration overpotential, and is independent
of the working electrode potential of the PEVD
system.

On the basis of previous experimental
evidence in this field, it has not as yet been
possible to decide in favor of one or the other of
the two theoretical transport mechanisms, as no
unequivocal conclusions may be drawn from the
measured steady-state current-potential curves.
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On the other hand, impurities will have a strong
influence on crystallization overpotential.

PEVD System for
Electrochemical Studies

PEVD System Setup

The PEVD process for Na,CO, auxiliary
phase deposition at the working electrode of a
potentiometric CO, sensor was selected for the
current electrochemical studies. Various kinds
of overpotentials at the working electrode during
the PEVD process were evaluated by both
steady-state potentiostatic and dynamic potential
sweeping methods in the hope of understanding
the process kinetics.

The PEVD system used in this investigation
is schematically shown in Figure 36. A Na*-[3/
[”’-alumina disc, 16 mm in diameter and 5 mm
in thickness, was used as the solid electrolyte
with a working electrode on one side and both
counter and reference electrodes on the other.
To simplify data interpretation, the same
electrode material, a Pt thick film, was used for
all three electrodes, so the measured potential
difference V,, could be directly related to the
average inner potential difference between the
working and reference electrode.’* In order to
make good electrical and mechanical contact,
Pt meshes, with spot-welded Pt wires, were
sintered on the Pt thick films as electron
collectors and suppliers.

At the source side of the PEVD system, a
counter electrode and a reference electrode were
deposited on substrate areas of 1 cm? and 0.1
cm?, respectively. The thickness of both
electrodes was about 3 um. Because rapid
equilibration must be established for the
electrochemical reaction at the source side
during the electrochemical studies, it is
important to minimize polarization at the counter
and reference electrodes. Thus, the source
Na, CO, in this PEVD system wrapped both the
counter and reference electrodes due to a melting
and quenching technique. The Na,CO, powder
was first heated in an alumina crucible above its
melting point at 852°C. Then the source side of
the PEVD system was quickly dipped into the
melt. After cooling to room temperature, a layer
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Fig. 36: The PEVD system setup.

of Na,CO, covered both the counter and
reference electrodes. This type of source had a
lower overpotential loss.

At the sink side of the PEVD system, a
porous Pt thick film about 7 um in thickness was
applied to a substrate area of 1 cm?. As discussed
in section 3, the PEVD process can be divided
into two stages. In stage I the PEVD product
does not cover the entire Pt thick film, while in
stage II, it does. According to previous
experiments, the kinetics of the PEVD process
are different in both stages. In order to reveal
the kinetics of PEVD working electrode
reactions for stage I and stage Il separately, two
kinds of PEVD samples with working electrode
Na,CO, coverage corresponding to stage I and
stage Il were prepared by PEVD. The Na CO,
depositions were similar to those discussed in
section 3. Na,CO, coverage at the working
electrode was controlled during a potentiometric
PEVD process by controlling processing current
and, subsequently, confirmed by SEM
microstructure studies.

During electrochemical studies, either a
stage I or stage II PEVD sample system was

Na,CO, source

Closed circuit current

Counter|electrode

placed in the constant temperature zone of a tube
furnace to maintain a uniform temperature at
both the sink and source sides. The same gas
phase (ultrazero air) was fed into both sides of
the system at a high flow rate (larger than 100
sccm). The three electrodes of the PEVD system
were connected to the external circuit to give
two solid electrochemical cells. One was a closed
circuit cell from the counter electrode to the
working electrode:

(counter) CO,, O,, Na,CO,, PtiNa* - B/~
-aluminalPt, Na, CO,, CO,, O, (working) (87)

The other was an open circuit cell from the
reference electrode to the working electrode:

(reference) CO,, O,, Na, CO,, PtINa* - B/B”
-aluminalPt, Na CO,, CO,, O, (working) (88)

Because the atmosphere at both the source
and sink sides was the same, the chemical
potential of sodium was equal and fixed by the
Na,CO, phase in equilibrium with the same
atmosphere at all three Pt electrodes, when no
electric field was present. At this point, the
equilibrium electrochemical reaction
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Fig. 37: The kinetic steps for PEVD reaction at the working electrode.

2Na" +2e” +CO, +10, & Na,CO, (89)
prevailed at all three electrodes. Accordingly, the
equilibrium potential was zero under both open
and closed circuit conditions if there was no
applied electric potential. By adjusting V. in
the open circuit electrochemical cell, the
working electrode overpotential 1, varied
according to Eqn. 79. Correspondingly, the
current through the closed circuit between the
working and counter electrodes changed to
reveal the kinetics of PEVD working electrode
reactions as well as the mass and charge transport
rate through the PEVD system. A negative V.
or M, increased the chemical potential of Na at
the working electrode, and reaction (89) moved
to the right forming Na,CO, at the working
electrode. A positive V, , decreased the chemical
potential of Na at the working electrode, and
reaction (89) moved to the left resulting in
Na CO, decomposition at the working electrode.

PEVD Reaction Rate Limiting Steps at
the Working Electrode

For Na,CO, formation at the working
electrode of a PEVD sample, the overall

electrochemical reaction can be divided into six
rate-limiting steps as schematically shown in
Figure 37. These steps are

Step 1: Charge transfer reaction at location (II).

Na* (E) + e (W) = Na(D) (90)

If this step is the rate-limiting step for the
PEVD reaction at the working electrode, the
working electrode overpotential is dominated by
an activation overpotential m .

Step 2: Solid-state transported reactant Na
diffusion from location (II) to (III).

Na(Il) — Na(1ll) 91)

If this step is the rate-limiting step, the
working electrode overpotential is dominated by
a resistance overpotential m,. This can be
considered separately for both stage I and stage
IT PEVD samples. For Na,CO, formation at the
working electrode of a stage I PEVD sample,
the working electrode of the PEVD system has
not been covered by the product. Thus, an
electronically shorted surface exists to transport
electrons from location (II) to (III). Growth is
preferred along the Y direction (Figure 7b). The
process is limited by the diffusion of Na* from
location (II) to (III).
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Step 2a: Na* (/) — Na* (III) (92)

For Na,CO, formation at the working
electrode of the PEVD system during stage 11
growth, the Pt electrode in the PEVD system
has already been covered with a layer of Na,CO,.
Further growth is in the X direction to increase
the thickness of the product. According to the
previous discussion, this step is limited by
electron diffusion.

Step 2b: e (II) — e (I1]) 93)
Step 3: Gas phase diffusion and surface
adsorption of CO, and O, from the bulk of sink

gas phase (S) to the working electrode surface
at location (III).

CO,(S)+10,(S) — CO, (1) + 1 O, (TI) (94)

If this step is the rate-limiting step for the
PEVD reaction at the working electrode, the
working electrode overpotential is dominated by
a concentration overpotential 1 (diffusion
overpotential 1 ).

Step 4: Surface transport of neutral reactants
at the working electrode surface to the reaction
sites ().

CO, (1) + 1 0, (I1) = CO, (1) + 2 0, (r) (95)

If this step is the rate-limiting step, the
working electrode overpotential is dominated by
a crystallization overpotential n . This
crystallization overpotential behavior is similar
to a concentration overpotential.

Step 5: Surface transport of charged
reactants at location (III), the product surface,
to the reaction sites (r).

Na* (IIl)+ e (IIl) - Na* (r)+e(r)  (96)

If this step is the rate-limiting step, the
working electrode overpotential is dominated by
a crystallization overpotential n . This
crystallization overpotential behavior is like a
resistance overpotential.

Step 6: Chemical reaction at the reaction
sites (r) to form the product Na,CO..

2Na*(r)+2e (r)+CO,(r)+ 10,(1)

— Na,CO, (1) 97)

If this step is the rate-limiting step, the
working electrode overpotential is dominated by
a concentration overpotential M _ (reaction
overpotential 1 ).

Steady-State Potentiostatic
Studies

The purpose of steady-state potentiostatic
studies is to obtain a series of PEVD working
electrode overpotentials and corresponding
steady-state current values at various processing
temperatures. According to the previous
discussion, each possible kinetic limiting step
for the overall PEVD reaction causes different
effects in steady-state /-1 curves. Furthermore,
from the temperature dependence of the PEVD
current, the activation energy for various PEVD
processing conditions can be obtained to determine
the possible reaction rate-limiting step.

Experimental Methods

During the steady-state potentiometric
study, a potentiostat-galvanostat was connected
to the three electrodes of the PEVD sample. A
constant dc electrical potential V  across the
open circuit electrochemical cell between the
working electrode and reference electrode was
set up manually with the potentiostat-
galvanostat. According to Eqn. 79, V__ is
equivalent to the working electrode overpotential
n,, of a PEVD system. At each n , a current /,
that flows through the closed-circuit
electrochemical cell between the working and
counter electrode, was then measured by the
potentiostat-galvanostat. However, it is current
density, instead of current, that is directly related
to the kinetics of a PEVD reaction at the working
electrode. In order to relate the potentiostat-
galvanostat measured current directly to the
kinetics of a PEVD reaction at the working
electrode, it is imperative to maintain the reaction
area at the working electrode relatively
unchanged during the time of testing. As
discussed previously, the PEVD working
electrode undergoes constant change due to the
formation of PEVD products. This is especially
true for a stage | PEVD sample. No steady-state
current can be obtained at a constant Vi Thus,
a steady-state potentiostatic study is unsuitable
to study the kinetics of stage I PEVD reactions.

For a stage I PEVD sample, on the other
hand, a steady-state current can be obtained at a
constant V  after a period of charging time. This



140

Polarized Electrochemical Vapor Deposition 159

120+

100

80~

Current (uA)

60+
m
m

40 m [=27 pA

20 A

|
0 100

| | |
200 300 400

Time (s)

Fig. 38: Current decay during the charging process.

is because the working electrode surface reaction
area is constant during stage II PEVD growth.
For instance, the current response of a stage 11
PEVD sample after V, . is increased from 20 to
40 mV at 530°C is recorded in Figure 38. The
current increases sharply upon increasing V.,
and then decays exponentially to approach a
stationary value. This kind of current response
is common for an electrochemical system with
a non-negligible capacitance. In order to reach
a steady-state current, a period of time is
necessary to allow the charging current to die
out. However, because the PEVD product
thickness continues to increase at the working
electrode during the delay time, the solid-state
transport distance in the PEVD product will
increase. Thus, it is advantageous to shorten the
waiting time for the current reading at each step.
According to Figure 38, a 60 s waiting time is a
compromise solution, since the charging current
component at 60 s is less than 20% of the final
steady-state current. In this way, the /-n behavior

for a stage II PEVD reaction was also
experimentally repeatable.

Experiments on a stage II PEVD sample
were conducted at six temperatures from 500 to
550°C at 10°C intervals. At each temperature,
V.,x Was increased step-wise from 0 to 450 mV
with 60 s for each step. The resultant current
flow through the working and counter electrode
was measured simultaneously. Both V  and I
were recorded by a dual channel analog recorder.

Results
Current - Overpotential Behavior

The PEVD reaction current, 60 s after
changing the working electrode overpotential at
each step, from a stage Il PEVD sample is recorded.
The results were repeatable. Two kinds of plots
are commonly used to show the dependence of
the current on overpotentials at various
temperatures. One is a current vs. overpotential plot
as shown in Figure 39; the other is a In(current) vs.
overpotential plot (Tafel plot) in Figure 40.
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Fig. 39: Current-overpotential behavior (/- curves) of a stage Il PEVD process at various

temperatures.

At lower temperatures, e.g. 500°C, the I-n
curve is almost linear from the origin up to a
cathodic overpotential of 450 mV. This kind of
linear /-n behavior occurs since resistance or
crystallization overpotential dominates the total
working electrode overpotential. According to
the previous discussion, the PEVD reaction rate-
limiting step at the working electrode is either
Step 2b (electron diffusion) or Step 5 (surface
transport of charged reactants).

At higher temperatures, e.g. 550°C, the
current-overpotential behavior is similar to that
for common electrochemical systems. There are
two regions separated at about 260 mV. In the
lower overpotential region, a linear curve from
100 to 260 mV is obtained on the Tafel plot
(Figure 40). This I-n logarithmic relation
indicates that activation overpotential dominates
the total working electrode overpotential, and
the PEVD reaction rate-limiting step is Step 1
(charge transfer reaction). In the higher
overpotential region, the current does not

respond to further increase in overpotential. This
limiting current can be caused by concentration
overpotential 1_due to either Step 3 (diffusion
overpotential m,) or Step 6 (reaction
overpotential M ). This can also be caused by
crystallization overpotential n, due to slow
surface transport of neutral reactants (Step 4).
The I-n behavior at four intermediate
temperatures (540, 530, 520, and 510°C) was
also studied to show the transition from lower
temperature to higher temperature kinetic
behavior. It was found that the 510 and 520°C
curves are similar to the lower temperature one
at 500°C, in which the current response to the
overpotential is linear through the entire testing
range. The 540°C curve resembles the 550°C
curve, in which a linear logarithmic response is
followed by a limiting current at higher
overpotential. At 530°C, all three kinds of kinetic
response, i.e., logarithmic, linear and constant with
increasing overpotential, exist in the /-n curve.
Thus, the kinetic transition from low temperature
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Fig. 40: Tafel plot (In(/) vs. 1) of the current-overpotential behavior in Figure 39.

to high temperature behavior in the current
PEVD system occurs around 530°C.

Activation Energy of the PEVD Reaction
In order to further distinguish the PEVD
reaction rate-limiting steps, activation energies
of the PEVD reaction were studied at two
overpotentials. Figure 41 is the Arrhenius plot
of In(Z) vs. 1/T at an overpotential n, = 100 mV.
Two regions are resolved. In the higher
temperature region above 530°C, an activation
energy of 185 kJ/mol or 1.9 eV is obtained. This
is close to the previously reported activation
energy for a charge transfer reaction.”*** In the
low temperature region below 530°C, an
activation energy of 516 kJ/mol or 5.4 eV is
obtained. This value is much higher than would
be expected for Step 5, surface diffusion of
charged particles. Thus, the possible kinetic
limiting step is Step 2b, the diffusion of electrons
in the product Na,CO,. However, the value of
5.4 eV is a little less than the activation energy

for electronic conduction, which should be close
to the bandgap E, of the product. For inorganic
oxysalts, the E is expected to be ~6.0 eV. One
possible explanation is that impurity levels may
exist between the conduction and valence band.”

Figure 42 is an Arrhennus plot of In(/) vs.
I/T at an overpotential , = 400 mV. Again
there are two regions. The slope of a linear
regression curve in the low temperature region
is similar to that at the lower overpotential, 1 =
100 mV. Thus, the kinetic limiting step is still
Step 2b, the diffusion of electrons. The
calculated activation energy £ = 4.9 €V in this
plot is actually a little lower than the previous
one (5.4 eV). This difference could be due to
the changes in the working electrode during
product formation. Thus, the most reliable
activation energy for Step 2b could be extracted
from the slopes of the I-n curves at the lower
temperatures as shown in Figure 43.
Accordingly, the activation energy is 464 kJ/mol,
or 4.8 eV.



162  Tang, Etsell, and Ivey

550°C 540°C 530°C 520°C 510°C 500°C
* \ * . * \ * \ *
9.0~ . 1

-9.51- Tl AN -
-10.0- S~

-10.5

I

.
/
|

In (I/A)

11.0- N e

11.5 . -

I
’

-12.0- AN s

12.5- "o

| | | | | | | | | AS
0.00120 0.00122 0.00124 0.00126 0.00128 0.00130
1/T (1/K)

Fig. 41: Arrhenius plot at 1 = 100 mV.

550°C 540°C 530°C  520°C 510°C 500°C
‘ \ ‘ ‘ \ ‘ \ ‘

In (I/A)

-10.0- = 4
-10.5- N 4

-11.0F e

| | | | | | | | |
0.00120 0.00122 0.00124 0.00126 0.00128 0.00130
/T (1/K)

Fig. 42: Arrhenius plot at n = 400 mV.



Polarized Electrochemical Vapor Deposition 163
530°C 520°C 510°C 500°C
\\ T [ T T
7.0 N |
\.\
7.5- s .
\\\
~ -8.0- N .
)
o AN
= N
@ -850 N -
= AN
-9.0- l\ _
9.5/ N -
-10.0- l\\ s
! ! ! R
0.00124 0.00126 0.00128
/T (1/K)
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At higher temperatures in Figure 42, an
activation energy of 84 kJ/mol or 0.8 eV is
obtained. Although increasing temperature will
increase gas phase diffusion through an increase
in molecular diffusion velocity, the mean free
path will decrease. The result is only a weak
thermal activation of gas phase diffusion for
Step 3. The activation energy value is more likely
due to Step 4 (surface diffusion of neutral
reactants) or Step 6 (chemical reaction).

Exchange Current for the PEVD System
The exchange current /; and cathodic
transfer coefficient o for the PEVD system can
be extracted from standard Tafel plots (Figure 40)
as described in detail previously, and provide a
measure of the nonpolarizability of the solid
electrolyte/electrode interface.”®” The values of
I, and o at various temperatures are shown in
Table 3. The activation energy of the exchange
current can then be obtained from an Arrhenius

plot in Figure 44 as 200 kJ/mole (2.1 eV), which
fits in with those in the literature in the range of
1.2t02.7eV.”®

The cathodic transfer coefficient o is
generally invariant with temperature.”® A constant
value from this experiment further indicates the
reliability of using the steady-state potentiostatic
method to study stage Il PEVD reactions.

Summary

The current-overpotential behavior of the
cathodic PEVD product formation at the
working electrode during stage II of PEVD has
been studied at various temperatures. The
repeatability of the I-n curves in stage Il of a
PEVD process is fairly good. Thus, the change
in geometric factor of the working electrode
during the period of potentiostatic study is
negligible. Accordingly, the PEVD reaction rate-
limiting steps at the working electrode for a stage
IT PEVD process are collected in Table 4.
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Table 3. Temperature Dependence of Exchange Current and Cathodic Transfer

Coefficient
Temperature (°C) Exchange Current [, (LWA) Cathodic Coefficient ¢,
550 45.5 0.58
540 32.2 0.59
530 22 0.60

Table 4. Stage Il PEVD Steady-State Potentiostatic Study Results

PEVD Parameters

Temp. (°C) Nw (MV)

I-n Relation | Dominant n

Rate Limiting
Steps

Activation
Energy (eV)

500, 510, 520 0-450

Linear Na

Step 2b,
Diffusion of
Electrons

4.8

0-220

Logarithmic N

Step 1, Charge
Transfer
Reaction

1.9

230 - 380

Linear No

Step 2b,
Diffusion of
Electrons

4.8

530

390 - 450

Ty

Limiting

Step 4, Surface
Diffusion of
Neutral
Reactants

Ne

Step 6,
Chemical
Reaction

0.87

0-260

Logarithmic Na

Step 1, Charge
Transfer
Reaction

1.9

540, 550°C
270 - 450

Ty

Limiting

Step 4, Surface
Diffusion of
Neutral
Reactants

Ne

Step 6,
Chemical
Reaction

0.87
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Fig. 44: Activation energy of the exchange current.

Cyclic Voltammetry Studies

The technique of cyclic voltammetry or,
more precisely, linear potential sweep
chronoamperometry, is used routinely in
aqueous electrochemistry to study the
mechanisms of electrochemical reactions.”'%
Currently, cyclic voltammetry has become a very
popular technique for initial electrochemical
studies of new systems and has proven very
useful in obtaining information about fairly
complicated electrochemical reactions.”” There
have been some reported applications of cyclic
voltammetry for solid electrochemical
systems.!%1% Jt is worth pointing out that,
although the theory of cyclic voltammetry
originally developed by Sevick,'”” Randles,'*
Delahay,'” and Srinivasan and Gileadi''* and
lucidly presented by Bard and Faulkner,” is very
well established and understood in aqueous
electrochemistry, one must be cautious when
applying this theory to solid electrolyte systems
of the type described here, as some non-trivial
refinements may be necessary.

Because of the geometric change at the
working electrode due to growth of the PEVD
product, the results from a steady-state
potentiostatic study are not applicable to stage |
of PEVD. In this study, a solid electrolyte cyclic
voltammetry (SECV) method was applied for
two reasons:

a. It is possible to resolve complicated
electrochemical reactions and qualitatively
reveal the general current-overpotential
behavior.

Both anodic and cathodic potentials are
applied during a single scan, which is fast
enough to minimize the working electrode
change of a PEVD sample during testing.

Experimental Setup

During the SECV study, the PEVD system
and all experimental parameters were similar to
those in the steady-state potentiostatic work. The
only difference was the external circuit, in which
a CAS-100 system (Gamry, Inc.) was used to
connect with a PEVD sample. This setup
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Fig. 45: Athree-dimensional SECV spectrum and its projection planes for a stage Il PEVD sample

at 550°C.

permits linear variation in time of the working
electrode potential with respect to the reference
electrode V. according to

T
Vigk = Vg T0L O<t£5

T

VWR =VWR’2—vt; E<f§’f (98)
= 2(VWR,2 - VWR,I) v

where VWR’1 is the initial (# = 0) working electrode
potential corresponding to the beginning of each
cycle, V., is the switching potential, 7 is the
time for one scan and v (V/s) is the sweep rate.
The current / flowing between the working and
the counter electrode can be recorded
simultaneously to reveal the rate of the PEVD
reaction taking place on the working electrode.

Results and Discussion for Stage Il of
PEVD

The validity of the SECV method was first
tested for a stage I PEVD sample at 550°C.
Thus, the results from SECV and the steady-
state potentiostatic method could be compared.

General Features of an SECV Spectrum
Figure 45 shows a three-dimensional SECV
spectrum for a stage Il PEVD system at 550°C.
This spectrum can be projected to three planes,
i.e., the working electrode overpotential - PEVD
current (V -I) plane, the PEVD current - time
(I-t) plane and the working electrode
overpotential -time (V, -1) plane.
Traditionally, the most important projected
curve, “cyclic voltammogram”, is the one on
the V-1 plane. The peaks labeled C and A are
the major features of the voltammogram. The



cathodic peak C centered at V= -290 mV
corresponds to PEVD product (Na,CO,)
formation at the working electrode; the anodic
peak A atV, =320 mV corresponds to Na,CO,
decomposition at the working electrode. The
main reason that the current follows different
paths on the V -I plane upon increasing and
decreasing V. is due to the fact that part of the
current is used to charge the solid electrolyte/
electrode interface, which has a nonzero
capacitance C,. The “thickness™ Al of the cyclic
voltammogram is of the order of 2vC . Thus A/
decreases with decreasing sweep rate v and
vanishes at v = 0, together with the cathodic
peaks labeled C and the anodic peaks labeled
A.3949% At this limit the entire cyclic
voltammogram collapses into a single curve
between A and C. The electrochemical
literature® provides a more detailed discussion.

The projected curve on the /-t plane
indicates the change in PEVD current as well as
the reaction rate as a function of time.
Conventionally, I < 0 corresponds to cathodic
currents, 1.e., I/F expresses the rate of supply of
Na* to the working electrode. The area of the
cathodic current peak on the /-7 plane is 0.0263 1
C, which corresponds via Faraday’s law to the
reduction of 2.7 x 10”7 mol of Na to form 14 ug
of Na,CO,. This amount of Na,CO, is equivalent
to an increase of about 12.5 nm in product
thickness during stage Il PEVD. Thus, the
change to the working electrode is insignificant
during a single scan.

The projected curve on the V- plane
records the change of the imposed working
electrode overpotential waveform during the V, .
scan. An important parameter in cyclic
voltammetric studies is the sweep rate v. The
linear sweep rate for Figure 45 was 30 mV/s.

Effects of Sweep Rate

The cyclic voltammograms for various
sweep rates at 550°C are reported in Figure 46.
According to the theory of cyclic voltammetry,”
the peak overpotential shift and peak current
convey important information. A reversible
redox reaction will not exhibit peak shifting with
sweep rate change. In an aqueous
electrochemical cell, the shift is generally caused
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by an irreversible redox reaction due to slow
charge transfer compared with diffusion in the
electrolyte. In such cases, the peak curent 1
linearly increases with v.” However, when the
charge transfer reaction does not involve a
chemisorbed reactant, then, in practically all
other cases, Ip varies linearly with v"2. In this
study, the current for both peaks is linearly
related to v as shown in Figure 47.

Figure 46 also shows the effect of sweep
rate v on the cathodic peak potential V, .
Increasing v shifts V , to more negative
potentials. According to the theory of cyclic
voltammetry, the magnitude of peak shift at
various sweep rates permits direct computation
of the cathodic transfer coefficient o :
dEmC___RT
dlnv  o.F

Figure 48 shows the usefulness of solid
electrolyte cyclic voltammetry (SECV) for
extracting transfer coefficients. The peak
potentials are plotted against the logarithm of
the sweep rates. The o, value can be obtained
from the slope of the linear regression curve. It
is calculated to be 0.63, which is close to the
value, 0.59, obtained from the steady-state
potentiostatic study. Similarly, based on the
equation for anodic peaks,

dE,, RT
Ea— 100
dinv_ oF (100)
From the slope of the linear regression curve
in Figure 49, the anodic transfer coefficient o,
is 1.

(99)

Effect of Holding Time

By holding the working electrode
overpotential at 600 mV (anodic overpotential)
for a period of time, then scanning to -1000 mV
(cathodic overpotential), cyclic voltammograms
are generated as shown in Figure 50. The
cathodic peaks shift to lower (or more negative
overpotentials) as the holding time increases.
This indicates that the PEVD reaction is less
limited by the higher overpotential limiting step.
According to the results from steady-state
potentiostatic studies (Table 4), the higher
overpotential limiting step could be Step 3, Step
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4 or Step 6. These experimental results indicate
that Step 4 is more likely to be the higher
overpotential limiting step, since Na CO,
decomposes at the working electrode during the
time of holding at an anodic overpotential. The
longer the holding time, the more the
decomposition proceeds. Step 3 and Step 6, gas
phase diffusion and chemical reaction,
respectively, will not be affected by this
decomposition. On the other hand, surface
diffusion of neutral reactants in Step 4 will be
enhanced by the decomposition, since the
products from decomposition are close to the
reaction sites for formation. Thus, the limiting
current for Step 4 will increase at the same
working electrode overpotential. This delays the
kinetic limitation step switch from Step 1 to
Step 4. An interesting phenomenon is that the
peak overpotential shift is linearly related to the
holding time as shown in Figure 51.

Summary

In this section, a number of SECV
experimental methods have been applied for the
first time to study a PEVD system. The results
from a stage II PEVD sample not only confirm
the capability of SECV to distinguish various
PEVD reaction rate-limiting steps, but also offer
complementary information to the steady-state
potentiostatic studies. For instance, SECV
results further indicate that the rate limiting step
at higher temperatures and higher overpotentials
is Step 4. Since very little product is deposited
on the working electrode during a single scan,
SECV is also applicable to study stage | PEVD
behavior.

Application of SECV to the Study of
Stage | of PEVD

A stage I PEVD sample was tested at five
temperatures (450, 475, 500, 525, and 550°C).
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Spectra at Lower Temperatures

Figures 52a, 53a, and 54a are cyclic
voltammograms for various sweep rates at 450,
475, and 500°C, respectively. The
voltammograms have similar features to those
obtained from a stage II PEVD sample at a
higher temperature (550°C). Only one pair of
cathodic and anodic peaks exists. The cathodic
and anodic peaks shift to more negative and
positive potentials at higher sweep rates,
respectively. Accordingly, PEVD reaction rate-
limiting steps under these conditions are the
charge transfer reaction (Step 1) at lower
working electrode overpotentials and surface
diffusion of neutral reactants (Step 4) at higher
working electrode overpotentials.

Similar to the discussion for stage II, both
cathodic and anodic transfer coefficients for the
stage | PEVD sample can be obtained from the
peak potential shifts resulting from changing

sweep rates. The cathodic coefficients at each
testing temperature are obtained by the peak
overpotential vs. In v plots in Figures 52b, 53b,
and 54b. Similarly, the anodic coefficients at
each testing temperature are obtained by the peak
overpotential vs. In v plots in Figures 52c, 53c,
and 54c. The resulting o_and o values are listed
in Table 5, and are compared with those values
from the stage II PEVD sample.

According to fundamental electrochemical
theory, o and o, should not change with
processing temperature. The values for stage |
are fairly constant. The significant increase in
both coefficients from stage I to stage II is
presumably due to the change in the solid
electrolyte/working electrode interface during
PEVD product (Na,CO,) formation. This
indicates that the geometry of the auxiliary phase
Na,CO, at the working electrode is also
kinetically related to the charge transfer reaction
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Table 5. Comparison of the Cathodic and Anodic Transfer Coefficients from the

Two Stages
PEVD Stage Stage | Stage 11
Temperature 450°C 475°C 500°C 550°C
Ol 0.51 0.52 0.51 0.63
Oy 0.60 0.55 0.57 1

at the working electrode. A PEVD process
improves the solid electrolyte/electrode
interface.

Spectra at Higher Temperatures

The cyclic voltammograms for stage I
PEVD reactions at higher temperatures are more
complicated. The voltammograms for various
sweep rates at 525 and 550°C are reported in
Figures 55 and 56, respectively. Two pairs of
peaks (labeled M and N for cathodic peaks, and
M’ and N’ for anodic peaks) are distinguishable.
Thus, extra PEVD reaction rate-limiting steps
must be involved under these conditions.

Generally speaking, the cathodic and anodic
peaks exist as a pair, and each pair of peaks
represents a redox reaction. The second pair of
peaks could be due to an additional redox
reaction other than the one in Eqn. 90. However,
a solid electrochemical system is usually very
selective to only one mobile ionic species, which
undergoes the charge transfer reaction. Previous
investigation has found that double peaks could
also result from different potential states in redox
reactions for ionic species with higher
valence.®*!"! For instance, during oxygen
reduction, the oxygen has to obtain an electron
twice to reduce to O*. In the current case,
sodium ion is single valent. It is not likely to
have two redox reaction potential states.
Moreover, the shapes of the M peaks are different
from those of redox reactions.

According to fundamental cyclic
voltammetry theory, a peak results when an
overpotential related rate-limiting step switches
to another rate-limiting step. In the case of the
N peaks, the PEVD reaction rate-limiting step

switches from Step 1 to Step 4. As has been
discussed previously, the diffusion of charged
particles through the PEVD product is also a
working electrode overpotential related step.
Thus, it is possible that M peaks are due to a
switch from Step 2a to Step 1 at certain working
electrode overpotentials. Thus, a resistance
overpotential is dominant at low working
electrode overpotential. As a result, the PEVD
current permitted by the charge transfer reaction
is limited by the transport of Na* across the
product under those PEVD conditions. It was
also found that the repeatability of the M peaks
in voltammograms was poor. The M peaks in
these voltammograms do not have the same
shape, peak overpotential and peak current under
the same experimental conditions. This is
possibly because M peaks are very sensitive to
geometric factors at the working electrode of
stage | PEVD samples during each SECV scan.

As shown in Figure 56, the cathodic M
peaks are broader than the anodic M’ peaks. The
reason is that the PEVD processes for
decomposition and formation at the working
electrode are different. The broader M peak
could result from diffusion of Na* across the
product to form Na,CO, in two steps,

First step: Na* + CO.> — NaCO (101)
Second step: Na* + NaCO,” — Na,CO, (102)

When the process is limited by the diffusion
of Na* inside the product, the first step will
increase the electrochemical potential of the
sodium ion at the surface of the PEVD product
(location (IIT)). Thus, the thermodynamic
driving force will decrease causing further
transport of Na* in the product to pursue the
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second step. Two cathodic M peaks can indeed
sometimes be resolved. The decomposition of
Na,CO, is a one step process.

Na,CO, — 2 Na* + CO ¥ (103)

The cause of the M peaks has been further
confirmed with an SECV holding technique at
550°C. In this experiment, the Ve Was held at
600 mV for various times, then scanned
negatively to -1000 mV at the cathodic side. The
results are plotted in Figure 57. The longer the
holding time, the more significant the M peaks
vs. N peaks. As more decomposition of the
product occurs, the Na* diffusion length
decreases, and the PEVD current is less limited
by Step 2a. The negative shift of the N peaks is
a feature that has been discussed previously for
a stage II PEVD sample.

Summary

Although SECYV studies are not able to give
quantitative results for stage I PEVD behavior,
PEVD reaction rate-limiting steps are

qualitatively revealed. At lower temperatures
and working electrode overpotentials, the PEVD
reaction rate-limiting step is Step 1, the charge
transfer reaction. At higher temperatures and
lower working electrode overpotentials, the rate-
limiting step is Step 2a, the diffusion of Na*
across the product. At higher working electrode
overpotentials for all temperatures, the rate-
limiting step is Step 4, the surface diffusion of
neutral reactants.

Conclusions

During the last 20 years, we have witnessed
the active development of solid state ionics
associated with the study of ionic and electronic
processes in solid state ionic materials. The
investigation of energy converting applications
to use ionic transport in solid state ionic materials
is booming. The present availability of
numerous types of solid state ionic materials
allows for electrochemical reactions to be carried
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out with the surrounding vapor phase to form
products of interest. This recent interfacing of
vapor deposition and electrochemistry has led
to the development of polarized electrochemical
vapor deposition (PEVD) during the course of
the current study.

The significance of this new technique is
that PEVD applies solid state ionic techniques
to modify a widely accepted CVD technique
under controlled conditions in a solid
electrochemical cell. Compared with other solid
state ionic techniques, PEVD takes advantage
not only of energy transformation but also
material transport itself during ionic and
electronic transport in solids to form desired
products. Thus, PEVD has brought Wagner's
electrochemical tarnishing theory to a new field
for making man-made products under well-
defined thermodynamic and kinetic conditions.

PEVD holds promise of a wide range of
potential applications for solid state ionic
devices. During the course of the current
research, PEVD has been applied for fabricating
two types of solid state ionic devices, i.e.,
potentiometric gaseous oxide sensors and solid
oxide fuel cells. These applications of PEVD
have shown that PEVD is the most suitable
technique to improve solid electrode / electrolyte
contact and, consequently, the performance of
those solid state ionic devices. Furthermore, the
"active" use of material transport through the
solid by PEVD offers more interesting
opportunities not only for forming deposition
products but also for studying the physical
properties of the products under well-defined
thermodynamic and kinetic conditions.

It has been more than 60 years since
Wagner's electrochemical tarnishing theory was
developed. Finally, the two parallel suggestions
of material transport and energy transformation
in the theory are interconnected, and newly
developed PEVD will make solid state ionic
devices better to serve today's ever-growing
energy and environmental demands.
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Abstract

A combined analytical and numerical method is
employed to optimize process conditions for
composites fiber coating by chemical vapor infiltration
(CVI). For a first-order deposition reaction, the
optimum pressure yielding the maximum deposition
rate at a preform center is obtained in closed form and
is found to depend only on the activation energy of
the deposition reaction, the characteristic pore size,
and properties of the reactant and product gases. It
does not depend on the preform specific surface area,
effective diffusivity or preform thickness, nor on the
gas-phase yield of the deposition reaction. Further,
this optimum pressure is unaltered by the additional
constraint of prescribed deposition uniformity.
Optimum temperatures are obtained using an analytical
expression for the optimum value along with numerical

solutions to the governing transport equations. These
solutions account for both diffusive and advective
transport, as well as both ordinary and Knudsen
diffusion. Sample calculations are presented for coating
preform fibers with boron nitride.

Introduction

Chemical vapor infiltration (CVI) is widely
used in advanced composites manufacturing to
deposit carbon, silicon carbide, boron nitride
and other refractory materials within porous fiber
preforms.'? Because vapor phase reactants are
deposited on solid fiber surfaces, CVI is clearly
a special case of chemical vapor deposition
(CVD). The distinguishing feature of CVI is that
reactant gases are intended to infiltrate a
permeable medium, in part at least, prior to
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deposition. Of course deposition also occurs,
and is often greatest, on external surfaces where
reactant concentrations are greatest.

CVI processes, employing a variety of
chemistries, are usually performed in large batch
furnaces at reduced pressures and elevated
temperatures. In-furnace times typically range from
a few hours to even weeks, resulting in costs
ranging from $100 to over $1000 per kg for high-
temperature high-performance composites.* Even
under ideal conditions the processing time for
these materials represents a significant fraction of
the finished product cost, so optimizing processes
conditions is important. In addition to the obvious
benefit of lower product costs, lower prices are
important to increasing the commercial
applications for these materials, now largely
limited to military and aerospace uses.

The most common application of CVI in
composites manufacturing is in densifying the
preform. In this use, reactant gases are employed
to deposit solids within a fiber preform with the
intent of filling all or most of the inter-fiber
void. These solids bind the fibers together and
form the continuous matrix of the composite. A
second common use of CVI is in coating the
preform fibers prior to densification. These
coatings serve as high- temperature oxidation
inhibitors and as debonding agents to permit
limited motion between the fibers and the
composite matrix. Such motion is desirable as it
improves the mechanical properties of a
composite.

In either densification or fiber coating, it is
generally desirable to minimize processing time
subject to constraints on the required coating
thickness or degree of densification. In fiber
coating processes it is sometimes sufficient that
the coating thickness be everywhere greater
than a prescribed minimum. However, it is
usually desirable that the coating thickness or
densification be relatively uniform through the
part thickness. This ensures uniformity of
mechanical properties and is often required to
produce high strength. Uniformity is
particularly critical in densification processes
intended to fill most of the open porosity,
because excess surface deposition may seal the
external surface before the center reaches the
required minimum density.

These conflicting goals of minimizing
processing time while maintaining deposition
uniformity can only be met by careful selection
of processing conditions. For example, an
increase in temperature will increase deposition
rates and reduce process time, but only at the
expense of reduced uniformity. This is because
higher deposition rates cause greater depletion
of reactant gases diffusing toward the preform
center. As a result, reactant concentrations and
deposition rates at the center will be smaller than
those at the surface. This non-uniformity may be
reduced by reducing the operating pressure, as
this tends to lower reaction rates while not
diminishing the diffusive mass flux. However,
this pressure reduction strategy becomes
counter-productive when the mean free path
falls below the characteristic microscale
dimension, because diffusion fluxes then fall
with decreasing pressure. Thus, temperature,
pressure, and preform microstructure are all
important in determining the relative rates of
species transport and chemical reaction.

In addition to process time and uniformity,
other factors must be considered in selecting
optimal conditions. As in any CVD process, a
specific temperature range will usually be
required to obtain a desired morphology of the
deposited material. Specific process conditions
may also be required either to induce or to
inhibit certain gas-phase reactions, such as those
involved in the production of necessary
deposition precursors or those leading to
undesirable gas-phase nucleation of particles.
Here, we will present an optimization approach
that can be used to maximize deposition rates
subject to any of these constraints.

Mathematical modeling of the CVI process
has been largely focused on the densification
problem.>8 This is a difficult problem because the
preform void fraction is altered significantly by
the deposition process. The evolving
microstructure strongly affects reactant transport
through the preform, and so must be addressed
in any meaningful analysis of densification.
Because of this difficulty, most analyses of
densification have employed numerical
methods. Here we focus attention on the simpler
problem of fiber coating. In this case, the
microstructure may be considered invariant
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through the deposition process, so long as the
coating thickness is a small fraction of the
original fiber size. Under this restriction, it is
possible to derive analytical results that provide
physical insights and scaling relationships not
easily derived from numerical calculations.

The remainder of this article is devoted to
mathematical modeling of the CVI fiber coating
process. We begin by presenting the governing
equations for one-dimensional transport and
chemical reaction of a typical reactant or product
species. The dimensionless parameters that
control deposition uniformity are then derived,
and the role of each is illustrated by presenting
sample solutions to the governing equations.
We then combine analytical and numerical
methods to maximize the centerline deposition
rate for CVI fiber coating processes involving a
first-order deposition reaction. Two general
expressions for the optimum pressure and
optimum temperature are first derived using
analytical methods. The optimum pressure is
then obtained in closed form, while the
optimum temperature is determined with the
aid of numerical solutions to the governing
diffusion and reaction equations.

These numerical solutions account for
advective transport of the reactant gases, as well
as both ordinary and Knudsen diffusion. Finally,
we consider the influence on the optimum
pressure of a constraint on the deposition
uniformity. In this case, the optimum pressure
maximizing centerline deposition rates is
obtained in closed form using the method of
Lagrange multipliers.

The results of this analysis are presented
in a dimensionless form readily applicable to a
range of preform thicknesses, fiber diameters,
fiber volume fractions, and deposition
chemistries. To illustrate the application of these
results to a practical problem, the optimum
process conditions are determined for a sample
problem in which a boron nitride coating is
deposited from boron trichloride and ammonia.

Governing Equations

To calculate centerline deposition rates, we
consider the region within a preform, as shown

in Figure 1. Diffusive and advective transport
in the volume between fibers and the
accompanying reactant depletion due to
deposition on fiber surfaces are described by
continuity equations for each gas-phase species,
along with momentum and energy equations
for the gas mixture. Here we consider one-
dimensional transport in which species
concentrations vary only with the transverse
position through the preform thickness. Under
this idealization, conservation of mass for a
single reactive species may be written as

i[pDDﬁ]—i(pufk S (1)
dx dx | dx
where x is the distance from the preform center,
p is the gas molar density, f is the reactive
species mole fraction, D is the effective
coefficient of binary diffusion for the reactive
species, D' is the dimensionless effective
diffusivity of the porous preform, and u is the
local molar-average fluid speed. The preform
specific surface area, s_ is the fiber surface area
per unit volume, and S is the surface deposition
rate.

Again assuming one-dimensional transport,
continuity for the combined reactive and inert
species can be expressed as

d
™ (pu)=ys,, 2)

where the parameter \ is the net molar yield of
gaseous products per mole of reactant; that is,
the molar ratio of gaseous products less
reactants to reactants. By this definition, values
of the parameter are limited to y > -1 because
we are considering here only one reactive
species. The limiting value of y =-1 corresponds
to a simple single-species deposition reaction
yielding solids but no gas-phase products.

If the deposition process is a first-order
reaction having Arrhenius temperature
dependence, the surface reaction rate, S, can be
expressed as the product of the surface
impingement rate and a reaction probability, ¢.
In terms of the gas molar density and reactant
mole fraction this is

S= 3 pfd where ¢ =be ™'*" 3)
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Fig. 1:

Schematic cross-section of a porous fiber preform. Reactants diffuse from the preform

surfaces toward the center, and are depleted by deposition on fiber surfaces.

The mean molecular speed, U, of the reactive
species is given by

SRT 1/2
m

where R is the ideal gas constant, T is the gas
temperature, and m is the reactive species
molecular weight. The parameters b and E are
the surface reaction pre-exponential constant
and the apparent activation energy,
respectively.

The coefficient of diffusion in Eq.1 must
account for both ordinary and Knudsen
diffusion. At high gas densities, collisions of
the reactive species with gas molecules are much
more common than are collisions with fiber
surfaces. In this limit, the diffusive flux of the

reactive species is governed by ordinary diffusion.
At sufficiently low pressures or sufficiently high
temperatures, however, the mean free path of the
reactive species becomes large relative to the size
of the inter-fiber pores. In this limit, collisions of
the reactive species with fiber surfaces are
predominant, and the diffusive flux is controlled
by Knudsen diffusion. To account for both of these
conditions, the overall effective coefficient of
binary diffusion for the reactive species can be
approximated by the Bonsanquet interpolation
formula,’

i_ 1.1

D D, D, )
where D denotes the effective binary
coefficient of ordinary diffusion for the reactive
species in the gas mixture, and D, denotes the
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coefficient of Knudsen diffusion for the reactive
species in the inter-fiber volume. Based on simple
kinetic theory, Eq.5 may be rewritten as'®

YA ad vd oKn

3 d+or 3 1+0Kn
where U is again the mean molecular speed of
the reactive species, and Kn = A/d is the Knudsen
number based on properties of the reactive
species and the inter-fiber pore size. The
effective mean free path for the reactive species
alone is given by

_RT
J2nNo?p )

where p is the total pressure, N is the Avogadro
number, and G is the molecular diameter of the
reactive species.

The parameter o in Eq. 6 is the ratio of the
effective binary coefficient of ordinary
diffusion for the reactive species and the mixture
of other void gases to the coefficient of ordinary
self diffusion for the reactive species. As shown
in the Appendix, this parameter depends only
on the composition of the gas mixture and is
independent of both the pressure and
temperature for ideal gases. Thus for fixed gas
composition, the parameter ¢ is constant.

The continuity equations 1 and 2 must be
accompanied by momentum and energy
equations. In this analysis, we supplant the
energy equations with an assumption that all
gas species are at a uniform and constant
temperature, 7. Likewise, the momentum
equation is replaced with an assumption that
the pressure is uniform over the preform
thickness.

The governing transport equations are
closed using an ideal gas equation of state,
p = PpRT. Because both the pressure and
temperature are uniform and constant, this
relation requires that the gas molar density
within the preform is also uniform and constant.

To complete the mathematical statement
of the transport and deposition problem, bound-
ary conditions must be specified for the reactive
species fraction and fluid speed. The second-
order equation governing the reactive species
requires two conditions. One is imposed by

(6)

A

symmetry, requiring that the gradient of the
reactive species vanish at the origin. For the
second we assume that the reactive species mole
fraction is fixed at the preform surface.

ﬁ:O at x =0
dx

f =1 at x = a (8ab)

In additon, the first-order equation
governing the fluid speed requires a single
boundary condition. Again this is obtained from
a symmetry condition at the preform center,

u=0atx=0 9)
requiring no flow into or out of the plane of
symmetry.

To normalize the governing equations, we
introduce a dimensionless position, z = x/a, and
two dimensionless dependent variables, f* = f /f,
and u* = ua/DD’. Note that the normalized
velocity u* is equivalent to a local Peclet
number, indicating the relative magnitudes of
the advective and diffusive fluxes of the reactive
species. Applying these definitions to the
transport equations yields the dimensionless
governing equations

d (df* )—i(u*f*)+

E dz dz

Dof*| dz dz

for the reactive species, and

1 oD (df*_u*f*]df* B (10)

du*  u* 3D df* _
dz D of* dz

for total species conservation. The constant 3
on the right of these equations is

yepf (11)

(12)

S.a 3 1+oKn,: _

B: sV i (‘;Ze E,/RT
pDD'f 4 oKn

and the new parameters appearing here are the

normalized preform thickness,

Ej _ bsua2

dD'
and the normalized reaction yield, y* = yf..
Boundary conditions for the normalized

13)
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variables follow from Eqs. 8 and 9 in the
obvious manner.

The usual interpretation of the parameter
B, referred to here as the deposition modulus, is
that it is the square of the ratio of the
characteristic time for diffusion to the
characteristic time for surface deposition. In this
view it is equivalent to the square of the Thiele
modulus commonly appearing in analyses of
porous-bed catalysis. Another useful
interpretation of this parameter is that it is the
ratio of two rates - the rate of deposition on the
preform fiber surfaces, S a, to the maximum
rate of diffusive transport, pDDf /a. Thus when
B is small, the actual rate of diffusive transport
will be less than this maximum, and the mean
gradient of the reactant fraction will be smaller
than the maximum value of f/a. Under any of
these interpretations, small values of B are
associated with high uniformity of both the
reactant fraction and coating thickness.

One additional relation can be obtained
from Eqgs.1 and 2 by integrating each equation
once and combining the two results. This yields

*

Sy df
1+y'f dz

giving the normalized fluid speed in terms of
the normalized reactant mole fraction and its
derivative alone. This relation applies
everywhere and so is useful in separating the
coupled reactive species and total conservation
equations. Substituting Eq.14 into either Eq.10
or 11 to eliminate u" gives

df_ 1 df ),
dz| 1+y'f dz

(14)

« \2
1 df 1 oD _
l+yt| dz | Dof’
This species equation can now be solved
without explicit knowledge of the local fluid
speed. Fluid speeds can be computed after the
fact from Eq. 14.
Equation 15 further provides useful insight
into the relation between advective and
diffusive fluxes of the reactive species. In

Bf” (15)

dimensional form the advective flux at any
position is puf , while the magnitude of the
diffusive flux is pDD' df/dx. The local ratio of
advective to diffusive fluxes is therefore given by

oDD'df /dx  df-/dz  1+yfe sy O
where the approximate equality on the right is
due to the fact that f* = 1 when the deposition
rate is fairly uniform over the preform thickness.
Taking into account the signs for each flux, we
see that the total flux of the reactive species
differs from the diffusive flux by a factor of
1/(1 + y’f 7). This is also apparent in Eq.15,
where this term serves as an apparent diffusivity
in what otherwise appears as a simple diffusion-
reaction equation. When " is positive, the total
flux of the reactive species is therefore reduced
by the flow of gas toward the preform surface.
When " is negative, the total flux is increased
by flow toward the preform center. Note that the
total flux is quite sensitive to the deposition
chemistry- For a net production of only one
mole of gas per mole of reactant, y = 1, the
advective transport reduces the net flux of
reactive species toward the preform center by
up to a factor of two. As such, this advective
inhibition of diffusion in the inter-fiber volume
may significantly reduce deposition uniformity
when the reactant fraction is large.

The derivative of the diffusivity on the
right of Eq. 15 is the order of the diffusivity
with respect to the reactant fraction. From Eq. 6
it is given by

1dD_ 1 1 do
Dof° 1+oKn o of

However, under a rather broad range of
conditions its value is near zero. For a simple
binary mixture of the reactant and a single
diluent gas, do/df" is exactly zero because
binary diffusivities of low-pressure gases do not
depend on species concentrations. Further,
effective binary diffusivity of the reactant and
a gas mixture also shows no dependence on the
reactant fraction provided that the composition
of the mixture does not vary with the reactant
fraction. This of course is the case whenever the
reactant fraction is small.

A7)
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Under the simplifying assumption that the
diffusivity is independent of the reactant
fraction, the governing conservation Eq. 15
may be written as

d Li =Bf” (18)
dz| 1+yf dz

In the limit y* — 0, Eqn. 18 possesses the well
known solution!!

« cosh(\/B z)
£l 7
cosh(\/g )

No such closed-form solution exists for the more
general case Y~ # 0. The general form of
Eq. 18 can be solved for small values of the
deposition modulus, B, though as we will see
later, such solutions are not applicable to the
problem of interest.'? Fortunately, very accurate
numerical solutions to the boundary value
problem posed by Eqgs. 8 and 18 are readily
obtained using a numerical shooting technique.

(19)

Normalization of Variables

To solve generally for the optimum
conditions and to plot resulting deposition rates,
it is useful to rewrite the pressure, temperature,
density and deposition rate in terms of
normalized variables. For this purpose, the
normalized values are defined as p* = p/p,,
T"= T/T,, and p* = p/p,. Similarly, the
normalized deposition rate and molecular speed
are §* = /S, and, ¥ = V/V,. The reference
temperature, density and speed for a first-order
deposition reaction are taken as

p B oo DR:[SRTRT
* R * \2ndNe mm ) (20)
We additionally require that the reference
density, pressure and temperature satisfy the
ideal gas equation of state, p, = p RT .

The normalized density and normalized
molecular speed follow directly from the
reference values,

v = \/T_ (21a,b)

p=—=—+— and

Now taking S, =b p, U, f./4 as the reference
deposition rate, the normalized deposition rate
may be written as

S* _ p* B*f*e—llT* _ Lf*efuf
Jr

A second useful normalization of the
deposition rate is the simple modification of
S” given by §™ = £25”. Note that the normalized
centerline deposition rate can be obtained from
Eqgs.22a, b simply by taking f* = f." where f," is
the normalized reactant fraction at z = 0. The
pressure, temperature and all other variables in
these expressions are uniform over the preform
thickness.

Finally, Eq.12 may be rewritten to obtain
an expression for the deposition modulus that
depends only on the normalized pressure,
temperature and preform thickness.
3p +T

2 -1T*
|3 == . 23
LT & € (23)

Thus, because, 3 and y" are the only parameters
in Egs. 10 and 11, the normalized deposition
rate at the preform center is uniquely determined
by the normalized pressure, temperature,
preform thickness and reaction yield.

(22a,b)

Discussion of Deposition
Rates

The deposition modulus at low temperatures
is small, and the profile of the reactant
concentration through the preform thickness is
very uniform. In this case, the deposition rate at
the center is nearly as large as that at the preform
surface. With increasing temperature, the
deposition modulus increases and the reactant
concentration at the preform center falls. In this
case, the centerline deposition rate becomes
small relative to that at the surface. This
behavior is illustrated in Figure 2. Here we see
that the normalized centerline reactant fraction
falls monotonically with increasing values of
the deposition modulus. The centerline reactant
fraction does not exhibit any sort of maximum,
as is well known, and the deposition uniformity,
U = f.", falls smoothly as the deposition
modulus is increased.
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Fig. 2:

Distribution of normalized reactant fraction through the preform thickness. Reactant

fractions depend only on the dimensionless reaction yield, y*, and the deposition modulus, 3.

Although uniformity always falls with
increasing values of the deposition modulus,
this observation provides no insight into how
the magnitude of the centerline deposition rate
varies as the temperature and deposition
modulus are increased. Low temperatures
necessarily correspond to small deposition rates.
As such, the deposition rate on the centerline is
comparable to that at the surface when the
temperature is low and the deposition modulus
is small, but the rates everywhere within the
preform, including the preform center, are small.
In contrast, when the temperature is high and
the deposition modulus is large, the deposition
rate at the preform surface is large, but reactant
depletion through the preform thickness is
severe. In this case, the deposition rate at the

preform center is very small compared to that at
the surface, and the centerline deposition rate
is again small. Between these extremes of
temperature lies the maximum centerline
deposition rate.

Figure 3 shows sample calculations of the
normalized deposition rate through the preform
thickness. We see that the deposition rate at the
preform surface increases monotonically with
increasing values of the deposition modulus.
At the preform center, however, the deposition
rate increases only up to a value of = 4. At still
larger values the centerline rate begins to fall,
gradually approaching zero as 3 — oo. Thus for
the conditions shown, the centerline deposition
rate exhibits a maximum when the deposition
modulus is about B = 4.
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Fig. 3:

Normalized deposition rate through preform thickness. Maximum centerline deposition

rate occurs at a specific value of the deposition modulus, B; its value is B = 4.453 for the

conditions shown.

The conditions giving rise to the maximum
centerline deposition rate do not yield the
maximum surface rate, nor do they yield the
maximum mean deposition rate. This is shown
in Figure 4, where the centerline, surface and
mean normalized deposition rates are shown as
a function of the normalized temperature. Here
we see that both the surface and mean rates
increase smoothly with increasing temperature
and that only the centerline rate exhibits a
maximum. For the conditions shown, this
maximum occurs at 7" = 0.0491, corresponding
to B = 4.453 and a deposition uniformity of
U=f.'=0.239.

Maximum Centerline
Deposition Rate

To identify optimum conditions for the CVI
fiber coating process, we seek to maximize the
deposition rate at the preform center. This
maximum deposition rate is defined by the
requirement that the variation in rate with
respect to both the pressure and temperature is
zero. Because the pressure, temperature and
deposition rate are all normalized only by
constants, these conditions apply equally to the
dimensional and normalized derivatives. The
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Fig. 4: Surface, mean and centerline deposition rates. For a given pressure, the maximum

centerline deposition rate occurs at a specific temperature and corresponding value of

the deposition modulus.

conditions for the maximum in terms of the
normalized variables are

oS oS’
=0 =0
ap JoT
where both derivatives of the deposition rate
are evaluated at z = 0. Now using Eq. 22b for the

normalized deposition rate, Eq. 24a may be
written as

1 oS 1 B ofi 1 JB
T st e =0 25
Sd p f 0B Bodp
where again f~, is the normalized reactant

fraction at the preform center. Similarly, Eq. 24b
may be written as

and

(24a,b)

1as" 1(1 1) B 1B
ool s It a5 =006)
Sor T\T 2) f 9 B oT
The derivatives of the deposition modulus with

respect to pressure and temperature can now be
obtained from Eq. 23. They are

1op_ 1

Bop p+T @7
and

1B _[1_ p |1

BT |T p+T |T 28)

Combining these results with Egs. 25 and 26
then yields
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T B of

1+p* =7 2B (29)

for Eq. 24a, and

11 Bof(1 P

2 £ plT p+T | GO
for Eq. 24b. This pair,of equations, along with a
solution to the boundary value problem to
obtain the derivative of,"/dB, can now be solved
to obtain the optimum pressure and optimum
temperature yielding the maximum centerline
deposition rate.

We would generally expect that Eqgs. 29
and 30 must be solved together to obtain the
optimum pressure and temperature as a pair.
Surprisingly, this is not the case here.
Combining these to eliminate the derivative
on the right of each yields

11 ™1 p
o= I+ S R G1)
T 2 P T p+T

which can be rearranged to eliminate the
normalized temperature and give the simple
result

pF=2 (32)
for the optimum pressure alone. Using the
definition of the normalized pressure, the
dimensional optimum pressure is

P=2py =—— (33)

This is a remarkable result in that the optimum
pressure does not depend on the process
temperature, the preform specific surface area,
or the preform thickness. It depends only on the
activation energy for the deposition reaction,
the composition of the gas mixture, species
properties of the mixture gases, and the inter-
fiber pore size.

Using this result for the optimum pressure,
the optimum temperature can now be obtained
from Eq. 29 as

LT BaK
2 1 op 34

Given 9df."/dB as a function of 7" from
numerical solutions to Eq.18, this expression
can be solved for the optimum normalized
temperature.

For the special case of y* — 0, again
corresponding to no net reaction yield or to a
very small reactant fraction, Eq.19 yields

of, 1
%a_ﬁc:_i B tanh /B (35)

giving an optimum temperature specified by

2+T =./Btanh,/p (36)

Under the further restriction that § — oo,
corresponding to T° — 0, the last term on the
left of Eq. 36 may be neglected. This special case
yields B = 4.2656 and a corresponding centerline
reactant fraction of f*c, = (0.2495. The optimum
temperature can then be obtained by using the
optimum pressure, p* = 2, in Eq. 23. This gives

i+1 o 1/T =i£ _ 5.6875
T % 3 &2 §2
This equation can be solved easily by successive
substitution. Using a guessed value of the
temperature in the first factor on the left of
Eq.37a, the exponential term is inverted to obtain
an improved value for the guess. When repeated,
this procedure converges in just a few cycles for
all conditions of practical importance. For
€ = 10, the temperature obtained from Eq. 37b is
T"=0.04898. The maximum centerline deposition
rate can be computed from Eqs.19 and 22b once
the pressure and temperature have been obtained.
When 7" is not small, Eqs. 36 and 37a must
be solved together as an implicitly coupled
system. Similarly, when " is not negligible, Egs.
34 and 37a must be solved together, along with
an appropriate solution of Eq. 18 to provide df."/
o and f.

(37a,b)

Optimum Conditions

Sample calculations of the optimum pressure
and optimum temperature and the maximum
centerline deposition rate are shown in
Figure 5 as a function of the normalized preform
thickness, &. These results are all for the special
case of negligible re