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Preface

Let me be clear about what this book is and is not: It is not a book on the applications of Fourier
analysis; it is a book on the mathematics of the Fourier analysis used in applications. The
overriding goal is for the reader to gain a sufficiently deep understanding of the mathematics
to confidently and intelligently employ “Fourier analysis” in the reader’s own work, be it in
optics, systems analysis, vibrational analysis, the analysis of partial differential equations, or
any of the many other areas in which “Fourier analysis” can be usefully applied. And when
I say “intelligently employ”, I mean more than simply memorizing and blindly using formulas
from this book. “Intelligent employment” requires understanding what the formulas are really
saying, when they can be used, how they can be used, and how they should not be used.

Got the idea?
In this rather large book, we will develop the mathematics of what I consider to be the four

core theories of Fourier analysis — the classical theory for Fourier series, the classical theory
for Fourier transforms, the generalized theory for Fourier transforms, and the theory for discrete
Fourier transforms — and we will see how the theories of each are related to the others (ultimately
discovering that the classical and discrete theories are special cases of the generalized theory).
Relatively little mathematical background is required on the part of the reader. A basic knowledge
of calculus, differential equations, and linear algebra should suffice. On the other hand, those
who have had more advanced courses in real analysis, complex analysis, and functional analysis
are strongly encouraged to look for those places where the material developed in those courses
can be used here. In particular, those acquainted with the Lebesgue integral and the analysis of
analytic functions on the complex plane should be able to simplify some of the more involved
proofs presented here and may even be able to extend some of the discussions. Indeed, the proof
of one small lemma (lemma 34.8 on page 587) had to be left as an exercise for those familiar
with Cauchy’s integral formula from complex analysis.

Notice that I did just use the word “proof”. While I gladly employ nonrigorous arguments
to motivate and enlighten, I also feel strongly that important claims in a text such as this must be
supported by mathematically rigorous arguments that can be understood by the reader. I have
seen too many other texts (especially in Fourier analysis) in which this was not done, and in
which the authors made claims that were, at times, inaccurate or just plain false. Good proofs
keep us honest. Where convenient and enlightening, I’ve tried to incorporate the proofs into the
narrative. Where less convenient, the proof of a claim usually follows the statement of the claim
in the traditional manner. Of course, a few carefully chosen proofs are left as exercises. And
some of the proofs are — let’s face it — long and hard. I won’t apologize for including these;
some important things just don’t come easy.

On the other hand, I hardly expect every reader to tackle every proof. Beginning students,
especially, need to understand the gist of material without becoming bogged down in detailed
discussions devised simply so that some fact can be verified under every possible condition.
Accordingly, I’ve attempted to arrange the material so that the particulars of the longer, less
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enlightening, and downright tedious proofs can be skipped easily and with relative safety. (True,
many of the shorter and highly enlightening proofs can also be skipped by just going straight
from the introductory word “PROOF ” to the little black rectangle denoting the end of the proof
— but slackers who do that endanger their souls.)

As much as possible, I’ve written this book for everyone who uses or may use Fourier
analysis. That is why I imposed such minimal mathematical prerequisites. This text should
serve both beginning students who have seen little or no Fourier analysis, and the more advanced
students who are somewhat acquainted with the subject but need a deeper understanding (see
the Sample Courses described just after this preface). Because of the general analysis developed
here, this book could also be useful in a more general “applied analysis” course. Parts of it
should even be of interest to professionals who are already experts in Fourier analysis because

presented. I believe that this extended generalized theory, which is based on my own research,
will prove useful in applications.

I will not pretend this is a complete guide to the mathematics of Fourier analysis. Time and
space considerations, along with the limited prerequisites, made that impossible. Instead, please
view this tome as providing a starting point and “brief” overview of the mathematics of Fourier
analysis. Interesting topics were left out. If I left out a topic of particular interest to you, I am
sorry. I certainly left out topics of interest to me.

Finally, I must thank some of the many people who helped make this book possible. This
includes my wife, Maureen, and my son, Jason, who saw far less of me than they should have
and, yet, still gave me support and understanding during the writing of this book; and the folks
at CRC Press, particularly Bob Stern, Sara Seltzer, and Chris Andreasen, who were directly
involved with getting this book to press. Most importantly, I must thank the many students who
suffered through earlier versions of this book and advised me on what to keep, change, correct,
and toss. For their aid, patience, and insight, I am truly grateful.

Kenneth B. Howell
March 2001
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Sample Courses

In the ideal world of the author, this book would be the main text for a two-semester sequence
in Fourier analysis (possibly supplemented with some material on wavelets or applications of
particular interest to the class). More realistically, it can serve as the text for a number of one-
term courses involving Fourier analysis. Here are brief descriptions of the material I would
suggest as being appropriate for two such single-semester courses: an “introductory course”
and an “intermediate course” in Fourier analysis. The suggestions are based on courses I have
regularly taught using preliminary versions of this text. Naturally, individual instructors should
make adjustments based on the needs, background, abilities, and interests of their own students.

The introductory course is for undergraduates in engineering, science (especially physics
and optics), and mathematics who have had little or no prior exposure to Fourier analysis, but
know they will be needing it. For this course I suggest covering the following:

Part I: Preliminaries
All of chapters 1 through 6 (cover this material quickly, and leave the material in chapter
7 to be discussed as the need arises).

Part II: Fourier Series
All of chapter 8.
All of chapter 9.
All of chapter 10.
Sections 1 through 4 of chapter 11.
All of chapter 12.
Sections 1, 2, and 4 of chapter 13.
If time allows: sections 1 and 4 of chapter 15, along with sections 1 and 2 of chapter 16.

Part III: Classical Fourier Transforms
All of chapter 17.
Sections 1, 2, and 3 of chapter 18 (go through section 3 rather quickly).
All of chapter 19 (skip the proofs in the last section).
All of chapter 20.
Sections 1, 2, and 3 of chapter 21.
Sections 1 and 3 of chapter 22.
Sections 1 and 2 of chapter 23 (briefly discuss the transforms in section 3).
All of chapter 24.
Section 1 and, perhaps, section 2 of chapter 25 .
Section 1 of chapter 26.
All of chapter 27.

LSI Systems or Discrete Transforms
Either all of chapter 28 or all of chapters 38 and 39.
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The intermediate course is for graduate students in engineering, science, and mathematics.
While they are not expected to have taken the introductory course, these students can be expected
to have had some previous introduction to some elements of Fourier analysis. For this course I
suggest covering the following:

Part I: Preliminaries
Chapters 1 through 6 (cover these quickly, and leave the material in chapter 7 to be
discussed as the need arises).

Part III: Classical Fourier Transforms
Sections 1, 2, and 3 of chapter 18 (return to section 4 as necessary later on).
All of chapter 19 (possibly skipping the proofs in the last section).
All of chapter 20.
Sections 1, 2, and 3 of chapter 21 (consider including section 4, also).
Sections 1, 2, and 3 of chapter 22.
Sections 1, 2, and 4 of chapter 23 (briefly mention the transforms in section 3).
All of chapter 24.
All of chapter 25.
Sections 1, 2, and 3 of chapter 26.
Sections 1 and 2 (and, perhaps, 3) of chapter 29.

Part IV: Generalized Functions and Fourier Transforms
All of chapter 30.
Sections 1 through 4 of chapter 31.
Sections 1 through 4 (and, possibly, 5) of chapter 32.
All of chapter 33.
Sections 1 through 5 of chapter 34.
Sections 1 and 2 of chapter 35.
Sections 1 and 2 of chapter 36.

Part V: The Discrete Theory
All of chapter 38.
All of chapter 39.
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Preliminaries
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The Starting Point

You may already know that Fourier analysis is “stuff you do with the Fourier series and the
Fourier transform”. You may even realize that Fourier series and Fourier transforms are useful
because they provide formulas for describing functions found in many applications — formulas
that are often more easily manipulated and analyzed than other formulas and equations describing
these functions.

On the other hand, you may not know anything about Fourier analysis. If so, then I’ll just
tell you this: It involves things called “Fourier series” and “Fourier transforms”, and it is useful
in many applications because these series and transforms provide convenient formulas for the
functions in these applications.

Whether or not you have seen any “Fourier analysis”, let us take a brief look at one of the
historical starting points of the subject. It will help illustrate how these “Fourier formulas” might
be helpful, and will provide us with a good starting point for our own studies.

1.1 Fourier’s Bold Conjecture
In the early 1800s Joseph Fourier (along with others) was attempting to mathematically describe
the process of heat conduction in a uniform rod of finite length, subject to certain initial and
boundary conditions. Fourier’s approach required that the temperature u(x) at position x in
the rod at some fixed time be expressed as

u(x) = a0 + a1 cos(cx) + b1 sin(cx) + a2 cos(2cx) + b2 sin(2cx)

+ a3 cos(3cx) + b3 sin(3cx) + · · ·
(1.1)

where c is π divided by the rod’s length, and the ak’s and bk’s are constants to be determined
after plugging this representation for u into the equations modeling heat flow. (Precisely how
they are determined will be discussed in chapter 16, where you will also discover that I’ve
simplified things here a bit. For one thing, the ak’s and bk’s are actually functions of time.)

Fourier’s approach was successful, and that idea of representing a function in terms of sines
and cosines eventually led to the development of a lot of incredibly useful mathematics.

What Fourier did with the function u(x) was very similar to what we normally do with a
three-dimensional vector v . Basically, v is just some entity possessing “length” and “direction”.
Rarely, though, are vector computations done directly using a vector’s length or direction. In
practice such computations are normally done using the vector’s components (v1, v2, v3) . For
example, the length of v is usually computed using the component formula

‖v‖ =
√

(v1)
2 + (v2)

2 + (v3)
2 .

3
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4 The Starting Point

These components are the coefficients in the unique representation of v as a linear combination
of vectors from the standard basis {i, j, k} ,

v = v1i + v2j + v3k . (1.2)

Because every vector can be so represented and because {i, j, k} is a particularly nice basis
(because all of its elements are orthogonal to each other and have unit length), most vector
manipulations can be reduced to fairly simple computations with the three separate components
of each vector. Indeed, it’s hard to imagine doing vector analysis without using these components.

?IExercise 1.1: What is the geometric definition for the dot product of two vectors? What is
the component formula for the dot product? Which of these two formulas do you normally
use to compute v · w ?

The similarities between formulas (1.1) and (1.2) are significant. In each, a fairly general
entity — the vector v in formula (1.2) and the function u(x) in formula (1.1) — is being
expressed as a (possibly infinite) linear combination1 of “basic entities”. In formula (1.2) these
basic entities are i , j , and k , the standard basis vectors for three-dimensional space, while in
formula (1.1) the basic entities are sines and cosines.2 In a sense, formula (1.1) says that the
function u(x) can be expressed in “component form” (a0, a1, b1, a2, b2, a3, b3, . . . ) , and sug-
gests that some manipulations involving u(x) can be reduced to simpler computations involving
these components.

This gives us our starting point. We will start with a goal of developing a theory for manip-
ulating and analyzing functions that is analogous to the theory we already use for manipulating
and analyzing vectors in two- and three-dimensional space. For our “basis functions” we will
use sines and cosines. This assumes, of course, that all functions of reasonable interest can be
expressed as linear combinations of sines and cosines. This is a bold assumption. Moreover, at
this point, we have no real reason to believe it is valid! So, perhaps, we should refer to it as:

Fourier's Bold Conjecture
Any “reasonable” function can be expressed as a (possibly infinite) linear combination of sines
and cosines.

If Fourier’s conjecture is valid, then we should be able to simplify many problems (such
as, for example, the problem of mathematically predicting the temperature distribution along
a given rod at a given time) by expressing the unknown functions as linear combinations of
well-known sine and cosine functions. With luck, the coefficients in these linear combinations
will be relatively easy to determine, say, by plugging the expressions into appropriate equations
and solving some resulting algebraic equations.

Naturally, it is not all that simple. For one thing, I cannot honestly tell you that Fourier’s
conjecture is completely valid, at least not until we better determine what is meant by a function
being “reasonable”. But the conjecture turns out to be close enough to the truth to serve as the
starting point for our studies, and determining the extent to which this conjecture is valid will

1 Recall: If {φ1, φ2, φ3, . . . } is any collection of things that can be multiplied by scalars and added together, then a
linear combination of the φk ’s is any expression of the form

c1φ1 + c2φ2 + c3φ3 + · · ·

where the ck ’s are constants. Unless otherwise stated, a linear combination is always assumed to have a finite number
of terms. When we add the adjective “possibly infinite”, however, we are admitting the possibility that the expression
has infinitely many terms.

2 Since cos(0cx) = 1 for all x , we can view the a0 term in formula (1.1) as being a0 cos(0cx) .
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Additional Exercises 5

be one of our major goals in this text. And, of course, whenever possible, we will want to
find out how to compute the “components” of any given (reasonable) function and how to use
these components in the manipulations of interest to us (e.g., differentiation, finding solutions
to various differential equations, and evaluating functions).

Since sines and cosines are periodic functions, it is logical to first consider periodic func-
tions. This will lead to the classical Fourier series (discussed in part II of this book). We will
also see that the analysis developed for periodic functions can be applied to functions defined on
finite intervals. In trying to stretch the analysis to nonperiodic functions on the real line, we will
discover the classical Fourier transform (part III). Continuing along those lines will eventually
lead to generalized functions and the generalized Fourier transform (part IV). Finally, we will
consider the adaptations we must make so that we can deal with functions known only by sets
of data taken by measurement. This will lead to the discrete theory of Fourier analysis (part V).

By the way, do not expect Fourier analysis to simply be “vector analysis with functions”.
Frankly, as the subject material evolves, the analogy between Fourier analysis and vector analysis
will seem more and more tenuous to most readers.

1.2 Mathematical Preliminaries
and the Following Chapters

The theory of Fourier analysis did not spring fully developed from the minds of the mathemat-
ically ignorant. Likewise, we cannot pretend to study Fourier analysis without having some
understanding of the mathematics underlying the subject.

Presumably, you are already reasonably proficient with the basics of calculus (computing
and manipulating derivatives, integrals, and infinite series) as well as the basics of linear algebra,
and you nod knowingly at statements like “the domain of a function f is the set of all x for which
f (x) is defined.” Still, a little review would be wise if only to ensure that we are all using the
same notation and terminology. More importantly, though, the development and intelligent use
of Fourier analysis requires a better understanding and appreciation of certain basic mathematical
concepts than many beginning students have yet had reason to cultivate. So, in the next few
chapters (the rest of part I of this text), we will briefly review some of the mathematics we will
need, emphasizing issues you might have not considered so deeply in your previous studies.

If you are impatient to begin the study of Fourier analysis, don’t worry. It’s not necessary to

to be a review! You should have seen most of this material before (in some form), and you can
always return to the appropriate sections of this review as the need arises. Just make sure you
understand the material in the next chapter (primarily on notation and some conventions we will
be following); carefully skim through the chapter after that, and then quickly skim through the
rest of part I. Then plan on returning to the appropriate sections as the need arises.
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6 The Starting Point

Additional Exercises

1.2. Show that the standard components of a vector are the dot products of the vector with
the corresponding basis vectors. That is, show that, if

v = v1i + v2j + v3k ,

then

v1 = v · i , v2 = v · j and v3 = v · k .

(Analogous formulas will be developed in part II of this text for computing the “com-
ponents” of functions.)
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2
Basic Terminology, Notation,
and Conventions

We begin our review of the mathematical preliminaries by discussing howwewill describe some
of the basic entities of Fourier analysis — numbers, functions, and operators. Perhaps the most
important part of this discussion is in determining just what will be meant by the phrase “ f is a
function” and by the notation “ f (x) ”. Pay close attention to this discussion even if you think you
knowwhat a “function” is. It turns out that people in different disciplines have developed slightly
different views as to the meaning of this word. That is one reason a text on Fourier analysis
by a mathematician specializing in, say, functional analysis will often look quite different from
a corresponding text by an electrical engineer specializing in, say, signals and systems. These
differences cause few problems for those who understand the differences, but they can lead the
unwary into making substantially more work for themselves and even, on occasion, to making
foolish errors in computations. Moreover, if we do not all agree on exactly what a function is
and what f (x) denotes, then we will find it very difficult to develop clear, precise, and brief
notation for the manipulations we will be doing with these things. And if we cannot adequately
describe these manipulations, then the rest of this text might as well be written using grunts and
hand waves.

2.1 Numbers
The set of all real numbers, also called the real number line, will be denoted by either (−∞,∞)

or � depending on how the spirit moves us. If −∞ ≤ α < β ≤ ∞ , then (α, β) denotes the
open interval between α and β (i.e., the set of all x where α < x < β ), and [α, β] denotes
the closed interval (i.e., the set of all x where α ≤ x ≤ β ). Of course, for the closed interval
[α, β] , neither α nor β can be infinite. Furthermore, both α and β must be finite whenever
(α, β) is identified as a finite or bounded interval.

For brevity, let us agree that whenever a phrase such as “the interval (α, β)” is encountered
in this text, it may automatically be assumed that −∞ ≤ α < β ≤ ∞ .

The set of all complex numbers, denoted by � , will also play an important role in our

7

computations. A brief review of e lementary c omplex analysis is give n in c hapter 6.
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8 Basic Terminology, Notation, and Conventions

2.2 Functions, Formulas, and Variables
Basics
Here are the standard definitions for function, domain, and range commonly found in elementary
introductions to mathematical analysis: A function f on some set I of real numbers is a
mapping from that set into the set of real or complex numbers. That is, for each real number x
in I , f defines a corresponding value f (x) . The function is said to be real or complex valued
according to whether all the f (x)’s are real or complex values. In this book you should assume
that any function under discussion is complex valued unless it is otherwise explicitly stated or
obviously implied by other assumptions. (As already noted, a brief review of complex numbers
and complex-valued functions will be given in chapter 6. No real harm will be done if, until
then, you visualize all functions as being real valued.) The domain of f is the set of all values
of x for which f (x) is defined, and the range of f is the set of values that f (x) can assume.

Most of the time we will be concerned with functions defined on some given interval of the
real line. If no interval is explicitly stated or obviously implied by other conditions, then you
may assume that the functions under consideration are defined on the entire real line.

Typically, a function f is described (or defined) by stating its domain and a formula for
computing the value of f (x) for all “relevant values of x ”. (For now, “all relevant values of
x” should be taken as meaning “all x in the domain of the function”, though we’ll soon see that
this is not always quite the case.) For our purposes, a formula for f is any set of instructions
for determining the value of f (x) for each relevant value of x . Sometimes the formula will be
a simple expression involving well-known functions (e.g., (3 + x)2 or sin(2πx) ). Other times
the formula may be a collection of simple formulas with each valid over a different interval. For
example, the ramp function is the function on (−∞, ∞) given by the formula

ramp(x) =

{

0 if x < 0

x if 0 ≤ x
.

We should also expect formulas involving integrals and infinite summations, such as

f (x) =

∫ x

t=0
3t2 dt and g(x) =

∞
∑

k=1

1

(1 + k)k
sin(nπx) .

Obviously, we will not be able to evaluate some of these formulas for particular values of x
using elementary techniques.

Although functions are often identified with formulas, you should realize that the two are
not truly the same. For example, 2x and x + x are two different formulas, but they certainly
describe the same function. That is what we mean when we write 2x = x + x .

Within the formulas for functions are variables, symbols used to show how given values are
manipulated to evaluate the indicated function at those given values. It is important to recognize
that there are different types of variables and that the context in which a given variable appears
determines what it represents. Consider, for example, the expression

f (x) =

∫ x

t=0
3t2 dt . (2.1)

It contains two variables, x and t . The x can be considered a true variable. It represents values
that can be “inputed” into the function or formula. In a particular application, x can be replaced
by a specific number, say 4 , giving us the value of f at that point,

f (4) =

∫ 4

t=0
3t2 dt = t3

∣

∣

∣

4

0
= 64 .
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Functions, Formulas, and Variables 9

On the other hand, if we try to assign t the value 4 in equation (2.1), then we get

f (x) =
∫ x

4=0
3 · 42 d4 ,

which makes no sense at all. This t cannot be assigned a value. It is being used to describe
the function being integrated and has no meaning outside the integral. Such variables are called
internal or dummy variables.1

Along the same lines, the precise meaning of “ f (x) ”, where f is some function, also
depends on the context in which it is used. We will have three slightly different meanings
assigned to this notation.

First of all, f (x) will denote the numerical value of f at x . In this sense, f (x) is a
number. (This is the standard definition found in many textbooks.)

Wewill also use f (x) to represent any formula for computing the numerical value of f (x)
for every x in the domain of f . In other words, we won’t quibble over whether f (x) = x 2

indicates a value or is a formula for computing the values.
Finally, let us agree that f (x) , as well as any formula defining f , can denote the function.

So, instead of saying

The derivative of f , where f (x) = x2 , is f ′ , where f ′(x) = 2x .

and

Consider the function g given by the formula g(x) = sin(2πx) .

we will often just say

The derivative of x2 is 2x .

and

Consider the function sin(2πx) .

We are simply agreeing that, at times, we will not explicitly distinguish between “a function”
and “a description of the function”. This agreement does violate conventions stated in somemath
texts, but it does agree more with common usage in most disciplines (and many math texts) and
it will greatly simplify the discussion in this text.

Exactly which of these three interpretations should be applied to an appearance of “ f (x) ”
should be clear from the context.

Another way of denoting f (x) is f |x . As illustrated in footnote 1, this notation will be
particularly convenient when we start dealing with operators and transforms.

Keep in mind that changing the symbol used as the variable in a function does not change
the function.2 For example, if f (x) = x2 for −∞ < x < ∞ , then defining g(s) to be s2

for −∞ < s < ∞ does not introduce a new function. f and g are the same function because,
for every real value a , f (a) = a2 = g(a) . On the other hand, replacing the variable in a
function’s formula with a nontrivial formula involving another variable definitely does give us
a different function. For example, substituting 2s for the x in f (x) = x 2 results in a new
function, h(s) = f (2s) = 4s2 . f and h are not the same function, because, in general,

h(a) = 4a2 �= a2 = f (a) .

1 The distinction between true and dummy variables is not always clear cut. Consider the expression d
dx x

2
∣∣∣
x=3 .

2 We are talking about function definition and not computations using formulas. Suddenly changing, without adequate
warning, the symbol being used for a particular variable in a series of computations can easily render your results
totally meaningless!
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10 Basic Terminology, Notation, and Conventions

A Pragmatic Approach to Domains and Function Equality
Often we must deal with functions that are not well defined at a few isolated points in the intervals
of interest. Sometimes this is because the formula defining the function has ambiguities. Other
times this is because of inherent discontinuities in the function. In practice, though, we are only
concerned with the behavior of a function over intervals, not at isolated points. Because of this,
we can take a rather pragmatic point of view concerning these functions and adopt the following
convention:

Convention (irrelevance of function values at isolated points)
Let f and g be two functions on an interval (a, b) . If f (x) = g(x) for all but a finite number
of x’s in (a, b) , then f and g are viewed as the same function over that interval.3,4

To a great extent, this convention concerns how we use formulas to define functions. A few
examples may help clarify the matter.

!IExample 2.1: A trivial example is given by

f (x) =
x2 − 1

x − 1

which is undefined for x = 1 . In applications, however, most of us would feel justified in
“simplifying” f (x) ,

f (x) =
x2 − 1

x − 1
=

(x + 1)(x − 1)

x − 1
= x + 1 ,

and then ignoring the fact that the original formula for f (x) was not defined for x = 1 . In
other words, “for all practical purposes” we would agree that

x2 − 1

x − 1
= x + 1 .

!IExample 2.2 (unit step functions): Two unit step functions u and h are given by

u(x) =

{

0 if x ≤ 0

1 if 0 < x
and h(x) =

{

0 if x < 0

1 if 0 ≤ x
.

These two formulas differ only at one point, x = 0 , where u equals 0 and h equals 1 .
Thus, according to the above convention, the solitary difference between u and h at the one
point can be ignored, and we can view u and h as being the same function on the real line.

One reason we can ignore the values of a function at isolated points is that the basic
manipulations of Fourier analysis are based on integration, and for integrals the value of a
function at a single point (or a finite set of points) is truly irrelevant. For example, if v is either
of the above defined step functions, then

∫ 2

−1
v(x) dx =

∫ 0

−1
0 dx +

∫ 2

0
1 dx = 0

∣

∣

0
−1 + x

∣

∣

2
0 = 2 .

3 Those who know about equivalence classes should realize that, with this convention, we are defining an equivalence
relation ( f ∼ g whenever f (x) = g(x) for all but a finite number of x’s in (a, b) ) and then identifying functions
with their corresponding equivalence classes.

4 Those who know about Lebesgue integration can extend this convention to If f and g are two functions on (a, b)

that differ only on a set of measure zero, then f and g may be viewed as the same function over (a, b) .
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The value of v(0) is completely irrelevant to the computation of this integral. We would have
gotten exactly the same result if v(0) = 827 as long as we still have v(x) = 0 when x < 0
and v(x) = 1 when 0 < x .

This convention also corresponds to the way we normally use functions to describe events
around us. Functions such as the step function are used to describe phenomena involving very
rapid changes during a very brief periods — so brief that it is impractical to accurately describe
the phenomena during these brief periods. For example, when an incandescent light is turned
on, it takes time for the filament to heat up enough to produce light. But when you walk into a
room and turn on the lights, the filament heats up so quickly that a function like the step function
—which is zero for t < 0 and some fixed value for 0 < t — is usually adequate for describing
the light output. In such cases we don’t really care about the exact light output at the exact
instant we activate the lights. And if we do care (maybe we are studying the rate at which the
lamp’s filament heats up), then we should not try to describe the phenomenon using a simple
step function.

While the value of a function at an individual point is irrelevant, the values of the function
over intervals on either side of that point are quite relevant. We will see how this affects the way
we deal with discontinuities in the next chapter.

Notice how this convention affects our notion of two functions being equal. By the conven-
tion, the statement that two functions f and g (given by formulas f (x) and g(x) ) are equal
over an interval (α, β) , which we will also write as

f = g (or as f (x) = g(x) ) over (α, β) ,

means the following:

1. If (α, β) is a finite interval, then, numerically, f (x) = g(x) for all except some finite
number (possibly zero) of x’s between α and β .

2. If (α, β) is an infinite interval, then, in the sense just described, f = g on every finite
subinterval of (α, β) .

!�Example 2.3: By our convention,

x2 − 1

x − 1
= x + 1 over (−∞,∞) ,

even though the formula on the left-hand side is not well defined for x = 1 .

This convention also modifies our concept of a function’s domain. We can now accept a
function f as being defined over an interval even if it (or the formula defining it) is not well
defined at a few isolated points on that interval. More precisely, the statement that f is defined
on (α, β) will mean that:

1. If (α, β) is a finite interval, then the value of f (x) is defined for all except some finite
number (possibly zero) of x’s between α and β .

2. If (α, β) is an infinite interval, then f is defined, in the sense just described, on every
finite subinterval of (α, β) .

!�Example 2.4: Recall the cotangent function,

cot(x) = cos(x)

sin(x)
.

This is defined for every real value of x except x = 0, ±π , ±2π , ±3π , . . . . Since each
finite subinterval of (−∞,∞) can only contain a finite number of such points, we will say
that cot(x) is defined on (−∞,∞) .
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About Delta Functions
(This is for those of you who are acquainted with the (Dirac) delta function. If you don’t know
about the delta function, skip to the next section.)

You may wonder how the (Dirac) delta function δ — which is often visualized as being
zero everywhere on the real line except at x = 0 , where it is “infinite” — fits into our discussion.
The answer is simple: It doesn’t. The (Dirac) delta function δ is not a function, at least not in
the sense being considered here.

Remember what a function on an interval is. It is simply a mapping from that interval
(excluding, possibly, a few isolated points) into the set of complex numbers. Thus, for f to
be a function on some interval, we must be able to define f simply by describing the value of
f (x) for all x’s on that interval. Unfortunately, the important properties of the delta function
cannot be derived simply from an expression of the form

δ(x) =

{

0 if x 6= 0

+∞ if x = 0
.

(This will be verified rigorously at the start of part IV.) Invariably, some additional (and often
mathematically questionable) property must be specified (such as “

∫ ∞

−∞
δ(x) dx = 1 ”). Con-

sequently, “the delta function” falls outside of the theory of functions we are now discussing.
Later (in part IV and, to a lesser extent, in chapter 27) we will develop the mathematics

for dealing with the delta “function”. It is an important part of Fourier analysis, and well worth
the wait. Until then, though, we will not have the mathematics to justify any use of the delta
function.

2.3 Operators and Transforms
Basic Concepts
Any mathematical entity that changes one function into another function is called either an
operator or a transform. (The two terms are equivalent, and which term is used for a particular
entity is largely a matter of tradition.) For example, the differential operator D is defined by

D[ f ] = f ′ .

For some specific f ’s ,

D
[

x2] = 2x and D[sin(2πx)] = 2π cos(2πx) .

Note that here the symbol x is being used both as a dummy variable to describe the function
being differentiated (inside the “ [ ] ”) and as a true variable. It should be clear that

D
[

x2]
∣

∣

3 = 2x
∣

∣

3 = 2 · 3 = 6 ,

while

D
[

x2]
∣

∣

3 6= D
[

32] = D[9] = 0 !

It is often more convenient to use different symbols for the two variables. The reader may
recall the Laplace transform L , given by

L[ f ]|s =

∫ ∞

t=0
f (t) e−st dt . (2.2)
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Operators and Transforms 13

In particular, for s > 2 ,

L
[

e2t ]
∣

∣

s =

∫ ∞

t=0
e2t e−st dt =

∫ ∞

t=0
e−(s−2)t dt = −

e−(s−2)t

s − 2

∣

∣

∣

∣

∞

t=0
=

1

s − 2
.

Here it is particularly important to realize that the function being “plugged into” the Laplace
transform is the function described by the formula e2t . Any other formula describing this
function could have been used. Also, the actual symbol used as the variable in the formula (as
well as for the dummy variable in the integration) is totally irrelevant. Using x instead of t ,

L
[

e2x ]
∣

∣

s =

∫ ∞

x=0
e2x e−sx dx =

∫ ∞

x=0
e−(s−2)x dx = −

e−(s−2)x

s − 2

∣

∣

∣

∣

∞

x=0
=

1

s − 2
.

In principle, we could use the same symbol for both variables,

L

[

e2x
]
∣

∣

∣

x
=

1

x − 2
.

In practice, though, this would surely lead to confusion in computing Laplace transforms.
Later on, much of our work will involve extensive manipulations of various transforms

of many functions. In doing these manipulations, say, for a transform T , keep in mind that
T [ f (x)] is shorthand for

T [ f ] where f is the function described by the formula f (x) .

Changing the symbol used for the variable in the formula (here, the x in f (x) ), does not change
the function described by that formula and so, does not change the transform of that function.
Thus,

T [ f (x)] = T [ f (t)] .

On the other hand, as noted earlier, replacing the symbol used in the formula with a nontrivial
formula involving any other symbol does change the function and, thus, changes the transform
of that function.

?IExercise 2.1: Consider the Laplace transform as defined above, and let f (t) = e2t .
Show that L[ f (2x)] 6= L[ f (t)] by computing L[ f (2x)]|s and comparing it to L[ f (t)]|s
(computed above).

Like functions, operators and transforms have “formulas” and “domains”. For a given
operator, the domain is the set of all functions on which the operator can operate, and a formula
is just an expression telling us how to compute the result of an operator operating on any
function in its domain. Typically, as in formula (2.2), the operator’s formula describes how to
manipulate the formula for any “input function” — the f (x) in (2.2) — to get the formula for
the corresponding “output function” — the L[ f ]|s in (2.2).

The specification of the domain of an operator should always be part of the definition
of the operator. Unfortunately, violations of this rule are commonplace. If no domain for a
particular operator T is given, then any function f for which T [ f ] “makes sense” can usually
be assumed to be in the domain of T . For example, although it was not stated, the domain for
the differential operator D is the set of all functions on (−∞, ∞) for which the derivative is
defined as a function on (−∞, ∞) .

?IExercise 2.2: What would be a reasonable domain for the Laplace transform?
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14 Basic Terminology, Notation, and Conventions

Unfortunately, it may not always be clear when “ T [ f ] makes sense”, and we will see
examples of how easy it is to make serious errors by assuming that some particular function is
in an operator’s domain when, in fact, it is not. Determining the appropriate domains for the
operators in Fourier analysis will be an important issue.

Linear Transforms
Many operators of interest are linear. Recall that an operator T is linear if and only if the
following holds:

If f and g are in the domain of T , and a and b are any two (possibly com-
plex) constants, then the linear combination a f + bg is also in the domain of T .
Furthermore,

T [a f + bg] = aT [ f ] + bT [g] .

Of course, if f , g , and h are three functions in the domain of a linear operator T , and
a , b , and c are three constants, then, since a f + bg is in the domain of T , so is the sum of
a f + bg with ch , a f + bg + ch . Furthermore,

T [a f + bg + ch] = T [(a f + bg) + ch]

= T [a f + bg] + cT [h] = aT [ f ] + bT [g] + cT [h] .

Continuing along these lines leads to the following completely equivalent definition of an operator
T being linear:

Whenever { f1, f2, . . . , fN } is a finite set of functions in the domain of T , and
{c1, c2, . . . , cN } is a finite set of (possibly complex) constants, then the linear
combination c1 f1 + c2 f2 + · · · + cN fN is also in the domain of T . Furthermore,

T [c1 f1 + c2 f2 + · · · + cN fN ] = c1T [ f1] + c2T [ f2] + · · · + cN T [ fN ] .

!IExample 2.5: Consider the differential operator D with the set of all differentiable
functions on (−∞, ∞) as its domain. From calculus we know that, if f and g are functions
with derivatives on (−∞, ∞) and a and b are any two constants, then the linear combination
a f + bg is differentiable on (−∞, ∞) and

(a f + bg)′ = a f ′ + bg′ .

In other words, if f and g are in the domain of D , and a and b are any two constants,
then the linear combination a f + bg is in the domain of D and

D[a f + bg] = aD[ f ] + bD[g] .

Thus, D is a linear operator.

?IExercise 2.3: Is the Laplace transform a linear operator (use the domain from exercise 2.2)?
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3
Basic Analysis I:
Continuity and Smoothness

One good way to generate errors and embarrass yourself is to use a formula or identity without
properly verifying its validity under the circumstances at hand. This seems particularly easy to
do in Fourier analysis, and it is not at all unusual to see differential identities and integral formulas
from the theory of Fourier analysis being used with functions that are neither differentiable or
integrable. (It’s especially disturbing when such abuses occur in textbooks.) The results range
from questionable to disastrously wrong.

We, of course, will try to avoid such mistakes. So we must be able to identify when the
various results derived in this text are valid and when they are not. To simplify this process,
functions are commonly classified according to pertinent properties which they may or may not
satisfy. For example, a function f on some interval (α, β) is classified as being bounded over
that interval if there is a finite value M such that

| f (x)| ≤ M whenever α < x < β .

If no such M < ∞ exists, then f is said to be unbounded (over the interval).
In the next few chapters we will briefly review some of the basic elements of function

analysis (i.e., “calculus”) that will be especially important in later discussions. In this particular
chapter, the emphasis is on how smoothly function values vary near each point where they are
defined, and on how this smoothness affects some of the manipulations we might wish to do
with our functions.

3.1 (Dis)Continuity
You surely remember that a function f is continuous at a point x0 if f (x0) and limx→x0 f (x)

both exist1 and
lim

x→x0
f (x) = f (x0) .

Let’s now look at what can happen when a function is not continuous.

1 Unless otherwise indicated, any statement that a certain limit exists should be understood to mean that the limit
converges to some finite (possibly complex) number. Thus we are excluding “limits converging to infinity”, such as
limx→0

1/|x | .

15
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16 Continuity and Smoothness

(a) (b)

X X

Figure 3.1: The sinc function (a) with the trivial discontinuity at x = 0 and (b) with the
trivial discontinuity removed.

Discontinuities
Let f be some function on (α, β) , and let x0 be a point in the interval (α, β) . If f is not
continuous at x0 then it must have one of three types of discontinuities at x0 — trivial, jump
or “bad” — as described below.

Trivial Discontinuities

The function f has a trivial discontinuity (also called a removable discontinuity) at x0 if the
limit of f (x) does exist as x approaches x0 but, for some reason, either this limit does not
equal f (x0) or f (x0) does not even exist according to the definition given for the function.
A classic example is the sinc (pronounced “sink”) function on (−∞, ∞) . It is given by the
formula2

sinc(x) =
sin(x)

x
.

While this formula is indeterminate at x = 0 , we see that, using L’Hôpital’s rule,

lim
x→0

sin(x)

x
= lim

x→0

d

dx
sin(x)

d

dx
x

= lim
x→0

cos(x)

1
= 1 .

But recall our discussion in the previous chapter. As far as we are concerned, the value of a
function at a single point is irrelevant, and (re)defining the formula for it at any single point (or
any finite number of points on any finite interval) does not change that function. This means we
can “remove” the discontinuity in the sinc function by appropriately (re)defining sinc(x) to be
1 when x = 0 ,

sinc(x) =







sin(x)

x
if x 6= 0

1 if x = 0
.

The graphs of the sinc function with the trivial discontinuity at x = 0 and with this discontinuity
removed are sketched in figure 3.1.

Likewise, any other function f with a trivial discontinuity at some point x0 can have that
discontinuity removed by (re)defining f (x0) to be limx→x0 f (x) . Since redefining a function’s
formula at isolated points does not change the function as far as we are concerned, let us agree
that, if any function is initially defined or otherwise described with a finite number of trivial

2 Warning: Some texts define the sinc function by sinc(x) =
sin(2πx)

x
.
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(Dis)Continuity 17

discontinuities on any finite interval, then those trivial discontinuities are automatically assumed
to be removed.

!IExample 3.1: For all −∞ < x < ∞ , let

f (x) =
sin(2πx)

sin(πx)
. (3.1)

This function is clearly continuous at any x other than x0 = 0, ±1, ±2, . . . . On the other
hand, when x is an integer, both the numerator and denominator are zero. Using L’Hôpital’s
rule to evaluate the limits at these points, we find that

lim
x→x0

sin(2πx)

sin(πx)
=

2π cos(2πx0)

π cos(πx0)
=

{

+2 if x0 is even

−2 if x0 is odd
.

Thus, since trivial discontinuities are assumed to be removed, formula (3.1) is understood to
mean

f (x) =



















sin(2πx)

sin(πx)
if x is not an integer

+2 if x = 0, ±2, ±4, . . .

−2 if x = ±1, ±3, ±5, . . .

. (3.2)

The above example illustrates the fact that, typically, trivial discontinuities arise because of
limitations in the formula used to describe the function. “Removing the trivial discontinuities”
then amounts to giving a more complete or precise formula for the function, and our agreement
that “all trivial discontinuities are assumed removed” is simply an agreement that a more complete
formula (such as formula (3.2)) will be assumed whenever we state a less precise formula (such
as formula (3.1)).

?IExercise 3.1: Verify that, if g is given by

g(x) =
sin(2πx)

x
,

then g(0) = 2π . (Remember, trivial discontinuities are assumed to be removed.)

Jump Discontinuities

The function f has a jump discontinuity at x0 if the left- and right-hand limits of the function
at x0 ,

lim
x→x−

0

f (x) and lim
x→x+

0

f (x) ,

both exist but are not equal (see figure 3.2). The jump in f at x0 is the difference

j0 = lim
x→x+

0

f (x) − lim
x→x−

0

f (x) .

Clearly, such a function cannot be made continuous by (re)defining the function at the jump
discontinuity. We could, for reasons of aesthetics (again, see figure 3.2), (re)define the value of
a function at a jump discontinuity to be the midpoint of the jump,

f (x0) =
1

2

[

lim
x→x+

0

f (x) + lim
x→x−

0

f (x)

]

,
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18 Continuity and Smoothness

j0

x0

yright

ymid

yleft

X

Y

Figure 3.2: Generic jump discontinuity in f at x0 with yleft = limx→x−
0

f (x) ,

yright = limx→x+
0

f (x) and ymid = “midpoint of the jump”.

but this will not appreciably simplify the mathematics of interest to us. Since this is the case
and since we have already agreed that the value of a function at a single point is irrelevant, we
will simply not worry about the value of a function at a jump. And if the value of a function is
accidentally specified at a jump, we will feel free to ignore that specification.

!IExample 3.2 (the step function): One of the simplest examples of a function with a jump
discontinuity is the unit step function

step(x) =

{

0 if x < 0

1 if 0 < x
.

Note that step = u = h where u and h are the functions from example 2.2.3

Bad Discontinuities

Any discontinuity that is neither trivial nor a jump will be considered a bad discontinuity. Some
functions with bad discontinuities at x = 0 have been (very crudely) sketched in figure 3.3.
The classical theory of Fourier analysis is not well suited for dealing with functions having such
discontinuities. Because of this, little will be said about these functions until the generalized
theory is discussed in part IV.

Classifying Functions Based on Continuity
Continuous Functions

A function f is continuous on an interval (α, β) if and only if it is continuous at each point in the
interval. Remember that, if any finite subinterval of (α, β) contains a finite (but not infinite4)
number of trivial discontinuities, then all trivial discontinuities are automatically assumed to
have been removed.

3 The unit step function is also known as the Heaviside step function and is commonly denoted by either u or h . That
notation, however, would become confusing for us since we’ll be using these symbols for so many other things.

4 In this book, we will concern ourselves only with functions initially possessing at most a finite number of trivial
discontinuities in any given finite interval. More advanced readers should be aware that functions with infinitely
many trivial discontinuities (and no other discontinuities) can still be treated as continuous so long as the set of all
discontinuities “has measure zero”.
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(Dis)Continuity 19

X

X

X

f (x) =
1

x
g(x) =

1

x2
h(x) = sin

( 1

x

)

Figure 3.3: Three functions with bad discontinuities at x = 0 .

!IExample 3.3: The function from example 3.1,

f (x) =
sin(2πx)

sin(πx)
,

is continuous on the real line.

Even though a function is continuous on a given interval, it might still be rather poorly
behaved near an endpoint of the interval. For example, even though the function 1/x is continuous
on the finite interval (0, 1) , it is not bounded. Instead, it “blows up” around x = 0 . To exclude
such functions from discussion when (α, β) is a finite interval, we will impose the condition of
“uniform continuity”, as defined in the next paragraph.

Let (α, β) be a finite interval. The function f is uniformly continuous on (α, β) if, in
addition to being continuous on (α, β) , its one-sided limits at the endpoints,

lim
x→α+

f (x) and lim
x→β−

f (x) ,

both exist.

?IExercise 3.2: Why is (x − 1)−1 not uniformly continuous on (0, 1) ?

Let us observe that, if f is continuous on any interval (α, β) , finite or infinite, and if
α < a < b < β , then f is continuous over the finite subinterval (a, b) . Moreover, since f is
continuous at a and b , the one-sided limits

lim
x→a+

f (x) and lim
x→b−

f (x)

both exist. Thus, f is uniformly continuous over (a, b) . This fact is significant enough to be
recorded in a lemma for future reference.

Lemma 3.1
Let f be continuous on any interval (α, β) , and let α < a < b < β . Then f is uniformly
continuous over the finite subinterval (a, b) .

The next two lemmas describe two properties of uniformly continuous functions. The first
should seem pretty obvious if you think about sketching a uniformly continuous function. The
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20 Continuity and Smoothness

second provides an alternate definition of uniform continuity that will be useful for some of the
more theoretical work we may be doing later.

Lemma 3.2
Any function that is uniformly continuous on a finite interval is also a bounded function on that
interval.

Lemma 3.3 (alternate definition of uniform continuity)
A function f is uniformly continuous on a finite interval (α, β) if and only if there is a positive
value �xε for each positive value ε such that

| f (x) − f (x̄)| < ε

for each pair of points x and x̄ in (α, β) that satisfies

|x − x̄ | < �xε .

It might be noted that the alternate definition of uniform continuity indicated in lemma 3.3
can be used to define uniform continuity on infinite intervals as well as finite intervals.

The boundedness of uniformly continuous functions on finite intervals can probably be
accepted as fairly obvious. The validity of lemma 3.3 may not be so obvious and should be
proven before the lemma is used. However, it will be a while before we need this lemma, and,
while the proof is terribly interesting (to some), it is also somewhat lengthy. So let us place this
proof in an addendum to this chapter (see page 32) to be reviewed at a more a ppropriate time.

Discontinuous Functions

Fourier analysis would be of very limited value if it only dealt with continuous functions. Still,
we won’t be able to deal with every possible discontinuous function. We will have to restrict our
attention to discontinuous functionswe can reasonably handle. Typically, theminimal continuity
requirement that we can conveniently get away with is “piecewise continuity” over the interval
of interest. Occasionally the requirements can be weakened so that we can deal with some
functions that are merely “continuous over some partitioning of the interval”.

Because it is the more important, we will describe “piecewise continuity” first.
Let f be a function defined on an interval (α, β) . If (α, β) is a finite interval, then we

will say f is piecewise continuous on (α, β) if and only if all of the following three statements
hold:

1. f has at most a finite number (possibly zero) of discontinuities on (α, β) .

2. All of the (nontrivial) discontinuities of f on (α, β) are jump discontinuities.

3. Both limx→α+ f (x) and limx→β− f (x) exist (as finite numbers).

If, on the other hand, (α, β) is an infinite interval, then f will be referred to as piecewise
continuous on (α, β) if and only if it is piecewise continuous on each finite subinterval of
(α, β) .

It is important to realize that a piecewise continuous function is not simply “continuous
over pieces of (α, β) ”. To see this, let (α, β) be a finite interval, and let x1, x2, . . . , xN be
the points in (α, β) — indexed so that x1 < x2 < · · · < xN — at which a given piecewise
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(Dis)Continuity 21

continuous function f is discontinuous . These points partition (α, β) into a finite number of
subintervals

(α, x1) , (x1, x2) , (x2, x3) , . . . , (xN , β) ,

with f being continuous over each of these subintervals. But the second and third parts of the
definition also ensure that

lim
x→α+

f (x) , lim
x→x−

1

f (x) , lim
x→x+

1

f (x) , lim
x→x−

2

f (x) , . . . , lim
x→β−

f (x)

all exist (and are finite). Thus, not only is f continuous on each of the above subintervals, it is
uniformly continuous on each of the above subintervals.5

?IExercise 3.3: Show, by example, that there are functions continuous on a finite interval,
say, (0, 1) , that are not piecewise continuous on that interval.

“Continuity over a partitioning” is simply piecewise continuity without the uniformity.
More precisely, we’ll say that a function is continuous over a partitioning of an interval (α, β)

if and only if that function has at most a finite number of (nontrivial) discontinuities on each
finite subinterval of (α, β) .

By the way, the “partitioning of the interval” being referred to is the partitioning of (α, β)

into subintervals,
. . . , (x1, x2) , (x2, x3) , (x3, x4) , . . .

by the points . . ., x1, x2, x3, . . . at which f is discontinuous (with the indexing choosen so that
. . . < x1 < x2 < x3 < . . . ).

!IExample 3.4: The function f (x) = 1/x has only one discontinuity on the real line, at
x = 0 . Since 1/x → ±∞ as x → ±0 , the discontinuity is neither trivial nor a jump. Hence,
this function is continuous over a partitioning of (−∞, ∞) . In particular, it is continuous
over partitioning consisting of the subintervals

(−∞, 0) and (0, ∞) .

However, because the discontinuity at x = 0 is neither trivial nor a jump, this function is not
piecewise continuous on the real line.

Equality of (Dis)continuous Functions

Considering our pragmatic approach to the equality of functions, it may be worthwhile to re-
examine this concept when the two functions are piecewise continuous over an interval or even
just continuous over a partitioning of that interval.

Lemma 3.4
Let f and g be two functions defined on an interval (α, β) , and assume f = g on this interval
(in the sense described in section 2.2). Then (after removal of all trivial discontinuities):

5 This definition of “piecewise continuity” is firmly fixed in the standard literature. The author briefly considered
using the more descriptive phrase “piecewise uniformly continuous” for those functions traditionally called piecewise
continuous, and using the term “piecewise continuous” for any function that was just “continuous over pieces of the
interval”. The shocked reactions of his colleagues to this heresy convinced him to follow tradition.
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22 Continuity and Smoothness

1. If f is continuous on (α, β) , then so is g . Moreover, f (x) = g(x) for every x in
(α, β) .

2. If f is piecewise continuous on (α, β) , then so is g . Moreover, f (x) = g(x) for
every x in (α, β) at which f is continuous.

3. If f is continuous on a partitioning of (α, β) , then g is continuous on the same parti-
tioning. Moreover, f (x) = g(x) for every x in (α, β) at which f is continuous.

The proof of this lemma is straightforward and left as an exercise.

?IExercise 3.4: Prove lemma 3.4.

Endpoint Values
On occasion we will have a function f that is uniformly continuous on some finite open interval
(α, β) , and we will want to discuss something regarding “the value of f (x) at one of the
endpoints”. Strictly speaking, the values f (α) and f (β) may not be well defined either because
f (x) was not originally defined for x = α or x = β , or because f is not continuous at one or
both of these points. Still, if we are restricting our attention to the behavior of f just over the
interval (α, β) , then we really do not care about the values of the function outside that interval.
So let us agree that, whenever we are restricting our attention to a function f over a finite
interval (α, β) over which f is uniformly continuous, then, by f (α) and f (β) , we mean

f (α) = lim
x→α+

f (x) and f (β) = lim
x→β−

f (x) .

3.2 Differentiation
In Fourier analysis we often must deal with derivatives of functions that are not, strictly speak-
ing, differentiable. To understand why this is not a contradiction, let us carefully review the
terminology.

Differentiability
A function f is differentiable at a point x if and only if

lim
1x→0

f (x + 1x) − f (x)

1x
(3.3)

exists. If f is differentiable at every point in a given interval (α, β) , then f is said to be
differentiable on the interval (α, β) or, if we want to be very explicit, differentiable everywhere
on (α, β) .

Observe that, if a function is differentiable at a point or on some interval, then that function
must also be continuous at that point or on that interval. On the other hand, there are many
continuous functions which are not everywhere differentiable. It is also worth recalling the
geometric significance of differentiability and the above limit; namely, that the statement “ f
is differentiable at x ” is equivalent to the statement “the graph of f has a single well-defined
tangent at x .” Moreover, the limit in expression (3.3) gives the slope of this tangent line.
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Differentiation 23

?IExercise 3.5: Verify that |x | is continuous, but not differentiable, at x = 0 .

Derivatives
For each point x at which f is differentiable, the derivative of f at x , denoted by f ′(x) , is
the number given by the limit in expression (3.3),

f ′(x) = lim
1x→0

f (x + 1x) − f (x)

1x
. (3.4)

Suppose f is differentiable at all but a finite number (possibly zero) of points in each finite
subinterval of (α, β) . Then formula (3.4) also defines another function on (α, β) , called,
naturally, the derivative of f on (α, β) and commonly denoted by f ′ (or d f/dx or d f/dt or
…). Notice that the derivative of a function can exist on an interval even though the function is
not differentiable everywhere on that interval. In fact, as our next example shows, it is possible
for the derivative to be continuous (after removing the trivial discontinuities) even though the
function, itself, has a nontrivial discontinuity.

!IExample 3.5: The step function,

step(x) =

{

0 if x < 0

1 if 0 < x
,

is clearly differentiable everywhere on (−∞, ∞) except at the point x = 0 where the step
function has a nontrivial jump discontinuity. It should also be clear that

step′(x) =

{

0 if x < 0

0 if 0 < x
.

The discontinuity at x = 0 is a trivial one. Removing this discontinuity gives

step′ = 0 ,

which is continuous on the entire real line even though the step function is not differentiable
on the real line.

?IExercise 3.6: What is the derivative of |x | ?

Remember, “differentiability” (i.e., “differentiability at every point on a given interval”) is a
much stronger condition than “the derivative exists”. Do not assume a function f is differentiable
on an interval just because f ′ exists on the interval. This is important because we will be using
and deriving a number of formulas involving derivatives of differentiable functions. In general,
these formulas will not be valid for functions that are not differentiable everywhere. Using these
formulas without checking that the functions involved are suitably differentiable can lead to
serious (and embarrassing) errors.

!IExample 3.6: You surely recall that

∫ β

α

f ′(x) dx = f (β) − f (α)
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24 Continuity and Smoothness

whenever f is differentiable on an interval containing α and β . If we ignore the requirement
that f be differentiable, then, (mis)using this equation with f (x) = step(x) and recalling
that step′(x) = 0 we obtain

0 =

∫ 3

−2
0 dx =

∫ 3

−2
step′(x) dx = step(3) − step(−2) = 1 !

Smoothness
Smooth Functions

To be smooth over an interval (α, β) , a function f must satisfy two conditions:

1. f must be differentiable (and, hence, continuous) everywhere on (α, β) , and

2. f ′ must also be a continuous function on (α, β) .

!IExample 3.7: The function |x | is not smooth on any interval containing the origin since,
as was seen in exercise 3.5, |x | is not differentiable at x = 0 .

!IExample 3.8: Even though the derivative of the step function is continuous on the real

smooth on any interval containing the origin because it has a jump discontinuity at x = 0 .

The graph of a smooth, real-valued function looks like a smoothly curving line. Typically,
the graphs of nonsmooth functions contain nontrivial discontinuities (as with the step function
at x = 0 ) or else have sharp corners (as with |x | at x = 0 ).

From the definition it is clear that a smooth function is differentiable. And, if you were to
test a random sampling of known differentiable functions, it may appear as if all differentiable
functions are smooth. This, however, is not true. There are differentiable functions which are
not smooth (see exercise 3.17 on page 36).

Uniform Smoothness

Let (α, β) be a finite interval. A function f is uniformly smooth on (α, β) if and only if

1. f is smooth on (α, β) , and

2. both f and f ′ are uniformly continuous on (α, β) .

(This also defines uniform smoothness for a function on an infinite interval, provided the def-
inition of uniform continuity is the alternative definition given in lemma 3.3 — with the word
“finite” replaced by “infinite”.)

!IExample 3.9: Consider the function f (x) = x 1/2 over the interval (0, 1) . Both f and
its derivative, f ′(x) = 1

2 x−1/2 , are clearly continuous everywhere on (0, 1) . In fact, f is
uniformly continuous on (0, 1) (You verify this!). But

lim
x→0+

f ′(x) = lim
x→0+

1

2
x−1/2 = ∞ .

So f ′ is not uniformly continuous on (0, 1) , and hence, f is not uniformly smooth on the
interval (0, 1) .

?IExercise 3.7: Show that x1/2 is uniformly smooth on (α, β) whenever 0 < α < β < ∞ .
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Basic Manipulations and Smoothness 25

Piecewise Smoothness

A function is said to be piecewise smooth over a finite interval (α, β) if and only if (α, β) can
be partitioned into a finite number of subintervals over which the function is uniformly smooth.

If (α, β) is an infinite interval, then a function is piecewise smooth over (α, β) if and only
if it is piecewise smooth over every finite subinterval of (α, β) .

?IExercise 3.8: Sketch the graphs of some functions that are piecewise smooth over the real
line. Also, sketch the graphs of some functions that are not piecewise smooth over the real
line.

Higher Order Smoothness

A function f on some interval is said to be twice differentiable (on that interval) whenever it
and its derivative, f ′ , are both differentiable. Notice that, for f ′ to be differentiable, it must
first be continuous. So a twice-differentiable function is automatically a smooth function.

To continue along these lines, let k be any positive integer. We will refer to a function f
as being k-times differentiable on an interval (or k th differentiable or k th order differentiable on
some interval) if and only if it and all of its derivatives up to order k − 1 are differentiable on
that interval. To extend the observation made in the previous paragraph, note that whenever f
is k-times differentiable on some interval, then f , f ′, f ′′, . . . , and f (k−1) must all be smooth
functions on that interval.

Ultimately, a function and all of its derivatives may be differentiable on an interval. In that
case, of course, that function and all of its derivatives must be smooth functions on that interval.
Such functions are said to be either infinitely differentiable or, equivalently, infinitely smooth on
the interval.

?IExercise 3.9 a: Verify that f (x) = x4/3 is differentiable but not twice differentiable on
the real line.

b: Give an example of a function that is twice differentiable but not third-order differentiable
on the real line.

c: Give an example of an infinitely differentiable function on the real line.

3.3 Basic Manipulations and Smoothness
Scaling, Shifting, and Linear Combinations
Scaling, shifting, and forming linear combinations are operations that arise naturally when using
functions. Since we will be using these operations extensively, and since we have already recalled
what a “linear combination” is (footnote 1 on page 4), let us briefly review what it means to scale
and shift a function.
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26 Continuity and Smoothness

Scaling

Let γ be a number and f a function. “Scaling by γ ” can refer to either of two operations. It
can mean that the function is being multiplied by γ (i.e., f (x) is replaced by γ f (x) ). More
commonly, in this text at least, scaling by γ means that the variable is being multiplied by γ

(i.e., f (x) is replaced by f (γ x) ). In this case γ is usually assumed to be a nonzero real number.
Notice that the behavior of the scaled function, f (γ x) , around the point x = a corresponds to
the behavior of the original function, f (x) , around the point x = γ a . Conversely, the behavior
of the original function, f (x) , around the point x = a corresponds to the behavior of the scaled
function, f (γ x) , around the point x where γ x = a (that is, the point x = a/γ ). It follows
then, that the graph of f (γ x) is a horizontally compressed version of the graph of f (x) when
1 < γ , and is a horizontally expanded version of the graph of f (x) when 0 < γ < 1 .

?IExercise 3.10: Let

f (x) =

{

x(1 − x) if 0 < x < 1

0 otherwise
.

Sketch the graphs of f (x) and f (γ x) for the following cases:

a: 1 < γ (say, γ = 2 ).

b: 0 < γ < 1 (say, γ = 1/2 ).

c: γ = −1 .

In each case be sure to compare the graph of f (γ x) with the graph of f (x) .

?IExercise 3.11: In general, what happens to the graph of f (γ x)

a: as γ → ∞ ?

b: as γ → 0+ ?

Assume f is defined on all of R .

A function f (x) is said to be shifted or translated by a fixed real number γ when the variable
x is replaced by x − γ . The graph of the resulting shifted function can be obtained from the
graph of the original function by shifting the original graph horizontally by a distance of |γ | .
If γ > 0 , the shift is to the right. If γ < 0 , the shift is to the left.

?IExercise 3.12: Let

f (x) =

{

x(1 − x) if 0 < x < 1

0 otherwise
.

Sketch the graphs of f (x) and s f (x − γ ) for the following cases:

a: 0 < γ (say, γ = 2 ).

b: γ < 0 (say, γ = −2 ).

In each case be sure to compare the graph of f (x − γ ) with the graph of f (x) .
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Addenda 27

Suppose we have a function f (x) that satisfies any of the properties discussed thus far in this
chapter (boundedness, continuity, piecewise continuity, differentiability, etc.) over an interval
(α, β) , and let γ be any nonzero real number.

It is easy to see that the scaled function f (γ x) also satisfies the same properties as f (x) ,
but over the interval (a, b) where

(a, b) =















(

α

γ
,

β

γ

)

if 0 < γ

(

β

γ
,

α

γ

)

if γ < 0
.

It should also be clear that the translation of f by γ , f (x−γ ) , satisfies the same properties
as f , but over the interval (α − γ, β − γ ) .

Finally, suppose we have a collection of functions, { f1, f2, . . .} , and that, on the interval
(α, β) , all of these functions satisfy any one of the conditions discussed thus far (e.g., all
are bounded or all are smooth on the interval). Then it should be clear that any finite linear
combination of these fk’s also satisfies that property over the interval (α, β) .

On the other hand, if g is defined to be an infinite linear combination of the fk’s ,

g(x) = c1 f1(x) + c2 f2(x) + c3 f3(x) + · · · ,

then there is no general assurance that g satisfies any of the properties satisfied by all the fk’s .
Indeed, an infinite linear combination of the fk’s is actually an infinite series of functions which
might not even converge to any sort of a function. This will be one of our concerns when we
deal with such linear combinations.

3.4 Addenda
Some of the proofs in this text will involve technical issues that are best discussed only when
the need arises. For want of a better place, we’ll discuss some of those issues here. If you’ve
not yet reached those proofs, you may just want to give the following material a quick glance so
you’ll know where to return when you do reach those proofs.

A Refresher on Limits
Presumably, you already have good intuitive notion of what is meant by the equivalent statements

f (x) → L as x → x0 and lim
x→x0

f (x) = L ,

as well as such standard variations as

lim
x→x+

0

f (x) = L , lim
x→∞

f (x) = L and lim
x→x0

f (x) = ∞ .

For most of this text your intuitive notion of these concepts should serve quite well, provided
you also recall such basic limit theorems from elementary calculus as
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28 Continuity and Smoothness

As long as
lim

x→x0
f (x) and lim

x→x0
g(x)

both exist and are finite, then

lim
x→x0

(

f (x)g(x)
)

=
(

lim
x→x0

f (x)
)(

lim
x→x0

g(x)
)

.

You should also realize that, suitably rephrased, these theorems hold for complex-valued func-
tions of complex variables, as well as for functions of two or more variables.

On occasion, however, we may need to employ a certain “limit test” which the reader may
have forgotten. This is a fundamental test for showing both that the limit of f (x) exists as x
approaches a finite point x0 and that

lim
x→x0

f (x) = 0 . (3.5a)

This last statement is, of course, equivalent to

lim
x→x0

| f (x)| = 0 . (3.5b)

Recall what expression (3.5b) really says. It says that, by setting the value of x “suitably close
to x0 ”, we will force the value of | f (x)| to be “correspondingly close to zero”. This, then, is
what our test needs to show, namely, that we can force | f (x)| to be as close to zero as desired
by simply choosing x to be “close enough” to x0 . (Remember, “close” means “within some
small but non-zero distance”.) Traditionally, ε denotes how close to zero we desire f (x) to
be, and 1x (or δ ) denotes how close we need x to be to x0 to ensure that f (x) is within the
desired distance, ε , of zero. In these terms, what we need to show can be stated as

For every given ε > 0 , there is a corresponding 1x > 0 such that

| f (x)| < ε whenever 0 < |x − x0| < 1x .

Thus, a basic test for showing that the limit of f (x) as x → x0 exists and that

lim
x→x0

f (x) = 0

is to explicitly show that, for every choice of ε > 0 , there is a corresponding (positive) value
for 1x such that

| f (x)| < ε whenever 0 < |x − x0| < 1x .

This “test” should look vaguely familiar. It is, in fact, the standard definition of expression
(3.5b). Admittedly, it is rarely used to actually compute a limit. Still, on occasion, we will find
it necessary to return to this basic test/definition.

While on the subject, let’s recall the basic tests/definitions for a few other limits:

1. If x0 is a finite point and L is a finite value, then the statements

lim
x→x0

f (x) = L and lim
x→x0

| f (x) − L| = 0 .

mean the same thing.
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Addenda 29

2. If L is a finite value and f is a function on the real line, then

lim
x→∞

f (x) = L

if and only if, for every ε > 0 , there is a corresponding finite real value X such that

| f (x) − L| < ε whenever X < x .

3. If x0 is any finite point, then
lim

x→x0
| f (x)| = ∞

if and only if, for every M > 0 , there is a corresponding 1x > 0 such that

| f (x)| > M whenever 0 < |x − x0| < 1x .

Some Useful Inequalities
At various points in our work we will need to determine “suitable upper bounds” for various
numerical expressions. At some of these points, the inequalities discussed below will be invalu-
able.

Two basic inequalities will be identified. You are probably well acquainted with the first
one, the triangle inequality, though you may not have given it a name before. You may not be
as well acquainted with the second one, the Schwarz inequality. It is somewhat more subtle
than the triangle inequality and will require a formal proof. Both, it should be mentioned, are
fundamental inequalities in analysis and have applications and generalizations beyond the simple
formulas discussed in this section.

The Triangle Inequality

Let A and B be any two real numbers. If you just consider how values of |A| , |B| , |A + B| ,
and |A| + |B| depend on the signs of A and B , then you should realize that

|A + B| ≤ |A| + |B| . (3.6)

This inequality is called the triangle inequality. The reason for its name is explained in chapter
A and B are complex

numbers as well.
There are two other inequalities that we can immediately derive from the triangle inequality.

The first is the obvious extension to the case where we are adding up some (finite) set of numbers
{A1, A2, A3, . . . , AN } . Successively applying the triangle inequality,

|A1 + A2 + A3 + · · · + AN | ≤ |A1| + |A2 + A3 + · · · + AN |

≤ |A1| + |A2| + |A3 + · · · + AN |

≤ · · · ,

we are, eventually, left with the inequality

|A1 + A2 + A3 + · · · + AN | ≤ |A1| + |A2| + |A3| + · · · + |AN | ,

which can also be called the triangle inequality.
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30 Continuity and Smoothness

The derivation of the other inequality requires a smidgen of cleverness. Let A and B
be any two numbers (real or complex) and observe that, by the original triangle inequality and
elementary algebra,

|A| = |A − B + B| ≤ |A − B| + |B| .

Subtract B from both sides and you have

|A| − |B| ≤ |A − B| .

For future reference, we’ll summarize our derivations in the following lemma and corollary.

Lemma 3.5 (triangle inequality)
Given any finite set of numbers (real or complex) {A1, A2, A3, …, AN } , then

|A1 + A2 + A3 + · · · + AN | ≤ |A1| + |A2| + |A3| + · · · + |AN | .

Corollary 3.6
Let A and B be any two real or complex numbers. Then

|A| − |B| ≤ |A − B| .

These inequalities will often be used with functions that are either nondecreasing or non-
increasing. Observe that, if f is a nondecreasing function on the real line (i.e., f (a) ≤ f (b)

whenever a ≤ b ), then the above inequalities immediately imply that

f (|x + y|) ≤ f (|x | + |y|) and f (|x | − |y|) ≤ f (|x − y|) .

On the other hand, if g is a nonincreasing function (i.e., f (a) ≥ f (b) whenever a ≤ b ), then
we have

f (|x + y|) ≥ f (|x | + |y|) and f (|x | − |y|) ≥ f (|x − y|) .

?IExercise 3.13: Let α be a positive value, and let x and b be any two real numbers. Verify
the following inequalities:

a: eα|x−b| ≤ eα|x |eα|b| b: eα|x−b| ≥ eα|x |e−α|b|

c: e−α|x−b| ≥ e−α|x |e−α|b| d: e−α|x−b| ≤ e−α|x |eα|b|

(Note: We’ll use these particular inequalities later.)

The Schwarz Inequality (for Finite Sums)

The Schwarz inequality is a generalization of the well-known fact that, if a and b are any two
two- or three-dimensional vectors, then

|a · b| ≤ ‖a‖ ‖b‖ .

In component form, with a = (a1, a2, a3) and b = (b1, b2, b3) , this inequality is

∣

∣

∣

∣

∣

3
∑

k=1

akbk

∣

∣

∣

∣

∣

≤

(

3
∑

k=1

|ak |
2

)1/2
(

3
∑

k=1

|bk |
2

)1/2

.
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This inequality, suitably generalized, is the one generally referred to as the Schwarz inequality.6

Theorem 3.7 (Schwarz inequality for finite summations)
Let N be any integer, and let {a1, a2, a3, . . . , aN } and {b1, b2, b3, . . . , bN } be any two sets
of N numbers (real or complex). Then,∣∣∣∣∣ N∑

k=1
akbk

∣∣∣∣∣ ≤
(

N∑
k=1

|ak |2
)1/2 ( N∑

k=1
|bk |2

)1/2
. (3.7)

PROOF: Suppose we can show

N∑
k=1

|ak | |bk | ≤
(

N∑
k=1

|ak |2
)1/2 ( N∑

k=1
|bk |2

)1/2
. (3.8)

Then inequality (3.7) follows immediately by combining the above inequality with the triangle
inequality, ∣∣∣∣∣ N∑

k=1
akbk

∣∣∣∣∣ ≤
N∑
k=1

|akbk | =
N∑
k=1

|ak | |bk | .

So we only need to verify that inequality (3.8) holds.
Consider, first, the trivial case where either

N∑
k=1

|ak |2 = 0 or
N∑
k=1

|bk |2 = 0 .

In this case, all the ak’s or all the bk’s clearly must be 0 , and the statement of inequality (3.7)
reduces to the obviously true statement that 0 ≤ 0 .

Now consider the case where

N∑
k=1

|ak |2 > 0 and
N∑
k=1

|bk |2 > 0 .

For convenience, let

A =
(

N∑
k=1

|ak |2
)1/2

and B =
(

N∑
k=1

|bk |2
)1/2

.

Using elementary algebra, we see that

0 ≤
N∑
k=1
(B |ak | − A |bk |)2

=
N∑
k=1

[
B2 |ak |2 − 2AB |ak | |bk | + A2 |bk |2

]

= B2
N∑
k=1

|ak |2 − 2AB
N∑
k=1

|ak | |bk | + A2
N∑
k=1

|bk |2

6 It’s also referred to as Schwarz’s inequality or the Cauchy-Schwarz inequality or even the Cauchy-Buniakowsky-
Schwarz inequality — depending on the generalization and the mood of the author.
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= B2 A2 − 2AB
N
∑

k=1

|ak | |bk | + A2 B2

= 2AB

[

AB −

N
∑

k=1

|ak | |bk |

]

.

Thus, since 2AB is positive,

0 ≤ AB −

N
∑

k=1

|ak | |bk | .

And so,
N
∑

k=1

|ak | |bk | ≤ AB =

(

N
∑

k=1

|ak |
2

)1/2
(

N
∑

k=1

|bk |
2

)1/2

.

Uniform Continuity
Here we discuss the proof of lemma 3.3 on page 20 on uniform continuity. For convenience the
lemma will be broken into two smaller lemmas, lemmas 3.9 and 3.10 below. Also, to reduce the
number of symbols, let’s just consider proving the lemma assuming that (α, β) = (0, 1) . (We
can always extend the arguments to cases involving arbitrary intervals by the use of scaling and
shifting.)

The proof of each part of lemma 3.3 employs something you should recall from calculus.
For reference, I’ll remind you of that something in the next lemma.

Lemma 3.8
Let α and β be two real numbers and assume {a1, a2, a3, . . .} is a sequence of real numbers
with α ≤ an ≤ β for each n . Assume, further, that {a1, a2, a3, . . .} is either a nondecreasing
sequence (i.e., an ≤ an+1 for each n ) or is a nonincreasing sequence (i.e., an ≥ an+1 for each
n ). Then this sequence converges and

α ≤ lim
n→∞

an ≤ β .

Here is the first part of lemma 3.3:

Lemma 3.9
Let f be uniformly continuous on (0, 1) , and let ε be any fixed positive value. Then there is
a corresponding positive value 1xε such that

| f (x) − f (x̄)| < ε

for each pair of points x and x̄ in (α, β) that satisfies

|x − x̄ | < 1xε .

Since f is assumed to be uniformly continuous on (0, 1) , we can assume

f (0) = lim
x→0+

f (x) and f (1) = lim
x→1−

f (x) .
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Addenda 33

If you recall what these limits mean (see the refresher on limits earlier in this addendum), you
will realize that the above lemma is trivially true with “ (0, 1) ” replaced by “ (0, β) ” for some
suitably small positive value β . What we will do is to construct a sequence of intervals (0, b0),
(0, b1), (0, b2), . . . such that the above lemma is obviously true when “ (0, 1) ” replaced by each
“ (0, bn) ”, and then show that one of those (0, bn)’s must be the entire interval (0, 1) .

PROOF (of lemma 3.9): For each pair of integers n and k with n > 0 and 0 ≤ k ≤ 2n , let

δn =
1

2n and xn,k = kδn =
k

2n .

(Observe that xn,0 = 0 and xn,2n = 1 .) Now, choose bn to be the largest xn,k such that the
following statement is true:

| f (x) − f (y)| < ε

whenever

x and y are points in [0, xn,k] satisfying |x − y| < δn .

Since this statement holds trivially when k = 0 , we are guaranteed that each bn exists. Also,
since the largest xn,k for each n is xn,2n = 1 , we must have bn ≤ 1 for each n . Observe,
moreover, that if one of the bn’s , say, bN , equals 1 , then the claim of the lemma immediately
follows (with 1xε = δN ). So all we need to verify is that bn = 1 for some n . We will do this
by showing that it is impossible for bn < 1 for all n . Our arguments will use the results from
the following exercise.

?IExercise 3.14: Let N be a fixed positive integer. Using the above definition for the
bn’s :

a: Show that bN ≤ bN+1 . (Suggestion: Let K be the integer such that bN = xN ,K . Then
verify that bN = xN+1,2K and that xN+1,2K ≤ bN+1 .)

b: Show that, as long as bN < 1 , there must be a pair of points sN and tN with

bN − δN ≤ sN < tN ≤ bN + δN (3.9)

such that

| f (sN ) − f (tN )| ≥ ε . (3.10)

So now let’s assume bn < 1 for every positive integer n , and see why this assumption
cannot be valid.

From the first part of the above exercise we know that the bn’s form a nondecreasing
sequence in [0, 1] . As noted in lemma 3.8, every such sequence converges to some value in
[0, 1] . Let

b∞ = lim
n→∞

bn .

Now let s1, s2, . . . and t1, t2, . . . be the points described in the second part of the above
exercise. From inequalities (3.9) and the fact that δn = 2−n → 0 and n → ∞ , we see that

lim
n→∞

sn = lim
n→∞

bn = b∞ and lim
n→∞

tn = lim
n→∞

bn = b∞ .

Thus, by the continuity of f ,

lim
n→∞

f (sn) = f (b∞) and lim
n→∞

f (tn) = f (b∞) .
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34 Continuity and Smoothness

Combining this with inequality (3.10) gives us

ε ≤ lim
n→∞

| f (sN ) − f (tN )| = | f (b∞) − f (b∞)| = 0 ,

which is certainly impossible because ε is a positive value. Consequently, our assumption that
bn < 1 for every positive integer n cannot be valid. There must be a positive integer n for
which bn = 1 .

Here is the other part of lemma 3.3:

Lemma 3.10
Let f be a function on (0, 1) , and assume that, for each ε > 0 , there is a corresponding 1xε

such that
| f (x) − f (x̄)| < ε

whenever x and x̄ is a pair of points in (α, β) with

|x − x̄ | < 1xε .

Then f is uniformly continuous on (0, 1) ; that is, f is continuous on (0, 1) , and

lim
x→0+

f (x) and lim
s→1−

f (x)

both exist.

The continuity of f on (0, 1) should be obvious if you recall the definitions of continuity
and limits. Showing that the limits at x = 0 and x = 1 exist is a bit more tricky. Here’s a brief
outline of the proof that limx→0+ f (x) exists, assuming f is real valued. For a complex-valued
function, apply the following to the real and imaginary parts separately.

PROOF (outline only, that limx→0+ f (x) exists): First of all, using the assumptions of the
lemma it can be easily verified that we can choose a sequence of positive values δ1, δ2, δ3, . . .

satisfying all of the following:

1. For each positive integer n ,

| f (x) − f (x̄)| <
1

n

whenever x and x̄ is a pair of points in (0, 1) such that

|x − x̄ | < δn .

2. δ1 ≥ δ2 ≥ . . . ≥ δn ≥ δn+1 ≥ . . . .

3. δn → 0 as n → ∞ .

Note that, in particular,

| f (x) − f (δ1)| < 1 whenever 0 < x ≤ δ1 .

Thus, for each x in (0, δ1) ,
L1 < f (x) < U1

where

U1 = f (δ1) + 1 and L1 = f (δ1) − 1 .
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Additional Exercises 35

For each successive positive integer n greater than 1 , choose Un to be the smaller of

f (δn) +
1

n
and Un−1 ,

and choose Ln to be the larger of

f (δn) −
1

n
and Ln−1 .

It is easily verified that, for each n > 2 and x in (0, δn) ,

L1 ≤ Ln−1 ≤ Ln ≤ f (x) ≤ Un ≤ Un−1 ≤ U1 .

This tells us is that the Un’s form a bounded, nonincreasing sequence of real numbers, while
the Ln’s form a bounded, nondecreasing sequence of real numbers. Consequently both series
converge. Denote the limits of these two sequences by U∞ and L∞ , respectively, and then
observe that

0 ≤ U∞ − L∞ = lim
n→∞

[Un − Ln]

≤ lim
n→∞

[

f (δn) +
1

n
− f (δn) −

1

n

]

= lim
n→∞

2

n
= 0 .

So U∞ = L∞ . From this and the fact that Ln ≤ f (x) ≤ Un for each n > 2 and x in
(0, δn) , it immediately follows that

lim
x→0+

f (x) = U∞ .

Showing that limx→1− f (x) exists is just as easy.

Additional Exercises

3.15. Verify the validity of each of the following statements:

a. If f is uniformly continuous on a finite interval (α, β) , then f is piecewise contin-
uous on (α, β) .

b. If f is both continuous and piecewise continuous on a finite interval (α, β) , then f
is uniformly continuous on (α, β) .

c. If f is piecewise continuous on (α, β) , then f is continuous over a partitioning of
(α, β) .

d. If f and g are both continuous on (α, β) , and a and b are any two constants, then
the linear combination a f + bg is continuous on (α, β) .

e. If f and g are both uniformly continuous on a finite interval (α, β) , and a and b
are any two constants, then the linear combination a f + bg is uniformly continuous
on (α, β) .

f. If f and g are both piecewise continuous on (α, β) , and a and b are any two
constants, then the linear combination a f + bg is piecewise continuous on (α, β) .
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36 Continuity and Smoothness

g. If f and g are both continuous over a partitioning of (α, β) , and a and b are any
two constants, then the linear combination a f + bg is continuous over a partitioning
of (α, β) .

3.16. Several functions defined on (−∞, ∞) are given below. For each, sketch the graph
over the real line and state whether the given function is bounded, continuous, piecewise
continuous, or continuous over a partitioning of R .

a. sin(x) b.
1

sin(x)
c. sinc x

d. step(x) e. ex f. tan(x)

g. the stair function, where stair(x) = the smallest integer greater than x

3.17. Consider the function
f (x) = x2 sin

(

1

x

)

.

a. Verify that this function is continuous at x = 0 and that f (0) = 0 .

b. Sketch the graph of this function over any interval containing x = 0 .

c. Obviously, this function is differentiable at every x 6= 0 . Show that it is also differ-
entiable at x = 0 by computing

f ′(0) = lim
1x→0

f (0 + 1x) − f (0)

1x
.

(Thus f is differentiable everywhere on (−∞, ∞) .)

d. Compute f ′(x) assuming x 6= 0 .

e. Show that f is not smooth on any interval containing x = 0 by showing that

lim
x→0

f ′(x) 6= f ′(0) .

In fact, you should show that limx→0 f ′(x) does not even exist! (Suggestion: Try
computing this limit using xn = (n2πα)−1 with n → ∞ and various different
“clever” choices for α . You might even try to sketch the graph of f ′(t) .)
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Basic Analysis II:
Integration and Infinite Series

The importance of integration and infinite series to Fourier analysis cannot be overstated. Indeed,
we’ll find that the basic entities of classical Fourier analysis — Fourier transforms and Fourier
series — are constructed using integrals and infinite series.

4.1 Integration
Well-Defined Integrals and Area
In this text, any reference to “an integral” will invariably be a reference to a definite integral of
some function f over some interval (α, β) ,

∫ β

α

f (x) dx . (4.1)

A number of integration theories have been developed, and the precise definition of expres-
sion (4.1) and of “integrability” depends somewhat on the particular theory. For our purposes,
any of the theories normally used in the basic calculus courses1 will suffice.

Whichever theory is used, if f is a real-valued, piecewise continuous function on (α, β) ,
then, geometrically, expression (4.1) represents the “net area” of the region between the X–axis
and the graph of f (x) with α < x < β . That is,

∫ β

α

f (x) dx = Area of region R+ − Area of region R−

where R+ and R− are the regions above and below the X–axis indicated in figure 4.1a. The
corresponding total area, of course, is given by

∫ β

α

| f (x)| dx = Area of region R+ + Area of region R− .

It should be clear that
∣

∣

∣

∣

∫ β

α

f (x) dx

∣

∣

∣

∣

≤

∫ β

α

| f (x)| dx . (4.2)

1 This is usually a variant of the Riemann theory. The more advanced students acquainted with the Lebesgue theory,
of course, should be thinking in terms of that theory.

37
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38 Integration and Infinite Series

PSfrag replacements

(a) (b)

α β

R+ R+

R−
α = x0 x1 x2 xN = β

x̄1 x̄2

1x

Figure 4.1: (a) Regions above and below the X–axis and (b) the Riemann sum
approximation for

∫ β
α f (x) dx when f is real valued.

(We will have much more to say about
∫ β

α
| f (x)| dx and inequality (4.2), especially when

(α, β) is an infinite interval, in chapter 18.)
If, instead, f is a complex-valued, piecewise continuous function, then f can be written

as f = u + iv where u and v are real-valued functions (see chapter 6). We then have

∫ β

α

f (x) dx =

∫ β

α

[u(x) + iv(x)] dx =

∫ β

α

u(x) dx + i
∫ β

α

v(x) dx ,

with the integrals of u and v representing the “net areas” between their graphs and the X–axis.
We should note that inequality (4.2) is also true when f is complex valued. This will be verified
in chapter 6 (see, in particular the section on complex-valued functions starting on page 59).

Because of the central role that integration plays in Fourier analysis, it will be important
to ensure that our integrals (equivalently, the “net areas” represented by the integrals) are well
defined. This means that we must be able, in theory at least, to find the areas of the regions R+

and R− , and that both of these areas must be finite.2

Certainly, no matter which theory of integration is used,
∫ β

α
f (x) dx is well defined when-

ever (α, β) is a finite interval and f is piecewise continuous on (α, β) . In this case the areas
of R+ and R− are clearly finite and, for each positive integer N , the total net area can be
approximated by a corresponding N th Riemann sum,

RN =

N
∑

k=1

f (x̄k) 1x (4.3)

where (see figure 4.1b)

1x =
β − α

N
,

and, for k = 0, 1, 2, . . . , N ,

xk = α + k1x

and x̄k is some conveniently chosen point on the closed interval [xk−1, xk] at which f is well
defined (i.e., where f is continuous).

Geometrically, each term in the Riemann sum is the “signed” area of the k th rectangle
in figure 4.1b, with the sign being positive when the rectangle is above the X–axis (i.e., when
f (x̄k) > 0 ) and negative when the rectangle is below the X–axis (i.e., when f (x̄k) < 0 ).
2 Sometimes it is possible to use clever trickery to “cancel out infinities” and seemingly obtain a finite “net area”

when both R+ and R− have infinite areas. I would advise against using these tricks. Besides, as far as we will
be concerned, the generalized theory, which will be developed in part IV, will provide more general and much safer
ways of dealing with situations in which such tricks might be considered.
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Integration 39

Clearly, as N → ∞ , the RN ’s will converge to a finite value, and this finite value is the net
area represented by the integral,

∫ β

α

f (x) dx = lim
N→∞

RN = lim
N→∞

N
∑

k=1

f (xk) 1x .

?IExercise 4.1 (for the more ambitious): Prove that the RN ’s defined by expression (4.3)
converge to a finite number as N → ∞ . Remember: (α, β) is finite and f is piecewise
continuous on (α, β) . (Try to first prove this assuming f is uniformly continuous on (α, β) .)

For the classical theory of Fourier analysis (part II and part III of this text), we will usually
limit our discussions to functions that are at least piecewise continuous over the intervals of
integration. This will ensure that the integrals over finite intervals are well defined. An additional
property, absolute integrability, will be introduced and used in part III to identify integrals on
infinite intervals that are well defined.

To be honest, limiting ourselves to piecewise continuous functions while discussing the
classical theory is not absolutely necessary. Still, it will not be a severe restriction and besides,
the generalized theory we will develop in part IV will provide much better tools for dealing with
functions that are not piecewise continuous.

Integral Formulas
We will be using a number of integral formulas in our work, most of which should be well known
from basic calculus. For example, you surely recall that no one really calculates an integral via
Riemann sums. Instead, we use the fact that, as long as f is uniformly smooth on a finite
interval (α, β) ,

∫ β

α

f ′(x) dx = “ f (β) − f (α) ” . (4.4)

Notice the quotes around the right-hand side of this equation. As written, this formula assumes
f is continuous at the endpoints of (α, β) . Often, though, we will be dealing with functions
that have jump discontinuities at the endpoints of the intervals over which we are integrating. In
these cases, the correct formula is actually

∫ β

α

f ′(x) dx = lim
x→β−

f (x) − lim
x→α+

f (x) . (4.5)

For convenience, this will often be written as
∫ β

α

f ′(x) dx = f (x)
∣

∣

β

α
, (4.6)

where it is understood that

f (x)
∣

∣

β

α
= lim

x→β−
f (x) − lim

x→α+
f (x) .

Because we will often be integrating functions that are not smooth, let us state and verify
the following slight generalization of the above:

Theorem 4.1
Let f be continuous and piecewise smooth on the finite interval (α, β) . Then

∫ β

α

f ′(x) dx = f (x)
∣

∣

β

α
. (4.7)
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40 Integration and Infinite Series

PROOF (partial): First of all, if f ′ has no discontinuities, then f is uniformly smooth on
(α, β) and, from elementary calculus, we know equation (4.7) holds.

If f ′ has only one discontinuity in (α, β) , say, at x = x0 , then f is uniformly smooth
on (α, x0) and (x0, β) . Thus,

∫ β

α

f ′(x) dx =

∫ x0

α

f ′(x) dx +

∫ β

x0

f ′(x) dx

=

[

lim
x→x−

0

f (x) − lim
x→α+

f (x)

]

+

[

lim
x→β−

f (x) − lim
x→x+

0

f (x)

]

= lim
x→β−

f (x) − lim
x→α+

f (x) + lim
x→x−

0

f (x) − lim
x→x+

0

f (x) . (4.8)

But, because f is continuous everywhere on (α, β) ,

lim
x→x−

0

f (x) − lim
x→x+

0

f (x) = f (x0) − f (x0) = 0

and so, equation (4.8) reduces to equation (4.7).

Extending this to the cases where f ′ has more than one discontinuity is left as an exercise.

?IExercise 4.2: Extend the above proof of theorem 4.1 to the following cases:

a: f ′ has exactly two discontinuities on (α, β) .

b: f ′ has any finite number of discontinuities on (α, β) .

It’s worth glancing back at example 3.6 on page 23 to see what foolishness can happen
when formula (4.7) is used with a function that is not continuous (see, also, exercise 4.6).

As a corollary, we have the following slight generalization of the classic integration by parts
formula. This formula will be important when we discuss differentiation in Fourier analysis.

Theorem 4.2 (integration by parts)
Assume f and g are both continuous and piecewise smooth functions on a finite interval (α, β) .
Then

∫ β

α

f ′(x)g(x) dx = f (x)g(x)
∣

∣

β

α
−

∫ β

α

f (x)g′(x) dx . (4.9)

PROOF: Clearly, the product f g will also be piecewise smooth and continuous on (α, β) .
By theorem 4.1 and the product rule,

f (x)g(x)
∣

∣

β

α
=

∫ β

α

( f (x)g(x))′ dx =

∫ β

α

f ′(x)g(x) dx +

∫ β

α

f (x)g′(x) dx ,

which, after cutting out the middle and rearranging things slightly, is equation (4.9).

Occasionally, we will need to approximate fairly general integrals. The following well-
known (and easily proven) theorem can often be useful in such cases.
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Infinite Series (Summations) 41

Theorem 4.3 (mean value theorem for integrals)
Let f be a uniformly continuous, real-valued function on the finite interval (α, β) . Then there
is an x̄ with α ≤ x̄ ≤ β such that

f (x̄) [β − α] =
∫ β

α

f (x) dx .

The value f (x̄) in this theorem is commonly re-

α βx̄

f (x̄)

Figure 4.2: Illustration for the
mean value theorem.

ferred to as the mean (or average) value of the function
f over the interval and is simply the height of the rec-
tangle having the interval (α, β) as its base and having
the same net area as is under the graph of f over the
same interval (see figure 4.2).

Other well-known formulas from integral calculus
will be recalled as the need arises.

4.2 Infinite Series (Summations)
For mathematicians (and others indoctrinated by mathematicians — like you), an infinite series
is simply any expression that looks like the summation of an infinite number of things. For
example, you should recognize

∞∑
k=1

1

k
= 1+ 1

2
+ 1

3
+ 1

4
+ 1

5
+ 1

6
+ · · ·

(with the “ · · · ” denoting “continue the obvious pattern”) as the famous harmonic series.
In Fourier analysis we must deal with infinite series of numbers, infinite series of functions,

and, ultimately, infinite series of generalized functions. Here, we will review some basic facts
concerning infinite series of numbers. Later, as the need arises, we’ll extend our discussions to
include those other infinite series.

Basic Facts
Let c0, c1, c2, . . . be any sequence of numbers, and consider the infinite series with these
numbers as its terms,

∞∑
k=0

ck = c0 + c1 + c2 + · · · .

Here the index, k , started at 0 . In practice, it can start at any convenient integer M . For any
integer N with N ≥ 0 (or, more generally, with N ≥ M ), the N th partial sum SN is simply
the value obtained by adding all the terms up to and including cN ,

SN =
N∑
k=0

ck = c0 + c1 + c2 + · · · + cN .

The sum (or value) of the infinite series, which is also denoted by
∑∞

k=0 ck , is the value we get
by taking the limit of the N th partial sums as N → ∞ ,

∞∑
k=0

ck = lim
N→∞ SN = lim

N→∞

N∑
k=0

ck .
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42 Integration and Infinite Series

This assumes, of course, that the limit exists. If this limit does exist (and is finite), then the series
is said to be convergent (because the limit of partial sums converges). Otherwise the series is
said to be divergent. In the special cases where the limit is infinite (or negatively infinite), we
often say that the series diverges to infinity (or to negative infinity).

A convergent series
∑∞

k=M ck canbe further classified as being eitherabsolutely convergent
or conditionally convergent. It is absolutely convergent if

∑∞
k=M |ck | converges, and it is

conditionally convergent if
∑∞

k=M ck converges but
∑∞

k=M |ck | does not. Basically, if a series
converges absolutely, then its terms are decreasing quickly enough to ensure the convergence of
the series. On the other hand, a conditionally convergent series converges because its terms tend
to cancel themselves out. Unfortunately, the pattern of cancellations for such a series depends on
the arrangement of the terms, and it can be shown that the sum of any conditionally convergent
series can be changed by an appropriate rearrangement of its terms. By contrast, the sum of an
absolutely convergent series is not affected by any rearrangement of its terms. For this reason
(and other reasons we’ll discuss later) it is usually preferable to work with absolutely convergent
series whenever we are fortunate enough to have the choice.

Let’s note a few facts regarding an arbitrary infinite series of numbers
∑∞

k=M ck which are
so obvious that we will feel free to use them later without comment:

1. If we do not have ck → 0 as k → ∞ , then the series must diverge. (On the other hand,
the fact that ck → 0 as k → ∞  does not guarantee the c onve rgence of the s eries! See,
for example, exe rcise 4.3.)

2. If L is an integer with M < L , then either both
∑∞

k=M ck and
∑∞

k=L ck converge or
both diverge. That is, the convergence of a series does not depend on its first few terms.

3. (The triangle inequality) If
∑∞

k=M |ck | converges, so does ∑∞
k=M ck . Moreover,∣∣∣∣∣ ∞∑

k=M

ck

∣∣∣∣∣ ≤
∞∑

k=M

|ck |

(see, also, page 29).

!�Example 4.1 (the geometric series): Let X be any nonzero real or complex number, and
let M be any integer. The corresponding geometric series is

∞∑
k=M

Xk = XM + XM+1 + XM+2 + XM+3 + · · · . (4.10)

The N th partial sum is easily computed for any integer N greater than M . First, if
X = 1 , then

SN =
N∑

k=M

1k =
N∑

k=M

1 = N − M + 1 .

If X �= 1 , then

(1− X)SN = SN − XSN

= [XM + XM+1 + XM+2 + · · · + XN ]
− X[XM + XM+1 + XM+2 + · · · + XN ]

= [XM + XM+1 + XM+2 + · · · + XN ]
− [XM+1 + XM+2 + XM+3 + · · · + XN+1]

= XM − XN+1 .
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Dividing through by 1 − X then gives us

N
∑

k=M

X k = SN =
X M − X N+1

1 − X
. (4.11)

Now recall (or verify for yourself) that

lim
N→∞

∣

∣

∣
X N

∣

∣

∣
=















0 if |X | < 1

1 if |X | = 1

∞ if |X | > 1

.

Consequently, when |X | < 1 ,

lim
N→∞

N
∑

k=M

X k = lim
N→∞

X M − X N+1

1 − X
=

X M − 0

1 − X
=

X M

1 − X
.

It should also be clear that this limit of partial sums will diverge whenever |X | ≥ 1 . Thus,
the geometric series

∑∞
k=M X k converges if and only if |X | < 1 . Moreover, when |X | < 1 ,

∞
∑

k=M

X k = lim
N→∞

N
∑

k=M

X k =
X M

1 − X
.

(Note that, by the above, the geometric series
∑∞

k=M |X |k converges if and only if |X | < 1 .
So, in fact, this series converges absolutely if and only if |X | < 1 .)

In practice, we can rarely find a simple formula for the partial sums of a given infinite series.
So, instead, we often rely on one of the many tests for determining convergence. Some that will
be useful to us are given below. Their proofs can be found in any decent calculus text.

Theorem 4.4 (bounded partial sums test)
Let

∑∞
k=M ck be an infinite series such that, for some finite number B and every integer N

greater than M ,
N
∑

k=M

|ck | ≤ B .

Then
∑∞

k=M ck converges absolutely and

∞
∑

k=M

|ck | ≤ B .

Theorem 4.5 (comparison test)
Let

∑∞
k=M ak and

∑∞
k=M bk be two infinite series. Assume that

∑∞
k=M bk converges abso-

lutely and that, for some finite value B ,

|ak | ≤ B |bk | for every integer k ≥ M .

Then
∑∞

k=M ak also converges absolutely and

∞
∑

k=M

|ak | ≤ B
∞
∑

k=M

|bk | .
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Theorem 4.6 (integral test)
Assume

∑∞
k=M ck is an infinite series with only positive terms, and suppose there is a piecewise

continuous function f on (M, ∞) such that

1. f (k) = ck for each integer k ≥ M , and

2. f (a) ≥ f (b) whenever M ≤ a < b .

Then the infinite series converges absolutely if
∫ ∞

M
f (x) dx < ∞ ,

and diverges to infinity if
∫ ∞

M
f (x) dx = ∞ .

Moreover,
∫ ∞

M
f (x) dx ≤

∞
∑

k=M

ck ≤ cM +

∫ ∞

M
f (x) dx .

Theorem 4.7 (alternating series test)
Let

∑∞
k=M ck be an alternating series whose terms steadily decrease to zero. In other words,

assume all of the following:

1. ck → 0 as k → ∞ .

2. |ck | ≥ |ck+1| for each integer k ≥ M .

3. Either
ck = (−1)k |ck | for each integer k ≥ M

or

ck = (−1)k+1 |ck | for each integer k ≥ M .

Then
∑∞

k=M ck converges, and, for every integer N greater than M ,
∣

∣

∣

∣

∣

∞
∑

k=M

ck −

N
∑

k=M

ck

∣

∣

∣

∣

∣

≤ |cN+1| .

?IExercise 4.3 (the harmonic series): Using the integral test, show that the harmonic series,

∞
∑

k=1

1

k
= 1 +

1

2
+

1

3
+

1

4
+

1

5
+

1

6
+ · · · ,

diverges to infinity.

?IExercise 4.4 (the alternating harmonic series): Show that the alternating harmonic
series,

∞
∑

k=1

(−1)k+1 1

k
= 1 −

1

2
+

1

3
−

1

4
+

1

5
−

1

6
+ · · · ,

converges conditionally.
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The Schwarz Inequality for Infinite Series
One tool we will find useful in discussing the convergence of some infinite series (but which
is often not covered in introductory discussions of series) is the Schwarz inequality. The finite
summation version of this inequality was discussed and proven near the end of the previous
chapter (see theorem 3.7 on page 31). There we saw that, if N is any positive integer, and {a1,
a2, a3, . . . , aN } and {b1, b2, b3, . . . , bN } are any two sets of N real or complex numbers, then

∣

∣

∣

∣

∣

N
∑

k=1

akbk

∣

∣

∣

∣

∣

≤

(

N
∑

k=1

|ak |
2

)1/2
(

N
∑

k=1

|bk |
2

)1/2

.

Letting N → ∞ then gives us the Schwarz inequality for infinite series.

Theorem 4.8 (Schwarz inequality for infinite series)
Let {a1, a2, a3, . . . } and {b1, b2, b3, . . . } be any two infinite sequences of numbers such that

∞
∑

k=1

|ak |
2 and

∞
∑

k=1

|bk |
2

are convergent. Then
∑∞

k=1 akbk is absolutely convergent and

∣

∣

∣

∣

∣

∞
∑

k=1

akbk

∣

∣

∣

∣

∣

≤

(

∞
∑

k=1

|ak |
2

)1/2
(

∞
∑

k=1

|bk |
2

)1/2

. (4.12)

Two-Sided Series
In Fourier analysis we often encounter and use two-sided infinite series, that is, series of the
form

∞
∑

k=−∞

ck or · · · + c−2 + c−1 + c0 + c1 + c2 + c3 + · · · .

For convenience, we’ll refer to the type of infinite series discussed in the previous subsection as
one-sided series.

For the most part, the “theory of two-sided infinite series” is the obvious extension of the
theory of one-sided infinite series. For example, instead of the N th partial sum of

∑∞
k=−∞ ck ,

we have the (M, N )th partial sum

SM N =

N
∑

k=M

ck ,

where (M, N ) is any pair of integers with M ≤ N . We then say that
∑∞

k=−∞ ck converges
and

∞
∑

k=−∞

ck = lim
N→∞

M→−∞

SM N (4.13)

if and only if this double limit exists. This double limit, in turn, exists and is defined by

lim
N→∞
M→∞

SM N = lim
M→−∞

[

lim
N→∞

SM N

]

= lim
N→∞

[

lim
M→−∞

SM N

]

,
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46 Integration and Infinite Series

if and only if the two iterated limits

lim
M→−∞

[

lim
N→∞

SM N

]

and lim
N→∞

[

lim
M→−∞

SM N

]

exist and are equal. (Also see exercise 4.7.)
Let’s make a rather simple observation. For any two integers M and N with M < 0 < N ,

N
∑

k=M

ck = cM + cM+1 + . . . + c−1 + c0 + . . . + cN

= c0 +
(

c−1 + c−2 + · · · + c−|M|

)

+ (c1 + c2 + · · · + cN )

= c0 +

|M|
∑

k=1

c−k +

N
∑

k=1

ck .

From this and the basic definitions of the limits you should have little difficulty in proving the
following lemma, which points out that any convergent two-sided series can be viewed as the
sum of two one-sided series.

Lemma 4.9
A two-sided series

∑∞
k=−∞ ck converges if and only if both

∑∞
k=1 c−k and

∑∞
k=1 ck converge.

Moreover, so long as the infinite series all converge,

∞
∑

k=−∞

ck = c0 +

∞
∑

k=1

c−k +

∞
∑

k=1

ck .

At this point it should be clear that all the results previously discussed for one-sided series
can easily be extended to corresponding results for two-sided series. Rather than repeat those
discussions with the obvious modifications, let us assume that these extensions have been made,
and get on with it.

?IExercise 4.5: What is the comparison test for two-sided infinite series?

Symmetric Summations
On occasion, it is appropriate to use a weaker type of convergence for a two-sided series
∑∞

k=−∞ ck . On these occasions we use the symmetric partial sum,

S−N N =

N
∑

k=−N

ck .

If the limit, as N → ∞ , of the symmetric partial sums exists, then we will say that
∑∞

k=−∞ ck

converges using the symmetric partial sums (or, more simply, converges symmetrically).
Certainly, if the two-sided series is convergent (using the stronger definition indicated in

formula (4.13)), then it will converge symmetrically and

∞
∑

k=−∞

ck = lim
N→∞

N
∑

k=−N

ck .
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Infinite Series (Summations) 47

However, it is quite possible for a divergent series to converge symmetrically because of can-
cellations occurring in the symmetric partial sum. This, as well as a danger in using symmetric
partial sums, is demonstrated in the next example.

!IExample 4.2 (the two-sided harmonic series): The two-sided harmonic series is

∞
∑

k=−∞
k 6=0

1

k
= · · · −

1

3
−

1

2
− 1 + 1 +

1

2
+

1

3
+

1

4
+ · · ·

Because the one-sided harmonic series,
∑∞

k=1
1/k , diverges to infinity (see exercise 4.3),

lemma 4.9 tells us that the two-sided harmonic series diverges. However, the terms in S−N N

cancel out for any positive integer N ,

S−N N =

N
∑

k=−N
k 6=0

1

k
= −

1

N
− · · · −

1

3
−

1

2
− 1 + 1 +

1

2
+

1

3
+ · · · +

1

N
= 0 .

From this it follows that the two-sided harmonic series converges symmetrically to zero,

lim
N→∞

N
∑

k=−N
k 6=0

1

k
= lim

N→∞
0 = 0 . (4.14)

This does not justify a claim that the two-sided harmonic series equals zero! As noted
above, the two-sided harmonic series diverges, and thus, does not have a well-defined sum.
To see why we don’t want to even pretend that such a series adds up to anything, let’s naively
“evaluate” this series using two other sets of limits.

One “evaluation” of the two-sided harmonic series is

lim
M→−∞






lim

N→∞

N
∑

k=M
k 6=0

1

k






= lim

M→−∞

[

lim
N→∞

[

|M|
∑

k=1

1

−k
+

N
∑

k=1

1

k

]]

= lim
M→−∞

[

−

|M|
∑

k=1

1

k
+ lim

N→∞

N
∑

k=1

1

k

]

= lim
M→−∞

[

−

|M|
∑

k=1

1

k
+ ∞

]

= lim
M→−∞

[ +∞ ] = +∞ .

On the other hand,

lim
N→∞






lim

M→−∞

N
∑

k=M
k 6=0

1

k






= lim

N→∞

[

lim
M→−∞

[

|M|
∑

k=1

1

−k
+

N
∑

k=1

1

k

]]

= lim
N→∞

[

− lim
M→−∞

|M|
∑

k=1

1

k
+

N
∑

k=1

1

k

]

= lim
N→∞

[

−∞ +

N
∑

k=1

1

k

]

= lim
N→∞

[ −∞ ] = −∞ .
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48 Integration and Infinite Series

Thus, naive applications of the above equations lead to

∞
∑

k=−∞
k 6=0

1

k
= lim

N→∞

N
∑

k=−N
k 6=0

1

k
= 0 ,

∞
∑

k=−∞
k 6=0

1

k
= lim

M→−∞






lim

N→∞

N
∑

k=M
k 6=0

1

k






= +∞ ,

and

∞
∑

k=−∞
k 6=0

1

k
= lim

N→∞






lim

M→−∞

N
∑

k=M
k 6=0

1

k






= −∞ ,

implying that
−∞ = 0 = ∞ !

Additional Exercises

4.6. Assume (α, β) is a finite interval and f is a piecewise smooth function on (α, β)

which is continuous everywhere in (α, β) except at one point x0 where f has a jump
discontinuity with jump

j0 = lim
x→x+

0

f (x) − lim
x→x−

0

f (x) .

a. Show that
∫ β

α

f ′(x) dx = f (x)
∣

∣

β

α
− j0 . (4.15)

b. Show that, for each continuous and piecewise smooth function g on (α, β) ,
∫ β

α

f ′(x)g(x) dx = f (x)g(x)
∣

∣

β

α
− j0g(x0) −

∫ β

α

f (x)g′(x) dx .

4.7. Another way of defining the double limit in formula (4.13) is to say that the indicated
double limit exists if and only if there is a finite number L such that, for each ε > 0 ,
there is a corresponding pair of integers (Mε, Nε) such that

|SM N − L | < ε whenever M ≤ Mε and Nε ≤ N .

If this holds, we define the limit to be L ,

lim
N→∞

M→−∞

SM N = L .

Show that this definition of the double limit is equivalent to the one given in the text.
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5
Symmetry and Periodicity

In this chapter we will review some basic facts regarding functions whose graphs exhibit some
sort of repetitive pattern. Either the graphs are symmetric or antisymmetric about the origin
(even and odd functions), or they continually repeat themselves at regular intervals along the
real line (periodic functions). We are interested in even and odd functions because, on occasion,
we will exploit the properties discussed here to simplify our work. Our main interest, however,
will be with periodic functions because of the central role these functions will play in our work.

5.1 Even and Odd Functions
Let f be a function defined on a symmetric interval (−α, α) for some α > 0 . The function is
said to be an even function on (−α, α) if and only if

f (−x) = f (x) on (−α, α) .

On the other hand, if
f (−x) = − f (x) on (−α, α) ,

then f is said to be an odd function on (−α, α) . As usual, if no interval is explicitly given,
then you should assume (−α, α) is the entire domain of f . Some well-known examples of
even functions on R are

1 , x2 , x4 , cos(x) and ln |x | .

Some well-known examples of odd functions on R are

x , x3 , sin(x) and tan(x) .

Recall that the graph of an even function is symmetric about the line x = 0 , while the graph of
an odd function is antisymmetric about the line x = 0 . This is illustrated in figure 5.1.

Not all functions are even or odd, but, given such functions, we can use well-known prop-
erties to simplify computations. Here are some of those properties we will use later:

1. The product of two even functions is an even function.

2. The product of two odd functions is an even function.

3. The product of an even function with an odd function is an odd function.

49
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50 Symmetry and Periodicity

(a) (b)

Figure 5.1: Graphs of (a) an even function and (b) an odd function.

4. If f is an even, piecewise continuous function on a finite interval (−α, α) , then
∫ α

−α

f (x) dx = 2
∫ α

0
f (x) dx .

5. If f is an odd, piecewise continuous function on a finite interval (−α, α) , then
∫ α

−α

f (x) dx = 0 .

Each of these properties is easily verified. For example, if both f and g are even functions on
(−α, α) , then, for each x in (−α, α) ,

f g(−x) = f (−x)g(−x) = f (x)g(x) = f g(x) ,

verifying the first property in the above list.
The second and third properties are verified in the same manner. To prove the last two note

that
∫ α

−α

f (x) dx = I− + I+

where

I+ =

∫ α

0
f (x) dx and I− =

∫ 0

−α

f (x) dx .

But, using the substitution s = −x ,

I− = −

∫ 0

α

f (−s) ds =















∫ α

0
f (s) ds if f is even

−

∫ α

0
f (s) ds if f is odd

=

{

I+ if f is even

−I+ if f is odd
.

So, if f is even on (−α, α) ,
∫ α

−α

f (x) dx = I− + I+ = I+ + I+ = 2
∫ α

0
f (x) dx ;

while, if f is odd on (−α, α) ,
∫ α

−α

f (x) dx = I− + I+ = −I+ + I+ = 0 .

Some other properties of even and odd functions are described in the following exercises.
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Periodic Functions 51

?IExercise 5.1: Let f be a piecewise smooth and even (odd) function on (−α, α) . Show
that its derivative, f ′ , is an odd (even) function on (−α, α) .

?IExercise 5.2: Show that an even and piecewise continuous function cannot have a nontrivial
jump discontinuity at x = 0 .

?IExercise 5.3: Let f be an odd and piecewise smooth function on (−α, α) . Show that
f ′ cannot have a nontrivial jump discontinuity at x = 0 .

5.2 Periodic Functions
Terminology
A function f , defined on the entire real line, is periodic if and only if there is a fixed positive
value p such that

f (x − p) = f (x) (5.1)

(as functions of x on R ). The value p is called a period of f . The corresponding frequency
ω is related to the period by ω = 1/p .1

Note that, if f is a periodic function with period p , then, for any integer m ,

f (x + mp) = f (x + mp − p) = f (x + (m − 1)p) .

Thus, if n is any positive integer, then applying the above successively (using m = n, n − 1,
n − 2, . . . , 1, 0, −1, . . . , −n ), gives

f (x + np) = f (x + (n − 1)p) = · · · = f (x + 0p)

and

f (x + 0p) = f (x − 1p) = · · · = f (x − np) .

This tells us equation (5.1) is equivalent to

f (x ± np) = f (x) for every integer n . (5.2)

We will often use this, implicitly, when defining periodic functions.

!IExample 5.1 (the saw function): Let p > 0 . The basic saw function with period p is
defined by

sawp(x) =

{

x if 0 < x < p

sawp(x − p) in general
.

The first line of this formula tells us that the graph of this function is the straight line
y = x over the interval (0, p) . The second line, which is equivalent to

sawp(x ± np) = sawp(x) for any integer n ,

tells us that the function is periodic with period p , and that the rest of the graph of y = saw(x)

is generated by shifting that straight line over (0, p) to the left and right by integral multiples
of p . That is how the graph in figure 5.2 was sketched.

1 Some texts refer to ω = 1/p as the circular frequency. You may also be familiar with the angular frequency
ν = 2π/p . In this text the term “frequency” will always mean “circular frequency”.
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52 Symmetry and Periodicity

0

p

p−p 2p 3p

Figure 5.2: The graph of sawp .

Equation (5.2) also points out that the period of a periodic function is not unique. Any
positive integral multiple of any given period is another period for that function.

If it exists, the smallest period for a given periodic function is called the fundamental period
for that function. The corresponding frequency (which, of course, must be the largest frequency
for the function) is called the fundamental frequency.

There are periodic functions that do not have fundamental periods.

?IExercise 5.4: Verify that any constant function f (x) = c (where c is a constant) is a
periodic function with no fundamental period.

On the other hand, if f is not a constant function but is periodic and at least piecewise
continuous, then it should be intuitively obvious that f does have a fundamental period and
that every other period of f is an integral multiple of the fundamental period. We’ll leave the
proof as an exercise (exercise 5.12).

Let’s end this discussion on terminology for periodic functions by noting that, in practice,
the term “period” is often used for two different, but closely related, entities. First, as we have
already seen, any positive number p is referred to as a period for a periodic function f if

f (x − p) = f (x) .

In addition, any finite interval whose length equals a period of f (as just defined) is also called a
period. Thus, if f is a periodic function with period p , then (0, p) , (− p/2,

p/2) , and (2, 2+ p)

are all considered to be periods for f . In practice, it should be clear from the context whether
a reference to “a period” is a reference to a length or an interval.

Calculus with Periodic Functions
It is easy to see that any shifting or scaling of a periodic function results in another periodic
function, and that any linear combination of periodic functions with a common period is another
periodic function. It should also be clear that the derivative of a piecewise smooth periodic
function is, itself, periodic. Let us also observe that any periodic function which is piecewise
continuous (or piecewise smooth) over any given period must be piecewise continuous (or
piecewise smooth) over the entire real line.

?IExercise 5.5: Convince yourself that the claims made in the previous paragraph are true.

?IExercise 5.6: Give an example showing that a periodic function can be uniformly contin-
uous on a given period without being continuous on the entire real line.
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?IExercise 5.7: Assume g is a uniformly continuous function on the finite interval (0, p) .
Let f be the periodic function

f (x) =

{

g(x) if 0 < x < p

g(x − p) in general
.

What additional condition(s) must g satisfy for f to be continuous?

We will often need to integrate a periodic function over some given period. The next lemma,
which is easily verified (see exercises 5.8 and 5.9), assures us that we can use whatever period
is most convenient.

Lemma 5.1
Let f be a periodic, piecewise continuous function with period p . Then, for any real a ,

∫ a+p

a
f (x) dx =

∫ p

0
f (x) dx .

Since there is no need to specify the period, we’ll often simply write
∫

period
f (x) dx for

∫ a+p

a
f (x) dx

where a is an arbitrary real number. Use of this notation assumes, naturally, that f is periodic
and that the particular period p has been agreed upon.

?IExercise 5.8: Sketch the graph of a “generic” real-valued, periodic function f . Let p be
any period for the function sketched, and let a be any real number. Demonstrate graphically
that “the net area between the graph of f and the X�axis over (a, a + p) ” will always be
the same as “the net area between the graph of f and the X�axis over (0, p) ”.

?IExercise 5.9: Prove lemma 5.1. You might start by showing that

d

da

∫ a+p

a
f (x) dx = 0 .

5.3 Sines and Cosines
We will see that, one way or another, sines and cosines are involved in most of the formulas of
Fourier analysis. So it seems prudent to make sure we are quite familiar with these particular
trigonometric functions. The graphs of sin(x) and cos(x) are sketched in figure 5.3 (in case
you forgot what they look like!). These sketches should remind you that, for any integer n ,

sin(nπ) = 0 and cos(nπ) = (−1)n .

Do recall that the sine function is an odd function, while the cosine function is an even
function. They are related to each other by the formula

sin(x) = cos
(

x −
π

2

)

.
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54 Symmetry and Periodicity

π 2π

1

−1

y = cos(x)
y = sin(x)

X

Y

Figure 5.3: The sine and cosine functions.

Also recall that each is a periodic function with fundamental period 2π . Thus, if p is any
constant such that either

sin(x − p) = sin(x) for every real value x

or

cos(x − p) = cos(x) for every real value x ,

then p must be an integral multiple of 2π .
We will often encounter expressions of the form sin(2πat) and cos(2πat) where a is

some fixed real number. Clearly, these functions are also periodic functions of t . To determine
the possible periods for these functions observe that, if p is a period for sin(2πat) , then

sin(2πat − 2π |a| p) = sin(2πa(t ± p)) = sin(2πat)

for every real value t . Thus, 2π |a| p must be a period for the basic sine function, sin(x) ; that
is,

2π |a| p = k2π for some integer k .

Solving for the period gives

p =
k

|a|
where k = 0, 1, 2, 3, . . . .

This tells us that the fundamental period for sin(2πat) (and cos(2πat) ) is p = 1/|a| and,
hence, the corresponding fundamental frequency must be ω = |a| . This assumes, of course,
that a 6= 0 . If a = 0 , then, for all t ,

sin(2πat) = sin(0) = 0 and cos(2πat) = cos(0) = 1 .

Certain integrals of products of sines and cosines will be particularly important in the
development of the Fourier series. The values of these integrals are given in the next theorem.

Theorem 5.2 (orthogonality relations for sines and cosines)
Let 0 < p < ∞ , and let k and n be any pair of positive integers. Then

∫ p

0
cos

(

2πk

p
x
)

dx =

∫ p

0
sin

(

2πk

p
x
)

dx = 0 , (5.3a)

∫ p

0
cos

(

2πk

p
x
)

sin
(

2πn

p
x
)

dx = 0 , (5.3b)
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Sines and Cosines 55

∫ p

0
cos

(

2πk

p
x
)

cos
(

2πn

p
x
)

dx =







0 if k 6= n

p

2
if k = n

, (5.3c)

and
∫ p

0
sin

(

2πk

p
x
)

sin
(

2πn

p
x
)

dx =







0 if k 6= n

p

2
if k = n

. (5.3d)

All the equations in theorem 5.2 can be verified by computing the integrals using basic
calculus and trigonometric identities. We’ll verify equation (5.3d) and leave the rest as exercises.

PROOF (of equation (5.3d)): Using the trigonometric identity

2 sin(A) sin(B) = cos(A − B) − cos(A + B) ,

we see that

sin
(

2πk

p
x
)

sin
(

2πn

p
x
)

=
1

2

[

cos
(

2πk

p
x −

2πn

p
x
)

− cos
(

2πk

p
x +

2πn

p
x
)]

=
1

2

[

cos
(

2π(k − n)

p
x
)

− cos
(

2π(k + n)

p
x
)]

. (5.4)

Thus, if k 6= n ,
∫ p

0
sin

(

2πk

p
x
)

sin
(

2πn

p
x
)

dx

=
1

2

∫ p

0
cos

(

2π(k − n)

p
x
)

dx −
1

2

∫ p

0
cos

(

2π(k + n)

p
x
)

dx

=
p

4π(k − n)
sin

(

2π(k − n)

p
x
)∣

∣

∣

p

0
−

p

4π(k + n)
sin

(

2π(k + n)

p
x
)∣

∣

∣

p

0

=
p

4π(k − n)
[sin(2π(k − n)) − sin(0)] −

p

4π(k + n)
[sin(2π(k + n)) − sin(0)]

= 0 . (5.5)

On the other hand, the computations in (5.5) are not valid if k = n since they involve
division by k − n (which is 0 when k = n ). Instead, if k = n , equation (5.4) reduces to

sin
(

2πk

p
x
)

sin
(

2πn

p
x
)

=
1

2

[

cos(0) − cos
(

2π(2k)

p
x
)]

=
1

2
−

1

2
cos

(

4πk

p
x
)

.

Hence, when k = n ,
∫ p

0
sin

(

2πk

p
x
)

sin
(

2πn

p
x
)

dx =

∫ p

0

[

1

2
−

1

2
cos

(

4πk

p
x
)]

dx

=

[

1

2
x −

p

8πk
sin

(

4πk

p
x
)]

∣

∣

∣

p

0

=
p

2
−

p

8πk
[sin(4πk) − sin(0)] =

p

2
.

?IExercise 5.10: Verify equations (5.3a) through (5.3c) in theorem 5.2. (In verifying
equations (5.3b) and (5.3c), be sure to consider the cases where k 6= n and k = n separately.)
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56 Symmetry and Periodicity

Additional Exercises

5.11. Sketch the graph, and identify the fundamental period and frequency for each of the
periodic functions given below. In each case, a denotes a positive constant.

a. sin(x) b. the rectified sine function, |sin(x)| c. sin2(x)

d. The odd saw function,

oddsawa(x) =

{

x if −a/2 < x < a/2

oddsawa(x − a) in general

e. The even saw function,

evensawa(x) =

{

|x | if −a/2 < x < a/2

evensawa(x − a) in general

f. A pulse train,

f (x) =















0 if −a < x < 0

1 if 0 < x < a

f (x − 2a) otherwise

5.12. Let f be a periodic function.

a. Assume p and q are two periods for f with p < q . Verify that their difference,
q − p , is also a period for f .

b. Show that all periods of f are integral multiples of the fundamental period provided
f has a fundamental period.

c. Prove that f must have a fundamental period if, in addition to being a periodic,
nonconstant function, f is piecewise continuous.

5.13 a. Using a computer math package such as Maple, Mathematica, or Mathcad, write a
“program” or “worksheet” for graphing a periodic function having period p over the
interval (−p/2, 2p) . Have the function’s period and a formula for the function over
one period, say, (0, p) or (−p/2,

p/2) as the inputs to your program/worksheet.

b. Use your program/worksheet to graph each of the following periodic functions (the
first three are from the previous exercise):

i. |sin(x)| ii. evensaw6(x) iii. oddsaw6(x)

iv. f (t) =











0 if −1 < t < 0

1 if 0 < t < 1

f (t − 2) in general

v. g(t) =

{

t2 if −1 < t < 1

g(t − 2) in general

vi. h(t) =















0 if −2π < t < 0

1 − cos(t) if 0 < t < 2π

h(t − 4π) in general
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6
Elementary Complex Analysis

Fourier analysis could be done without complex-valued functions, but it would be very, very
awkward.

6.1 Complex Numbers
Recall that z is a complex number if and only if it can be written as

z = x + iy

where x and y are real numbers and i is a “complex constant” satisfying i 2 = −1 . The real
part of z , denoted by Re[z] , is the real number x , while the imaginary part of z , denoted by
Im[z] , is the real number y . If Im[z] = 0 (equivalently, z = Re[z] ), then z is said to be real.
Conversely, if Re[z] = 0 (equivalently, z = i Im[z] ), then z is said to be imaginary.

The complex conjugate of z = x + iy , which we will denote by z∗ , is the complex number
z∗ = x − iy .

In the future, given any statement like “the complex number z = x + iy ”, it should
automatically be assumed (unless otherwise indicated) that x and y are real numbers.

The algebra of complex numbers can be viewed as simply being the algebra of real numbers
with the addition of a number i whose square is negative one. Thus, choosing some computations
that will be of particular interest,

zz∗ = z∗z = (x − iy)(x + iy) = x2 − (iy)2 = x2 + y2

and
1

z
= 1

x + iy
= 1

x + iy
· x − iy

x − iy
= x − iy

x2 + y2
= z∗

zz∗ .

We will often use the easily verified facts that, for any pair of complex numbers z and w ,

(z + w)∗ = z∗ + w∗ and (zw)∗ = (z∗)(w∗) .

The set of all complex numbers is denoted by C . By associating the real and imaginary
parts of the complex numbers with the coordinates of a two-dimensional Cartesian system, we
can identify C with a plane (called, unsurprisingly, the complex plane). This is illustrated in
figure 6.1. Also indicated in this figure are the corresponding polar coordinates r and θ for
z = x + iy . The value r , which we will also denote by |z| , is commonly referred to as either

57
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58 Elementary Complex Analysis

x

y

r

θ

z = x + iy
Imaginary Axis

Real Axis

Figure 6.1: Coordinates in the complex plane for z = x + iy , where x > 0 and y > 0 .

the magnitude, the absolute value, or the modulus of z , while θ is commonly called either the
argument, the polar angle, or the phase of z . It is easily verified that

r = |z| =
√

x2 + y2 =
√

z∗z ,

x = r cos(θ) and y = r sin(θ) .

From this it follows that the complex number z = x + iy can be written in polar form,

z = x + iy = r [cos(θ) + i sin(θ)] .

It should also be pretty obvious that

|x | ≤ |z| and |y| ≤ |z| . (6.1)

Recall how trivial it is to verify that

|z + w| ≤ |z| + |w| (6.2)

whenever z and w are two real numbers. This inequality also holds if z and w are any two
complex numbers. Basically, it is an observation about the triangle in the complex plane whose
vertices are the points 0 , z , and z +w . Sketch this triangle and you will see that the sides have
lengths |z| , |w| , and |z + w| . The observation expressed by inequality (6.2) is that no side of
the triangle can be any longer than the sum of the lengths of the other two sides. Because of this,
inequality (6.2) is usually referred to as the (basic) triangle inequality (for complex numbers).

Observe that the polar angle for a complex number is not unique. If

z = |z| [cos(θ0) + i sin(θ0)] ,

then any θ differing from θ0 by an integral multiple of 2π is another polar angle for z . This
is readily seen by considering how little figure 6.1 changes if the θ there is increased by an
integral multiple of 2π . It is also clear that these are the only polar angles for z . We will refer
to the polar angle θ with 0 ≤ θ < 2π as the principal argument (or principal polar angle) and
denote it by Arg[z] .

It is instructive to look at the polar form of the product of two complex numbers. So let z
and w be two complex numbers with polar forms

z = r [cos(θ) + i sin(θ)] and w = ρ [cos(φ) + i sin(φ)] .

Multiplying z and w together gives

zw = (r [cos(θ) + i sin(θ)]) (ρ [cos(φ) + i sin(φ)])

= rρ ([cos(θ) cos(φ) − sin(θ) sin(φ)] + i [cos(θ) sin(φ) + sin(θ) cos(φ)]) ,
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Complex-Valued Functions 59

which, using well-known trigonometric identities, simplifies to

zw = rρ [cos(θ + φ) + i sin(θ + φ)] . (6.3)

From this it immediately follows that |zw| = |z| |w| and that a polar angle of zw can be found
by adding the polar angles of z and w .

?IExercise 6.1: Let N be any positive integer and let z be any complex number with polar
angle θ . Show that

∣

∣zN
∣

∣ = |z|N and that Nθ is a polar angle for z N .

6.2 Complex-Valued Functions
Much of our work will involve complex-valued functions defined over subintervals of the real
line. If f is such a function on the interval (α, β) , then it can be written as

f = u + iv

where u and v are the real-valued functions on (α, β) given by

u(t) = Re[ f (t)] and v(t) = Im[ f (t)] .

Naturally, u is called the real part of f and can be denoted by Re[ f ] , while v is called the
imaginary part of f and can be denoted by Im[ f ] . Likewise, the complex conjugate of f is

f ∗ = u − iv

and the magnitude (or modulus or absolute value) of f is

| f | =
√

u2 + v2 =
√

f ∗ f .

Graphing a complex function f presents a slight difficulty. The values of f (t) correspond
to points (u(t), v(t)) on the complex plane. Thus, the graph of f would actually be a curve in a
three-dimensional T U V–space. Sadly, few of us have the artistic ability to sketch such a graph
by hand. And, even if we had a good three-dimensional graphing package for our computer, the
medium of this text is paper, which is, for all practical purposes, two dimensional. So rather than
attempt to draw three-dimensional graphs for complex-valued functions, we will simply graph
the real and imaginary parts separately.

!IExample 6.1: Let us graph f (t) = 1
4 (2 + i t)2 for −∞ < t < ∞ . Multiplying through,

f (t) = 1

4
(2 + i t)2 = 1

4
(4 + 4i t − t2) = 1 − 1

4
t2 + i t .

So, the graph of the real part of f (t) is that of the parabola

u(t) = 1 − 1

4
t2 ,

while the graph of the imaginary part of f (t) corresponds to the straight line

v(t) = t .

These graphs are sketched in figure 6.2.
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60 Elementary Complex Analysis

1 1

2 2

U V

T T11 22

(a) (b)

Figure 6.2: Graphing f (t) = 1
4 (2 + i t)2 : (a) the real part, u(t) = 1 − 1

4 t2 , and
(b) the imaginary part, v(t) = t .

The reader should realize that, except where it was explicitly stated as otherwise, all the
discussion in the previous chapters applied to complex-valued functions as well as real-valued
functions. In addition, the following facts concerning an arbitrary complex-valued function
f = u + iv should be readily apparent:

1. f is continuous at a point t0 if and only if u and v are both continuous at t0 .

2. f is continuous on an interval if and only if u and v are both continuous on that interval.

3. The previous statement remains true if the word “continuous” is replaced by any of
the conditions — bounded, piecewise continuous, uniformly continuous, smooth, even,
periodic, etc. — discussed in the previous chapters.

4. The derivative of f exists on an interval if and only if the derivatives of u and v exist
on the interval. Moreover, if the derivatives exist,

f ′ = u′ + iv′ .

5. The integral of f over an interval (α, β) exists if and only if the corresponding integrals
of u and v exist. Moreover, if the integrals exist,

∫ β

α

f (t) dt =
∫ β

α

u(t) dt + i
∫ β

α

v(t) dt .

Here are two more facts concerning
∫ β

α
f (t) dt that will be useful later on in our work:

(∫ β

α

f (t) dt

)∗
=

∫ β

α

f ∗(t) dt (6.4)

and
∣

∣

∣

∣

∫ β

α

f (t) dt

∣

∣

∣

∣

≤
∫ β

α

| f (t)| dt . (6.5)

The first is easily verified:
(∫ β

α

f (t) dt

)∗
=

(∫ β

α

u(t) dt + i
∫ β

α

v(t) dt

)∗

=
∫ β

α

u(t) dt − i
∫ β

α

v(t) dt

=
∫ β

α

[u(t) − iv(t)] dt =
∫ β

α

f ∗(t) dt .
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The Complex Exponential 61

The second is obviously true when f is real valued. To see why it holds more generally,
consider the case where f is a complex-valued, piecewise continuous function on a finite interval
(α, β) . For each integer N construct a corresponding N th Riemann sum

RN =
N

∑

k=1

f (x̄k) 1x

for the integral on the left-hand side of inequality (6.5) (see page 38). Then, using the triangle
inequality,

∣

∣

∣

∣

∫ β

α

f (t) dt

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

lim
N→∞

N
∑

k=1

f (x̄k) 1x

∣

∣

∣

∣

∣

≤ lim
N→∞

N
∑

k=1

| f (x̄k)| 1x =
∫ β

α

| f (t)| dt .

Extending these computations to cases where f is not piecewise continuous or (α, β) is
not finite — but the integrals exist — is easy and will either be left to the interested reader or
discussed as the need arises.

6.3 The Complex Exponential
The basic complex exponential, denoted either by ez or, especially when z is given by a formula
that is hard to read as a superscript, by exp(z) , is a complex-valued function of a complex
variable. You are probably already acquainted with this function, but it will be so important
to our work that it is worthwhile to review its derivation as well as some of its properties and
applications.

Derivation
Our goal is to derive a meaningful formula for ez that extends our notion of the exponential to the
case where z is complex. We will derive this formula by requiring that the complex exponential
satisfies some of the same basic properties as the well-known real exponential function, and that
it reduces to the real exponential function when z is real.

First, let us insist that the law of exponents (i.e., that e A+B = eAeB ) holds. Thus,

ez = ex+iy = ex eiy . (6.6)

We know the first factor, ex . It’s the real exponential from elementary calculus (a function you
should be able to graph in your sleep).

To determine the second factor, consider the yet undefined function

f (t) = ei t .

Since we insist that the complex exponential reduces to the real exponential when the exponent
is real, we must have

f (0) = ei0 = e0 = 1 .

Recall, also, that d
dt eat = aeat whenever a is a real constant. Requiring that this formula be

true for imaginary constants gives

f ′(t) = d

dt
ei t = iei t . (6.7)
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62 Elementary Complex Analysis

Differentiating again gives

f ′′(t) = d

dt
f ′(t) = d

dt
iei t = i2eit = − f (t) ,

which can be rewritten as
f ′′(t) + f (t) = 0 .

But this is a simple differential equation, the general solution of which is easily verified to be
A cos(t)+ B sin(t) where A and B are arbitrary constants. So

eit = f (t) = A cos(t) + B sin(t) .

The constant A is easily determined from the requirement that ei0 = 1 :

1 = ei0 = A cos(0) + B sin(0) = A · 1 + B · 0 = A .

From equation (6.7) and the observation that

f ′(t) = d

dt
[A cos(t) + B sin(t)] = −A sin(t)+ B cos(t) ,

we see that

i = iei0 = f ′(0) = −A sin(0) + B cos(0) = −A · 0 + B · 1 = B .

Thus A = 1 , B = i , and
eit = cos(t) + i sin(t) . (6.8)

Formula (6.8) is Euler’s (famous) formula for eit . It and equation (6.6) yield the formula

ex+iy = exeiy = ex [cos(y) + i sin(y)] (6.9)

for all real values of x and y . We will take this formula as the definition of the complex
exponential.

Properties and Formulas
Using formula (6.9), it can be easily verified that the complex exponential satisfies those prop-
erties we assumed in the derivation of that formula. That is, given any two complex numbers A
and B ,

1. eA+B = eAeB ,

2. eA is the real exponential of A whenever A is real,

and

3.
d

dt
eAt = AeAt .

It is also useful to observe that

ex−iy = exei(−y)

= ex [cos(−y) + i sin(−y)]

= ex [cos(y) − i sin(y)] =
(
ex+iy

)∗
.
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The Complex Exponential 63

Not only does this give us
(

ez)∗ = ez∗
,

but it also provides the second of the following pair of identities (the first being Euler’s formula,
itself):

ex+iy = ex [cos(y) + i sin(y)] (6.10a)

and

ex−iy = ex [cos(y) − i sin(y)] . (6.10b)

Letting x = 0 and y = θ , these identities become the pair

eiθ = cos(θ) + i sin(θ) (6.11a)

and

e−iθ = cos(θ) − i sin(θ) . (6.11b)

We can then solve for cos(θ) and sin(θ) , obtaining

cos(θ) = eiθ + e−iθ

2
(6.12a)

and

sin(θ) = eiθ − e−iθ

2i
. (6.12b)

All of the above pairs of identities will be very useful in our work.
On a number of occasions we will need to compute the value of eiθ and

∣

∣e±iθ
∣

∣ for specific
real values of θ . Computing

∣

∣e±iθ
∣

∣ is easy. For any real value θ ,

∣

∣

∣
e±iθ

∣

∣

∣
=

√

cos2(θ) + sin2(θ) = 1 . (6.13)

This also tells us that eiθ is a point on the unit circle in

1−1

i

−i

θ

eiθ

X

Y

Figure 6.3: Plot of eiθ .

the complex plane. In fact, comparing formula (6.11a)
with the polar form for the complex number eiθ , we find
that θ is, in fact, a polar angle for eiθ . The point eiθ has
been plotted in figure 6.3 for some unspecified θ between
0 and π/2 . The real and imaginary parts of eiθ can be
computed either by using formula (6.11a) (or (6.11b)) or,
at least for some values of θ , by inspection of figure 6.3.
Clearly, for example,

ei 1
2 π = i , eiπ = −1

and

ei 3
2 π = e−i 1

2 π = −i .

?IExercise 6.2: Verify that

ei2πn = 1 and eiπn = (−1)n for n = 0, ±1, ±2, ±3, . . . .

?IExercise 6.3: Let z be any complex number and let θ be its polar angle. Verify that

z = |z| eiθ .
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64 Elementary Complex Analysis

Much of our work will involve functions of the form ei2παx where α is some fixed real
value. From formula (6.11a) it should be clear that ei2παx is a smooth periodic function of x
on the entire real line. If α = 0 , then ei2παx is just the constant function 1 . Otherwise, it is
a nontrivial periodic function with fundamental frequency |α| and fundamental period |α|−1 .
For future reference, let us note that

ei2παx = cos(2παx) + i sin(2παx) , (6.14)

e−i2παx = cos(2παx) − i sin(2παx) , (6.15)

cos(2παx) = 1

2

[

ei2παx + e−i2παx
]

, (6.16)

sin(2παx) = 1

2i

[

ei2παx − e−i2παx
]

, (6.17)

and
∣

∣

∣
e±i2παx

∣

∣

∣
= 1 . (6.18)

Complex Exponentials in Trigonometric Computations
Any expression involving sines and cosines can be rewritten in terms of complex exponentials
using the above formulas. For many people these resulting expressions are much easier to
manipulate than the original formulas, especially if a table of trigonometric identities is not
readily available.

!IExample 6.2: Let k and n be any pair of positive integers with k 6= n and consider
evaluating the integral

∫ 1

0
sin(2kπx) sin(2nπx) dx .

Using formulas (6.12a) and (6.12b),

sin(2kπx) sin(2nπx)

=
(

ei2kπx − e−i2kπx

2i

) (

ei2nπx − e−i2nπx

2i

)

= − 1

4

(

ei2kπx ei2nπx − ei2kπx e−i2nπx − e−i2kπxei2nπx + e−i2kπx e−i2nπx
)

= − 1

4

(

ei2(k+n)πx − ei2(k−n)πx − e−i2(k−n)πx + e−i2(k+n)πx
)

.

Evaluating the integral of each term over (0, 1) is easy. Since k and n are two different
positive integers, k ± n is a nonzero integer and

∫ 1

0
e±i2(k±n)πx dx = ± 1

i2(k ± n)π
e±i2(k±n)πx

∣

∣

∣

1

0

= ± 1

i2(k ± n)π

(

e±i2(k±n)π − e0
)

= ± 1

i2(k ± n)π
(1 − 1) = 0 .
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Functions of a Complex Variable 65

Thus, since each of the integrals vanish,

∫ 1

0
sin(2kπx) sin(2nπx) dx = − 1

4

[ ∫ 1

0
ei2(k+n)πx dx −

∫ 1

0
ei2(k−n)πx dx

−
∫ 1

0
e−i2(k−n)πx dx +

∫ 1

0
e−i2(k+n)πx dx

]

= 0 .

(You should compare these calculations with those used to prove equation (5.3d) in the
orthogonality relations for sines and cosines (theorem (5.2) on page 54).)

Complex exponentials can also be used to derive trigonometric identities.

!IExample 6.3: Let A and B be any two real values. Then

sin(A) sin(B) =
(

ei A − e−i A

2i

)(

ei B − e−i B

2i

)

=
(

1

2i

)2 (

ei Aei B − ei Ae−i B − e−i Aei B + e−i Ae−i B
)

= − 1

4

(

ei(A+B) − ei(A−B) − e−i(A−B) + e−i(A+B)
)

= − 1

2

(

ei(A+B) + e−i(A+B)

2
− ei(A−B) + e−i(A−B)

2

)

= 1

2

(

− cos(A + B) + cos(A − B)
)

.

With a little rearranging this becomes the trigonometric identity,

2 sin(A) sin(B) = cos(A − B) − cos(A + B) .

6.4 Functions of a Complex Variable∗

The basic complex exponential function, ez , is an example of a function whose variable is not
limited to some interval, but can range over the set of all complex values. Eventually, we will
deal with many other such functions. So let us suppose f is some function for which f (z) is
somehow defined for every complex value z = x + iy , and let us briefly describe some things
concerning f that will be relevant to future work.

∗ This section will not be a “review” for many readers. The material here is normally covered in a course on complex
analysis, and, as such, might be considered to be a bit more advanced than the previous material. I should also mention
that this material will not be used until part IV of this book.
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66 Elementary Complex Analysis

Continuity and Derivatives
Since f is complex valued, it has real and imaginary parts u and v which can be viewed as
functions of two real variables,

u(x, y) = Re[ f (x + iy)] and v(x, y) = Im[ f (x + iy)] .

So
f (z) = f (x + iy) = u(x, y) + iv(x, y) . (6.19)

As a consequence, we can view f as a function of two real variables or as a function of a single
complex variable, as convenience dictates.

!IExample 6.4: Since we can write the complex exponential ez as

ex+iy = ex cos(y) + iex sin(y) ,

the real and imaginary parts of the basic complex exponential are, respectively,

u(x, y) = ex cos(y) and v(x, y) = ex sin(y) .

Let z0 = x0 + iy0 be some point on the complex plane. Naturally, we will say that f is
continuous at z0 if and only if

lim
z→z0

f (z) = f (z0) , (6.20)

and we will say that f is continuous on the entire complex plane if and only if it is continuous
at every point in C . Keep in mind that this is a two-dimensional limit. Saying that z = x + iy
approaches z0 = x0 + iy0 means both that x approaches x0 and that y approaches y0 .

We will continue our convention of removing removable discontinuities. So, if the limit
in equation (6.20) exists (as a finite complex value), then we will automatically take f (z0) as
defined and equal to that limit.

In terms of the representation given in equation (6.19), the partial derivatives of f are given
by

∂ f

∂x
= ∂u

∂x
+ i

∂v

∂x
and

∂ f

∂y
= ∂u

∂y
+ i

∂v

∂y

provided the corresponding partials of u and v exist. You can easily verify that this is completely
equivalent to defining the partial derivatives of f at z0 by

∂ f

∂x

∣

∣

∣

z0
= lim

1x→0

f (z0 + 1x) − f (z0)

1x

and
∂ f

∂y

∣

∣

∣

∣

z0

= lim
1y→0

f (z0 + i1y) − f (z0)

1y

provided the limits exist.
In addition, because we can divide complex numbers by complex numbers, we can define

the (complex) derivative of f at z0 by

f ′(z0) = d f

dz

∣

∣

∣

z0

= lim
1z→0

f (z0 + 1z) − f (x0)

1z
(6.21)

provided this limit exists. Naturally, we will refer to f as being differentiable at z0 if and only
if this limit exists.
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Functions of a Complex Variable 67

Higher order derivatives are defined in the obvious way:

f ′′ = ( f ′)′ , f (3) = ( f ′′)′ , . . . .

We should observe that, if f is differentiable at a point z0 , then the partial derivatives of
f must also exist at that point. Moreover,

f ′(z0) = lim
1z→0

f (z0 + 1z) − f (z0)

1z

= lim
1x→0

lim
1y→0

f (z0 + 1x + i1y) − f (z0)

1x + i1y

= lim
1x→0

f (z0 + 1x) − f (z0)

1x

= ∂ f

∂x

∣

∣

∣

z0
.

Switching the order in which the limits are computed gives

f ′(z0) = lim
1y→0

lim
1x→0

f (z0 + 1x + i1y) − f (z0)

1x + i1y

= lim
1y→0

f (z0 + i1y) − f (z0)

i1y

= 1

i

∂ f

∂y

∣

∣

∣

∣

z0

.

So,
∂ f

∂x

∣

∣

∣

z0
= f ′(z0) = −i

∂ f

∂y

∣

∣

∣

∣

z0

. (6.22)

whenever f is differentiable at z0 . Thus, not only do the partial derivatives exist at each point
where f is differentiable, they also satisfy1

i
∂ f

∂x
= ∂ f

∂y
. (6.23)

Analyticity
Basic Facts

A function that is differentiable everywhere on the complex plane is said to be analytic (on
the complex plane). On occasion, we will find it useful to recognize that certain functions are
analytic. To this end, let us quote an important theorem from complex analysis:

Theorem 6.1 (test for analyticity)
Let f be a function on the complex plane. Then f is analytic on C if and only if, at each point
in C , the partial derivatives of f (x + iy) exist, are continuous, and satisfy

i
∂ f

∂x
= ∂ f

∂y
. (6.24)

1 Rewritten in terms of the real and imaginary parts of f , equation (6.23) becomes a (famous) pair of equations known
as the Cauchy-Riemann equations.
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68 Elementary Complex Analysis

This is one theorem we will not attempt to completely prove. We did part of the proof
with our derivation of equation (6.23). Other parts (such as showing the partials are continuous
wherever f is analytic), however, require techniques we just do not have space to develop here.
You will have to trust me that this is a well-known theorem and that its proof is a standard part
of any reasonable course in complex analysis.

!IExample 6.5: Let n be any positive integer, and consider the following two functions on
the complex plane:

f (z) = zn and g(z) = ez .

The partial derivatives of f (x + iy) and g(x + iy) are easily computed,

∂ f

∂x
= ∂

∂x
(x + iy)n = n(x + iy)n−1 ,

∂ f

∂y
= ∂

∂y
(x + iy)n = n(x + iy)n−1i ,

∂g

∂x
= ∂

∂x
ex+iy = ex+iy and

∂g

∂y
= ∂

∂y
ex+iy = ex+iy i .

Clearly, these are continuous functions on the complex plane and satisfy

i
∂ f

∂x
= ∂ f

∂y
and i

∂g

∂x
= ∂g

∂y

everywhere. So zn and ez are analytic on the complex plane.
On the other hand, if we define a function h by

h(x + iy) = x2 + iy2 ,

then, whenever x 6= y ,

i
∂h

∂x
= i2x 6= i2y = ∂h

∂y
.

So h , as defined above, is not analytic on the complex plane.

?IExercise 6.4: Verify that any constant function is analytic on the complex plane.

The next theorem lists some results that are analogous to well-known results from elemen-
tary calculus. The validity of this theorem should be obvious from theorem 6.1, above, and
equation (6.22).

Theorem 6.2
Let f and g be any two functions analytic on the complex plane. Then

1. the product f g ,

2. the linear combination a f + bg where a and b are any two complex numbers,

and

3. The composition h(z) = f (g(z))

are all analytic on the complex plane. Moreover,

1. ( f g)′ = f ′g + f g′ ,
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Functions of a Complex Variable 69

2. (a f + bg)′ = a f ′ + bg′ ,

and

3. h′(z) = f ′(g(z)) · g′(z) .

It follows from this theorem and our previous example that all polynomials are analytic on
the complex plane. So are all linear combinations of complex exponentials, including the sine
and cosine functions, which are defined for all complex values by

sin(z) = ei z − e−i z

2i
and cos(z) = ei z + e−i z

2
.

?IExercise 6.5: Using the above theorem and results from example 6.5, verify that each of
the following is analytic on the complex plane:

e−3z2
, sin

(

z2
)

and
(

2 + z3
)

e−3z2
.

Properties of Analytic Functions

As anyone who has taken a course in complex variables can attest, much more can be said about
a function analytic on the complex plane than can be said about a function that is differentiable
on the real line. To illustrate this, let us quote (without proof) two standard theorems that can
be found in any introductory text on complex variables.

Theorem 6.3
If f is analytic on the complex plane, then f is infinitely differentiable on the complex plane.
That is, for every positive integer n , the nth complex derivative of f exists and is, itself, analytic
on the complex plane.

Theorem 6.4
Let f be analytic on the complex plane, and let z0 be any fixed point on the complex plane.
For each nonnegative integer k let

ak = f (k)(z0)

k!
.

Then
∑∞

k=0 ak (z − z0)
k converges absolutely for each complex value z , and

f (z) =
∞
∑

k=0

ak (z − z0)
k . (6.25)

Conversely, if z0 is any fixed point on the complex plane and
∑∞

k=0 ak (z − z0)
k is any

power series that converges absolutely for every complex value z , then the function

f (z) =
∞
∑

k=0

ak (z − z0)
k

is analytic on the complex plane.

If you think about it, these two theorems are remarkable. The first assures us that, if a
function is complex differentiable everywhere on the complex plane, then all of its derivatives
— up to any order — exist. The second goes even further and assures us that every such function
can be represented by its Taylor series about any point on the plane.
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70 Elementary Complex Analysis

Two results that will be of some value in future work can be quickly derived from the above
two theorems (which, of course, is why those theorems were mentioned here).

The first comes from taking equation (6.25) in the last theorem, subtracting a0 from both
sides, and dividing by z − z0 . Since a0 = f (z0) , the result is

f (z) − f (z0)

z − z0
=

∞
∑

k=0

bk (z − z0)
k

where bk = ak+1 for each k . After verifying that this last series is also absolutely convergent
for each z (which is easy and left to you), and applying theorem 6.4 once again, we have the
next corollary.

Corollary 6.5
Let f be analytic on the complex plane and define g by

g(z) = f (z) − f (z0)

z − z0

where z0 is any fixed complex value. Then g is also analytic on the complex plane.

?IExercise 6.6: Verify that the sinc function,

sinc(z) = sin(z)

z
,

is analytic on the entire complex plane.

Next, consider the case where f and g are two analytic functions on the complex plane
that are identical on the real line; that is, f (x) = g(x) whenever x is a real value. Theorem
6.4 tells us that both f and g can be expressed as Taylor series about 0 ,

f (z) =
∞
∑

k=0

ak zk and g(z) =
∞
∑

k=0

bk zk .

But then, for all real values of x ,

0 = f (x) − g(x) =
∞
∑

k=0

ak xk −
∞
∑

k=0

bk xk =
∞
∑

k=0

(ak − bk) xk .

From this it is obvious (or, if not obvious, very easy to verify) that ak = bk for each of the k’s .
Thus, for every complex value z ,

f (z) =
∞
∑

k=0

ak zk =
∞
∑

k=0

bk zk = g(z) .

This gives us the next corollary of theorem 6.4.

Corollary 6.6
Let f and g be two analytic functions on the complex plane. If f = g on the real line, then
f = g on the entire complex plane.

On occasion, we will find ourselves with a function φ defined just on the real line and
another function f defined and analytic on the entire complex plane that equals φ on the real
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Additional Exercises 71

line (i.e., f (x) = φ(x) for every real value x ). We will refer to any such f as an analytic
extension of φ (to a function on C ). Now if g is any “other” such analytic extension of φ

(i.e., g is defined and analytic on the entire complex plane and equals φ on the real line), then,
obviously, f = φ = g on the real line and our last corollary assures us that f (z) = g(z) for
each and every complex value z . So there cannot be two different analytic extensions of any
function on the real line. This fact will be important enough to be called a theorem.

Theorem 6.7
Let φ be a function defined on the real line. If φ has an analytic extension to a function on C ,
then there is exactly one analytic extension of φ to a function on C .

In the future, to conserve symbols, we will either indicate the analytic extension of a
function, say φ , on the real line by either adding an “ E ” subscript, φE , or we will simply use
the same symbol for both the original function and its analytic extension.

Additional Exercises

6.7. Let z = 2 + 3i and compute each of the following:

a. Re[z] b. Im[z] c. |z| d. Arg[z]

e. z2 f. Re
[

1

z

]

g. Im
[

1

z

]

6.8. Show that, for any complex number z ,

Re[z] = z + z∗

2
and Im[z] = z − z∗

2i
.

6.9. Show that, if θ is a polar angle for z , then −θ is a polar angle for z∗ .

6.10. For the following, let f (t) = 1

1 − i t
.

a. Find and graph the real and imaginary parts of f .

b. Find and graph | f (t)| .

6.11. Let α and ω be two real values (with ω > 0 ), and sketch graphs for f (t) = e(α+iω)t

for the cases where α > 0 , α < 0 , and α = 0 .

6.12. Evaluate (i.e., find the real and imaginary parts) of each of the following and plot each
on the unit circle:

a. exp
(

i
π

4

)

b. exp
(

i
π

3

)

c. exp
(

i
2π

3

)

d. exp
(

−i
π

3

)

e. ei9π
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72 Elementary Complex Analysis

6.13. Let k and n be any two nonzero integers, and let a , b , and p be any three nonzero real
numbers with p > 0 . Evaluate each of the following using complex exponentials:

a.
∫ 1

0
sin2(2kπx) dx b.

∫ x

0
eat cos(bt) dt

c.
∫ p

0
cos

(

2πk

p
x
)

cos
(

2πn

p
x
)

dx (assuming k 6= n )

d.
∫ p

0
cos

(

2πk

p
x
)

cos
(

2πn

p
x
)

dx (assuming k = n )

6.14. Let A and B be real numbers. Using the complex exponential, derive each of the
following trigonometric identities:

a. sin2(A) = 1

2
− 1

2
cos(2A)

b. cos(A + B) = cos(A) cos(B) − sin(A) sin(B)

6.15 a. Let N be a positive integer and c an arbitrary nonzero number (real or complex).
Show that there are exactly N distinct values of z satisfying z N = c , and that they
are given by

zk = reiθk for k = 0, 1, 2, . . . , N − 1 ,

where, letting φ be any single polar angle for c ,

r = N
√

|c| and θk = φ + k2π

N
.

b. Using the above, find all distinct solutions to the following equations:

i. z4 = 1 ii. z3 = 1 iii. z3 = −1 iv. z3 = −8

6.16. Let f and g be two analytic functions on the complex plane, and let z0 be some fixed
complex value. Show that the function

h(z) = f (z) − g(z)

z − z0

is analytic on the complex plane.
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7
Functions of Several Variables

Most of the ideas discussed in the previous chapters can be extended to cases where the functions
of interest havemore than one variable. In this chapterwewill briefly review some extensions that
will be particularly relevant, and we will develop some fairly deep results concerning integrals
of functions of several variables. (In fact, the primary reason this chapter was written was to
discuss those “deep” results, and to prevent us from having to prove two to four special cases of
each of these results at various widely scattered spots in this text.)1

For convenience, we will limit ourselves to discussing functions of two variables. That
will suffice for most of our needs. Also, it covers the hard part of extending one-dimensional
results to multi-dimensional results, at least for the results we will be needing. Once you’ve seen
the basic ideas expressed here, you should have no trouble extending the definitions and results
described in this chapter to corresponding definitions and results for functions whose variables
number three or four or five or ….

7.1 Basic Extensions
Presumably, you are already familiar with partial derivatives and double integrals, and can see
how the discussion in previous chapters regarding derivatives and integrals can apply to suitably
nice functions of two variables. Less clear, perhaps, is how we should extend our notion of a
“suitably nice” function of one variable to a useful notion of a “suitably nice” function of two
variables.

Regions in the Plane
The first extension is pretty obvious. A function of two variables f (x, y) will normally be
defined over a region R in the XY–plane instead of an interval (α, β) . One of the simplest
types of regions is a rectangle, and, given any two intervals on the real line (a, b) and (c, d) ,
we will let (a, b)× (c, d) denote the rectangle

(a, b)× (c, d) = {(x, y) : a < x < b and c < y < d} .

This is a finite or bounded rectangle if a , b , c , and d are all finite, and infinite or unbounded
otherwise.

1 This may be a good chapter to ignore until those “deep results” are called for. Some of the material in this chapter is
a little more advanced than that in the previous chapters, and none of it will be needed for a while.
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74 Functions of Several Variables

Much more exotic subsets of the plane can be created. To keep us within the realm of
practicality, let us agree that the statement “R is a region in the plane” implies both of the
following:

1. R is an open set of points in the plane (i.e., if (x, y) is in R , then so is every other
point within r of (x, y) for some positive distance r ).

2. The boundary of the intersection of the region with any bounded rectangle consists of a
finite number of smooth curves each having finite length along with (possibly) a finite
number of isolated points.

An arbitrary region will be called bounded if it is contained in a bounded rectangle, and called
unbounded otherwise. The entire plane, itself, is the infinite rectangle (−∞,∞)× (−∞,∞) ,
which is often denoted in the abbreviated form R

2 .
The statement that R0 is a subregion of the region R simply means that R0 is a region

and every point in the R0 is also in R . It does not exclude the possibility that R0 and R are
the same region.

Uniform Continuity on Regions
Let f (x, y) be a function of two variables and R a region in the plane. We will say that
f (x, y) is continuous on R if and only if it is continuous at every point in R ; that is, if we
can write

lim
(x,y)→(x0,y0)

f (x, y) = f (x0, y0) (7.1)

for every (x0, y0) in R . Additionally, we will say that f is uniformly continuous on a bounded
region R if and only if it is continuous on the region and

lim
(x,y)→(x0,y0)
(x,y)∈R

f (x, y) (7.2)

exists and is finite for every (x0, y0) in the boundary of R .
It should be fairly obvious that any product or linear combination of uniformly continuous

functions over a bounded region will also be uniformly continuous over that region. Showing
that other facts regarding uniformly continuous functions of one variable also hold, suitably
modified, for uniformly continuous functions of two variables is fairly straightforward and will
be left to the interested reader. In particular, we should note the following two-dimensional
analogs of lemmas 3.1 through 3.3 (see page 19).

Lemma 7.1
Let f be continuous on a region R in the plane, and let R0 be any bounded subregion of R

whose boundary is also contained in R . Then f is uniformly continuous on R0 .

Lemma 7.2
Any function that is uniformly continuous on a given bounded region is also a bounded function
on that region.

Lemma 7.3
A function f is uniformly continuous on a bounded region R if and only if, for every ε > 0 ,
there is a corresponding 1rε > 0 such that

| f (x, y) − f (x̄, ȳ)| < ε
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Basic Extensions 75

whenever (x, y) and (x̄, ȳ) is any pair of points in R satisfying

|(x, y) − (x̄, ȳ)| < 1rε .

There are two reasons for stating this last lemma. One is that its statement can be viewed as
an alternate definition of uniform continuity that can be applied even when R is an unbounded
region. More importantly for us, it provides a way of verifying uniform continuity without
having to explicitly verify the existence of limit (7.3) for every different curve making up the
boundary of the region. We will illustrate this in the next example by rigorously verifying
the unsurprising fact that uniformly continuous functions of one variable also define uniformly
continuous functions of two variables.

!IExample 7.1: Let (a, b) and (c, d) be two finite intervals, and assume g is a uniformly
continuous function of one variable on (a, b) . Let us verify that

f (x, y) = g(x)

is a uniformly continuous functions of two variables on the rectangle R = (a, b)× (c, d) .
Let ε > 0 . By lemma 3.3 on page 20 we know there is a corresponding distance

1xε > 0 such that
|g(x)− g(x̄)| < ε

whenever x and x̄ is any pair of points in (a, b) with

|x − x̄ | < 1xε .

Let 1rε = 1xε , and observe that, if (x, y) and (x̄, ȳ) are any two points in R with

|(x, y) − (x̄, ȳ)| < 1rε ,

then x and x̄ are in (a, b) and,

|x − x̄ | ≤

√

(x − x̄)2 + (y − ȳ)2 = |(x, y) − (x̄, ȳ)| < 1xε .

So
| f (x, y) − f (x̄, ȳ)| = |g(x)− g(x̄)| < ε ,

verifying, according to lemma 7.3, that f is uniformly continuous on R .

If (a, b) , (c, d) , and g are as in our last example, and h is a uniformly continuous function
of one variable on (c, d) , then it should be clear from the example that both

f1(x, y) = g(x) and f2(x, y) = h(y)

are uniformly continuous functions of two variables on the rectangle (a, b)× (c, d) . They must
also be uniformly continuous on any subregion of this rectangle (see exercise 7.7). This and the
fact that products of uniformly continuous functions on a region are uniformly continuous on
that region gives us the following lemma, which we will often use (usually without comment)
throughout the rest of this chapter.

Lemma 7.4
Let (a, b) and (c, d) be any two finite intervals, and let R0 be any subregion of the rectangle
(a, b)× (c, d) . Assume that
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76 Functions of Several Variables

1. g is a uniformly continuous function of one variable on (a, b) ;

2. h is a uniformly continuous function of one variable on (c, d) , and

3. φ is a uniformly continuous function of two variables on R0 .

Then
f (x, y) = g(x)h(y)φ(x, y)

is a uniformly continuous function of two variables on R0 .

Piecewise Continuity on Regions
If R is a bounded region, then the statement “ f (x, y) is piecewise continuous on R” means
that R can be partitioned into a finite number of subregions over each of which f is uni-
formly continuous. Consequently, all the discontinuities of a piecewise continuous function on
a bounded region must be in some finite collection of smooth curves of finite length (the bound-
aries of the subregions over which f is uniformly continuous). We might call these curves the
curves of discontinuity for f on R .

When the region R is unbounded, we will refer to a function on R as being piecewise
continuous (on R ) if and only if the function is piecewise continuous over every bounded
subregion of R . It should be obvious that any product or linear combination of piecewise
continuous functions over a region will also be a piecewise continuous function over that region.

Continuity of Products
Many of our functions of two variables will be constructed by multiplying two or more simpler
functions together. Very often, for example, we will be concerned with functions of the form

f (x, y) = g(x)h(y)φ(x, y)

where

1. g(x) is a piecewise continuous function of one variable on the interval (a, b) ;

2. h(y) is a piecewise continuous function of one variable on the interval (c, d) , and

3. φ(x, y) is a continuous function of two variables on the rectangle (a, b)× (c, d) .

The continuity of such a function can easily be determined from the continuity of its factors.
We have already seen this, to some extent, in lemma 7.4. To further illustrate this fact, let f be
as above, and let (x0, y0) be any point in the rectangle (a, b) × (c, d) . If g(x) is continuous
at x0 and h(y) is continuous at y0 , then

lim
(x,y)→(x0,y0)

f (x, y) = lim
x→x0
y→y0

g(x)h(y)φ(x, y) = g(x0)h(y0)φ(x0, y0) = f (x0, y0) ,

confirming that the product f (x, y) = g(x)h(y)φ(x, y) is continuous at (x0, y0) .
This also tells us that, if this f (x, y) is not continuous at (x0, y0) , then either g(x) is not

continuous at x = x0 or h(y) is not continuous at y = y0 . In other words, each point (x0, y0)

at which f (x, y) is discontinuous must be contained in either
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Basic Extensions 77

1. a straight (vertical) line x = x0 on the XY –plane where x0 is a point at which g(x)
has a jump discontinuity,

or

2. a straight (horizontal) line y = y0 on the XY –plane where y0 is a point at which h(y)
has a jump discontinuity.

These observations (along with lemma 7.4 and the definition of piecewise continuity over inter-
vals) give us the next lemma. We will be referring to this lemma often in the third part (classical
Fourier transforms) of this text.

Lemma 7.5
Let f be a function of two variables given by

f (x, y) = g(x)h(y)φ(x, y)

where

1. g(x) is a piecewise continuous function of one variable on the interval (a, b) ;

2. h(y) is a piecewise continuous function of one variable on the interval (c, d) , and

3. φ(x, y) is a continuous function of two variables on the rectangle R = (a, b)× (c, d)
and is uniformly continuous on every bounded subregion of R .

Then f (x, y) is piecewise continuous on R and all the discontinuities of f in R are contained
in the straight lines

. . . , x = x1 , x = x2 , x = x3 , . . .

. . . , y = y1 , y = y2 , y = y3 , . . .

where the xk’s are the points in the interval (a, b) at which g(x) is discontinuous, and the yk’s
are the points in the interval (c, d) at which h(y) is discontinuous.

Moreover, any bounded subregion of R intersects only a finite number of these straight
lines.

As an exercise, you should verify the following lemma. It will be used when we discuss
convolution (chapter 24).

Lemma 7.6
Let f be a function of two variables given by

f (x, y) = g(x)h(y)v(Ax + By)

where

1. g(x) is a piecewise continuous function of one variable on the interval (a, b) ;

2. h(y) is a piecewise continuous function of one variable on the interval (c, d) , and

3. v(s) is a piecewise continuous function on the entire real line with A and B being two
nonzero real constants.
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78 Functions of Several Variables

Then f (x, y) is piecewise continuous on R = (a, b) × (c, d) and all the discontinuities of
f in R are contained in the straight lines

. . . , x = x1 , x = x2 , x = x3 , . . . ,

. . . , y = y1 , y = y2 , y = y3 , . . . ,

. . . , Ax + By = s1 , Ax + By = s2 , Ax + By = s3 , . . .

where the xk’s are the points in the interval (a, b) at which g(x) is discontinuous, the yk’s are
the points in the interval (c, d) at which h(y) is discontinuous, and the sk’s are the points on
(−∞,∞) at which v(s) is discontinuous.

Moreover, any bounded subregion of R intersects only a finite number of these straight
lines.

?�Exercise 7.1: Prove lemma 7.6.

Finally, let us note that, if the intervals (a, b) and (c, d) are both finite in the two lemmas
above, then the discontinuities of f (x, y) in R will all be contained in a finite number of
straight lines on the plane. This will be relevant in a few pages.

7.2 Single Integrals of Functions with Two Variables
Functions Defined by Definite Integrals
Much of Fourier analysis involves manipulating functions of the form

ψ(x) =
∫ d

c
f (x, y) dy

where f is some piecewise continuous function on some rectangle R = (a, b) × (c, d) . Let
us assume R is bounded and try to answer three questions that will be particularly important
in later work:

1. Does this integral unambiguously define the function ψ on the interval (a, b) ?

2. Assuming ψ is well defined, what can we say about the continuity of ψ on (a, b) ?

and

3. Assuming ψ is well defined, what can we say about differentiating ψ over (a, b) ?

To gather some insight, let’s first look at a particular example.

!�Example 7.2: Consider the triangle with vertices (0, 1) , (8, 1) , and (8, 5) in the rectangle
R = (0, 10) × (0, 6) (see figure 7.1). Let T be the region inside the triangle, R0 the
subregion of R outside the triangle, and define f on R by

f (x, y) =
{
2x2y if (x, y) is in T

0 otherwise
.

Clearly, f (x, y) is piecewise continuous on R and is uniformly continuous on both T and
R0 .
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PSfrag replacements

(0, 1)

6
(8, 5)

(8, 1)
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T

( f (x, y) = 2x2 y )

( f = 0 )

X

Y

Figure 7.1: Figure for example 7.2.

Now let

ψ(x) =

∫ 6

0
f (x, y) dy .

T can be described as the region between x = 0 and x = 8 bounded by the lines
y = 1 and y = x/2 + 1 . So, when 0 < x < 8 , the above formula for f can be written more
explicitly as

f (x, y) =

{

2x2 y if 1 < y <
1

2
x + 1

0 otherwise
,

and the above formula for ψ reduces to

ψ(x) =

∫ 1
2 x+1

1
2x2 y dy = x2 y2

∣

∣

∣

1
2 x+1

1
= · · · =

1

4
x4 + x3 .

Since f (x, y) = 0 for 8 < x < 10 and all y in (0, 6) ,

ψ(x) =

∫ 6

0
f (x, y) dy =

∫ 6

0
0 dy = 0 for 8 < x < 10 .

Combining the above yields

ψ(x) =

{ 1

4
x4 + x3 if 0 < x < 8

0 if 8 < x < 10
.

Notice that the jump in ψ is at x = 8 and that the line x = 8 intersects the boundary
between T (where f (x, y) = 2x2 y ) and R0 (where f (x, y) = 0 ) at infinitely many
points. Along this boundary f (x, y) is not unambiguously defined (should it be 2x 2 y or
0 ?). So all we have is

f (8, y) =

{

? if 1 < y < 5

0 otherwise

giving

ψ(8) =

∫ 6

0
f (8, y) dy =

∫ 5

1
? dy = ? .

Still, this isn’t much of a problem. The formula obtained above for ψ elsewhere on (0, 10)
clearly shows that ψ is a well-defined, piecewise continuous function on the interval. In
fact, it’s piecewise smooth, with

ψ ′(x) =

{

x3 + 3x2 if 0 < x < 8

0 if 8 < x < 10
.
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80 Functions of Several Variables

?IExercise 7.2: Let f be as in the previous example, and let

φ(y) =

∫ 10

0
f (x, y) dx for 0 < y < 6 .

Show that φ is the piecewise continuous function on (0, 6) given by

φ(y) =

{ 16

3

[

65y − 3y2 + 3y3 − y4
]

if 1 < y < 5

0 otherwise
.

Now consider the general case where f (x, y) is some piecewise continuous function on a
bounded rectangle R = (a, b)× (c, d) , and

ψ(x) =

∫ d

c
f (x, y) dy .

As the above example and exercise illustrate, the integral defining ψ(x0) is certainly well defined
for a given x0 in (a, b) so long as the line x = x0 contains only a finite number of points in R

at which f (x, y) is not continuous. However, because f (x, y) is merely piecewise continuous
on R , there may be curves along which f (x, y) is not continuous. If one of these curves
intersects the line x = x0 at an infinite number of points, then we have a problem defining

ψ(x0) =

∫ d

c
f (x0, y) dy .

However, this did not turn out to be much of a problem in the example, because the one point
at which that ψ was not well defined was the only point in (0, 5) where that ψ was not
continuous.

For convenience, let’s define a line of discontinuity for f (x, y) (over a region R ) to be
any straight line in the plane that contains an infinite number of points in R at which f (x, y)
is discontinuous.

!IExample 7.3: For the function f (x, y) defined above in example 7.2, the lines of discon-
tinuity over (0, 10)× (0, 6) are the lines

x = 8 , y = 1 and y =
1

2
x + 1 .

Continuity of Functions Defined by Integrals
From our example, it seems reasonable to expect

ψ(x) =

∫ d

c
f (x, y) dy

to be a piecewise continuous function on (a, b) as long as f (x, y) is piecewise continuous
with only a finite number of lines of discontinuity over R = (a, b)× (c, d) . Furthermore, if
ψ(x) is discontinuous at a point x = x0 , then we should expect the vertical line x = x0 to be
one of those lines of discontinuity for f .

Confirming these expectations is usually fairly simple given a particular choice for f (as
in our example and exercise above). Confirming that we can trust our expectations to hold for
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Single Integrals of Functions with Two Variables 81

every possible f of interest is less easy and will be relegated to an addendum at the end of this
chapter (starting on page 84). Part of the difficulty is that some of the arguments available to us
depend on the geometry of the curves along which f is discontinuous. In our addendum we
will mainly consider the case where all the discontinuities of f in R are contained in a finite
collection of straight lines. The resulting lemma is given below. Fortunately, it (or its corollary)
is exactly what will be needed several times in future discussions.

Theorem 7.7
Let f (x, y) be a piecewise continuous function on a bounded rectangle (a, b) × (c, d) , and
assume all the discontinuities of f in this rectangle are contained in a finite number of straight
lines. Then

ψ(x) =

∫ d

c
f (x, y) dy

is a piecewise continuous functions on (a, b) . Moreover, if a < x̄ < b and x = x̄ is not a line
of discontinuity for f , then ψ is continuous at x̄ and

lim
x→x̄

ψ(x) =

∫ d

c
lim
x→x̄

f (x, y) dy =

∫ d

c
f (x̄, y) dy .

As an immediate corollary, we have:

Corollary 7.8
Let f (x, y) be a piecewise continuous function on a bounded rectangle (a, b) × (c, d) , and
assume that all the discontinuities of f in this rectangle are contained in a finite number of
straight lines on the plane. If none of these lines of discontinuity are of the form x = constant ,
then

ψ(x) =

∫ d

c
f (x, y) dy

is uniformly continuous on (a, b) .

Let me mention two things regarding the results just described:

1. In the above theorem and corollary we required all the discontinuities of f to be contained
in a finite number of straight lines. That will suffice for our needs and it simplifies the
proofs in the addendum. In fact, though, it will be pretty obvious from the discussion in
the addendum that

ψ(x) =

∫ d

c
f (x, y) dy

is piecewise continuous on (a, b) whenever f is a “reasonable” piecewise continuous
function on (a, b) × (c, d) with only a finite number of vertical lines of discontinuity.
Crudely speaking, if you can draw all the curves along which f is not continuous, then
you are very likely to be able to show that the corresponding ψ is piecewise continuous.
Moreover, if none of these curves contain any nontrivial vertical segments, then you
should also be able to show that ψ is continuous.

2. On the other hand, the requirement that f be piecewise continuous (i.e., uniformly
continuous on subregions of (a, b)× (c, d) ) is vital in the above theorem and corollary.
You cannot derive same sort of results for ψ simply by assuming f is merely continuous
on (a, b)×(c, d) . In fact, it’s not too difficult to construct a function f (x, y) continuous
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82 Functions of Several Variables

on a given (a, b)× (c, d) such that, for some x̄ in (a, b) ,

lim
x→x̄

ψ(x) 6=

∫ d

c
lim
x→x̄

f (x, y) dy .

One example is given in exercise 7.8 at the end of this chapter.

Differentiating Functions Defined by Integrals
Again, let

ψ(x) =

∫ d

c
f (x, y) dy

where (c, d) is a finite interval, and consider computing the derivative of such a function,

ψ ′(x) =
d

dx

∫ d

c
f (x, y) dy .

The naive approach would be to just “bring the derivative into the integral” (changing it to a
corresponding partial derivative since the integrand is a function of two variables),

d

dx

∫ d

c
f (x, y) dy =

∫ d

c

∂

∂x
f (x, y) dy .

However, as you can easily verify in the next exercise, this naive approach can lead to serious
errors.

?IExercise 7.3: Let f (x, y) be as in example 7.2 on page 78. Verify that

d

dx

∫ 3

0
f (x, y) dy 6=

∫ 3

0

∂

∂x
f (x, y) dy .

Using the results from the previous subsection, we can determine conditions under which
the naive approach can be safely applied. The result is the next theorem and corollary, which,
again, will be just what we will need at various points later on.

Theorem 7.9
Let f be a piecewise continuous function on some bounded rectangle R = (a, b) × (c, d) ,
and assume that both of the following hold:

1. All the discontinuities in R of f are contained in a finite number of horizontal straight
lines (i.e., lines of the form y = constant ).

2. ∂ f/∂x is also a well-defined, piecewise continuous function on R with all its discontinu-
ities in R contained in a finite collection of straight lines, none of which are of the form
x = constant .

Then

ψ(x) =

∫ d

c
f (x, y) dy

is differentiable and has a uniformly continuous derivative on (a, b) . Furthermore, on this
interval,

ψ ′(x) =
d

dx

∫ d

c
f (x, y) dy =

∫ d

c

∂

∂x
f (x, y) dy .

Details of the above theorem’s proof will be discussed in the addendum.
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7.3 Double Integrals
Extending the notion of a single integral to that of a double integral (and other multiple integrals)
is straightforward and is discussed in any reasonable elementary calculus sequence. I’ll assume
it’s clear that, if f (x, y) is any piecewise continuous function on a bounded region R , then the
double integrals ∫∫

R
f (x, y) d A and

∫∫
R

| f (x, y)| d A

are well defined, with the second giving the total volume of the solid region over R between
the XY–plane and the “surface” z = | f (x, y)| . Moreover,∣∣∣∣∫∫

R
f (x, y) d A

∣∣∣∣ ≤
∫∫

R
| f (x, y)| d A .

Recall also, that if the region is a rectangle, say, R = (a, b) × (c, d) , then we actually
have three corresponding double integrals,∫∫

R
f (x, y) d A ,

∫ d

c

∫ b

a
f (x, y) dx dy and

∫ b

a

∫ d

c
f (x, y) dy dx .

Strictly speaking, these three double integrals represent three different things:

1. The first denotes “the” double integral of f over R (i.e., the “net volume” under the
surface z = f (x, y) if f is real valued).

2. The second tells us to first integrate with respect to x to get the formula for

φ(y) =
∫ b

a
f (x, y) dx ,

and then compute ∫ d

c
φ(y) dy .

3. The third says to first integrate with respect to y to get the formula for

ψ(x) =
∫ d

c
f (x, y) dy ,

and then compute ∫ b

a
ψ(x) dx .

In practice, the distinction between these three double integrals is usually ignored because of
the following well-known theorem.

Theorem 7.10
Let f (x, y) be a piecewise continuous function on a bounded rectangle R = (a, b)× (c, d) .
Then ∫ d

c

∫ b

a
f (x, y) dx dy =

∫∫
R
f (x, y) d A =

∫ b

a

∫ d

c
f (x, y) dy dx
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provided the integrals
∫ b

a
f (x, y) dx and

∫ d

c
f (x, y) dy

define piecewise continuous functions on (c, d) and (a, b) , respectively.

You may not recall the requirement that “integrals … define piecewise continuous functions
…”. It’s a technicality omitted in most elementary discussions because, in practice, you almost
never encounter a case where this requirement is not satisfied. Still, counterexamples do exist
(see exercise 7.9 at the end of this chapter), so we will include this requirement simply to ensure
that these single integrals can, themselves, be integrated using the standard elementary theories
of integration.2

?IExercise 7.4: Verify the above theorem using Riemann sums. Note where you used the
requirement that “integrals … define piecewise continuous functions …”.

Combining the above result with theorem 7.7 on the continuity of certain integrals from the
previous section gives us the next theorem.

Theorem 7.11
Let f (x, y) be a piecewise continuous function on a bounded rectangle R = (a, b) × (c, d) ,
and assume all the discontinuities of f in R are contained in a finite number of straight lines
on the plane. Then the integrals

∫ b

a
f (x, y) dx and

∫ d

c
f (x, y) dy

define piecewise continuous functions on (c, d) and (a, b) , respectively, and

∫ d

c

∫ b

a
f (x, y) dx dy =

∫∫

R

f (x, y) d A =

∫ b

a

∫ d

c
f (x, y) dy dx .

7.4 Addendum
Proving Theorem 7.7 on Continuity
Some of the more significant ideas behind the proof of theorem 7.7 can be found in the proof of
the first lemma below.

Lemma 7.12
Let a ≤ x1 < x2 < b and c ≤ y1 < y2 ≤ d , and consider the right triangle with vertices
(x1, y1) , (x2, y1) , and (x2, y2) . Let T denote the region inside the triangle, and let R0 be the
subregion of (a, b)× (c, d) outside the triangle (see figure 7.2). Assume f (x, y) is a function
on (a, b)× (c, d) satisfying both of the following:

2 The readers who are acquainted with Lebesgue’s definition of the integral and Fubini’s theorem, however, can ignore
this requirement.
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Figure 7.2: Figure for lemma 7.12.

1. f is uniformly continuous on T .

2. f (x, y) = 0 for every (x, y) in R0 .

Then

ψ(x) =

∫ d

c
f (x, y) dy

is a piecewise continuous function on (a, b) . Moreover, if x̄ is any point in (a, b) other than
x2 ,

lim
x→x̄

ψ(x) =

∫ d

c
f (x̄, y) dy . (7.3)

The hard part of proving this lemma is showing that ψ is uniformly continuous on the
interval (x1, x2) . We will prove that part, leaving the rest as an exercise.

PROOF (uniform continuity of ψ on (x1, x2) ): According to lemma 3.3 on page 20, it
suffices to verify that, for any ε > 0 , there is a corresponding 1x > 0 such that

|ψ(s2) − ψ(s1)| < ε

whenever s1 and s2 are two points in (x1, x2) with |s2 − s1| < 1x .
So let s1 and s2 be two points in (x1, x2) . For convenience, assume these two points are

labeled so that s1 ≤ s2 , and let t1 and t2 be the values such that (s1, t1) and (s2, t2) are points
on the hypotenuse of the triangle illustrated in figure 7.2. Since f vanishes outside the triangle,

|ψ(s2) − ψ(s1)| =

∣

∣

∣

∣

∫ t2

y0

f (s2, y) dy −

∫ t1

y0

f (s1, y) dy

∣

∣

∣

∣

=

∣

∣

∣

∣

∫ t1

y0

f (s2, y) dy +

∫ t2

t1
f (s2, y) dy −

∫ t1

y0

f (s1, y) dy

∣

∣

∣

∣

=

∣

∣

∣

∣

∫ t1

y0

[ f (s2, y) − f (s1, y)] dy +

∫ t2

t1
f (s2, y) dy

∣

∣

∣

∣

≤

∫ t1

y0

| f (s2, y) − f (s1, y)| dy +

∫ t2

t1
| f (s2, y)| dy . (7.4)
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86 Functions of Several Variables

Now let ε be some fixed positive value, and, for reasons soon to be obvious, let

ε1 =
ε

2(y2 − y1)
.

As noted in lemma 7.3 on page 74, because f is uniformly continuous on T , there is a
δ1 > 0 such that

∣

∣ f (s, t) − f (s̄, t̄)
∣

∣ < ε1 whenever
∣

∣(s, t) − (s̄, t̄)
∣

∣ < δ1 .

Obviously, though, if |s2 − s1| < δ1 , then

|(s2, y) − (s1, y)| < δ1 ,

and thus,

∫ t1

y0

| f (s2, y) − f (s1, y)| dy <

∫ t1

y0

ε1 dy = ε1(t1 − y0) < ε1(y1 − y0) ,

which, by our choice of ε1 , reduces to

∫ t1

y0

| f (s2, y) − f (s1, y)| dy <
ε

2
. (7.5)

Remember also, that any uniformly continuous function on a finite region is a bounded
function. That is, for some finite number B ,

| f (x, y)| < B for all (x, y) in T .

Letting m be the slope of the line containing (s1, t1) and (s2, t2) , we find that

t2 − t1 = m(s2 − s1)

and
∫ t2

t1
| f (s2, y)| dy <

∫ t2

t1
B dy = B(t2 − t1) = Bm(s2 − s1) .

Consequently, choosing
δ2 =

ε

2Bm
,

we have
∫ t2

t1
| f (s2, y)| dy <

ε

2
whenever |s2 − s1| < δ2 . (7.6)

Finally, choose 1x to be the smaller of δ1 and δ2 , and observe that inequalities (7.4),
(7.5), and (7.6) all hold whenever |s2 − s1| < 1x . Combining them gives

|ψ(s2) − ψ(s1)| <
ε

2
+

ε

2
= ε (7.7)

whenever |s2 − s1| < 1x , verifying the uniform continuity of ψ on (x1, x2) .

To complete the proof, complete the next exercise.
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Addendum 87

?IExercise 7.5: Let f , ψ , x1 , x2 , and T be as in lemma 7.12.

a: From the derivation of inequality (7.7), show that

lim
x→x̄

ψ(x) =

∫ d

c
f (x̄, y) dy whenever x1 < x̄ < x2 .

b: Using the boundedness of f on T , show that

lim
x→x+

1

ψ(x) = 0 .

c: Finish verifying equation (7.3).

d: Finish verifying that ψ is piecewise continuous on (a, b) .

Several things should be obvious if you followed the above proof. First of all, the triangular
region T was chosen mainly so we could present a relatively simple proof illustrating some basic
ideas. Using similar arguments, we can prove the following lemma in which f is uniformly
continuous on the region inside any given polygon in R .

Lemma 7.13
Let (x1, y1) , (x2, y2) , . . . , and (xN , yN ) be the vertices of some polygon with all the x’s in
the closed interval [a, b] and all the y’s in the closed interval [c, d] . Let R1 be the region
inside this polygon, and let R0 be the set of all points in (a, b) × (c, d) located outside this
polygon. Assume f (x, y) is a function on (a, b)× (c, d) satisfying the following:

1. f is uniformly continuous on R1 .

2. f (x, y) = 0 for every (x, y) in R0 .

Then

ψ(x) =

∫ d

c
f (x, y) dy

is a piecewise continuous function on (a, b) . Moreover, if a < x̄ < b and x = x̄ is not a line
of discontinuity for f (i.e., no side of the polygon is contained in the line x = x̄ ), then ψ is
continuous at x̄ and

lim
x→x̄

ψ(x) =

∫ d

c
f (x̄, y) dy .

Proving theorem 7.7 is now simple. Remember, that was the theorem stating:

Let f (x, y) be a piecewise continuous function on a bounded rectangle (a, b) ×

(c, d) , and assume all the discontinuities of f in this rectangle are contained in a
finite number of straight lines. Then

ψ(x) =

∫ d

c
f (x, y) dy

is a piecewise continuous functions on (a, b) . Moreover, if a < x̄ < b and x = x̄
is not a line of discontinuity for f , then ψ is continuous at x̄ and

lim
x→x̄

ψ(x) =

∫ d

c
lim
x→x̄

f (x, y) dy =

∫ d

c
f (x̄, y) dy .
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88 Functions of Several Variables

PROOF (of theorem 7.7, briefly): Since all the discontinuities of f in R = (a, b)× (c, d)
are contained in a finite set of straight lines, these lines partition R into a finite collection of
polygonal regions R1 , R2 , . . . , and RM over each of which f is uniformly continuous.
With this partitioning,

f =

M
∑

m=1

fm where fm =

{

f (x, y) if (x, y) is in Rm

0 otherwise
.

For each of these fm’s , lemma 7.13 applies and assures us that

ψm(x) =

∫ d

c
fm(x, y) dy

is piecewise continuous and has discontinuities only at points corresponding to vertical lines of
discontinuity for f . From this and the fact that

ψ(x) =

∫ d

c
f (x, y) dy =

M
∑

m=1

∫ d

c
fm(x, y) dy =

M
∑

m=1

ψm(x) ,

the claims of the theorem immediately follow.

The verification of the results described in this addendum were somewhat simplified by the
fact that all the regions considered had boundaries consisting of straight line segments. It’s not
that difficult, however, to extend the ideas illustrated in the proof of lemma 7.13 so as to show
the piecewise continuity of

ψ(x) =

∫ b

a
f (x, y) dx

when f is assumed to be uniformly continuous over particular “nonpolygonal” regions. To see
this yourself, try doing the next exercise.

?IExercise 7.6: Let D be the unit disk (i.e., D is the set of all (x, y) where x 2 + y2 < 1 ),
and let R = (a, b)× (c, d) be any rectangle containing D . Assume f (x, y) is a piecewise
continuous function on R satisfying both of the following:

1. f is uniformly continuous on D .

2. f (x, y) = 0 whenever (x, y) is a point in R with x 2 + y2 > 1 .

Then

ψ(x) =

∫ d

c
f (x, y) dy

is a uniformly continuous function on (a, b) .

Proof of Theorem 7.9 on Differentiating Integrals
The “hard part” of proving theorem 7.9 is in proving the next lemma.

Lemma 7.14
Let f be a uniformly continuous function on some bounded rectangle R = (a, b) × (c̄, d̄) .
Assume, further, that ∂ f/∂x is a well-defined, piecewise continuous function on R with all of
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Addendum 89

its discontinuities in R contained in a finite collection of straight lines, none of which are of
the form x = constant . Then

ψ(x) =

∫ d

c
f (x, y) dy

is uniformly smooth on (a, b) . Furthermore, on this interval,

ψ ′(x) =
d

dx

∫ d

c
f (x, y) dy =

∫ d

c

∂

∂x
f (x, y) dy .

PROOF: Let x0 be any point in (a, b) . The basic definitions give us

ψ ′(x0) = lim
1x→0

ψ(x0 +1x) − ψ(x0)

1x

= lim
1x→0

∫ d
c f (x0 +1x, y) dy −

∫ d
c f (x0, y) dy

1x

= lim
1x→0

1

1x

∫ d

c
[ f (x0 +1x, y) − f (x0, y)] dy . (7.8)

So consider
∫ d

c
[ f (x0 +1x, y) − f (x0, y)] dy

where 1x is any value small enough that the values x0 ± |1x | are also in the interval (a, b) .
First of all, since f is continuous and ∂ f/∂x is piecewise continuous,

f (x0 +1x, y) − f (x0, y) =

∫ x0+1x

x0

∂ f

∂x
(x, y) dx

(see theorem 4.1 on page 39), and so,
∫ d

c
[ f (x0 +1x, y) − f (x0, y)] dy =

∫ d

c

∫ x0+1x

x0

∂ f

∂x
(x, y) dx dy .

With the assumptions made on f and ∂ f/∂x , theorem 7.11 on page 84 assures us that the order
of integration can be switched. Doing so, we get

∫ d

c
[ f (x0 +1x, y) − f (x0, y)] dy =

∫ x0+1x

x0

∫ d

c

∂ f

∂x
(x, y) dy dx

=

∫ x0+1x

x0

G(x) dx ,

where, to simplify subsequent discussion, we’ve set

G(x) =

∫ d

c

∂ f

∂x
(x, y) dy .

By corollary 7.8 we know G(x) is a uniformly continuous function over the interval (a, b) .
This allows us to invoke the mean value theorem for integrals (theorem 4.3 on page 41) to
conclude that

∫ d

c
[ f (x0 +1x, y) − f (x0, y)] dy =

∫ x0+1x

x0

G(x) dx = G(x̄1x )1x
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90 Functions of Several Variables

for some x̄1x with |x0 − x̄1x | ≤ |1x | . Combining this with equation (7.8) gives

ψ ′(x0) = lim
1x→0

1

1x

∫ d

c
[ f (x0 +1x, y) − f (x0, y)] dy

= lim
1x→0

1

1x
G(x̄1x )1x

= lim
1x→0

G(x̄1x ) .

But G is continuous at x0 and, clearly, x̄1x → x0 as 1x → 0 . So, after recalling the
definition of G , we find that

ψ ′(x0) = lim
1x→0

G(x̄1x ) = G(x0) =

∫ d

c

∂ f

∂x
(x0, y) dy ,

which, since x0 is any point in (a, b) and G is uniformly continuous on (a, b) , completes the
proof.

The only difference between the lemma just proven and theorem 7.9 on page 82 is that f
is not assumed to be uniformly continuous on (a, b) × (c, d) in theorem 7.9 but is, instead,
assumed to be piecewise continuous with all of its discontinuities in some finite set of horizontal
lines, say, y = y1 , y = y2 , . . . , and y = yN . But this means f is uniformly continuous
on each rectangle (a, b) × (yn, yn+1) (where y0 = c , yN+1 = d , and n = 0, 1, . . ., N ).
Consequently, for each of these n’s , the above lemma assures us that

ψn(x) =

∫ yn+1

yn

f (x, y) dy

is uniformly smooth on (a, b) with

ψ ′
n(x) =

∫ yn+1

yn

∂ f

∂x
(x, y) dy .

From this it follows that

ψ =

N
∑

n=0

ψn

is also uniformly smooth on (a, b) and, for each x in (a, b) ,

ψ ′(x) =

N
∑

n=0

ψ ′
n(x) =

N
∑

n=0

∫ yn+1

yn

∂ f

∂x
(x, y) dy =

∫ d

c

∂ f

∂x
(x, y) dy .

Checking back, we see that this proves theorem 7.9, as desired.

Additional Exercises

7.7. Let f (x, y) be a uniformly continuous function on a bounded region R . Use lemma 7.3
to verify that f (x, y) is also uniformly continuous on any subregion R0 of R .
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7.8. For each (x, y) in the rectangle (−1, 1)× (0, 2) , let

f (x, y) =















x−2 y if 0 < y < |x |

x−2(2 |x | − y) if |x | < y < 2 |x |

0 otherwise

.

a. Sketch the graph of f (x0, y) as a function of y for an arbitrary nonzero value of x0
in (−1, 1) .

b. Using your graph, verify that, for each nonzero value of x0 in (−1, 1) ,

∫ 2

0
f (x0, y) dy = 1 .

c. Let y be any fixed point on the Y –axis of your graph and, by considering what
happens to your graph as x → 0 , confirm that

lim
x→0

f (x, y) = 0 .

d. Using the above results, show that

lim
x→0

∫ 2

0
f (x, y) dy 6=

∫ 2

0
lim
x→0

f (x, y) dy .

7.9. In the following, we will see one way to construct a piecewise continuous function
f (x, y) on R = (0, 1)× (0, 1) such that

ψ(x) =

∫ 1

0
f (x, y) dy

is not piecewise continuous on (0, 1) .

a. For n = 0, 1, 2, . . . , let an and cn be the points on the plane

an =
(

1

2n ,
1

2n

)

and cn =
(

1

2n+1
,

1

2n

)

,

Using ac to denote the straight line segment between points a and c , let C be the
curve in the plane from (0, 0) to (1, 1) consisting of all line segments of the form
ancn and ancn+1 . Sketch this curve and note that it contains an infinite number of
vertical line segments. Also, in your sketch, label as R0 and R1 , respectively, the
subregions of the rectangle (0, 1)× (0, 1) above and below C .

b. Find the length of C .

c. For 0 < x < 1 , let

ψ(x) =

∫ 1

0
f (x, y) dy

where

f (x, y) =

{

0 if (x, y) is in R0

1 if (x, y) is in R1
.

Sketch the graph of ψ , and convince yourself that ψ has an infinite number of
discontinuities in (0, 1) and, hence, is not piecewise continuous on (0, 1) .
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92 Functions of Several Variables

d. Evaluate
∫∫

R

f (x, y) d A .

(Note: Because C contains infinitely many corners, we have violated the second
agreement concerning “regions” (see page 74). So, strictly speaking, the above f (x, y)
is not piecewise continuous on R . However, you can “round-off” the corners of C

to get a smooth curve C0 of finite length but still containing infinitely many vertical
and horizontal line segments. Using C0 instead of C to define R0 , R1 , and f ,
as above, then gives us a piecewise continuous f (x, y) on (0, 1) × (0, 1) such that
ψ(x) =

∫ 1
0 f (x, y) dy is not piecewise continuous on (0, 1) .)
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Fourier Series
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8
Heuristic Derivation of the Fourier
Series Formulas

Suppose we have a “reasonable” (whatever that means) periodic function f with period p .
If Fourier’s bold conjecture is true, then this function can be expressed as a (possibly infinite)
linear combination of sines and cosines. Let us naively accept Fourier’s bold conjecture as true
and see if we can derive precise formulas for this linear combination. That is, we will assume
there are ω’s and corresponding constants Aω’s and Bω’s such that

f (t) =

?
∑

ω=?

Aω cos(2πωt) +

?
∑

ω=?

Bω sin(2πωt) for all t in R . (8.1)

Then we will derive (without too much concern for rigor) formulas for the ω’s and corresponding
Aω’s and Bω’s . Later, we’ll investigate the validity of our naively derived formulas.

8.1 The Frequencies
Since f is periodic with period p , it seems reasonable to expect each term of expression (8.1)
to also be periodic with period p . Assuming this, we must determine the values of ω such that
each of these terms, Aω cos(2πωt) and Bω sin(2πωt) , has period p .

Certainly, one possible value for ω is 0 . After all, if ω = 0 , then cos(2πωt) and
sin(2πωt) are the constant functions 1 and 0 , which (trivially) have period p , no matter what
p is. On the other hand (as noted in our review of the sine and cosine functions), when ω 6= 0 ,
the fundamental period of both cos(2πωt) and sin(2πωt) is 1/|ω| . Thus, for any of these
functions to have period p , p must be an integral multiple of 1/|ω| . So each ω must satisfy
either

ω = 0 or p =
k

|ω|
for any positive integer k .

Consequently, the possible values of ω are given by

ω =
k

p
where k = 0, ±1, ±2, ±3, . . . .

Using these values for the ω’s , equation (8.1) becomes

f (t) =

∞
∑

k=−∞

Ak cos
(

2πk

p
t
)

+

∞
∑

k=−∞

Bk sin
(

2πk

p
t
)

. (8.2)

95
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96 Heuristic Derivation of the Fourier Series Formulas

These last two summations can be further simplified. Observe that, because the cosine function
is even and cos(0) = 1 ,

∞
∑

k=−∞

Ak cos
(

2πk

p
t
)

= . . . + A−2 cos
(

2π(−2)

p
t
)

+ A−1 cos
(

2π(−1)

p
t
)

+ A0 cos
(

2π(0)

p
t
)

+ A1 cos
(

2π(1)

p
t
)

+ A2 cos
(

2π(2)

p
t
)

+ . . .

= . . . + A−2 cos
(

2π(2)

p
t
)

+ A−1 cos
(

2π(1)

p
t
)

+ A0

+ A1 cos
(

2π(1)

p
t
)

+ A2 cos
(

2π(2)

p
t
)

+ . . .

= A0 + [A−1 + A1] cos
(

2π(1)

p
t
)

+ [A−2 + A2] cos
(

2π(2)

p
t
)

+ . . .

= A0 +

∞
∑

k=1

ak cos
(

2πk

p
t
)

where ak = A−k + Ak .
In a very similar manner, you can show

∞
∑

k=−∞

Bk sin
(

2πk

p
t
)

=

∞
∑

k=1

bk sin
(

2πk

p
t
)

where bk = Bk − B−k .

?IExercise 8.1: Verify the last statement.

With these simplifications equation (8.2) reduces to

f (t) = A0 +

∞
∑

k=1

ak cos
(

2πk

p
t
)

+

∞
∑

k=1

bk sin
(

2πk

p
t
)

. (8.3)

8.2 The Coefficients
Notice what happens when we integrate both sides of equation (8.3) over the interval (0, p) ,

∫ p

t=0
f (t) dt =

∫ p

t=0

[

A0 +

∞
∑

k=1

ak cos
(

2πk

p
t
)

+

∞
∑

k=1

bk sin
(

2πk

p
t
)

]

dt (8.4a)

=

∫ p

t=0
A0 dt +

∫ p

t=0

∞
∑

k=1

ak cos
(

2πk

p
t
)

dt +

∫ p

t=0

∞
∑

k=1

bk sin
(

2πk

p
t
)

dt

(8.4b)
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The Coefficients 97

=

∫ p

t=0
A0 dt +

∞
∑

k=1

∫ p

t=0
ak cos

(

2πk

p
t
)

dt +

∞
∑

k=1

∫ p

t=0
bk sin

(

2πk

p
t
)

dt

(8.4c)

= A0

∫ p

t=0
dt +

∞
∑

k=1

ak

∫ p

t=0
cos

(

2πk

p
t
)

dt +

∞
∑

k=1

bk

∫ p

t=0
sin

(

2πk

p
t
)

dt .

(8.4d)

The integrals in the last line are easily evaluated. All except one turn out to be zero. That
exception is

∫ p

t=0
dt = p .

Thus, equation sequence (8.4) reduces to
∫ p

t=0
f (t) dt = A0 · p +

∞
∑

k=1

ak · 0 +

∞
∑

k=1

bk · 0 = p A0 ,

from which it immediately follows that

A0 =
1

p

∫ p

t=0
f (t) dt . (8.5)

Look at what we just did. We found a formula for A0 by, first, integrating both sides
of equation (8.3) over the interval (0, p) and, then, noting that all but one of the terms in the
resulting series vanished. They vanished because, for every nonzero integer k ,

∫ p

t=0
sin

(

2πk

p
t
)

dt =

∫ p

t=0
cos

(

2πk

p
t
)

dt = 0 ,

which, you should note, is the same as equation (5.3a) in the orthogonality relations for sines
and cosines (theorem 5.2 on page 54). This is significant because, using the other equations
from that theorem, we can derive formulas for the other coefficients in a manner very similar to
how we derived equation (8.5).

For example, to find a3 , the coefficient for the cos(2πω3t) term, multiply both sides of
equation (8.3) by that cosine function and then integrate from 0 to p ,

∫ p

t=0
f (t) cos

(

2π3

p
t
)

dt

=

∫ p

t=0

[

A0 +

∞
∑

k=1

ak cos
(

2πk

p
t
)

+

∞
∑

k=1

bk sin
(

2πk

p
t
)

]

cos
(

2π3

p
t
)

dt (8.6a)

=

∫ p

t=0
A0 cos

(

2π3

p
t
)

dt +

∫ p

t=0

∞
∑

k=1

ak cos
(

2πk

p
t
)

cos
(

2π3

p
t
)

dt

+

∫ p

t=0

∞
∑

k=1

bk sin
(

2πk

p
t
)

cos
(

2π3

p
t
)

dt

(8.6b)

=

∫ p

t=0
A0 cos

(

2π3

p
t
)

dt +

∞
∑

k=1

∫ p

t=0
ak cos

(

2πk

p
t
)

cos
(

2π3

p
t
)

dt

+

∞
∑

k=1

∫ p

t=0
bk sin

(

2πk

p
t
)

cos
(

2π3

p
t
)

dt

(8.6c)
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98 Heuristic Derivation of the Fourier Series Formulas

= A0

∫ p

t=0
cos

(

2π3

p
t
)

dt +

∞
∑

k=1

ak

∫ p

t=0
cos

(

2πk

p
t
)

cos
(

2π3

p
t
)

dt

+

∞
∑

k=1

bk

∫ p

t=0
sin

(

2πk

p
t
)

cos
(

2π3

p
t
)

dt .

(8.6d)

From theorem 5.2 (the orthogonality relations for sines and cosines), we know that
∫ p

t=0
cos

(

2π3

p
t
)

dt = 0

and that, for each positive integer k ,

∫ p

t=0
cos

(

2πk

p
t
)

cos
(

2π3

p
t
)

dt =

{

0 if k 6= 3
p

2
if k = 3

and
∫ p

t=0
sin

(

2πk

p
t
)

cos
(

2π3

p
t
)

dt = 0 .

Plugging these values back into equation (8.6) gives

∫ p

t=0
f (t) cos

(

2π3

p
t
)

dt = A0 · 0 +

∞
∑

k=1

ak

{

0 if k 6= 3
p

2
if k = 3

}

+

∞
∑

k=1

bk · 0 = a3 ·
p

2
.

Thus,

a3 =
2

p

∫ p

t=0
f (t) cos

(

2π3

p
t
)

dt .

Clearly, this derivation can be repeated for all the ak’s , yielding

ak =
2

p

∫ p

t=0
f (t) cos

(

2πk

p
t
)

dt for k = 1, 2, 3, . . . .

It should also come as no surprise that very similar computations lead to

bk =
2

p

∫ p

t=0
f (t) sin

(

2πk

p
t
)

dt for k = 1, 2, 3, . . . .

?IExercise 8.2: Using the above derivation for a3 as a guide, derive

b3 =
2

p

∫ p

t=0
f (t) sin

(

2π3

p
t
)

dt .

8.3 Summary
Here is what we just derived: If f is a periodic function with period p , then,

f (t) = A0 +

∞
∑

k=1

ak cos
(

2πk

p
t
)

+

∞
∑

k=1

bk sin
(

2πk

p
t
)

(8.7a)
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where

A0 = 1

p

∫ p

t=0
f (t) dt (8.7b)

and, for k = 1, 2, 3, . . . ,

ak = 2

p

∫ p

t=0
f (t) cos

(
2πk

p
t
)
dt (8.7c)

and

bk = 2

p

∫ p

t=0
f (t) sin

(
2πk

p
t
)
dt . (8.7d)

There were, however, a number of “holes” in our derivation. Let’s note a few of them:

1. The entire derivation was based on the assumption that Fourier’s bold conjecture is true.
How do we know this assumption is true and not just wishful thinking?

2. At several points we interchanged the order in which an integration and a summation
were performed. For example, in going from expression (8.4b) to expression (8.6c), we
assumed ∫ p

t=0

∞∑
k=1

ak cos
(
2πk

p
t
)
dt =

∞∑
k=1

∫ p

t=0
ak cos

(
2πk

p
t
)
dt .

Unfortunately, while it is certainly true that an integral of a finite sum of functions equals
the sum of the integrals of the individual functions, it is not always true that the integral of
an infinite summation of functions equals the corresponding summation of the integrals
of the individual functions (see exercise 8.3).

3. Indeed, the fact we have infinite summations (i.e., infinite series) of functions should give
us pause. How can we, at this point, be sure that any of these infinite series converges?

4. Finally, since wemade no assumptions regarding the integrability of f , we really cannot
be sure that the integrals in the formulas we derived for the coefficients are well defined.

Because of these problems with our derivation, we cannot claim to have shown that f can
be expressed as indicated by formulas (8.7). In fact, these formulas are valid for many periodic
functions and are “essentially valid” for many others. But there are also functions for which
these formulas yield nonsense (see exercise 8.4). C onsequently, determining when f can be
expressed as indicated by formula set (8.7) will be an important part of our future discussions.

Additional Exercises

8.3. For each positive integer k , let

fk(t) =
{
k2 if 0 < t < 1/k

0 otherwise
.

Also, let g1(t) = f1(t) and, for k = 2, 3, 4, . . . , let

gk(t) = fk+1(t)− fk(t) .
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100 Heuristic Derivation of the Fourier Series Formulas

Show that

∫ 1

t=0

[

∞
∑

k=1

gk(t)

]

dt 6=

∞
∑

k=1

[

∫ 1

t=0
gk(t) dt

]

by showing that

∫ 1

t=0

[

∞
∑

k=1

gk(t)

]

dt = 0 ,

while
∞
∑

k=1

[

∫ 1

t=0
gk(t) dt

]

= ∞ .

8.4. Let f be the periodic function

f (t) =







1

t
if 0 < t < 1

f (t − 1) in general
.

Show that A0 , as defined by (8.7b), is infinite when computed using this function.

8.5. Recall the trigonometric identity

sin2(t) =
1

2
−

1

2
cos(2t) .

This means that f (t) = sin2(t) is a periodic function that can be expressed as a finite
linear combination of sines and cosines. Thus, Fourier’s conjecture is valid for this
function. Compute A0 and the ak’s and bk’s (as defined by formulas (8.7b) through
(8.7d)) for f (t) = sin2(t) and show that, in this case, equation (8.7a) reduces to the
above trigonometric identity.
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9
The Trigonometric Fourier Series

In the previous chapter we obtained a set of formulas that we suspect will allow us to describe any
“reasonable” periodic function as a (possibly infinite) linear combination of sines and cosines.
Let us now see about actually computing with these formulas.

First, though, a little terminology and notation so that we can conveniently refer to this
important set of formulas.

9.1 Defining the Trigonometric Fourier Series
Terminology and Notation
Let f be a periodic function with period p where p is some positive number. The (trigono-
metric) Fourier series for f is the infinite series

A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] (9.1a)

where, for k = 1, 2, 3, . . . ,

ωk = k

p
, (9.1b)

A0 = 1

p

∫ p

0
f (t) dt , (9.1c)

ak = 2

p

∫ p

0
f (t) cos(2πωk t) dt , (9.1d)

and

bk = 2

p

∫ p

0
f (t) sin(2πωk t) dt . (9.1e)

The coefficients in expression (9.1a) (the A0 and the ak’s and bk’s ) are called the (trigono-
metric) Fourier coefficients for f . They are well defined as long as the integrals in formulas
(9.1c), (9.1d), and (9.1e) are well defined. To ensure this we will usually assume f is at least
piecewise continuous on R (see page 37).

For brevity, we will denote the Fourier series for f by F.S. [ f ]|t . Let us agree that,
whenever we encounter an expression like

F.S. [ f ]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] ,

101
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102 Trigonometric Fourier Series

then it is understood that A0 and the ωk’s , ak’s , and bk’s are given by formulas (9.1b) through
(9.1e). While we are at it, we should also note that formulas (9.1d) and (9.1e) could just as well
have been written as

ak = 2

p

∫ p

0
f (t) cos

(
2πk

p
t
)

dt and bk = 2

p

∫ p

0
f (t) sin

(
2πk

p
t
)

dt .

!IExample 9.1: Let f be the saw function from example 5.1 on page 51,

f (t) = saw3(t) =

{
t if 0 < t < 3

f (t − 3) in general
.

Here p = 3 and
ωk = k

3
for k = 1, 2, 3, . . . .

Formula (9.1c) becomes

A0 = 1

p

∫ p

0
f (t) dt = 1

3

∫ 3

0
t dt = 1

3

[
1

2
t2

∣∣∣
3

0

]
= 3

2
.

Using formulas (9.1d) and (9.1e) (and integration by parts) we have

ak = 2

p

∫ p

0
f (t) cos(2πωk t) dt

= 2

3

∫ 3

0
t cos

(
2πk

3
t
)

dt

= 2

3

[
3t

2πk
sin

(
2πk

3
t
)∣∣∣

3

t=0
− 3

2πk

∫ 3

0
sin

(
2πk

3
t
)

dt

]

= 2

3

[
[0 − 0] +

(
3

2πk

)2
[cos(2πk) − cos(0)]

]
= 0 ,

while

bk = 2

p

∫ p

0
f (t) sin(2πωk t) dt

= 2

3

∫ 3

0
t sin

(
2πk

3
t
)

dt

= 2

3

[
−3t

2πk
cos

(
2πk

3
t
)∣∣∣

3

t=0
+ 3

2πk

∫ 3

0
cos

(
2πk

3
t
)

dt

]

= 2

3

[[
−3 · 3

2πk
− 0

]
+

(
3

2πk

)2
[sin(2πk) − sin(0)]

]
= − 3

kπ
.

The trigonometric Fourier series for saw3(t) is then obtained by plugging the above values
into formula (9.1a),

F.S. [saw3]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)]

= 3

2
+

∞∑

k=1

[
0 cos

(
2πk

3
t
)

− 3

kπ
sin

(
2πk

3
t
)]
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Defining the Trigonometric Fourier Series 103

= 3

2
−

∞∑

k=1

3

kπ
sin

(
2πk

3
t
)

= 3

2
− 3

1π
sin

(
2π1

3
t
)

− 3

2π
sin

(
2π2

3
t
)

− 3

3π
sin

(
2π3

3
t
)

− · · · .

Formulas (9.1a) through (9.1e) are just the formulas naively derived in the previous chapter
for expressing f (t) as a linear combination of sines and cosines. In that derivation we assumed,
but did not verify, that

f (t) = F.S. [ f ]|t .

So, until we prove this equality and determine which functions are reasonable, we cannot say
that we know this equality holds.1

?IExercise 9.1: Convince yourself that the first term in the trigonometric Fourier series for
f , A0 in (9.1), is the mean (or average) value of f (t) over the interval (0, p) .

Dependence on the Period
The formulas defining the trigonometric Fourier series all involve the period p . But any integral
multiple of the fundamental period of a periodic function is a legitimate period for that function.
Does this mean we have a different Fourier series for each possible period? The answer, fortu-
nately, is no. The trigonometric Fourier series for a periodic function does not depend on the
choice of periods used, even though the computations to find the Fourier series do depend on the
actual period chosen. To illustrate this, let us redo example 9.1 using a different choice for p .

!IExample 9.2: Again, let f be the “saw function” with fundamental period 3 ,

f (t) = saw3(t) =

{
t if 0 < t < 3

f (t − 3) in general
.

This time let p = 6 , twice the fundamental period, and let

Â0 +
∞∑

n=1

[
ân cos(2πω̂nt) + b̂n sin(2πω̂nt)

]
(9.2)

be the trigonometric Fourier series for f using p = 6 . Here then,

ω̂n = n

6
for n = 1, 2, 3, . . . .

Care must be taken with the computation of the coefficients. If 0 < t < 3 then f (t) = t .
On the other hand, if 3 < t < 6 , then, because of the periodicity of f and the fact that here
0 < t − 3 < 3 ,

f (t) = f (t − 3) = t − 3 .

So the integrals in formulas (9.1c), (9.1d) and (9.1e) must be split as follows:

Â0 = 1

6

∫ 6

0
f (t) dt = 1

6

[∫ 3

0
t dt +

∫ 6

3
(t − 3) dt

]
, (9.3a)

1 Of course, if the equality didn’t hold for many functions of interest, then this book would be much shorter.
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104 Trigonometric Fourier Series

ân = 2

6

∫ 6

0
f (t) cos

(
2πn

6
t
)

dt

= 2

6

[∫ 3

0
t cos

(
2πn

6
t
)

dt +
∫ 6

3
(t − 3) cos

(
2πn

6
t
)

dt

]
, (9.3b)

and

b̂n = 2

6

∫ 6

0
f (t) sin

(
2πn

6
t
)

dt

= 2

6

[∫ 3

0
t sin

(
2πn

6
t
)

dt +
∫ 6

3
(t − 3) sin

(
2πn

6
t
)

dt

]
. (9.3c)

The integrals over (3, 6) can be related to the integrals over (0, 3) through the substitution
τ = t − 3 and well-known trigonometric identities,

∫ 6

3
(t − 3) dt =

∫ 3

τ=0
τ dτ ,

∫ 6

3
(t − 3) cos

(
2πn

6
t
)

dt =
∫ 3

τ=0
τ cos

(
2πn

6
(τ + 3)

)
dτ

=
∫ 3

τ=0
τ cos

(
2πn

6
τ + nπ

)
dτ

= (−1)n
∫ 3

τ=0
τ cos

(
2πn

6
τ
)

dτ ,

and ∫ 6

3
(t − 3) sin

(
2πn

6
t
)

dt =
∫ 3

τ=0
τ sin

(
2πn

6
(τ + 3)

)
dτ

=
∫ 3

τ=0
τ sin

(
2πn

6
τ + nπ

)
dτ

= (−1)n
∫ 3

τ=0
τ sin

(
2πn

6
τ
)

dτ .

Replacing the τ with t and inserting the above back into equations (9.3a), (9.3b), and (9.3c)
gives

Â0 = 1

6

[∫ 3

0
t dt +

∫ 3

0
t dt

]
= 2

6

∫ 3

0
t dt ,

ân = 2

6

[∫ 3

0
t cos

(
2πn

6
t
)

dt + (−1)n
∫ 3

0
t cos

(
2πn

6
t
)

dt

]

=
[
1 + (−1)n] 2

6

∫ 3

0
t cos

(
2πn

6
t
)

dt ,
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Defining the Trigonometric Fourier Series 105

and

b̂n = 2

6

[∫ 3

0
t sin

(
2πn

6
t
)

dt + (−1)n
∫ 3

0
t sin

(
2πn

6
t
)

dt

]

=
[
1 + (−1)n] 2

6

∫ 3

0
t sin

(
2πn

6
t
)

dt .

These integrals are very similar to those evaluated in example 9.1. Skipping the details of the
computations, we find that

Â0 = 3

2
, ân = 0 ,

and

b̂n =
[
1 + (−1)n] [

− 3

nπ
(−1)n

]
=





− 2 · 3

nπ
if n is even

0 if n is odd
.

Thus, using p = 6 ,

F.S. [saw3]|t = Â0 +
∞∑

n=1

[
ân cos(2πω̂nt) + b̂n sin(2πω̂nt)

]

= 3

2
+

∞∑

n=1


0 · cos

(
2πn

6
t
)

+





− 2 · 3

nπ
if n is even

0 if n is odd



 sin

(
2πn

6
t
)



= 3

2
−

∞∑

n=1
n is even

2 · 3

nπ
sin

(
2πn

6
t
)

.

Since the last summation only involves even values of n , we can simplify it using the sub-
stitution n = 2k with k = 1, 2, 3, . . . to obtain

F.S. [saw3]|t = 3

2
−

∞∑

k=1

2 · 3

2kπ
sin

(
2π2k

6
t
)

= 3

2
− 3

1π
sin

(
2π1

3
t
)

− 3

2π
sin

(
2π2

3
t
)

− 3

3π
sin

(
2π3

3
t
)

− · · · ,

which is exactly the same series as obtained in example 9.1.

What happened above happens in general. No matter what period you use in computing the
trigonometric Fourier series, once you simplify your results, you will find that you have the same
series you would have obtained using the fundamental period.2 Because this is an important
fact, we’ll state it as a theorem.

Theorem 9.1
Suppose f is a periodic, piecewise continuous function other than a constant function. Let p1
be the fundamental period for f and let p̂ be any other period for f . Then the trigonometric
Fourier series for f computed using formulas (9.1a) through (9.1e) with p = p̂ is identical,
after simplification, to the corresponding Fourier series computed using p = p1 .

The proof will be left as an exercise.
2 Remember, the only periodic, piecewise continuous functions without fundamental periods are constant functions

(see exercise 5.12 on page 56). Constant functions will be discussed later in this chapter.

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

106 Trigonometric Fourier Series

?IExercise 9.2: Prove theorem 9.1

a: with the added assumption that p̂ is twice the fundamental period. (Try redoing exam-
ple 9.2 using an arbitrary periodic, piecewise continuous f instead of f (t) = saw3(t) .)

b: assuming p̂ is any integral multiple of the fundamental period.

A Minor Notational Difficulty
It is standard practice to use the same symbol for the variable in the formula for f , f (t) , as
for the variable in the Fourier series for f , F.S. [ f ]|t . We, for example, have been using t for
both variables. This should seem reasonable since we anticipate being able to show that periodic
functions can be represented by their Fourier series. However, it can lead to somewhat awkward
notation. If we replace the “ f ” in formula (9.1a) with “ f (t) ” we have

F.S. [ f (t)]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] . (9.4)

The problem is that the symbol t is now being used for two completely different variables
in the same equation.3 In the “ [ f (t)] ”, t is a dummy variable (i.e., an internal variable)
helping to describe the function for which the right-hand side is the Fourier series. Elsewhere in
equation (9.4), t denotes a true variable that can be assigned specific values. Using t for these
two different types of variables is not necessarily wrong, but it can be a little confusing to the
unwary. Just remember, “letting t = 3 in expression (9.4)” means

F.S. [ f (t)]|3 = A0 +
∞∑

k=1

[ak cos(2πωk3) + bk sin(2πωk3)]

and not

F.S. [ f (3)]|3 = A0 +
∞∑

k=1

[ak cos(2πωk3) + bk sin(2πωk3)] .

9.2 Computing the Fourier Coefficients
As example 9.1 shows, the process of computing the Fourier coefficients for a given function
is a fairly straightforward process (provided the integrals are relatively simple). Even so, it can
still be a fairly tedious process, especially when the integrals are not so simple. Let us look at a
few ways to reduce the amount of work required to compute these coefficients.

In all of the following discussion, f denotes some periodic and piecewise continuous
function on R with period p and with

F.S. [ f ]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] .

3 This may be a good time to re-review the discussion of variables, functions, and operators in chapter 2.
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Computing the Fourier Coefficients 107

Very Simple Cases
The computation of the Fourier series for a constant function, a sine function, or a cosine function
is particularly easy, especially if we remember the orthogonality relations for sines and cosines
(theorem 5.2 on page 54).

If f is a constant function, say,

f (t) = c for all t

where c is some fixed value, then f is automatically a periodic function with period p for any
positive value of p . Computing formula (9.1c) gives

A0 = 1

p

∫ p

0
f (t) dt =

1

p

∫ p

0
c dt = c .

For k = 1, 2, 3, . . . , formulas (9.1d) and (9.1e) are also easy to compute. Or we can use
orthogonality relation (5.3a). Either way we get

ak = 2

p

∫ p

0
f (t) cos(2πωk t) dt = 2

p

∫ p

0
c · cos

(
2πk

p
t
)

dt = 0

and

bk = 2

p

∫ p

0
f (t) sin(2πωk t) dt = 2

p

∫ p

0
c · sin

(
2πk

p
t
)

dt = 0 .

Thus, if f (t) = c for all t , then

F.S. [ f ]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] = c .

Now suppose f is a sine function, say,

f (t) = sin(2πγ t)

where γ is some fixed, positive value. Since the fundamental period of f is p = 1/γ , f (t)
can be written

f (t) = sin
(

2π · 1

p
t
)

.

In this case, formulas (9.1c), (9.1d), and (9.1e) for the Fourier coefficients are

A0 = 1

p

∫ p

0
f (t) dt = 1

p

∫ p

0
sin

(
2π

p
t
)

dt ,

ak = 2

p

∫ p

0
f (t) cos(2πωk t) dt = 2

p

∫ p

0
sin

(
2π · 1

p
t
)

cos
(

2πk

p
t
)

dt ,

and

bk = 2

p

∫ p

0
f (t) sin(2πωk t) dt = 2

p

∫ p

0
sin

(
2π · 1

p
t
)

sin
(

2πk

p
t
)

dt ,

which, according to the orthogonality relations for sines and cosines, reduce to

A0 = 0 , ak = 0 ,

and

bk = 2

p

{
0 if k 6= 1
p

2
if k = 1

}
=

{
0 if k 6= 1

1 if k = 1
.
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108 Trigonometric Fourier Series

Thus, if f (t) = sin(2πγ t) , then

F.S. [ f ]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)]

=
∞∑

k=1

{
0 if k 6= 1

1 if k = 1

}
sin

(
2πk

p
t
)

= sin
(

2π · 1

p
t
)

.

In other words,
F.S.

[
sin(2πγ t)

]∣∣
t = sin(2πγ t) .

Very similar computations yield

F.S.
[
cos(2πγ t)

]∣∣
t = cos(2πγ t) .

We have just shown that, whenever f is either a constant function, a sine function, or a
cosine function, then its trigonometric Fourier series is simply f (t) , itself. This should not be
at all surprising considering how we derived the formulas for the Fourier series in chapter 8. In
the future, of course, there will be no real need to explicitly compute the trigonometric Fourier
coefficients for such functions. After all, we have just proven the following lemma:

Lemma 9.2
If f is either a constant function, a sine function, or a cosine function, then

F.S. [ f ]|t = f (t) .

In particular, we should note that

F.S. [0]|t = 0 .

Alternative Intervals for Integration
The integrands in formulas (9.1c), (9.1d), and (9.1e) are all periodic functions with period p .
Thus, as we saw in lemma 5.1 (on page 53), the values of these integrals remain unchanged if
we replace the interval of integration, (0, p) , with any other interval of length p . This means
that formulas (9.1c), (9.1d), and (9.1e) are completely equivalent to

A0 = 1

p

∫

period
f (t) dt , (9.1c ′)

ak = 2

p

∫

period
f (t) cos(2πωk t) dt , (9.1d ′)

and

bk = 2

p

∫

period
f (t) sin(2πωk t) dt (9.1e ′)

where it is understood that the integration is done over any convenient interval of length p .
In particular, it will often be convenient to evaluate our integrals over the symmetric interval
(−p/2 , p/2) .
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1

Y

− 1
2π 1

2π 3
2π T

Figure 9.1: The rectified cosine function |cos(t)| .

!IExample 9.3: Consider the rectified cosine function4

f (t) = |cos(t)| .

This function, graphed in figure 9.1, has fundamental period p = π . If −π/2 < t < π/2 ,
then

f (t) = |cos(t)| = cos(t) ,

while if π/2 < t < π ,
f (t) = |cos(t)| = − cos(t) .

To evaluate formula (9.1c) we must split the integral,

A0 = 1

p

∫ p

0
f (t) dt = 1

π

∫ π

0
|cos(t)| dt

= 1

π

[∫ π/2

0
cos(t) dt +

∫ π

π/2

(− cos(t)) dt

]
.

But why evaluate two integrals, simple though they may be, when only one integral is required
using (9.1c ′) with the interval (−π/2 , π/2) ,

A0 = 1

p

∫

period
f (t) dt = 1

π

∫ π/2

−π/2

|cos(t)| dt

= 1

π

∫ π/2

−π/2

cos(t) dt = 1

π
sin(t)

∣∣∣
π/2

−π/2
= 2

π
.

(We’ll compute the other Fourier coefficients later, in example 9.4.)

Symmetry
If f is either an even or an odd periodic function, then the computation of the Fourier coefficients
can be considerably simplified by making use of some of the observations made in the section
on even and odd functions (pages 49 to 51).

Suppose, for example, f is an odd function. Then, as was discussed in that earlier section,
the integral of f over any symmetric interval must vanish. In particular,

A0 = 1

p

∫ p/2

−p/2

f (t) dt = 0 .

4 Any function that can be written as |cos(γ t)| (or |sin(γ t)| ), with γ being some positive constant, will be called a
rectified cosine (or rectified sine) function.
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110 Trigonometric Fourier Series

We also have, for k = 1, 2, 3, . . . ,

ak = 2

p

∫ p/2

−p/2

f (t) cos(2πωk t) dt = 0 .

This is because f (t) cos(2πωk t) , being the product of an odd function (the f ) with an even
function (the cosine function), is another odd function. On the other hand, f (t) sin(2πωk t) is
an even function since it is the product of an odd function (the f ) with another odd function (the
sine function). So,

bk = 2

p

∫ p/2

−p/2

f (t) sin(2πωk t) dt

= 2

p

[
2

∫ p/2

0
f (t) sin(2πωk t) dt

]
= 4

p

∫ p/2

0
f (t) sin

(
2πk

p
t
)

dt .

For convenience, let us summarize the results just obtained.

Theorem 9.3 (Fourier series for odd functions)
Let f be a periodic, piecewise continuous function with period p . If f is an odd function on
R , then its trigonometric Fourier series is given by

F.S. [ f ]|t =
∞∑

k=1

bk sin(2πωk t) ,

where, for k = 1, 2, 3, . . . ,

ωk = k

p
and bk = 4

p

∫ p/2

0
f (t) sin

(
2πk

p
t
)

dt .

If, instead, f had been an even function, then we would have obtained the following
theorem.

Theorem 9.4 (Fourier series for even functions)
Let f be a periodic, piecewise continuous function with period p . If f is an even function on
R , then its trigonometric Fourier series is given by

F.S. [ f ]|t = A0 +
∞∑

k=1

ak cos(2πωk t) ,

where

A0 = 2

p

∫ p/2

0
f (t) dt

where, for k = 1, 2, 3, . . . ,

ωk = k

p
and ak = 4

p

∫ p/2

0
f (t) cos

(
2πk

p
t
)

dt .

?IExercise 9.3: Prove theorem 9.4.

!IExample 9.4: Let us complete the computation, begun in example 9.3, of the trigonometric
Fourier series for the rectified cosine function

f (t) = |cos(t)| .
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Computing the Fourier Coefficients 111

This function is clearly an even periodic function with period p = π (see figure 9.1). Using
the formulas from theorem 9.4, we have, for k = 1, 2, 3, . . . ,

ωk = k

π

and, using a well-known trigonometric identity,

ak = 4

π

∫ π/2

0
|cos(t)| cos

(
2πk

π
t
)

dt

= 4

π

∫ π/2

0
cos(t) cos(2kt) dt

= 4

π

∫ π/2

0

1

2
[cos([1 + 2k]t) + cos([1 − 2k]t)] dt

= 2

π

[ 1

1 + 2k
sin([1 + 2k]t) + 1

1 − 2k
sin([1 − 2k]t)

]∣∣∣
π/2

0

= 2

π

[ 1

1 + 2k
sin

(
[1 + 2k]π

2

)
+ 1

1 − 2k
sin

(
[1 − 2k]π

2

)]
.

The last line can be simplified by observing that

sin
(
[1 ± 2k]π

2

)
= sin

(
π

2
± kπ

)
= cos(±kπ) = (−1)k .

Thus,

ak = 2

π

[ 1

1 + 2k
(−1)k + 1

1 − 2k
(−1)k

]
= (−1)k 4

π(1 − 4k2)
.

Theorem 9.4 assures us that there are no sine terms in this Fourier series. So, using the above
and the value of A0 computed in example 9.3, we see that the complete trigonometric Fourier
series for f (t) = |cos(t)| is

F.S. [ f ]|t = A0 +
∞∑

k=1

ak cos(2πωk t)

= 2

π
+

∞∑

k=1

(−1)k 4

π(1 − 4k2)
cos(2kt) .

Linearity
Sometimes the function of interest can be expressed as a finite linear combination of other
periodic, piecewise continuous functions whose Fourier series are already known. When this
happens, we can use a simple relation between the Fourier coefficients of the function of interest
and the corresponding Fourier coefficients for the functions in the linear combination. That
formula is described for the case where f is a linear combination of two functions in the next
lemma.

Lemma 9.5 (linearity)
Let f , g , and h be periodic, piecewise continuous functions, all with period p . Assume that,
for some pair of constants γ and λ ,

f = γ g + λh .
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112 Trigonometric Fourier Series

Let the corresponding trigonometric Fourier series for f , g , and h be as follows:

F.S. [ f ]|t = A f
0 +

∞∑

k=1

[
a f

k cos(2πωk t) + b f
k sin(2πωk t)

]
,

F.S. [g]|t = Ag
0 +

∞∑

k=1

[
ag

k cos(2πωk t) + bg
k sin(2πωk t)

]
,

and

F.S. [h]|t = Ah
0 +

∞∑

k=1

[
ah

k cos(2πωk t) + bh
k sin(2πωk t)

]

with ωk = k/p in each. Then
A f

0 = γ Ag
0 + λAh

0 , (9.5a)

and, for k = 1, 2, 3, . . . ,

a f
k = γ ag

k + λah
k (9.5b)

and

b f
k = γ bg

k + λbh
k . (9.5c)

PROOF: The formulas in the theorem are a direct result of the linearity of the integrals in
formulas (9.1c), (9.1d), and (9.1e). For example, to verify equation (9.5a) we simply observe
that

A f
0 = 1

p

∫ p

0
f (t) dt = 1

p

∫ p

0

[
γ g(t) + λh(t)

]
dt

= γ
1

p

∫ p

0
g(t) dt + λ

1

p

∫ p

0
h(t) dt = γ Ag

0 + λAh
0 .

Verifying equations (9.5b) and (9.5c) is just as easy and is left to the interested reader.

This lemma tells us that each term in the Fourier series of a linear combination of two
suitable functions is simply the corresponding linear combination of the terms of the individual
functions. So, under the assumptions of the above lemma,

F.S.
[
γ g + λh

]∣∣
t

= (γ Ag
0 + λAh

0) +
∞∑

k=1

[
(γ ag

k + λah
k ) cos(2πωk t) + (γ bg

k + λbh
k ) sin(2πωk t)

]

= γ

[
Ag

0 +
∞∑

k=1

[
ag

k cos(2πωk t) + bg
k sin(2πωk t)

]
]

+ λ

[
Ah

0 +
∞∑

k=1

[
ah

k cos(2πωk t) + bh
k sin(2πωk t)

]]

= γ F.S. [g]|t + λ F.S. [h]|t .

The next example illustrates a fairly common (and simple) application of this lemma.
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3−3 6

− 3
2

3
2

T

Y

Figure 9.2: The saw function for example 9.5.

!IExample 9.5: Consider the function f sketched in figure 9.2. Clearly, f is just the saw3
function from example 9.1 “lowered by 3/2 ”. That is,

f (t) = saw3(t) − 3

2
.

So, using the results from example 9.1 and lemma 9.2

F.S. [ f ]|t = F.S.

[
saw3 − 3

2

]∣∣∣
t

= F.S. [saw3]|t − F.S.
[

3

2

]∣∣∣
t

= 3

2
−

∞∑

k=1

3

kπ
sin

(
2πk

3
t
)

− 3

2

= −
∞∑

k=1

3

kπ
sin

(
2πk

3
t
)

.

Obviously, the results of lemma 9.5 can be extended to arbitrary finite linear combinations.

Theorem 9.6 (linearity)
Let N be a finite positive integer; let f1, f2, f3, . . . , and fN all be periodic, piecewise continuous
functions with a common period, and let α1, α2, α3, . . . , and αN all be constants. Then

F.S.

[
N∑

n=1

αn fn

]∣∣∣∣∣
t

=
N∑

n=1

αn F.S. [ fn]|t

where it is understood that
∑N

n=1 αn F.S. [ fn]|t denotes the series constructed by adding the
corresponding terms of the individual series.

As an immediate consequence of this theorem and lemma 9.2 we have:

Corollary 9.7
If f can be expressed as a finite linear combination of a constant function with sine and cosine
functions (all with some common period), then that linear combination is the trigonometric
Fourier series for f .

!IExample 9.6: Let f (t) = sin2(t) . By a well-known trigonometric identity, we know

sin2(t) = 1

2
− 1

2
cos 2t .

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

114 Trigonometric Fourier Series

So

F.S. [ f ]|t = 1

2
− 1

2
cos 2t .

Scaling and Shifting
The formulas given in the following theorems are occasionally of value. Their derivations will
be left as exercises.

Theorem 9.8 (scaling)
Let f be a periodic, piecewise continuous function with period p and Fourier series

F.S. [ f ]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] .

If g(t) = f (αt) for some α > 0 , then g is a periodic, piecewise continuous function with
period p̂ = p/α . Moreover, letting ω̂k = k/̂p = αωk ,

F.S. [g]|t = A0 +
∞∑

k=1

[ak cos(2πω̂k t) + bk sin(2πω̂k t)] .

Theorem 9.9
Let f be a periodic, piecewise continuous function with period p and Fourier series

F.S. [ f ]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] .

If g(t) = f (−t) , then g is a periodic, piecewise continuous function with period p and
trigonometric Fourier series

F.S. [g]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) − bk sin(2πωk t)] .

Theorem 9.10 (half-period shift)
Let f be a periodic, piecewise continuous function with period p and Fourier series

F.S. [ f ]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] .

If g(t) = f (t − p/2) , then g is a periodic, piecewise continuous function with period p and

F.S. [g]|t = A0 +
∞∑

k=1

[
(−1)kak cos(2πωk t) + (−1)kbk sin(2πωk t)

]
.

?IExercise 9.4 a: Prove theorem 9.8.

b: Prove theorem 9.9.

c: Prove theorem 9.10.
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Partial Sums and Graphing 115

Using Computers and Math Packages
Much of the drudgery in computing Fourier coefficients can be eliminated by letting a computer
do the computations. The use of a good computer “math package” is especially recommended.5

Some of these packages can symbolically evaluate many integrals that few of us would care
to do by hand. When this is possible, we can actually obtain explicit and exact formulas for
all the Fourier coefficients for our function. Even if the integrals are not simple enough to be
done symbolically, these packages can often numerically compute very close approximations
to as many of the coefficients as we need. Of course, some care must be taken with numerical
calculations to ensure the computed answers are within the desired degree of accuracy. In
particular, you should be warned that, when numerically computing integrals involving sin(γ t)
and cos(γ t) , the accuracy of the computations tends to decrease as the value of γ increases.6

9.3 Partial Sums and Graphing
Let f be a periodic, piecewise continuous function with trigonometric Fourier series

F.S. [ f ]|t = A0 +
∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] .

It would be nice to verify our suspicion that f (t) can be represented by its Fourier series
by explicitly summing up the series for all values of t and comparing these values to the
corresponding values of f (t) . Unfortunately, it is rarely practical to explicitly sum up an
infinite series.

What is practical is to compare the function f (t) to various partial sums of the Fourier
series. For each positive integer N , the N th partial sum (of F.S. [ f ] ) is the function

F.S.N [ f ]|t = A0 +
N∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] .

The 0th partial sum is defined to be

F.S.0[ f ]|t = A0 .

Using a computer math package, it is quite easy to compute and graph the N th partial sum, even
for quite large values of N . By looking at these graphs and comparing them to the graph of the
original function, we can get an intuitive feel for whether a given function can be represented by
its Fourier series, and, when a function can be so represented, for the number of terms needed
to get a good approximation to the function. These graphs may also give us some indication of
possible problems that may arise.

5 Maple, Mathematica, and Mathcad were three good math packages available when this was written.
6 Take a good course in numerical analysis to learn the reasons for this loss of accuracy. One is that the theoretical “worst

possible error” resulting from using some integration algorithms is related to the maximum of one of the derivatives
of the function being integrated (and, as you can easily check, the larger γ is, the larger too is the maximum of any
nontrivial derivative of sin(γ t) ). Bad luck can also contribute to this loss of accuracy � when γ is large, there is a
greater likelihood that two successive iterations of certain algorithms will just use values of t where γ t is an integral
multiple of π , and this tricks some algorithms into thinking they have found a good approximation for the integral.

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

116 Trigonometric Fourier Series

N = 0

N = 1

N = 5

N = 10

N = 25

(a) (b)

Figure 9.3: The N th partial sums of (a) the saw function from example 9.1 on page 102,
saw3(t) , and (b) the rectified cosine function from examples 9.3 on page 109 and
9.4 on page 110, |cos(t)| . The partial sums have been sketched (with the aid of
Maple V) for N = 0, 1, 5, 10, and 25 , and have been superimposed on more
faintly drawn graphs of the corresponding saw and rectified cosine functions.

!IExample 9.7: From the computations in examples 9.1, 9.3, and 9.4 (see pages 102, 109,
and 110), we know that the N th partial sum of the Fourier series for the saw function saw3(t)
and the rectified cosine function |cos(t)| are

F.S.N [saw3(t)]|t = 3

2
−

N∑

k=1

3

kπ
sin

(
2πk

3
t
)
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Additional Exercises 117

and

F.S.N [|cos(t)|]|t = 2

π
+

∞∑

k=1

(−1)k 4

π
(
1 − 4k2

) cos(2kt) .

The graphs of these partial sums have been sketched in figure 9.3 using N = 0, 1, 5, 10,
and 25 . These graphs were generated by the Maple V math package (and “processed” for
inclusion in this text using a standard computer graphics package).

Looking at figure 9.3, you can see that the partial sums graphed are fairly good ap-
proximations to the saw and the rectified cosine functions, at least when N ≥ 5 . The
approximations to the rectified cosine function are especially good � the graph of 25th par-
tial sum approximation to |cos(t)| is virtually indistinguishable from the graph of |cos(t)|
(at the size and resolution possible in this text). The approximations to the saw function
are less good � there are discernable “wiggles”, even in the graph of the 25th partial sum
approximation, and “strange things” seem to be occurring around the points where the saw
function is discontinuous.

We will spend more time later (chapters 13 and 14) investigating the convergence of the
Fourier series. There we will see just how good (and how bad) we can expect the partial sum
approximations to be, and just why “strange things” should occur in the graphs of some of the
partial sums.

Additional Exercises

9.5. Determine the fundamental frequency and fundamental period for each of the func-
tions below. Then sketch each function’s graph, and find its trigonometric Fourier
series.

a. f (t) =





0 if −1 < t < 0

1 if 0 < t < 1

f (t − 2) in general

b. g(t) =

{
t if −3 < t < 3

g(t − 6) in general

c. h(t) =

{
et if 0 < t < 1

h(t − 1) in general

d. k(t) =

{
t2 if −1 < t < 1

k(t − 2) in general

e. cos2(t)

f. |sin(t)| (a rectified sine function)
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118 Trigonometric Fourier Series

11

−1

11 22 −1−1 TT

(a) (b)

Figure 9.4: Two and one half periods of (a) evensaw(t) , the even sawtooth function for
exercise 9.6 c, and (b) oddsaw(t) , the odd sawtooth function for exercise 9.6 d.

9.6. Determine whether each of the following functions is even or odd. Then graph each
function (if it has not already been graphed), and find its trigonometric Fourier series.
Where appropriate, use the even- or oddness of the function to reduce the number of
integrals you need to compute.

a. f (t) =





−1 if −1 < t < 0

+1 if 0 < t < 1

f (t − 2) in general

b. g(t) =





1 if |t | < 1

0 if 1 < |t | < 2

g(t − 4) in general

c. evensaw(t) , the even sawtooth function sketched in figure 9.4a

d. oddsaw(t) , the odd sawtooth function sketched in figure 9.4b

e. h(t) =

{
t2 if −1 < t < 1

h(t − 2) in general

f. k(t) =





−t2 if −1 < t < 0

+t2 if 0 < t < 1

k(t − 2) in general

9.7. Express each of the following functions in terms of functions from the previous exercise
using scaling, shifting, linear combinations, etc. Then, using your answers from the
previous exercise, determine the trigonometric Fourier series for each. You should not
compute any integrals for these.

a. G(t) =





+1 if |t | < 1

−1 if 1 < |t | < 2

G(t − 4) in general

b. H(t) =

{
1 − t2 if −1 < t < 1

H(t − 2) in general
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11

1
1

2

11

1

22

22

−1−1

−1−2 4

T

T

(a) (b)

(c) (d)

Figure 9.5: Two and one half periods of
(a) Φ(t) , the broken sawtooth function for exercise 9.7 d,
(b) Ψ1(t) , the scaled even sawtooth function, for exercise 9.7 e,
(c) Ψ2(t) , the scaled even sawtooth function for exercise 9.7 f, and
(d) Ψ3(t) , the shifted even sawtooth function for exercise 9.7 g.

c. K (t) =

{
t2 − 2t − 3 if −1 < t < 1

K (t − 2) in general

d. Φ(t) , the broken sawtooth function sketched in figure 9.5a

e. Ψ1(t) , the scaled even sawtooth function sketched in figure 9.5b

f. Ψ2(t) , the scaled even sawtooth function sketched in figure 9.5c

g. Ψ3(t) , the shifted even sawtooth function sketched in figure 9.5d

9.8 a. Using a computer math package such as Maple, Mathematica, or Mathcad, write a
“program” or “worksheet” for graphing a periodic function f along with the N th

partial sum of its trigonometric Fourier series,

F.S.N [ f ]|t = A0 +
N∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] ,

over the interval (−p/2, 2p) . Have the following as the inputs to your program or
worksheet: the function’s period p , a formula for the function over one period (say,
(0, p) or (−p/2,

p/2) ), the value of A0 , the formulas for the ak’s and bk’s , and the
value of N . (Also, see exercise 5.13.)

b. Use your program/worksheet to graph each of the following functions along with the
N th partial sums of its Fourier series for N = 0, 1, 2, 10, and 25 . Examine your
graphs and answer these two questions:

1. Are the graphs of the N th partial sums converging to the graph of the function
as N gets larger?

2. Are there points at which strange things are happening in the graphs of the
N th partial sums, especially for the larger values of N ?

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

120 Trigonometric Fourier Series

i. The even sawtooth function, evensaw(t) , from exercise 9.6

ii. The odd sawtooth function, oddsaw(t) , from exercise 9.6

iii. The broken sawtooth function from exercise 9.7

iv. The function G(t) from exercise 9.7

v. The function H(t) from exercise 9.7

vi. The function K (t) from exercise 9.7

9.9 a. Modify your program/worksheet from exercise 9.8 so that it also numerically evaluates
the “first N” Fourier coefficients (i.e., A0 and the ak’s and bk’s for k = 1 to N ),
lists those coefficients, and then graphs both the function and, using the coefficients
just computed, the corresponding N th partial sum of the trigonometric Fourier series.

Here, the inputs should just be the function’s period p , a formula for the function
over one period (say, (0, p) or (−p/2,

p/2) ), and the value of N .

b. Use your program/worksheet to graph each of the following functions and the N th

partial sums of its Fourier series for N = 0, 1, 10, and 25 .

i. f (t) =

{
t2(1 − t)2 if 0 < t < 1

f (t − 1) in general

ii. g(t) =

{ √
|t | if −1 < t < 1

g(t − 2) in general

iii. h(t) =





0 if −1 < t < 0
√

t if 0 < t < 1

h(t − 2) in general

iv. k(t) =

{ √
1 − t2 if |t | < 1

k(t − 2) in general

v. l(t) =





√
1 − t2 if |t | < 1

0 if 1 < |t | < 3/2

l(t − 3) in general

vi. φ(t) =





0 if −2π < t < 0

1 − cos(t) if 0 < t < 2π

φ(t − 4π) in general
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10
Fourier Series over Finite Intervals
(Sine and Cosine Series)

In practice, the functions of interest are often only defined over finite intervals, not the entire
real line. For example, if f (t) is the temperature at time t of the coffee in a person’s cup, then
f (t) is only defined for α < t < β where α is the time the coffee is poured into the cup, and
β is the time the cup is finally emptied.1

For the rest of this chapter L will denote

TL0

Figure 10.1: A function f (t) defined
only on the interval (0, L) .

some positive real number, and f will denote
some piecewise continuous function that is de-
fined only on the interval (0, L) (as illustrated in
figure 10.1). As in chapter 8, our interest is in de-
riving an expression for f which is a (possibly
infinite) linear combination of sines and cosines.
This time, however, we are only interested in this
expression describing the given function over the
interval (0, L) .

The basic idea behind all the derivations in this chapter is simple. Take any periodic function
f̂ (defined on the entire real line) that equals the given function f on (0, L) . If, as we suspect,
the trigonometric Fourier series for f̂ describes f̂ over the entire real line, then this series must
also describe f over the interval (0, L) (where f (t) = f̂ (t) ). Thus, we should be able to use
the trigonometric Fourier series for f̂ as a “Fourier series” for f over the interval (0, L) .

Any periodic function f̂ that equals f over the original domain of f , (0, L) , is called a
periodic extension of f . In fact, many different periodic extensions can be constructed for any
given f . This means that we can derive many different “Fourier series” for any given f over
(0, L) . In what follows, we will derive three of the more important Fourier series for functions
on a finite interval.

10.1 The Basic Fourier Series
The simplest approach is to simply let f̂ be the periodic extension of f having period p = L ,

f̂ (t) =

{
f (t) if 0 < t < L

f̂ (t − L) in general
.

We’ll call this the basic periodic extension of f (see figure 10.2).
1 Or, for some of us, when the cup gets its annual cleaning.
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122 Sine and Cosine Fourier Series

−L L 2L T

Figure 10.2: The basic periodic extension f̂ (t) of the function graphed in figure 10.1.

For convenience, let us denote by T .F.S. [ f ] the “Fourier series” for f over (0, L)

obtained by using the trigonometric Fourier series for f̂ . In other words, for 0 < t < L ,

T .F.S. [ f ]|t = F.S.
[

f̂
]∣∣

t .

Remember,

F.S.
[

f̂
]∣∣

t = A0 +

∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)]

where
ωk =

k

p
,

A0 =
1

p

∫ p

0
f̂ (t) dt ,

ak =
2

p

∫ p

0
f̂ (t) cos

(
2πk

p
t
)

dt ,

and

bk =
2

p

∫ p

0
f̂ (t) sin

(
2πk

p
t
)

dt .

Since p = L and f (t) = f̂ (t) when 0 < t < L , the above can be rewritten as

T .F.S. [ f ]|t = A0 +

∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)] (10.1a)

where
ωk =

k

L
, (10.1b)

A0 =
1

L

∫ L

0
f (t) dt , (10.1c)

ak =
2

L

∫ L

0
f (t) cos

(
2πk

L
t
)

dt , (10.1d)

and

bk =
2

L

∫ L

0
f (t) sin

(
2πk

L
t
)

dt . (10.1e)

Observe that, although f̂ was used to derive formulas (10.1a) through (10.1e), it does
not explicitly appear in them. So, if we are simply computing T .F.S. [ f ] , there is no need to
actually determine the extension, f̂ . On the other hand, we will find knowing f̂ is useful when
we finally deal with questions concerning the convergence of the series.
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The Fourier Sine Series 123

!IExample 10.1: Let L = 2 and f (t) = t2 . Using formulas (10.1b) through (10.1e), we
have (omitting some details of the computations)

ωk =
k

L
=

k

2
,

A0 =
1

L

∫ L

0
f (t) dt =

1

2

∫ 2

0
t2 dt =

4

3
,

ak =
2

L

∫ L

0
f (t) cos

(
2πk

L
t
)

dt =
2

2

∫ 2

0
t2 cos

(
2πk

2
t
)

dt = · · · =
4

k2π2
,

and

bk =
2

L

∫ L

0
f (t) sin

(
2πk

L
t
)

dt =
2

2

∫ 2

0
t2 sin

(
2πk

2
t
)

dt = · · · = −
4

kπ
.

So, for this function,

T .F.S. [ f ]|t = A0 +

∞∑

k=1

[ak cos(2πωk t) + bk sin(2πωk t)]

=
4

3
+

∞∑

k=1

[ 4

k2π2
cos(kπ t) −

4

kπ
sin(kπ t)

]
.

10.2 The Fourier Sine Series
A somewhat simpler Fourier series for f over (0, L) can be derived by first generating the
odd extension of f (see figure 10.3) and then taking the simplest periodic extension of this odd
function (see figure 10.4).

To be more precise, define fo to be the odd function on (−L , L) equaling f over (0, L) ,

fo(t) =

{
f (t) if 0 < t < L

− f (−t) if −L < t < 0
.

Since fo is defined on (−L , L) , the simplest periodic extension of fo must have a period
p = 2L . Accordingly, here we define our periodic extension f̂o by

f̂o(t) =

{
fo(t) if −L < t < L

f̂o(t − 2L) in general

}
=





f (t) if 0 < t < L

− f (−t) if −L < t < 0

f̂o(t − 2L) in general

.

−L L T

Figure 10.3: The odd extension fo(t) of the function graphed in figure 10.1.
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124 Sine and Cosine Fourier Series

−L L 2L T

Figure 10.4: The odd periodic extension ̂f o(t) of the function graphed i n figure 10.1 ( see
al so figure 10.3).

Clearly, f̂o is an odd periodic function. According to theorem 9.3 on page 110,

F.S.
[
f̂o
]∣∣
t =

∞∑
k=1

bk sin(2πωkt) (10.2a)

where ωk = k/p and

bk = 4

p

∫ p/2

0
f̂o(t) sin

(
2πk

p
t
)
dt (10.2b)

The above Fourier series is generally referred to as the (Fourier) sine series for f on
(0, L) , and the bk’s are generally called the (Fourier) sine coefficients for f .

Let us denote the series just derived by F.S.S. [ f ] rather than F.S.
[
f̂o
]
. Note that,

because p = 2L and f̂o(t) = f (t) when 0 < t < L ,

2πωk = 2π
k

2L
= kπ

L
and

4

p

∫ p/2

0
f̂o(t) sin

(
2πk

p
t
)
dt = 2

L

∫ L

0
f (t) sin

(
kπ

L
t
)
dt .

Thus, formula set (10.2) can be rewritten as

F.S.S. [ f ]|t =
∞∑
k=1

bk sin
(
kπ

L
t
)

(10.3a)

where

bk = 2

L

∫ L

0
f (t) sin

(
kπ

L
t
)
dt . (10.3b)

As in the previous section, the extension f̂o was needed to derive the formulas for the sine
series and will be used when we discuss convergence, but it is not needed for simply computing
the sine series of f over (0, L) . For that, formulas (10.3a) and (10.3b) suffice.

!�Example 10.2: Let L = 2 and f (t) = t2 . Plugging this into formula (10.3b), we have
(again, omitting some computational details)

bk = 2

L

∫ L

0
f (t) sin

(
kπ

L
t
)
dt

= 2

2

∫ 2

0
t2 sin

(
kπ

2
t
)
dt = 2

(
2

kπ

)3 [
(−1)k − 1

]
− 2

kπ
.
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The Fourier Cosine Series 125

This gives us the Fourier sine coefficients for t2 over (0, 2) . For the corresponding sine
series we then have

F.S.S. [ f ]|t =

∞∑

k=1

bk sin
(

kπ

L
t
)

=

∞∑

k=1

{
2

(
2

kπ

)3 [
(−1)k − 1

]
−

2

kπ

}
sin

(
kπ

2
t
)

.

10.3 The Fourier Cosine Series
The (Fourier) cosine series for f over (0, L) is given by

F.C.S. [ f ]|t = A0 +

∞∑

k=1

ak cos
(

kπ

L
t
)

(10.4a)

where

A0 =
1

L

∫ L

0
f (t) dt (10.4b)

and

ak =
2

L

∫ L

0
f (t) cos

(
kπ

L
t
)

dt . (10.4c)

The cosine series for f is just the trigonometric Fourier series for this function’s even
periodic extension f̂e (see figure 10.5). Its derivation is very similar to the derivation of the
sine series in the previous section. Of course, instead of using the odd extension, fo , we use
the even extension of f ,

fe(t) =

{
f (t) if 0 < t < L

f (−t) if −L < t < 0
.

The details are left as an exercise.

?IExercise 10.1: Using the derivation of the sine series from the previous section as a guide,
derive the cosine series for f over (0, L) .

−L L 2L T

Figure 10.5: The even periodic extension f̂e(t) of the function graphed in figure 10.1.
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126 Sine and Cosine Fourier Series

!IExample 10.3: Let L = 2 and f (t) = t2 . Plugging this into formulas (10.4b) and (10.4c)
yields

A0 =
1

L

∫ L

0
f (t) dt =

1

2

∫ 2

0
t2 dt = · · · =

4

3

and

ak =
2

L

∫ L

0
f (t) cos

(
kπ

L
t
)

dt =
2

2

∫ 2

0
t2 cos

(
kπ

2
t
)

dt = · · · = (−1)k 16

kπ2
.

This gives us the Fourier cosine coefficients for t 2 over (0, 2) . For the corresponding cosine
series we then have

F.C.S. [ f ]|t = A0 +

∞∑

k=1

ak cos
(

kπ

L
t
)

=
4

3
+

∞∑

k=1

(−1)k 16

kπ2
cos

(
kπ

2
t
)

.

10.4 Using These Series
Computing with These Series
Keep in mind that the three “Fourier series” derived in this chapter are all trigonometric Fourier
series for some periodic extension of the function originally given on just the interval (0, L) .
Consequently, much of the discussion in the previous chapter concerning trigonometric Fourier
series for periodic functions also applies to the series derived in this chapter (as well as to
any other similarly derived Fourier series). For example, it is an immediate consequence of
lemma 9.5 on page 111 on linearity that, if f and g are two piecewise continuous functions on
the interval (0, L) with sine series

F.S.S. [ f ]|t =

∞∑

k=1

b f
k sin

(
kπ

L
t
)

and F.S.S. [g]|t =

∞∑

k=1

bg
k sin

(
kπ

L
t
)

,

then, for any pair of constants γ and λ ,

F.S.S.
[
γ f + λg

]∣∣
t =

∞∑

k=1

[
γ b f

k + λbg
k

]
sin

(
kπ

L
t
)

.

On the other hand, there are portions of the commentary in the previous chapter that have
little or no relevance to the computation of the series being discussed here. Consider, for example,
the discussion of trigonometric Fourier series for odd or even periodic functions. That discussion
was very relevant to the derivation of the formulas for the sine and cosine series. However, it
makes no sense to refer to a function defined on just (0, L) as being either even or odd. So that
discussion of Fourier series for odd and even functions gives us no real advice on computing the
sine and cosine series using the formulas already derived (i.e., formula sets (10.3) and (10.4)).

The reader should have little difficulty in identifying, as the need arises, which portions of
the previous chapter are relevant in computing the coefficients for the sort of Fourier series we
are discussing now. That being the case, let’s go to another topic.
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Additional Exercises 127

Which Series Do I Use?
Because each of the Fourier series derived in this chapter is the trigonometric Fourier series for
a periodic function equaling the original function f over the interval (0, L) , Fourier’s bold
conjecture suggests that

f (t) = T .F.S. [ f ]|t = F.S.S. [ f ]|t = F.C.S. [ f ]|t for 0 < t < L .

So, according to Fourier’s bold conjecture, f can be represented by each of these three different
series (as well as by any other similarly derived series). But if this is true, we are left with a
significant practical question: Which of these series should be used in any given application?
Not too surprisingly, the answer depends on the application at hand and the sort of additional
conditions f must satisfy. In fact, determining which is the “best Fourier series” can be a
significant part of the mathematics required for solving a given problem. We’ll look more
into this issue in chapter 16 where we will use sine and cosine series to solve some problems
in thermodynamics and mechanics. Meanwhile, some idea of criteria that might be useful in
choosing the appropriate series can be gleaned from the next exercise.

?IExercise 10.2: Suppose f is uniformly continuous on (0, L) and f (0) = f (L) = 0 .
Which of the three series discussed in this chapter would be the “obvious” choice to represent
f (t) on the interval (0, L) ? (Hint: For which of these series are all the terms automatically
zero when t = 0 and t = L ?)

Additional Exercises

10.3. For this problem, let f (t) = 1 if 0 < t < 1 , and be undefined otherwise.

a. Sketch the graph of f (defined only on (0, 1) !), and, on separate coordinate systems,
sketch the graph of each of the following extensions of f :

i. the basic periodic extension, f̂ ii. the odd periodic extension, f̂o

iii. the even periodic extension, f̂e

b. Find T .F.S. [ f ]|t , the trigonometric Fourier series for f over (0, 1) .

c. Find F.S.S. [ f ]|t , the Fourier sine series for f over (0, 1) .

d. Find F.C.S. [ f ]|t , the Fourier cosine series for f over (0, 1) .

10.4. Repeat problem 10.3 using the function f (t) = t when 0 < t < 1 (with f (t)
undefined otherwise).

10.5. Find the Fourier sine series for each of the following functions over the indicated
interval:

a. g(t) = t2 over (0, 3) b. h(t) = sin(2t) over (0, π)

10.6. Find the Fourier cosine series for each of the following functions over the indicated
interval:

a. g(t) = t2 over (0, 3) b. h(t) = sin(2t) over (0, π)
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128 Sine and Cosine Fourier Series

10.7 a. Using a computer math package such as Maple, Mathematica, or Mathcad, write a
“program” or “worksheet” for graphing a function f over an interval (0, L ) along
with the N 

th partial sum of its Fourier sine series over that interval,

F . S . S .N 

[ f ]|t =

N∑

k =1

bk 

sin
(

k π

L
t
)

. (10.5)

The inputs to this program/worksheet should be the interval’s length L , a formula for
the function over the interval, the formulas for the bk 

’s , and the value of N . (Also,
see exercise 9.8 on page 119.)

b. Use your program/worksheet to graph each function from problem 10.5, above, over
the given interval along with the N 

th partial sums of its Fourier sine series for N = 0,
1, 2, 10, and 25 . Examine your graphs and answer the following two questions:

1. Do the graphs of the N 

th partial sums appear to be converging to the graph of
the function as N gets larger?

2. Are there points at which strange things are happening in the graphs of the
N 

th partial sums, especially for the larger values of N ?

10.8 a. Modify your program/worksheet from exercise 10.7, above, so that it also numerically
evaluates the “first N ” Fourier sine coefficients (i.e., the bk 

’s for k = 1 to N ), lists
those coefficients, and then graphs the function and the corresponding N 

th partial
sum of the Fourier sine series. Here, your inputs should be the interval’s length L , a
formula for the function over the interval, and the value of N . (See, also, problem 9.9
on page 120.)

b. Use your program/worksheet to graph each of the following functions and the N th

partial sum of its Fourier sine series over the given interval for N = 0, 1, 10, and 25 .
Examine the graphs and answer the two questions given in exercise 10.7 b.

i. f (t) = t − t2 over (0, 1)

ii. g(t) = 1 over (0, 1)

iii. h(t) = sin(t) over (0, π/2)

iv. k(t) =

{
t if 0 < t < 1

0 if 1 ≤ t < 2

}
over (0, 2)

10.9 a. Redo all of exercise 10.7, above, with the words “sine series” replaced by “cosine
series” and with formula (10.5) replaced by

F.C.S.N [ f ]|t = A0 +

N∑

k=1

ak cos
(

kπ

L
t
)

.

b. Then modify your cosine series program/worksheet so that it also numerically eval-
uates the “first N” Fourier cosine coefficients (i.e., A0 and the ak’s for k = 1 to
N ), lists the coefficients, and then graphs the function and the corresponding N th

partial sum of the Fourier cosine series.

c. Using your cosine series program, redo problem 10.8 b (computing the partial sums
of the cosine series instead of the sine series).
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11
Inner Products, Norms,
and Orthogonality

We’ve derived several “Fourier series” (including the trigonometric Fourier series, the Fourier
cosine series, and the Fourier sine series), and we will be discussing yet another Fourier series
(the exponential Fourier series) in the next chapter. That’s a lot of series, with a lot of different
formulas to learn. Fortunately, there is a fairly general framework for describing all of these (and
other) Fourier series. This framework is based on an operation with pairs of functions analogous
to the dot product operation in vector analysis. Using this, and other ideas from vector analysis,
we can then easily describe all Fourier series and derive a single simple formula for computing
“the components of a function” relative to any suitable set of base functions.

Throughout this chapter, we will be considering functions defined on some interval (α, β) .
The functions may be complex valued. To ensure that all the integrals in this chapter are well
defined, let us go ahead and assume that (α, β) is a finite interval and that all the functions
mentioned in this chapter are piecewise continuous.1

11.1 Inner Products
Let f and g be two piecewise continuous functions on the finite interval (α, β) . The inner
product of f with g (over (α, β) ) is denoted by 〈 f | g 〉 and defined by

〈 f g 〉 =
∫ β

α

f (t)g∗(t) dt

(where g∗(t) is the complex conjugate of g(t) ). If g is a real-valued function, then g∗ = g
and the above is just

〈 f g 〉 =
∫ β

α

f (t)g(t) dt .

!�Example 11.1: The inner product of 3t with sin(2π t) over (0, 1) is

〈 3t sin(2π t) 〉 =
∫ 1

0
3t sin(2π t) dt = − 3

2π
.

1 Actually, any conditions ensuring the existence of the integrals appearing here would suffice.

129
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130 Inner Products, Norms, and Orthogonality

?�Exercise 11.1: Show that the inner product of t2 with 9+ i8t over (0, 1) is〈
t2
∣∣ 9+ i8t

〉 = 3− 2i .

At this point, the inner product 〈 f | g 〉 can be viewed as just shorthand for a particular
integral involving the two functions f and g over the interval (α, β) . On occasion, we may
neglect to explicitly state this interval. When this happens, just remember that (α, β) is always
“the interval of current interest”. In particular:

1. If we are discussing “functions that are periodic with period p ”, then (α, β) is any
interval of length p , say (0, p) or (−p/2,

p/2) .

2. If we are discussing “functions that are defined over the interval (0, L) ” where L is
some finite length, then (α, β) is (0, L) .

Some of the important properties of inner products are summarized in the next theorem.
These properties will allow us to use the inner product in much the same way as the dot product
is used for vectors in space.

Theorem 11.1 (properties of the inner product)
Suppose a and b are two (possibly complex) constants, and f , g , and h are piecewise
continuous functions on the finite interval (α, β) . Then

1. 〈 a f + bg h 〉 = a 〈 f h 〉 + b 〈 g h 〉 ,
2. 〈 f ag + bh 〉 = a∗ 〈 f g 〉 + b∗ 〈 f h 〉 ,
3. 〈 g f 〉 = 〈 f g 〉∗ ,

and

4. 〈 f f 〉 ≥ 0 , with 〈 f f 〉 = 0 if and only if f vanishes on (α, β) .

PROOF: Verifying these properties is easy. For the first,

〈 a f + bg h 〉 =
∫ β

α

[a f (t)+ bg(t)]h∗(t) dt

=
∫ β

α

[a f (t)h∗(t)+ bg(t)h∗(t)] dt

= a
∫ β

α

f (t)h∗(t) dt + b
∫ β

α

g(t)h∗(t) dt

= a 〈 f h 〉 + b 〈 g h 〉 .

For the second,

〈 f ag + bh 〉 =
∫ β

α

f (t)[ag(t)+ bh(t)]∗ dt

=
∫ β

α

f (t)[a∗g∗(t)+ b∗h∗(t)] dt
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= a∗
∫ β

α

f (t)g∗(t)t + b∗
∫ β

α

f (t)h∗(t) dt

= a∗ 〈 f h 〉 + b∗ 〈 g h 〉 .

The third comes from the observation that∫ β

α

g(t) f ∗(t) dt =
∫ β

α

[g∗(t) f (t)]∗ dt

=
[∫ β

α

g∗(t) f (t) dt
]∗

=
[∫ β

α

f (t)g∗(t) dt
]∗

.

Cutting out the middle and rewriting the left- and right-hand sides of this in terms of inner
products leaves us with

〈 g f 〉 = 〈 f g 〉∗ .

Finally, since f f ∗ = | f |2 ≥ 0 ,

〈 f f 〉 =
∫ β

α

f (t) f ∗(t) dt =
∫ β

α

| f (t)|2 dt ,

which, clearly, is zero if f vanishes on (α, β) and is positive otherwise.

11.2 The Norm of a Function
Recall that the norm of a vector v is given by ‖v‖ = √

v · v . Likewise, for a function f , the
norm ‖ f ‖ is defined by

‖ f ‖ = √〈 f f 〉 ,

which is just shorthand for

‖ f ‖ =
[∫ β

α

f (t) f ∗(t) dt
]1/2

=
[∫ β

α

| f (t)|2 dt
]1/2

.

Notice that property 4 for the inner product assures us that ‖ f ‖ ≥ 0 and that ‖ f ‖ > 0 whenever
the piecewise continuous function f (t) is nonzero somewhere on (α, β) .

!�Example 11.2: The norm of f (t) = 3t + i over (0, 1) is

‖ f ‖ = ‖3t + i‖ =
[∫ 1

0
(3t + i)(3t − i) dt

]1/2

=
[∫ 1

0
(9t2 + 1) dt

]1/2
=
[
3t3 + t

∣∣∣1
t=0

]1/2
= 2 .

Be careful to not confuse ‖ f ‖ , the norm of f , with | f | , the absolute value of f . The
norm is a single number. In the above example, ‖ f ‖ = 2 . On the other hand, | f | is a function
on (α, β) . In the above example,

| f (t)| = |3t + i | =
√
9t2 + 1 .
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In fact, you should observe that the norm of a function ‖ f ‖ is actually a measure of the average
value of the magnitude of the function | f (t)| over the interval (α, β) . Thus, in a sense, the
statement “ ‖ f ‖ is small” is equivalent to the statement “ f is very close to being zero on most,
if not all, of (α, β) .” We will use this later when comparing two functions.

?�Exercise 11.2: Let (α, β) = (0, p) where p is any finite positive value. Show that

a: ‖1‖2 = p .

b: ‖cos(2πωkt)‖2 = p/2 where ωk = k/p and k = 1, 2, . . . .

c: ‖sin(2πωkt)‖2 = p/2 where ωk = k/p and k = 1, 2, . . . .

(Hint: You can use the orthogonality relations for sines and cosines.)

11.3 Orthogonal Sets of Functions
Recall that a pair of vectors u and v is orthogonal if and only if u · v = 0 . Likewise, we will
say that a pair of functions f and g is orthogonal (over (α, β) ) if and only if

〈 f g 〉 = 0 .

!�Example 11.3: The two functions f (t) = t and g(t) = 3t − 2 form an orthogonal pair
over (0, 1) since

〈 t 3t − 2 〉 =
∫ 1

0
t (3t − 2) dt =

∫ 1

0

[
3t2 − 2t

]
dt = t3 − t2

∣∣∣1
0

= 0 .

On the other hand, f (t) = t and h(t) = 6t − 2 is not an orthogonal pair of functions over
(0, 1) since

〈 t 6t − 2 〉 =
∫ 1

0
t (6t − 2) dt =

∫ 1

0

[
6t2 − 2t

]
dt = 2t3 − t2

∣∣∣1
0

= 1 �= 0 .

More generally, we will say that a set of functions

{φ1 , φ2 , φ3 , . . . }
is orthogonal (over (α, β) ) if and only if every distinct pair in the set is orthogonal, that is, if
and only if

〈 φk φn 〉 = 0 whenever k �= n .

Note that, because of the symmetry in the inner product (property 3), if 〈φk |φn 〉 = 0 then
〈φn |φk 〉 = 0 . Thus, to show that {φ1, φ2, φ3, . . . } is orthogonal, we need only show that

〈 φk φn 〉 = 0 whenever k < n .

One example is of particular interest to us. It is the set of functions used to construct the
trigonometric Fourier series for any periodic function with period p ,

{ 1 , cos(2πω1t) , sin(2πω1t) , cos(2πω2t) , sin(2πω2t) ,
cos(2πω3t) , sin(2πω3t) , . . . }

(11.1)

where ωk = k/p . Let us verify that this is an orthogonal set by confirming that the inner product
of every distinct pair in this set is zero:
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The inner product of 1 with each cosine in the set:

〈 1 cos(2πωkt) 〉 =
∫ p

0
1 · cos(2πωkt) dt

=
∫ p

0
cos
(
2πk

p
t
)
dt = 0 .

(We can skip the details of the integration here since this was one of the integrals in the
orthogonality relations for sines and cosines!)

The inner product of 1 with each sine in the set:

〈 1 sin(2πωkt) 〉 =
∫ p

0
1 · sin(2πωkt) dt

=
∫ p

0
sin
(
2πk

p
t
)
dt = 0 .

(Again, we can skip the details of the integration here since this was one of the integrals
in the orthogonality relations for sines and cosines!)

The inner product of each cosine in the set with every other cosine in the set (i.e.,

〈 cos(2πωkt) cos(2πωnt) 〉
where k and n are two different positive integers):

〈 cos(2πωkt) cos(2πωnt) 〉 =
∫ p

0
cos(2πωkt) cos(2πωnt) dt

=
∫ p

0
cos
(
2πk

p
t
)
cos
(
2πn

p
t
)
dt = 0 .

(Again, this was one of the integrals in the orthogonality relations for sines and cosines!)

Is it possible that every inner product we need to check above corresponds to an integral from
the orthogonality relations for sines and cosines? Absolutely! That’s why they were called the
orthogonality relations. We’ll leave the final confirmation of this (and the final confirmation that
the above set is orthogonal) as an exercise.

?�Exercise 11.3: Use the orthogonality relations for sines and cosines to show that each of
the following inner products is zero when n and k are positive integers:

a: 〈 cos(2πωkt) sin(2πωnt) 〉
b: 〈 sin(2πωkt) sin(2πωnt) 〉 where k �= n

Also, convince yourself that this, along with the above “computations”, confirms that the set
in line (11.1) is orthogonal.

For completeness, orthonormality should be briefly discussed. A set of functions (or vec-
tors) {φ1, φ2, φ3, . . . } is said to be orthonormal if and only if both of the following hold:

1. The set is an orthogonal set.

2. ‖φk‖ = 1 for each φk in the set.
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If {φ1, φ2, φ3, . . . } is any orthogonal set of nonzero functions, then a corresponding
orthonormal set {ψ1, ψ2, ψ3, . . . } can be constructed by “normalizing” each φk . That is, we
define each ψk by

ψk(t) = φk(t)

‖φk‖ .

In vector analysis it is fairly standard practice to normalize a given orthogonal basis. It does
make the formulas for dot products and norms simpler. In Fourier analysis, however, it is fairly
standard to not normalize an orthogonal set of functions. Frankly, in practice, it is often just as
easy (if not easier) to use your original (non-normalized) orthogonal set of functions.2

11.4 Orthogonal Function Expansions
Now suppose

{φ1 , φ2 , φ3 , . . . }
is some orthogonal set of functions on an interval (α, β) . Suppose, further, that f is a function
on (α, β) which can be expressed as a (possibly infinite) linear combination of the φk’s , say,

f (t) =
∑
k

ck φk(t) . (11.2)

We can derive (somewhat naively) a formula for the coefficients, the ck’s , much the same way
we derived the formulas for the coefficients in the trigonometric Fourier series. For example, to
find c3 , first take the inner product of each side of equation (11.2) with φ3 ,

〈 f φ3 〉 =
〈 ∑

k

ck φk

∣∣∣∣ φ3 〉 . (11.3)

Property 1 for inner products tells us that, so long as the summation has a finite number of terms,〈 ∑
k

ck φk

∣∣∣∣ φ3 〉 =
∑
k

ck 〈 φk φ3 〉 .

Assuming this formula also holds for summations with infinitely many terms3 and using the
orthogonality of the φk’s (and the definition of the norm), equation (11.3) becomes

〈 f φ3 〉 =
∑
k

ck 〈 φk φ3 〉 =
∑
k

ck

{
0 if k �= 3

‖φ3‖2 if k = 3

}
= c3 ‖φ3‖2 .

Dividing through by ‖φ3‖2 gives
c3 = 〈 f φ3 〉

‖φ3‖2
.

Of course, there is nothing special about c3 . The above derivation works equally well for
any of the ck’s and gives us the following “quasi-theorem”:4

2 This, of course, is the author’s opinion.
3 This assumption is one reason our derivation is heuristic and not rigorous.
4 I’m calling this a quasi-theorem both to distinguish it from results we obtain rigorously, and because we are still a
little unclear on just what “ f (t) = ∑

k ck φk (t) on (α, β) ” means when we have infinitely many φk ’s .
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Quasi-theorem on orthogonal expansions
Let {φ1, φ2, φ3, . . . } be an orthogonal set of functions on an interval (α, β) , and let f be a
function on (α, β) . If f can be represented as a (possibly infinite) linear combination of the
φk’s , that is, if there are constants c1, c2, c3, . . . such that

f (t) =
∑
k

ck φk(t) on (α, β) , (11.4)

then, for each k ,

ck = 〈 f φk 〉
‖φk‖2

. (11.5)

The summation in expression (11.4) is often called the (generalized) Fourier series for
f (with respect to the φk’s ) and the corresponding ck’s are called the (generalized) Fourier
coefficients of f (with respect to the φk’s ). Don’t forget, however, that our derivation was not
completely rigorous; so, we cannot be absolutely certain this quasi-theorem is always valid.

11.5 The Schwarz Inequality for Inner Products∗

Recall that, if u and v are a pair of two- or three-dimensional vectors and θ is the angle between
them, then

|u · v| = ‖u‖ ‖v‖ |cos(θ)| ≤ ‖u‖ ‖v‖ .

Given the previous sections, you may suspect that we are going to define “the angle between
two functions”. Well, we aren’t. Even if we could define such an “angle”, we would find little or
no use for it. On the other hand, we will find use for the inner product analog to the inequality
|u · v| ≤ ‖u‖ ‖v‖ . That analog is described in the next theorem.

Theorem 11.2 (Schwarz inequality for inner products)
Let f and g be two piecewise continuous functions on the finite interval (α, β) . Then

|〈 f g 〉| ≤ ‖ f ‖ ‖g‖ . (11.6)

Inequality (11.6) is usually referred to as the Schwarz inequality (for inner products). It
is also commonly known as the Cauchy–Schwarz inequality, and less commonly known as the
Cauchy–Buniakowsky–Schwarz inequality. And if this discussion seems familiar, then you are
probably recalling the discussionwe had on the Schwarz inequality forfinite summations starting
on page 30 or the discussion of the Schwarz inequality for infinite series starting on page 45. All
of these Schwarz inequalities are, in fact, different manifestations of the same basicmathematical
principle. That’s why they have virtually the same name, and why we can use virtually the same
proof for each.

PROOF (of theorem 11.2): We start rewriting inequality (11.6) in integral form,∣∣∣∣∫ β

α

f (t)g∗(t) dt
∣∣∣∣ ≤

(∫ β

α

| f (t)|2 dt
)1/2 (∫ β

α

|g(t)|2 dt
)1/2

. (11.7)

∗ The material in this and the following section will not be needed until near the end of chapter 13.
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Suppose we can show that∫ β

α

| f (t)| |g(t)| dt ≤
(∫ β

α

| f (t)|2 dt
)1/2 (∫ β

α

|g(t)|2 dt
)1/2

. (11.8)

Then inequality (11.7) (and, hence, also inequality (11.6)) follows immediately by combining
the above inequality with the fact that∣∣∣∣∫ β

α

f (t)g∗(t) dt
∣∣∣∣ ≤

∫ β

α

∣∣ f (t)g∗(t)
∣∣ dt =

∫ β

α

| f (t)| |g(t)| dt .

So we only need to verify that inequality (11.8) holds.
Consider, first, the trivial case where either ‖ f ‖ or ‖g‖ is zero; that is, either∫ β

α

| f (t)|2 dt = 0 or
∫ β

α

|g(t)|2 dt = 0 .

Then either f or g vanishes everywhere on the interval (α, β) . Thus, for this case,∫ β

α

| f | |g| dx =
∫ β

α

0 dx = 0 ,

and inequality (11.8) reduces to the obviously true statement that 0 ≤ 0 .
Now consider the case where ‖ f ‖ and ‖g‖ are both nonzero. For convenience, let

A = ‖ f ‖ and B = ‖g‖ .

Then

A2 =
∫ β

α

| f (t)|2 dt , B2 =
∫ β

α

|g(t)|2 dt ,

and

0 ≤ (B | f (t)| − A |g(t)|)2 for α < t < β .

Thus,

0 ≤
∫ β

α

(B | f (t)| − A |g(t)|)2 dt

=
∫ β

α

[
B2 | f (t)|2 − 2AB | f (t)| |g(t)| + A2 |g(t)|2

]
dt

= B2
∫ β

α

| f (t)|2 dt − 2AB
∫ β

α

| f (t)| |g(t)| dt + A2
∫ β

α

|g(t)|2 dt

= B2A2 − 2AB
∫ β

α

| f (t)| |g(t)| dt + A2B2

= 2AB

[
AB −

∫ β

α

| f (t)| |g(t)| dt
]

.

Dividing through by 2AB , which is a positive quantity, and slightly rearranging the resulting
inequality gives∫ β

α

| f (t)| |g(t)| dt ≤ AB =
(∫ β

α

| f (t)|2 dt
)1/2 (∫ β

α

|g(t)|2 dt
)1/2

.
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11.6 Bessel’s Inequality
Recall that, if {i, j, k} is the standard basis for the space of three-dimensional vectors, and

u = u1i+ u2j+ u3k and v = v1i + v2j+ v3k ,

then the formulas for the vector dot product and vector norm can be written as

u · v = u1v1 + u2v2 + u3v3 and ‖v‖2 = |v1|2 + |v2|2 + |v3|2 .

We can easily derive similar formulas for inner products and norms of functions which are
finite linear combinations of functions from an orthogonal set of functions. Let {φ1, φ2, φ3, . . .}
be any orthogonal set of piecewise continuous functions on an interval (α, β) , and let f and
g be two finite linear combination of these φk’s , say,

f (t) =
N∑
k=1

ck φk(t) and g(t) =
N∑
k=1

dk φk(t) ,

where N is some finite positive integer. Then, using the basic properties of inner products and
the orthogonality of the φk’s ,

〈 f g 〉 =
〈

N∑
k=1

ck φk
N∑
n=1

dn φn

〉

=
N∑
k=1

ck

〈
φk

N∑
n=1

dn φn

〉

=
N∑
k=1

ck

(
N∑
n=1

d∗
n 〈 φk φn 〉

)

=
N∑
k=1

ck

(
N∑
n=1

d∗
n

{
‖φk‖2 if n = k

0 if n �= k

})
,

which is more simply written as

〈 f g 〉 =
N∑
k=1

ckd
∗
k ‖φk‖2 . (11.9)

From this we also see that

‖ f ‖2 = 〈 f f 〉 =
N∑
k=1

ckc
∗
k ‖φk‖2 =

N∑
k=1

|ck |2 ‖φk‖2 . (11.10)

(Note that, if the set {φ1, φ2, φ3, . . .} is an orthonormal set, then the above formulas reduce
to

〈 f g 〉 =
N∑
k=1

ckd
∗
k and ‖ f ‖2 =

N∑
k=1

|ck |2 .

In practice, however, our sets will be orthogonal but not orthonormal.)
Before we try to extend these formulas to cases where f and g are infinite linear combi-

nations of the φk’s , we should investigate the convergence of the Fourier series more closely.
The following formula for the “norm of the error” will be helpful.
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Lemma 11.3
Assume {φ1, φ2, . . ., φN } is a finite orthogonal set of piecewise continuous functions on a finite
interval (α, β) , and let f be any piecewise continuous function on (α, β) . For k = 1, 2, . . .,
and N , let ck be the corresponding generalized Fourier coefficient,

ck = 〈 f φk 〉
‖φk‖2

.

Then, ∥∥∥∥ f −
N∑
k=1

ck φk

∥∥∥∥2 = ‖ f ‖2 −
N∑
k=1

|ck |2 ‖φk‖2 .

PROOF: For convenience, let SN be the partial sum

SN (t) =
N∑
k=1

ck φk(t) .

Observe that∥∥∥∥ f −
N∑
k=1

ck φk

∥∥∥∥2 = ‖ f − SN‖2

= 〈 f − SN f − SN 〉
= 〈 f f 〉 − 〈 f SN 〉 − 〈 SN f 〉 + 〈 SN SN 〉 . (11.11)

Now
〈 f f 〉 = ‖ f ‖2 ,

〈 f SN 〉 =
〈
f

N∑
k=1

ck φk

〉
=

N∑
k=1

c∗k 〈 f φk 〉

=
N∑
k=1

c∗k
(
ck ‖φk‖2

)
=

N∑
k=1

|ck |2 ‖φk‖2 ,

〈 SN f 〉 = 〈 f SN 〉∗ =
(

N∑
k=1

|ck |2 ‖φk‖2
)∗

=
N∑
k=1

|ck |2 ‖φk‖2 ,

and, using equation (11.10) (with SN replacing f ),

〈 SN SN 〉 =
〈

N∑
k=1

ck φk
N∑
n=1

cn φn

〉
=

N∑
k=1

|ck |2 ‖φk‖2 .

So equation (11.11) becomes∥∥∥∥ f −
N∑
k=1

ck φk

∥∥∥∥2 = ‖ f ‖2 −
N∑
k=1

|ck |2 ‖φk‖2 −
N∑
k=1

|ck |2 ‖φk‖2 +
N∑
k=1

|ck |2 ‖φk‖2

= ‖ f ‖2 −
N∑
k=1

|ck |2 ‖φk‖2 .
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An immediate, and useful, consequence is Bessel’s inequality.

Theorem 11.4 (Bessel’s inequality, general series version)
Assume that {φ1, φ2, φ3, . . .} is an infinite, orthogonal set of piecewise continuous functions on
a finite interval (α, β) . Let f be any piecewise continuous function on (α, β) , and, for each
positive integer k , let ck be the corresponding generalized Fourier coefficient,

ck = 〈 f φk 〉
‖φk‖2

.

Then
N∑
k=1

|ck |2 ‖φk‖2 ≤ ‖ f ‖2

for every positive integer N . Moreover, the infinite series
∑∞

k=1 |ck |2 ‖φk‖2 converges and
∞∑
k=1

|ck |2 ‖φk‖2 ≤ ‖ f ‖2 .

PROOF: Let N be any positive integer. Observe that, using the identity from the previous
lemma,

0 ≤
∥∥∥∥ f −

N∑
k=1

ck φk

∥∥∥∥2 = ‖ f ‖2 −
N∑
k=1

|ck |2 ‖φk‖2 .

Subtracting the summation from the left- and right-hand sides gives

N∑
k=1

|ck |2 ‖φk‖2 ≤ ‖ f ‖2 ,

proving the first claim of the theorem.
This also tells us that every partial sum of

∑∞
k=1 |ck |2 ‖φk‖2 is bounded by the finite value

‖ f ‖2 . Since this series has only nonnegative terms, we know (see theorem 4.4 on page 43) this
series must converge and that

∞∑
k=1

|ck |2 ‖φk‖2 = lim
N→∞

N∑
k=1

|ck |2 ‖φk‖2 ≤ ‖ f ‖2 .

Let us see what Bessel’s inequality tells us about the trigonometric Fourier series:

!�Example 11.4 (Fourier series andBessel’s inequality): Let f be any periodic, piecewise
continuous function with period p and

F.S. [ f ]|t = A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]

(where ωk = k/p ). Earlier, we saw that

{ 1 , cos(2πω1t) , sin(2πω1t) , cos(2πω2t) , sin(2πω2t) , . . . }
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is an orthogonal set of functions on any interval of length p . By the computations from
Exercise 11.2 we have

|A0|2 ‖1‖2 +
∞∑
k=1

[
|ak |2 ‖cos(2πωkt)‖2 + |bk |2 ‖sin(2πωkt)‖2

]
= |A0|2 p2 +

∞∑
k=1

[
|ak |2 p2

4
+ |bk |2 p2

4

]
.

Bessel’s inequality (theorem 11.4) assures us that this series converges and that

|A0|2 p2 +
∞∑
k=1

[
|ak |2 p2

4
+ |bk |2 p2

4

]
≤ ‖ f ‖2 .

It is worth noting that, since this series converges, the terms of this series must approach zero
as k → ∞ . That is, we must have

lim
k→∞ |ak |2 p2

4
= 0 and lim

k→∞ |bk |2 p2

4
= 0 ,

which, of course, means that the Fourier coefficients, themselves, must vanish as k → ∞ ,

lim
k→∞ ak = 0 and lim

k→∞ bk = 0 . (11.12)

You should realize that neither the convergence of

|A0|2 p2 +
∞∑
k=1

[
|ak |2 p2

4
+ |bk |2 p2

4

]
in the previous example nor the vanishing of the coefficients as k → ∞ allows us to decisively
conclude that the Fourier series

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]

converges for any given value of t . But they should, at least, strengthen our suspicion that the
Fourier series will converge.

Take another look at the last set of limits in the last example. Recalling the definition of the
trigonometric Fourier coefficients, we see that equation set (11.12) immediately implies that5

lim
k→∞
k∈�

∫
period

f (t) cos
(
2πk

p
t
)
dt = 0 and lim

k→∞
k∈�

∫
period

f (t) sin
(
2πk

p
t
)
dt = 0

whenever f is a periodic, piecewise continuous function with period p . This is a particular
case of a famous result called the Riemann–Lebesgue lemma. A fairly general version is given
in the next theorem.

Theorem 11.5 (a general Riemann–Lebesgue lemma)
Let f be any piecewise continuous function on a finite interval (α, β) , and let {φ1, φ2, φ3, . . .}
be any infinite orthogonal set of piecewise continuous functions on (α, β) . Assume that, for
some finite constant C and every positive integer k ,

‖φk‖ < C .

5 � denotes the set of integers. The “ k ∈ � ” in the limits simply emphasizes that we are only using integer values
for k in this limit.

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

Additional Exercises 141

Then

lim
k→∞

∫ β

α

f (t)φ∗
k (t) dt = 0 .

The proof, which is quite easy, is left as an exercise.

?�Exercise 11.4: Prove theorem 11.5 using theorem 11.4, the ideas indicated in example
11.4, and the above discussion.

Additional Exercises

11.5. The interval for this exercise is (0, L) for some arbitrary positive number L .

a. Show that the following set of functions is orthogonal over (0, L) :{
sin
(

π

L
t
)
, sin

(
2π

L
t
)
, sin

(
3π

L
t
)
, . . .

}
.

b. Compute
∥∥sin( kπL t)∥∥ where k is any positive integer.

c. Let f be any piecewise continuous function on (0, L) , and let

∞∑
k=1

bk sin
(
kπ

L
t
)

be the Fourier sine series for f over (0, L) as defined in chapter 10.

i. Verify that

bk =
〈
f (t) sin

(
kπ
L t

) 〉
∥∥∥sin( kπL t

)∥∥∥2
for k = 1, 2, 3, . . . .

ii. Verify Bessel’s inequality for the sine series,

L

2

∞∑
k=1

|bk |2 ≤
∫ L

0
| f (t)|2 dt .

11.6. The interval for this exercise is (0, L) for some arbitrary positive number L .

a. Show that the following set of functions is orthogonal over (0, L) :{
1, cos

(
π

L
t
)
, cos

(
2π

L
t
)
, cos

(
3π

L
t
)
, . . .

}
.

b. Compute ‖1‖ .
c. Compute

∥∥cos( kπL t)∥∥ where k is any positive integer.

d. Let f be any piecewise continuous function on (0, L) , and let

A0 +
∞∑
k=1

ak cos
(
kπ

L
t
)

be the Fourier cosine series for f over (0, L) as defined in chapter 10.
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i. Verify that

A0 = 〈 f (t) 1 〉
‖1‖2

and

ak =
〈
f (t) cos

( kπ
L
t
) 〉

∥∥∥cos( kπ
L
t
)∥∥∥2

for k = 1, 2, 3, . . . .

ii. Verify Bessel’s inequality for the cosine series,

L |A0|2 + L

2

∞∑
k=1

|ak |2 ≤
∫ L

0
| f (t)|2 dt .

11.7. Assume that all functions in this exercise are periodic with period p > 0 , and let ωk
denote k/p for each integer k .

a. Show that the following is an orthogonal set on any interval of length p :{
. . . , ei2πω−2t , ei2πω−1t , ei2πω0t , ei2πω1t , ei2πω2t , ei2πω3t , . . .

}
.

b. Compute
∥∥ei2πωk t

∥∥ for k = 0, ±1, ±2, ±3, . . . .
(Much more will be done with this orthogonal set in the next chapter.)

11.8. In the following, we will construct an orthogonal set of polynomials on (0, 1) .

a. Find all possible values of a and b so that

φ1(t) = 1 and φ2(t) = a + bt

is an orthogonal pair of functions on (0, 1) .

b. Find all possible values of a , b , and c so that {φ1, φ2, φ3} is an orthogonal set of
functions on (0, 1) , where

φ1(t) = 1 , φ2(t) = 1− 2t and φ3(t) = a + bt + ct2 .

c. At this point it should be clear that we could continue, thereby constructing an orthog-
onal set of functions {φ1, φ2, φ3, . . . } on (0, 1) where each φk(t) is a polynomial
of degree k−1 .6 Assume that f (t) is a function on (0, 1) and that, on this interval,

f (t) =
∞∑
k=1

ck φk(t) .

i. Based on the material naively derived in this chapter, what is the formula for c1 ?
(Use the φ1 from the previous exercise.)

ii. What is the value of c1 when f (t) = sin(π t) ?

11.9. Show that the Schwarz inequality, inequality (11.6), becomes an equality whenever one
function is a constant multiple of the other. (Later — see theorem 25.7 on page 400 —
it will be shown that the converse holds; that is, if both sides of the Schwarz inequality
equal each other, then one function is a constant multiple of the other.)

6 It should also be clear that continuing would be a lot of work. A better approach would have been to use the
“Gram–Schmidt” orthogonalization procedure from linear algebra.
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The Complex Exponential Fourier Series

In chapter 9 we defined the trigonometric Fourier series for a periodic, piecewise continuous
function. That was an infinite series of the form

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] .

Dealing with this series can be somewhat tedious. Typically, for example, the constant term, the
cosine terms, and the sine terms must be computed separately.

In this chapter we will derive an alternative — the complex exponential Fourier series —
which, basically, is just the trigonometric series rewritten in terms of complex exponentials. This
may not seem to be much of an improvement, especially since it will require complex-valued
functions in computations that, up to this point, have only involved real-valued functions. In
the long run, however, we will find that the advantages of using complex exponentials instead
of sines and cosines greatly outweigh the disadvantages of having to deal with complex-valued
functions.1

12.1 Derivation
Let f be a periodic, piecewise continuous function with period p and trigonometric Fourier
series

F.S. [ f ]|t = A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] . (12.1)

Using

cos(2πωkt) = ei2πωk t + e−i2πωk t
2

and sin(2πωkt) = ei2πωk t − e−i2πωk t
2i

,

let us rewrite formula (12.1) in terms of complex exponentials:

F.S. [ f ]|t = A0 +
∞∑
k=1

[
ak
ei2πωk t + e−i2πωk t

2
+ bk

ei2πωk t − e−i2πωk t
2i

]

= A0 +
∞∑
k=1

[
Ck e

i2πωk t + Dk e
−i2πωk t

]
1 This may be a good time to review chapter 6, Elementary Complex Analysis, especially the section on the complex
exponential.

143
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144 Complex Exponential Fourier Series

= A0 +
∞∑
k=1

Ck e
i2πωk t +

∞∑
k=1

Dk e
−i2πωk t

=
∞∑
k=1

Dk e
−i2πωk t + A0 +

∞∑
k=1

Ck e
i2πωk t (12.2)

where the Ck’s and Dk’s are constants that could easily (but won’t) be computed from the ak’s
and bk’s . At this point, remember that

ωk = k

p
for k = 1, 2, 3, . . . .

Let’s take a not-so-bold step and agree that

ωk = k

p
for k = 0, ±1, ±2, ±3, . . . .

For even more convenience, we can rename our coefficients by letting

ck =

⎧⎪⎪⎨⎪⎪⎩
Ck if k = 1, 2, 3, . . .

A0 if k = 0

D−k if k = −1, −2, −3, . . .
.

Observe that, because ω0 = 0 ,

A0 = A0 e
0 = c0 e

i2πω0t . (12.3)

Also, for k = 1, 2, 3, . . . ,

−2πωkt = −2π k

p
t = 2π

(−k
p

)
t = 2πω−kt .

So, using the index substitution n = −k followed by a renaming of the internal variable n as
k again,

∞∑
k=1

Dk e
−i2πωk t =

∞∑
k=1

Dk e
i2πω−kt =

−∞∑
n=−1

D−n ei2πωnt =
−∞∑
k=−1

ck e
i2πωnt . (12.4)

Thus, we can rewrite formula (12.2) as

F.S. [ f ]|t =
−1∑

k=−∞
ck e

i2πωk t + c0 e
i2πω0t +

∞∑
k=1

ck e
i2πωk t ,

or, even more concisely, as

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t . (12.5)

The formulas for the ck’s can be rigorously derived by first finding the relation between
them and the corresponding trigonometric Fourier coefficients and then using the formulas for
computing those coefficients (formulas (9.1c), (9.1d) and (9.1e) on page 101). On the other
hand, if the set of ei2πωk t ’s is an orthogonal set of functions, then we should be able to derive
formulas for the ck’s more easily using the more general formula from the quasi-theorem on
orthogonal function expansions on page 135. This is the approach we will take.
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First, observe that, if g is any periodic, piecewise continuous function with period p , and
if n is any integer, then the inner product of g with ei2πωnt is〈

g(t)
∣∣ ei2πωnt 〉 =

∫ p

0
g(t)

(
ei2πωnt

)∗
dt =

∫ p

0
g(t) e−i2πωnt dt .

In particular, if k and n are two different integers, then〈
ei2πωk t

∣∣ ei2πωnt 〉 =
∫ p

0
ei2πωk t e−i2πωnt dt

=
∫ p

0
exp
(
i2π(k − n)

p
t
)
dt

= p

i2π(k − n)
exp
(
i2π(k − n)

p
t
)∣∣∣p
t=0

= p

i2π(k − n)
[1− 1]

= 0 .

This verifies that the set of ei2πωkt ’s is an orthogonal set. Thus, according to the quasi-theorem
on orthogonal function expansions on page 135, each ck is given by

ck =
〈
f

∣∣ ei2πωk t
〉

∥∥ei2πωk t
∥∥2

. (12.6)

Equivalently,

ck = 1

p

∫ p

0
f (t) e−i2πωk t dt (12.7)

since 〈
f ei2πωk t

〉
=
∫ p

0
f (t) e−i2πωkt dt

and ∥∥ei2πωk t∥∥2 =
∫ p

0
ei2πωkt e−i2πωk t dt =

∫ p

0
1 dt = p .

Because the derivation of the quasi-theorem on orthogonal function expansions was not
completely rigorous, there should be some concern that formulas (12.6) and (12.7) may not be
correct. They are correct. The reader can either trust the author or, even better, do exercise 12.2
on page 149.

12.2 Notation and Terminology
Using the formulas just derived in the previous section, we can formally define the complex
exponential Fourier series.

Let f be a periodic function with period p . The (complex exponential) Fourier series for
f , denoted by F.S. [ f ] , is the infinite series

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t (12.8a)
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146 Complex Exponential Fourier Series

where, for k = 0, ±1, ±2, ±3, . . . ,

ωk = k

p
(12.8b)

and

ck = 1

p

∫ p

0
f (t) e−i2πωk t dt . (12.8c)

The ck’s are called the (complex exponential) Fourier coefficients of f .
As before, to ensure that the integrals are well defined, f will usually be required to be

piecewise continuous on � .
Compare the next example to example 9.1. It illustrates that fewer computations are often

needed to find the the complex exponential Fourier series of a function than are needed to find
the corresponding trigonometric Fourier series.

!�Example 12.1 (the saw function, again): Let’s compute the complex exponential Fourier
series for the saw function with fundamental period 3 ,

f (t) = saw3(t) =
{

t if 0 < t < 3

f (t − 3) in general
.

Here p = 3 . For k = 0, ±1, ±2, ±3, . . . , formulas (12.8b) and (12.8c) become

ωk = k

3
and

ck = 1

3

∫ 3

0
t e−i2πωk t dt = 1

3

∫ 3

0
t exp

(
− i2πk

3
t
)
dt .

Using integration by parts, we see that, for k �= 0 ,

ck = 1

3

[
−3t
i2πk

exp
(
− i2πk

3
t
)∣∣∣3
t=0 + 3

i2πk

∫ 3

0
exp
(
− i2πk

3
t
)
dt

]

= 1

3

[−3 · 3
i2πk

− 0−
( 3

i2πk

)2 [
e−i2πk − e0

]]
= 3i

2πk
.

Because the above formula for ck involves division by k , it is not valid when k = 0 . So c0
must be computed separately. Since ω0 = 0 and e0 = 1 ,

c0 = 1

3

∫ 3

0
t e−i2πω0t dt = 1

3

∫ 3

0
t dt = 3

2
.

Thus, with ωk = k/3 ,

F.S. [ f ]|t = 3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2πωk t .
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12.3 Computing the Coefficients
All the comments made in chapter 9 regarding the computation of the trigonometric Fourier
coefficients apply, suitably rephrased, to the computation of the complex exponential Fourier
coefficients. In particular, if f is any periodic, piecewise continuous function with period p
and Fourier series

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t ,

then:

1. (independence of period) If p1 and p2 are any two periods for f , then the complex ex-
ponential Fourier series for f computed using p = p1 is identical, after simplification,
to the complex exponential Fourier series computed using p = p2 .

2. (alternate intervals of integration) Formula (12.8c) is completely equivalent to

ck = 1

p

∫
period

f (t) e−i2πωk t dt , (12.8c ′)

where it is understood that the integration can be done over any interval of length p .

3. (symmetry) If f is an even function, then

ck = c−k for k = 1, 2, 3, . . . ;

while if f is an odd function, then c0 = 0 and

ck = −c−k for k = 1, 2, 3, . . . .

(Notes: (1) See exercise 12.2 c. (2) To be honest, these particular formulas are seldom
of much value in computing coefficients.)

4. (linearity) If f = αg + βh where α and β are constants, and g and h are periodic,
piecewise continuous functions each with period p and having Fourier series

F.S. [g]|t =
∞∑

k=−∞
ĝk e

i2πωk t and F.S. [h]|t =
∞∑

k=−∞
ĥk e

i2πωk t

(with ωk = k/p in each), then

ck = αĝk + β ĥk for k = 1, 2, 3, . . . .

5. If f is a finite linear combination of complex exponential functions having a common
period, then that linear combination is the complex exponential Fourier series of f .

6. (scaling) If g(t) = f (αt) for some α > 0 , then

F.S. [g]|t =
∞∑

k=−∞
ck e

i2π(αωk)t .

7. If g(t) = f (−t) , then
F.S. [g]|t =

∞∑
k=−∞

c−k ei2πωk t . (12.9)
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148 Complex Exponential Fourier Series

12.4 Partial Sums
Let f be a periodic function with

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Since this is a two-sided infinite series (see page 45), wewill be interested in the general (M, N )th

partial sum

F.S.MN [ f ]|t =
N∑

k=M

ck e
i2πωkt

where M and N are any two integers with M < N . Now, if

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]

is the corresponding trigonometric Fourier series for f , then it is easily verified that c0 = A0
and that, for each positive integer k ,

c−k ei2πω−kt + ck e
i2πωkt = ak cos(2πωkt) + bk sin(2πωkt) .

“Summing these equalities up”, with k going from 0 to any finite positive interger N , gives

N∑
k=−N

ck e
i2πωkt = A0 +

N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] = F.S.N [ f ]|t .

Thus, the N th partial sum for the trigonometric Fourier series is identical to the N th symmetric
partial sum for the complex exponential series. For this reason, we will occasionally have a
particular interest in the N th symmetric partial sum for the complex exponential series.

Formally, any complex exponential Fourier series can be converted to the corresponding
trigonometric series by expressing the complex exponentials in terms of sines and cosines.
Likewise, as indicated in the derivation at the beginning of this chapter, any trigonometric series
can be converted into the corresponding complex exponential series. So it certainly looks as if
these two types of Fourier series are really the same series written in slightly different forms (a
fact that we’ve already indicated by using the same notation, F.S. [ f ] , for both series). The
only possible difference between the two lies in the slightly different partial sums used to find
the sum of each series. For the complex exponential series,

∞∑
k=−∞

ck e
i2πωk t = lim

N→∞
M→−∞

N∑
k=M

ck e
i2πωk t ,

while for the trigonometric series,

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]

= lim
N→∞

[
A0 +

N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]

]
.

In the next chapter we will confirm that, in practice, this difference between the two series is not
significant.
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Additional Exercises

12.1 a. By rewriting the sines and cosines in terms of exponentials, convert

1 +
∞∑
k=1

[
2

k2 + 1
cos(2πωkt) − 2k

k2 + 1
sin(2πωkt)

]
to the corresponding complex exponential Fourier series.

b. By rewriting the complex exponentials in terms of sines and cosines, convert

∞∑
k=−∞

ik

k2 + 4
ei2πωk t

to the corresponding trigonometric Fourier series.

12.2. Let f be a periodic, piecewise continuous function with period p , trigonometric
Fourier series

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] ,

and complex exponential Fourier series

∞∑
k=−∞

ck e
i2πωk t

(with ωk = k/p in both series).

a. Using the formulas for the coefficients (and not the results from chapter 11), show
that

A0 = c0

and that, for k = 1, 2, 3, . . . ,

c−k ei2πω−kt + ck e
i2πωkt = ak cos(2πωkt) + bk sin(2πωkt) .

(Suggestion: Use some symbol other than t as the variable of integration in the
integrals defining the coefficients.)

b. Show that, for every nonnegative integer N ,

A0 +
N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] =
N∑

k=−N

ck e
i2πωkt .

c. Show that, if f is an even function, then

ck = c−k for k = 1, 2, 3, . . . ;

while, if f is an odd function, then c0 = 0 and

ck = −c−k for k = 1, 2, 3, . . . .
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150 Complex Exponential Fourier Series

11

−1

11 22 −1−1 TT

(a) (b)

Figure 12.1: Two and one half periods of (a) evensaw(t) , the even sawtooth function for
exercise 12.3 c, and (b) oddsaw(t) , the odd sawtooth function for exercise
12.3 d.

12.3. Compute the complex exponential Fourier series for each of the following functions.
(Most of these functions are being recycled from exercises in chapter 9. Do not,
however, convert the answers for those problems to obtain the Fourier series for the fol-
lowing. Instead, compute the coefficients using equation set (12.8) on page 145.)

a. f (t) =

⎧⎪⎪⎨⎪⎪⎩
0 if −1 < t < 0

1 if 0 < t < 1

f (t − 2) in general

b. g(t) =
{

et if 0 < t < 1

g(t − 1) in general

c. evensaw(t) , the even sawtooth function sketched in figure 12.1a

d. oddsaw(t) , the odd sawtooth function, sketched in figure 12.1b

e. sin2(t)

f. |sin(2π t)|

g. f (t) =

⎧⎪⎪⎨⎪⎪⎩
+1 if 0 < |t | < 1

−1 if 1 < |t | < 2

f (t − 4) in general

h. f (t) =
{

t2 if −1 < t < 1

f (t − 2) in general

12.4. (Bessel’s inequality for complex exponential series) Let f be a periodic, piecewise
continuous function with period p and complex exponential Fourier series

∞∑
k=−∞

ck e
i2πωk t .

Using the general version of Bessel’s inequality (theorem 11.4, page 139), show that∑∞
k=−∞ |ck |2 is a convergent series and that

∞∑
k=−∞

|ck |2 ≤ 1

p

∫
period

| f (t)|2 dt .
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12.5. Let f and g be piecewise continuous, periodic functions with period p , and let

F.S. [ f ]|t =
∞∑

k=−∞
fk e

i2πωk t and F.S. [g]|t =
∞∑

k=−∞
gk e

i2πωk t .

a. Assume that f = F.S. [ f ] , and derive the relation

F.S. [ f g]|t =
∞∑

k=−∞
ck e

i2πωkt

where, for each integer k ,

ck =
∞∑

N=−∞
fngk−n . (12.10)

Your derivation need not be completely rigorous. Go ahead and assume that any
“integrals of summations” equal the corresponding “summations of integrals”, and
don’t worry about the convergence of the series. (We’ll make the derivation rigorous
in exercise 13.15 on page 175.)

b. Using the Bessel’s inequality from problem 12.4 and the Schwarz inequality for
infinite series (theorem 4.8 on page 45), verify that the infinite series in equation
(12.10) converges absolutely.
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Convergence and Fourier’s Conjecture

Our initial derivation of the formulas for the Fourier serieswas based on the conjecture (“Fourier’s
bold conjecture”) that any “reasonable” periodic function can be represented by an infinite linear
combination of sines and cosines. However, the only evidence I’ve given you of this conjecture’s
validity has been a few pictures and the fact that, if it weren’t true, then this book probably would
not have been written.

It is time we look at our conjecture more carefully. After all, if we plan to use Fourier series
in real applications, we really should know how well any “reasonable” function of interest can
be represented by its Fourier series. How accurately, for example, will any particular partial
sum approximate the function? Where can problems arise? And just what does it mean for a
function to be “reasonable”?

To help answer these questions we will discuss three types of convergence for infinite series
— pointwise, uniform, and norm. All three types are important in Fourier analysis and play
significant roles in applications.

Unfortunately, someof the important results to be discussed here are not so easily and simply
derived. Their proofs and derivations are somewhat lengthy and require much more cleverness
than has been needed thus far. Including such proofs and derivations here would make for a
very long chapter and may, frankly, hamper the flow of our discussions. Omitting them from
the book, however, would be unforgivable. They are important to fully understanding the results
presented; they contain truly interesting analysis, and besides, they aren’t really that difficult.
So, as a compromise, we’ll devote the next chapter to these particular proofs and derivations.1

13.1 Pointwise Convergence
The Basic Theorems on Pointwise Convergence
Suppose we have a periodic, piecewise continuous function f and its Fourier series

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t . (13.1)

Remember, the sum of such an infinite series is actually the double limit of the partial sums,

∞∑
k=−∞

ck e
i2πωk t = lim

M→−∞
N→∞

N∑
k=M

ck e
i2πωk t .

1 Before continuing, you may want to quickly skim through the review material on infinite series starting on page 41.

153

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

154 Convergence and Fourier’s Conjecture

Two questions immediately arise. The first is Does the above infinite series even make sense for
each possible value of t ? In other words, if t0 is any given value of t , then can we be sure that
the series in formula (13.1) converges for t = t0 ; that is, can we be sure that

lim
M→−∞
N→∞

N∑
k=M

ck e
i2πωk t0

exists (as a finite number)? If so, then the Fourier series, F.S. [ f ] , is truly a function, and we
can ask our second (and more interesting) question: Are f and F.S. [ f ] the same function?
More precisely, is it true that

lim
M→−∞
N→∞

N∑
k=M

ck e
i2πωkt0 = f (t0)

for all values of t0 (or at least for all values of t0 at which f is continuous)?
Both of these questions are addressed in the following theorem. Its proof is one of those

relegated to the next chapter (pages 177 to 183).

Theorem 13.1 (basic theorem on pointwise convergence)
Let f be a periodic, piecewise continuous function with

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Assume further that f is piecewise smooth on an interval (a, b) , and let t0 be any point in that
interval. Then:

1. If f (t) is continuous at t = t0 , then F.S. [ f ]|t0 converges and
∞∑

k=−∞
ck e

i2πωk t0 = f (t0) .

2. If f (t) has a jump discontinuity at t = t0 , then

lim
N→∞

N∑
k=−N

ck e
i2πωk t0 = 1

2

[
lim

τ→t−0
f (τ ) + lim

τ→t+0
f (τ )

]
.

Theorem 13.1 assures us that the complex exponential Fourier series for a periodic, piece-
wise continuous function does pretty well what we expected it to do, at least over intervals where
the function is continuous and piecewise smooth. At each point in such an interval the series
converges exactly to the value of the function at that point (so we say that the Fourier series
converges pointwise to the function over such intervals). Nor does this series behave that badly
at those points where f has jump discontinuities. At these points we at least have symmetric
convergence of the series to the average of the left- and right-hand limits of the function at that
point. Graphically, this is the midpoint of the jump.

Similar results can be derived for the trigonometric Fourier series of f ,

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] . (13.2)

In particular, the next theorem is an immediate consequence of theorem 13.1 and the fact that

N∑
k=N

ck e
i2πωk t0 = A0 +

N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]

for every positive integer N (see the discussion of partial sums starting on page 148).
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Theorem 13.2 (pointwise convergence for trigonometric series)
Let f be a periodic, piecewise continuous function. Assume further that f is piecewise smooth
on an interval (a, b) , and let t0 be any point in that interval. Then the trigonometric Fourier
series for f ,

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] , (13.3)

converges for t = t0 . Moreover:

1. If f is continuous at t0 , then

A0 +
∞∑
k=1

[ak cos(2πωkt0)+ bk sin(2πωkt0)] = f (t0) .

2. If f is not continuous at t0 , then

A0 +
∞∑
k=1

[ak cos(2πωkt0)+ bk sin(2πωkt0)] = 1

2

[
lim

τ→t−0
f (τ )+ lim

τ→t+0
f (τ )

]
.

(A slight refinement of this theorem is given in exercise 13.7 at the end of this chapter.)

Pointwise Convergence and Fourier’s Conjecture
As long as f is a piecewise smooth, periodic function, theorems 13.1 and 13.2 assure us that
the trigonometric Fourier series and complex exponential Fourier series of f both converge at
each point where f is continuous. These theorems further assure us that, at each such point t ,
the sums of both series equal the value f (t) . Consequently, we should view the function f ,
its trigonometric Fourier series, and its complex exponential Fourier series as being the same
piecewise continuous function on the entire real line (see page 10), confirming Fourier’s bold
conjecture for the case where the function is piecewise smooth and periodic. This is an important
(and famous) observation, which we might as well state as a theorem.

Theorem 13.3 (on Fourier’s bold conjecture, version 1)
Let f be a periodic, piecewise smooth function on � , and let F.S. [ f ] be either the trigono-
metric or complex exponential Fourier series for f . Then F.S. [ f ] converges at every point
where f is continuous, and

f = F.S. [ f ]

as piecewise continuous functions.2

!�Example 13.1 (the saw function): In examples 9.1 and 12.1we found that the saw function

saw3(t) =
{

t if 0 < t < 3

f (t − 3) in general

has trigonometric Fourier series

3

2
−

∞∑
k=1

3

kπ
sin
(
2πk

3
t
)

(13.4)

2 That is, f (t) = F.S. [ f ]|t at every t where f is continuous (see lemma 3.4 on page 21).
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156 Convergence and Fourier’s Conjecture

and complex exponential Fourier series

3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2πωk t (13.5)

where ωk = k/3 . This function is certainly piecewise smooth on the entire real line and is
continuous at every t except where t is an integral multiple of 3 . So, theorem 13.3 assures
us that these two series converge for every t not equal to an integral multiple of 3 , and that,
as piecewise continuous functions,

saw3(t) = 3

2
−

∞∑
k=1

3

kπ
sin
(
2πk

3
t
)

= 3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2πωk t .

In particular, since 5 is not an integral multiple of 3 and

saw3(5) = saw3(5− 3) = saw3(2) = 2 ,

we have
3

2
−

∞∑
k=1

3

kπ
sin
(
2πk

3
· 5
)

= saw3(5) = 2

and
3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2πωk5 = saw3(5) = 2 .

On the other hand, saw3(t) has a jump discontinuity at t = 0 and

1

2

[
lim
t→0− saw3(τ ) + lim

t→0+ saw3(τ )

]
= 1

2
[3+ 0] = 3

2
.

According to theorem 13.2, the trigonometric Fourier series for saw3(t) does converge at
t = 0 , and

3

2
−

∞∑
k=1

3

kπ
sin
(
2πk

3
0
)

= 1

2

[
lim

τ→0− saw3(τ ) + lim
τ→0+ saw3(τ )

]
= 3

2

(which, in this case, is pretty obvious). We also know from theorem 13.1 that the complex
exponential Fourier series converges symmetrically at t = 0 , and

3

2
+ lim

N→∞

N∑
k=−N
k �=0

3i

2πk
ei2πωk0 = 1

2

[
lim
t→0− saw3(τ ) + lim

t→0+ saw3(τ )

]
= 3

2

(which is also pretty obvious once you look a little more closely at these symmetric partial
sums). However, there is no assurance that the complex exponential Fourier series converges
in a more general sense at t = 0 . In fact, plugging t = 0 into the complex exponential
Fourier series gives

3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2πωk0 = 3

2
+

∞∑
k=−∞
k �=0

3i

2πk
= 3

2
+ 3i

2π

∞∑
k=−∞
k �=0

1

k
.
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But ∞∑
k=−∞
k �=0

1

k

is the two-side harmonic s eries a nd does not converge in the more general sense (see example
4.2 on page 47).

Clearly then, periodic functions that are piecewise smooth on the entire real line can be
considered as “reasonable” functions for Fourier analysis. As the next example illustrates, many
functions which are “nearly” piecewise smooth can also be represented by their Fourier series.

!�Example 13.2: Let

f (t) =
{ √|t | if −π < t < π

f (t − 2π) in general
.

The graph of this function is sketched in figure 13.1. This is clearly an even, continuous,
periodic function with period 2π . Its trigonometric Fourier series and complex exponential
Fourier series are

A0 +
∞∑
k=1

ak cos(kt) and
∞∑

k=−∞
ck e

ikt (13.6)

where

A0 = c0 = 1

π

∫ π

0

√
t dt = 2

3

√
π .

The other coefficients are given by

ak = 2

π

∫ π

0

√
t cos(kt) dt and ck = 1

π

∫ π

0

√
te−ikt dt ,

which we’ll not attempt to explicitly compute. At t = 0 (and, by periodicity, at t = n2π
for n = ±1, ±2, ±3, . . . ) the derivative of f blows up,

lim
t→0+ f ′(t) = lim

t→0+
1

2
√
t

= ∞ .

So this function is not piecewise smooth on any interval containing an integral multiple of
2π , and theorem 13.3 does not apply.

But look at what happens when t is not an integral multiple of 2π , say t = 2 . On the
interval (1, 3) this function is piecewise smooth (in fact, f (t) = √

t , which is uniformly
smooth on (1, 3) ). So, theorems 13.1 and 13.2 tell us that both of the series given in line (13.6)

T−π π 2π 3π

Figure 13.1: Graph of the “periodic square root function” of example 13.2.
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158 Convergence and Fourier’s Conjecture

converge for t = 2 and that

A0 +
∞∑
k=1

ak cos(k2) = f (2) = √
2

and
∞∑

k=−∞
cke

ik2 = f (2) = √
2 .

More generally, if t0 is any point other than an integral multiple of 2π , and α is
the distance between t0 and the closest integral multiple of 2π , then f will be piecewise
smooth on the interval (t0 − α/2 , t0 + α/2) . Theorems 13.1 and 13.2 then assure us that the
two series given in line (13.6) converge for t = t0 and equal f (t0) . Since there are only
a finite number of integral multiples of 2π on any finite interval, we can view this f , its
trigonometric Fourier series, and its complex exponential Fourier series as all being the same
function, and we can write

f (t) = A0 +
∞∑
k=1

ak cos(kt) and f (t) =
∞∑

k=−∞
cke

ikt

with the understanding that these equalities hold explicitly for all values of t other than
integral multiples of 2π .

Using the ideas illustrated in this last example, it is fairly easy to prove the following
generalization of theorem 13.3.

Theorem 13.4 (on Fourier’s bold conjecture, version 2)
Let f be a piecewise continuous, periodic function on � , and let F.S. [ f ] be either the
trigonometric or complex exponential Fourier series for f . Assume further that, on each finite
interval, f is smooth at all but a finite number (possibly zero) of points. Then, on each finite
interval, F.S. [ f ]|t converges to f (t) at all but a finite number of points, and so, f = F.S. [ f ]
as piecewise continuous functions on � .

For the rest of our discussion of classical Fourier series (part II of this text), we will usually
restrict ourselves to periodic functions that satisfy the conditions stated in theorem 13.3 or, at
worst, in theorem 13.4. By these theorems then, we know that the functions of interest to us
can be represented by both the trigonometric Fourier series and the complex exponential Fourier
series, and that these two representations are essentially the same. In view of this we will,
henceforth, treat the two series as simply being two different ways of describing the same series,
and we will use whichever version — trigonometric or complex exponential — seems most
convenient at the time.

The above restriction is not much of a restriction in most applications. To see this, just
try sketching the graph of a periodic, piecewise continuous function that does not satisfy the
smoothness conditions stated in theorem 13.4. It is possible to construct such a function. It is
even possible to show that, for some of these functions, the associated trigonometric Fourier
series diverges at certain points. Perhaps most surprising of all is the fact that even these strange
functions can, in a sense, still be represented by their Fourier series. We will discuss this further
in section 13.3 (and, in a more generalized setting, in chapter 36). And if you are interested in
seeing one of those functions whose trigonometric Fourier series diverges at certain points, take
a look at the first few chapters of Körner’s book on Fourier Analysis (reference [9]).
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13.2 Uniform and Nonuniform Approximations
The Error in a Partial Sum Approximation
Knowing that a given periodic function f can be represented by its Fourier series allows us, in
theory, to replace f with either its complex exponential or trigonometric Fourier series,

∞∑
k=−∞

ck e
i2πωk t or A0 +

∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] ,

respectively. This can be a very powerful tool in certain applications.
On the other hand, adding up the infinitely many terms of a Fourier series is rarely practical

(even with the best computers), and so, in practice, we may have to approximate f (t) using a
partial sum of its Fourier series,

N∑
k=M

ck e
i2πωk t or A0 +

Nc∑
k=1

ak cos(2πωkt) +
Ns∑
k=1

bk sin(2πωkt) .

For these partial sums to be useful, the limits in these summations — N , M , Nc , and Ns
— must be chosen so that the error in using the partial sum in place of the original function is
tolerably small. Of course, the question is now

Howdowe determine these limits so that the resulting errors are as small as desired?

This is the question we now will address.
For convenience, we will concentrate on the error in using partial sums for complex ex-

ponential series. Corresponding results for trigonometric series can then be derived using the
relations between the two versions of Fourier series.

In what follows, f denotes some periodic function,

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t ,

and M and N are a pair of integers with M < N . Remember, the corresponding (M, N )th

partial sum is

F.S.MN [ f ]|t =
N∑

k=M

ck e
i2πωkt .

Let EMN (t) denote the magnitude of the error in using this partial sum in place of f (t) ,

EMN (t) = ∣∣ f (t)− F.S.MN [ f ]|t
∣∣ =

∣∣∣∣∣ f (t) −
N∑

k=M

ck e
i2πωkt

∣∣∣∣∣ .

Observe that EMN (t) varies as t varies. If f is, say, piecewise smooth, then theorem 13.1
assures us that, for each individual t at which f is continuous,

lim
N→∞
M→−∞

EMN (t) = 0 .

Thus, if ε > 0 is the maximum error we will tolerate and t0 is a point at which f is continuous,
then there is an Mε and an Nε such that EMN (t0) < ε whenever both M ≤ Mε and N ≥ Nε .
This does not mean, however, that the error will be less than ε at other points.
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160 Convergence and Fourier’s Conjecture

Ideally, of course, we would like to know both of the following:

1. There is a pair of integers Mε and Nε for each and every ε > 0 such that EMN (t) < ε

for every real value t whenever M ≤ Mε and Nε ≤ N .

2. How to determine that Mε and Nε for any given ε > 0 .

If the first of these two statements is true for every ε > 0 , then (and only then) we will say
that the F.S.MN [ f ] ’s uniformly approximate f (or, equivalently, that F.S. [ f ] converges
uniformly to f ). Thus, if f is uniformly approximated by the F.S.MN [ f ] ’s , then, no matter
how small we choose ε > 0 , we can always find a partial sum F.S.MN [ f ] which differs from
f by less than ε at every point on the real line.

Note that saying “ F.S. [ f ] uniformly converges to f ” is completely equivalent to saying
that there is a doubly indexed set of numbers, call them εMN ’s , such that

EMN (t) ≤ εMN for all t in �

and satisfying

lim
N→∞
M→−∞

εMN = 0 .

Think of each εMN as describing the largest possible error in using F.S.MN [ f ]|t to compute
the value f (t) .3 Where practical, we will confirm uniform convergence by constructing such a
set of εMN ’s .

Finally, let me emphasize something implicit in our terminology. If the Fourier series for
a function converges uniformly to that function, then that series converges pointwise to that
function on the entire real line. That is,

lim
N→∞
M→−∞

N∑
k=M

ck e
i2πωk t = f (t) for each t in � .

Moreover, by knowing that the convergence is uniform, we also know that the maximum error
in using

N∑
k=M

ck e
i2πωk t to compute f (t)

must decrease to zero as M and N approach −∞ and ∞ , respectively. While this is certainly
the preferred situation, it is not, as we will soon see, always possible.

Continuity and Uniform Approximations
Notice that each partial sum,

F.S.MN [ f ]|t =
N∑

k=M

ck e
i2πωkt ,

being a finite linear combination of continuous functions, must itself be a continuous function.
Because of this, it is easy to show that these partial sums cannot uniformly approximate f if f
is not a continuous function. In fact, if f has a jump discontinuity, then, for each partial sum
F.S.MN [ f ] , there must be an interval (aN , bN ) on which the error EMN (t) is nearly half the
magnitude of the jump or greater.

To see why, consider the problem of approximating a discontinuous function f with any
continuous function S , as illustrated (with real-valued functions) in figure 13.2. In the figure
you can see that, if t0 is a point at which f has a discontinuity with jump j0 , and if S closely
3 More precisely, each εMN is a computable upper bound on the largest possible error.
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Tt0

j0

Y

y = f (t)
y = S(t)

Figure 13.2: A continuous approximation S(t) to a discontinuous function f (t) having a
jump at t0 .

approximates f on, say, the left side of the discontinuity, then S , being continuous, would
require a nontrivial interval on the right side of t0 to move up (or down) by the amount which f
“jumped”. Over that interval S would no longer be close to f . In particular, if S(t) is within
j0/2 of f (t) for every t less than t0 , then there must be a nonzero interval to the right of the
jump over which the values of S(t) will not yet be within, say, j0/4 of f (t) .4

These observations lead to the following little lemma, whose complete proof will be left as
an exercise for those who need further convincing.

Lemma 13.5
Let f and S be two functions on the real line with f being piecewise continuous and S being
continuous. Assume f has a nontrivial discontinuity with a jump of j0 at some point t0 . Then
there is a nontrivial interval (a, b) such that

1. f is continuous over (a, b) , and

2. | f (t)− S(t)| > 1

4
| j0| for every t in (a, b) .

?�Exercise 13.1: Rigorously prove lemma 13.5.

The case of greatest interest to us is where S = F.S.MN [ f ] . If f has a nontrivial
discontinuity with jump j0 , then this little lemma tells us that, for any choice of M and N ,
there is an interval over which EMN (t) > j0/4 . Thus, the F.S.MN [ f ]’s do not uniformly
approximate f . Conversely, if the F.S.MN [ f ] ’s do approximate f uniformly, then f must
be continuous on the entire real line (otherwise, according to the above, the F.S.MN [ f ] ’s could
not approximate f uniformly!).

These observations are important enough to formalize as a theorem.

Theorem 13.6
Let f be a periodic, piecewise continuous function. If the F.S.MN [ f ]’s uniformly approximate
f , then f must be a continuous function on the entire real line. Conversely, if f is not a
continuous function on the entire real line, then the F.S.MN [ f ]’s do not uniformly approximate
f . Moreover, if f has a jump of j0 at t0 , then, for each pair of integers M and N with
M < N , there is an interval containing t0 or with t0 as an endpoint over which∣∣ f (t) − F.S.MN [ f ]|t

∣∣ > 1

4
| j0| .

4 There is nothing magic about 1/4 . Any positive number below 1/2 can be used.
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162 Convergence and Fourier’s Conjecture

Along these lines, here is part of a theorem regarding uniform convergence that will be
proven after we discuss Fourier series of derivatives (see theorem 15.6 on page 200). It confirms
that Fourier series of continuous, periodic functions can be expected to converge uniformly.

Theorem 13.7 (continuity and uniform convergence for exponential series)
Let f be a piecewise smooth and periodic function with period p . If f is also continuous,
then its Fourier series ∞∑

k=−∞
ck e

i2πωk t

converges uniformly to f . Moreover, for any real value t and any pair of integers M and N
with M < 0 < N , ∣∣∣∣ f (t) −

N∑
k=M

ck e
i2πωkt

∣∣∣∣ ≤
[

1√|M| + 1√
N

]
B

where

B = 1

2π

(
p
∫
period

∣∣ f ′(t)
∣∣2 dt)1/2 .

These theorems do not say F.S. [ f ] uniformly converges to f whenever f is simply a
continuous (but not piecewise smooth) periodic function. In fact, there are continuous periodic
functions that are not uniformly approximated by their Fourier partial sums.5 Fortunately, such
functions are difficult to construct and do not commonly arise in applications.

The analogs to theorems 13.6 and 13.7 for trigonometric Fourier series are:

Theorem 13.8
Let f be a periodic, piecewise continuous function with trigonometric Fourier series

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] .

If there is a finite integer Nε for each ε > 0 such that∣∣∣∣ f (t) − A0 −
N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]
∣∣∣∣ ≤ ε

for every real value t and every integer N ≥ Nε , then f is continuous on the entire real line.
Conversely, if f has a nonzero jump of j0 at t0 , then, for any positive integer N , there is an
interval containing t0 or with t0 as an endpoint over which∣∣∣∣ f (t) − A0 −

N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]
∣∣∣∣ > 1

4
| j0| .

Theorem 13.9 (continuity and uniform convergence for trigonometric series)
Let f be a continuous and piecewise smooth periodic function with period p . Then its trigono-
metric Fourier series

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]

5 See chapter 18 of Körner’s Fourier Analysis (reference [9]).
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converges uniformly to f . Moreover, for any real value of t and any positive integer N ,∣∣∣∣ f (t) − A0 −
N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]
∣∣∣∣ ≤ B√

N

where

B = 1

π

(
p
∫
period

∣∣ f ′(t)
∣∣2 dt)1/2 .

?�Exercise 13.2: Assume theorem 13.7 holds and prove theorem 13.9.

Approximations for Discontinuous Functions
Let us now consider a discontinuous, piecewise smooth, periodic function f . We now know
that, while f can be represented by its Fourier series, it cannot be uniformly approximated
by the partial sums of its Fourier series. Since such functions are often used in applications, it
seems prudent to further discuss the behavior of their partial sum approximations both in the
neighborhoods of the discontinuities and over intervals not containing discontinuities.

Behavior Near Discontinuities
Gibbs Phenomenon

If we look closely at the graph of a Fourier partial sum approximation to a discontinuous (but
piecewise smooth) function f , we see something strange occurring: Not only is the graph of
the partial sum approximation not uniformly close to the graph of f , it “oscillates wildly” about
the graph of f in the neighborhood of any discontinuity. Looking more closely, we can further
see that, on either side of the discontinuity, there is a “hump” in the graph of the partial sum
approximation that goes above or below the graph of f by roughly 9% of the magnitude of the
jump at the discontinuity. This phenomenon is known as Gibbs phenomenon or ringing.

The Gibbs phenomenon is particularly well illustrated in figure 13.3 by the graphs of the
square wave function

f (t) =

⎧⎪⎪⎨⎪⎪⎩
0 if −π < t < 0

1 if 0 < t < π

f (t − 2π) in general

11

11 TT(a) (b)

Figure 13.3: Gibbs phenomenon in the graphs of the (a) 10th and (b) 25th partial sum
approximation to the Fourier series for a square wave function (sketched faintly
in each).
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J0

t0 − p t0 t0 + p t0 + 2p T

Figure 13.4: Graphs of a shifted and scaled saw function and a partial sum approximation to
its Fourier series.

and the corresponding partial sums F.S.10[ f ] and F.S.25[ f ] . Figure 13.3 also illustrates the
fact that, as N gets larger, the interval over which the Gibbs phenomenon is significant becomes
smaller. Still, the magnitude of the oscillations remains fairly constant.

A rather detailed analysis of Gibbs phenomenon can be carried out for the shifted and scaled
saw function

h0(t) = J0
p
sawp(t − t0) =

⎧⎨⎩
J0
p
(t − t0) if t0 < t < t0 + p

h0(t − p) in general

where J0 , p , and t0 are any constants with t0 real and p > 0 . This function, along with an
N th symmetric partial sum of its Fourier series,

F.S.N [h0]|t =
N∑

k=−N

ck e
i2πωk t ,

is sketched in figure 13.4. Note that h0 is continuous everywhere except at t = t0 + Kp where
K is any integer, and that at these discontinuities the function has a jump of −J0 .

The details of the analysis of Gibbs phenomenon for this function (along with some ad-
ditional discussion of Gibbs phenomenon for this function) are given in the next chapter. It is
shown there (in proving lemma 14.8 on page 193) that the relative maximums and minimums
of F.S.N [h0]|t (i.e., the peaks and valleys of the wiggles in figure 13.4) occur at the points
t0 + tN ,m where

tN ,m =
⎧⎨⎩

mp

2N
if m is even

mp

2N + 2
if m is odd

, (13.7a)

m = 0, ±1, ±2, ±3, . . . ,±MN , (13.7b)

and

MN =
{
N − 1 if N is even

N if N is odd
. (13.7c)

Moreover, letting

γm = 1

2
− 1

π

∫ mπ

0

sin(τ )

τ
dτ , (13.7d)

then, for each nonzero integer m ,

lim
N→∞

[
F.S.N [h0]|t0+tN ,m

− h0(t0 + tN ,m)
]

=
{ −γm J0 if m < 0

γm J0 if 0 < m
. (13.7e)
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The largest of these γm’s is γ1 , which is approximately 0.09 . It is equation (13.7e) that
tells us, when N is relatively large, that the “wiggle” in the graph of F.S.N [h0] closest to each
discontinuity will either overshoot or undershoot the graph of h0 by roughly 9% of the height
of the jump of the discontinuity.

Similar behavior occurs with the corresponding partial sum approximations of any periodic,
piecewise smooth function. In fact, given the above and previous results discussed in this chapter,
it is surprisingly easy to prove the next theorem.

Theorem 13.10
Let f be a periodic, piecewise smooth function with period p and

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

If f has a jump of j0 at t0 , then

lim
N→∞

[
N∑

k=−N

ck e
i2πωk(t0+tN ,m ) − f (t0 + tN ,m)

]
=
{ −γm j0 if m < 0

γm j0 if 0 < m

where the tN ,m’s and γm’s are as defined in equations (13.7a) and (13.7d).

?�Exercise 13.3 (proof of theorem 13.10) a: Assume that f has only one discontinuity in
the interval 0 ≤ t < p . Let t0 be the point in that interval at which f is discontinuous,
J0 the corresponding jump in f , and h0 the shifted and scaled saw function described
above. Show that g = f + h0 is a continuous, piecewise smooth, periodic function.

b: Assume theorem 13.7 on page 162 holds as well as equation (13.7e). Show that the claim
in theorem 13.10 holds for the case where f has only one discontinuity in the interval
0 ≤ t < p .6

c: Now prove theorem 13.10.

Behavior Away from Discontinuities
Limited Uniform Approximation

While the partial Fourier sums cannot uniformly approximate discontinuous functions, you may
have noticed that the graphs of partial sum approximations do closely approximate the given
discontinuous functions over intervals away from any discontinuities (see, for example, figures
13.3 and 13.4). For the scaled and shifted saw function mentioned above,

h0(t) = J0
p
sawp(t − t0) ,

this will be confirmed in the next chapter, where we will show (lemma 14.7 on page 193) that, if

F.S. [h0]|t =
∞∑

k=−∞
ck e

i2πωk t ,

6 One should always be suspicious of those who use a theorem to derive a result before proving that theorem. There is
a distinct danger that they will later prove that theorem using the result derived assuming the theorem holds — thus
verifying only the vacuous claim that something is true if that “something” is true. Fortunately, the only result from
this chapter used in the proof of theorem 13.7 (what we are assuming) is theorem 13.1, the basic theorem on pointwise
convergence.
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166 Convergence and Fourier’s Conjecture

and M and N are two integers with M < 0 < N , then∣∣∣∣h0(t) −
N∑

k=M

ck e
i2πωk t

∣∣∣∣ ≤
[ 1

1− 2M
+ 1

1+ 2N

]
B(D)

where D is the distance between t and the point closest to t at which h0 is discontinuous, and

B(D) = |J0|
⎡⎣ 1

π
− 1

π2
+ 1

π sin
(

π
p D

)
⎤⎦ .

Note that, as t approaches a point at which h0 is discontinous, D → 0 and B(D) → ∞ .
The computations leading to the above results are, admittedly, somewhat tedious. That is

why they are in the next chapter and not here. But, as with Gibbs phenomenon, it is fairly easy
to take the results derived for the saw function and results discussed (but not yet proven) earlier
in this chapter (notably, theorem 13.7 on page 162) to derive a much more general theorem .

Theorem 13.11
Suppose f is a periodic, piecewise smooth function with period p , and t is any fixed real
value. Let K be the number of points in the half-closed interval [t − p/2, t + p/2) at which f is
discontinuous, and let t1, t2, . . . , tK be those points of discontinuity with jk denoting the jump
in f at tk . Then, for any pair of integers M and N with M < 0 < N ,

EMN (t) ≤
[

1√|M| + 1√
N

]
B0 +

[ 1

1− 2M
+ 1

1+ 2N

] K∑
k=1

BK (t)

where

B0 = 1

2π

(
p
∫
period

∣∣∣∣ f ′(t) + 1

p

K∑
k=1

jk

∣∣∣∣2 dt
)1/2

and, for k = 1, 2, . . . , K ,

Bk(t) = | jk |
⎡⎣ 1

π
− 1

π2
+ 1

π sin
(

π
p |t − tk |

)
⎤⎦ .

?�Exercise 13.4: Prove theorem 13.11 assuming theorem 13.7 holds. (Hint: See exercise
13.3 on page 165.)

?�Exercise 13.5: In the following, let

F.S. [saw1]|t =
∞∑

k=−∞
ck e

i2πωk t .

a: Verify that

ck =

⎧⎪⎨⎪⎩
i

2πk
if k �= 0

1

2
if k = 0

.

b: Use the error estimate in theorem 13.11 to show that, if N is any positive integer and
1/4 ≤ t ≤ 3/4 , then ∣∣∣∣saw1(t) −

N∑
k=−N

ck e
i2πωkt

∣∣∣∣ < 2

1+ 2N
.
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c: What should N be to ensure that

N∑
k=−N

ck e
i2πωk t approximates saw1(t)

with an error of less than 1/100 on the interval
(
1/4,

3/4
)
?

13.3 Convergence in Norm∗

Let f be a periodic, piecewise continuous function with period p and Fourier series

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

We will say this Fourier series converges in norm (or converges in energy) to f if and only if

lim
N→∞
M→−∞

∥∥∥∥ f (t) −
N∑

k=M

ck e
i2πωk t

∥∥∥∥ = 0 . (13.8)

This last equation, of course, can be written as

lim
N→∞
M→−∞

‖EMN (t)‖ = 0 (13.9)

where EMN is the corresponding error,

EMN (t) = f (t) −
N∑

k=M

ck e
i2πωk t .

Recalling the definition of the norm, we can see that equations (13.8) and (13.8) are completely
equivalent to

lim
N→∞
M→−∞

∫
period

∣∣∣∣ f (t) −
N∑

k=M

ck e
i2πωk t

∣∣∣∣2 dt = 0 (13.10)

and to

lim
N→∞
M→−∞

∫
period

|EMN (t)|2 dt = 0 . (13.11)

In words, these equations are saying:

The average value of the square of the error in replacing f (t) by

N∑
k=M

ck e
i2πωk t

approaches 0 as M and N approach −∞ and ∞ , respectively.

∗ This continues the discussion on norms begun in chapter 11. It may be a good idea to quickly review that material.
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168 Convergence and Fourier’s Conjecture

It should now be apparent as to why convergence in the norm is often referred to asmean-squared
convergence.

Let’s consider the particular case where f is continuous and piecewise smooth, as well as
periodic. Theorem 13.7 tells us (or will tell us once we prove it) that there is a finite value B
such that

|EMN (t)| ≤
[

1√|M| + 1√
N

]
B

for every real value t and all integers M and N with M < 0 < N . Thus,

lim
N→∞
M→−∞

∫
period

|EMN (t)|2 dt ≤ lim
N→∞
M→−∞

∫
period

∣∣∣∣[ 1√|M| + 1√
N

]
B

∣∣∣∣2 dt
= lim

N→∞
M→−∞

∣∣∣∣[ 1√|M| + 1√
N

]
B

∣∣∣∣2 p = 0 ,

proving the following lemma.

Lemma 13.12
The (complex exponential) Fourier series for a continuous, piecewise smooth, periodic function
converges in norm to that function.

That we can show convergence in the norm when we already have uniform convergence
should not surprise you. You may even suspect that the results discussed above concerning
Gibbs phenomenon and “almost uniform convergence” can be used to show that the statement of
lemma 13.12 remains true if the word “continuous” is removed. You would be correct. In fact,
we can go even further and show that the Fourier series of any piecewise continuous, periodic
function converges in norm to that function, even when that function is not piecewise smooth.

To see how we might prove the more general claim, go back to the “norm of the error”
equation in lemma 11.3 on page 138. In this situation, with M and N being any two integers
satisfying M < N , that equation becomes∥∥∥∥ f (t) −

N∑
k=M

ck e
i2πωk t

∥∥∥∥2 = ‖ f ‖2 −
N∑

k=M

|ck |2
∥∥ ei2πωk t

∥∥2
= ‖ f ‖2 − p

N∑
k=M

|ck |2 . (13.12)

Thus, the Fourier series of f converges in norm to f ,

lim
N→∞
M→−∞

∥∥∥∥ f (t) −
N∑

k=M

ck e
i2πωk t

∥∥∥∥2 = 0 ,

if and only if

lim
N→∞
M→−∞

[
‖ f ‖2 − p

N∑
k=M

|ck |2
]

= 0 .

But

lim
N→∞
M→−∞

[
‖ f ‖2 − p

N∑
k=M

|ck |2
]

= ‖ f ‖2 − p
∞∑

k=−∞
|ck |2 .
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Combining the last two statements gives us the following lemma.

Lemma 13.13
Let f be a periodic, piecewise continuous function with

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Then the Fourier series for f converges in norm to f if and only if

p
∞∑

k=−∞
|ck |2 = ‖ f ‖2 . (13.13)

Equation (13.13) is known as Bessel’s equality (for Fourier series).7 To show that this
equality holds under very general circumstances, it helps to first show that “Parseval’s equality”,
described below, holds under very general circumstances.

Lemma 13.14 (Parseval’s equality)
Let f and g be two piecewise continuous, periodic functions with the same period p and with
Fourier series

F.S. [ f ]|t =
∞∑

k=−∞
fk e

i2πωk t and F.S. [g]|t =
∞∑

k=−∞
gk e

i2πωk t .

Assume, in addition, that g is continuous and piecewise smooth. Then

1.
∞∑

k=−∞
fkg

∗
k converges absolutely, and

2. 〈 f g 〉 = p
∞∑

k=−∞
fkg

∗
k .

The last equality is known as Parseval’s equality (for Fourier series).

PROOF: From Bessel’s inequality (see exercise 12.4 on page 150) we already know that

∞∑
k=−∞

| fk |2 ≤ 1

p
‖ f ‖2 and

∞∑
k=−∞

|gk |2 ≤ 1

p
‖g‖2 .

This and the Schwarz inequality for summations (theorem 4.8 on page 45) give us

∞∑
k=−∞

∣∣ fkg∗
k

∣∣ =
∞∑

k=−∞
| fk | |gk |

≤
( ∞∑
k=−∞

| fk |2
)1/2 ( ∞∑

k=−∞
|gk |2

)1/2
≤ ‖ f ‖ ‖g‖ ,

which verifies the absolute convergence claimed in the lemma.

7 Do not call it Bessel’s equation; that is something quite different.
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Now, for each pair of integers M and N with M < 0 < N , let

EMN (t) = g(t) −
N∑

k=M

gk e
i2πωk t .

From lemma 13.12 we know that ‖EMN‖ → 0 as (M, N ) → (−∞,∞) . From that and the
Schwarz inequality for inner products (theorem 11.2 on page 135) we have

lim
N→∞
M→−∞

|〈 f EMN 〉| ≤ lim
N→∞
M→−∞

‖ f ‖ ‖EMN‖ = 0 . (13.14)

But

〈 f EMN 〉 =
∫
period

f (t)

(
g(t) −

N∑
k=M

gk e
i2πωk t

)∗
dt

=
∫
period

f (t)g∗(t) dt −
N∑

k=M

g∗
k

∫
period

f (t) e−i2πωk t dt

= 〈 f g 〉 −
N∑

k=M

g∗
k p fk .

Thus,

〈 f g 〉 = 〈 f EMN 〉 + p
N∑

k=M

fkg
∗
k

and, using equation (13.14),

〈 f g 〉 = lim
N→∞
M→−∞

[
〈 f EMN 〉 + p

N∑
k=M

fkg
∗
k

]
= 0 + p

∞∑
k=−∞

fkg
∗
k .

Using tools that we will develop independently for Fourier transforms, we will be able to
show that the additional assumptions made on g in the above lemma are totally unnecessary.
That will give us the following theorem (proven in a set of exercises in section 26.5).

Theorem 13.15 (Parseval’s equality)
Let f and g be two piecewise continuous, periodic functions with the same period p , and let

F.S. [ f ]|t =
∞∑

k=−∞
fk e

i2πωk t and F.S. [g]|t =
∞∑

k=−∞
gk e

i2πωk t .

Then

1.
∞∑

k=−∞
fkg

∗
k converges absolutely, and

2. 〈 f g 〉 = p
∞∑

k=−∞
fkg

∗
k .

Letting g = f gives us Bessel’s equality.
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Corollary 13.16 (Bessel’s equality)
Let f be a piecewise continuous, periodic function with Fourier series

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Then

‖ f ‖2 = p
∞∑

k=−∞
|ck |2 .

As an immediate corollary to this and lemma 13.13, we have the following major theorem
for Fourier analysis.

Theorem 13.17 (norm convergence)
The (complex exponential) Fourier series for a piecewise continuous, periodic function converges
in norm to that function.

13.4 The Sine and Cosine Series
After making the obvious modifications, we can apply all the results discussed thus far in this
chapter to the various “Fourier series” discussed in chapter 10 for functions just defined on finite
intervals. Consider, for example, a function f on a finite interval (0, L) and its Fourier sine
series

F.S.S. [ f ]|t =
∞∑
k=1

bk sin
(
kπ

L
t
)

(13.15)

(see section 10.2 starting on page 123). Remember, this series is the trigonometric Fourier series
of the odd periodic extension of f ,

f̂o(t) =

⎧⎪⎪⎨⎪⎪⎩
f (t) if 0 < t < L

− f (−t) if −L < t < 0

f̂o(t − 2L) in general

.

Assuming f is piecewise smooth on (0, L) and continuous at a point t0 in (0, L) , then it
certainly follows that f̂o is piecewise smooth on the entire real line and is continuous at t0 . The
basic theorem on pointwise convergence for trigonometric series, theorem 13.2 on page 155, then
assures us that trigonometric Fourier series for f̂o — which is the series given in line (13.15)
— converges and equals f̂o(t0) . Thus, by the definition of f̂o ,

f (t0) = f̂o(t0) =
∞∑
k=1

bk sin
(
kπ

L
t0
)

.

Continuing along these lines, we can easily obtain the next theorem.

Theorem 13.18 (pointwise convergence of sine series)
Let f be a piecewise smooth function on a finite interval (0, L) . Then the sine series of f on
(0, L)

∞∑
k=1

bk sin
(
kπ

L
t
)
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172 Convergence and Fourier’s Conjecture

converges for each t in (0, L) . Moreover:

1. If t0 is a point in (0, L) at which f is continuous, then

∞∑
k=1

bk sin
(
kπ

L
t0
)

= f (t0) .

2. If t0 is a point in (0, L) at which f is not continuous, then

∞∑
k=1

bk sin
(
kπ

L
t0
)

= 1

2

[
lim
t→t+0

f (t) + lim
t→t−0

f (t)

]
.

The analogous theorem for the cosine series, below, is just as easily verified.

Theorem 13.19 (pointwise convergence of cosine series)
Let f be a piecewise smooth function on a finite interval (0, L) . Then the cosine series of f
on (0, L)

A0 +
∞∑
k=1

ak cos
(
kπ

L
t
)

converges for each t in (0, L) . Moreover:

1. If t0 is a point in (0, L) at which f is continuous, then

A0 +
∞∑
k=1

ak cos
(
kπ

L
t0
)

= f (t0) .

2. If t0 is a point in (0, L) at which f is not continuous, then

A0 +
∞∑
k=1

ak cos
(
kπ

L
t0
)

= 1

2

[
lim
t→t+0

f (t) + lim
t→t−0

f (t)

]
.

In a similar fashion we can obtain analogs to the other results discussed in this chapter for
the various “Fourier series” of functions on a finite interval. Two that will be of some interest, the
sine and cosine series versions of theorem 13.9 on page 162, will be described later in chapter 15
(see page 209). One other of interest is stated below. It follows from the results concerning norm
convergence and Bessel’s equality (corollary 13.16 and theorem 13.17 in the previous section).
I’ll leave the details of its verification to you.

Theorem 13.20 (Bessel’s equality for sine and cosine series)
Let f be a piecewise continuous function on a finite interval (0, L) with sine and cosine series

∞∑
k=1

bk sin
(
kπ

L
t
)

and A0 +
∞∑
k=1

ak cos
(
kπ

L
t
)

,

respectively. Then each of these series converges in norm to f . Moreover

‖ f ‖2 = 1

2
L

∞∑
k=1

|bk |2 = L |A0|2 + 1

2
L

∞∑
k=1

|ak |2 .
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Additional Exercises

13.6. Consider the Fourier series for each of the functions below at each the following points:

t = 0 , t = 1/2 , t = 1 , t = 2 and t = 5/2 .

In each case:

1. If the function is continuous at the given point, find the value of its Fourier series
at that point.

2. If the function is not continuous at the given point, find the value of its trigono-
metric Fourier series at that point. (Equivalently, find the value to which its
complex exponential Fourier series symmetrically converges.)

Use the results from this chapter! Do not attempt to actually “add up” the infinite series!

a. f (t) =

⎧⎪⎪⎨⎪⎪⎩
0 if −1 < t < 0

1 if 0 < t < 1

f (t − 2) in general

b. g(t) =
{

et if 0 < t < 1

g(t − 1) in general

c. The even sawtooth function sketched in figure 13.5

d. |sin(2π t)|

e. h(t) =

⎧⎪⎪⎨⎪⎪⎩
+1 if 0 < |t | < 1

−1 if 1 < |t | < 2

f (t − 4) in general

f. k(t) =
{

t2 if −1 < t < 1

f (t − 2) in general

g. l(t) =

⎧⎪⎪⎨⎪⎪⎩
0 if −1 < t < 0

t2 if 0 < t < 1

f (t − 2) in general

1

−2 2 4 T

Figure 13.5: Two and one half periods of the even saw function for exercise 13.6 c.
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13.7. Let f be a periodic, piecewise smooth function with trigonometric Fourier series

A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] .

Assume further that f is piecewise smooth on an interval (a, b) , and let t0 be any
point in (a, b) . Using either of the theorems on pointwise convergence (theorem 13.1
or 13.2) verify that

∞∑
k=1

ak cos(2πωkt) and
∞∑
k=1

bk sin(2πωkt)

both converge, and that

∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] =
∞∑
k=1

ak cos(2πωkt)+
∞∑
k=1

bk sin(2πωkt) .

(You might start by considering the functions

fe(t) = 1

2
[ f (t)+ f (−t)] and fo(t) = 1

2
[ f (t)− f (−t)]

and their Fourier series.)

13.8. For each function listed in exercise 13.6, decide whether the corresponding Fourier
series does or does not converge uniformly to the function.

13.9. In exercises 9.8 and 9.9 you generated the graphs of several partial sums of the trigono-
metric Fourier series for various functions. Re-examine those graphs and do the fol-
lowing:

1. Visually identify those functions whose partial sums are uniformly converging
to the function.

2. Identify graphs exhibiting the Gibbs phenomenon. In particular, locate the
“over- and undershoots” closest to the discontinuities.

13.10. Let f be a periodic and piecewise continuous function with period p and

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

The mean error in using the (M, N )th partial sum is

1

p

∫
period

|EMN (t)| dt where EMN (t) = f (t) −
N∑

k=M

ck e
i2πωk t .

a. Verify that
∫
period

|EMN (t)| dt = 〈 |EMN | 1 〉 .

b. Assume the theorem on norm convergence, theorem 13.17, holds. Use that theorem,
the Schwarz inequality for inner products, and the result from the previous part of
this exercise to verify that the mean error in using the (M, N )th partial sum goes to
zero as M and N approach −∞ and ∞ , respectively.
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13.11. For this problem, if 0 < t < 2 , then f (t) = t . Otherwise, f (t) is not defined.

a. Consider the sine series for f over (0, 2) .

i. To what values does this sine series converge when t = 0 and when t = 2 ?

ii. Does this sine series converge pointwise to f (t) when 0 < t < 2 ?

iii. Does this sine series converge uniformly to f over the interval (0, 2) ?

b. Consider the cosine series for f over (0, 2) .

i. To what values does this cosine series converge when t = 0 and when t = 2 ?

ii. Does this cosine series converge pointwise to f (t) when 0 < t < 2 ?

iii. Does this cosine series converge uniformly to f over the interval (0, 2) ?

13.12. Repeat problem 13.11, above, using the function f (t) = t (2 − t) if 0 < t < 2 (and
undefined otherwise).

13.13. Using results discussed in this chapter for periodic functions:

a. Finish proving theorem 13.18 on page 171.

b. Prove theorem 13.20 on page 172.

13.14. Let f (t) be a piecewise smooth function on a finite interval (0, L) .

a. When will we have Gibbs phenomenon occurring at t = 0 in the partial sums for the
sine series of f ?

b. When will we have Gibbs phenomenon occurring at t = 0 in the partial sums for the
cosine series of f ?

13.15. In problem 12.5 on page 151 you derived (somewhat naively) that, if f and g are
piecewise continuous, periodic functions with period p , and

F.S. [ f ]|t =
∞∑

k=−∞
fk e

i2πωk t and F.S. [g]|t =
∞∑

k=−∞
gk e

i2πωk t ,

then

F.S. [ f g]|t =
∞∑

k=−∞
ck e

i2πωk t (13.16a)

where, for each integer k ,

ck =
∞∑

N=−∞
fngk−n . (13.16b)

a. Rigorously prove that equation set (13.16) holds assuming that f is continuous and
piecewise smooth.

b. Use theorem 13.17 on norm convergence to show that equation set (13.16) holds even
when f is not continuous and piecewise smooth.
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Convergence and Fourier’s Conjecture:
The Proofs

As promised, here we will go into the details of verifying the basic theorem on pointwise
convergence. In addition, as also promised, we will carefully examine the behavior of the partial
sums of the Fourier series of certain saw functions both on intervals away from the discontinuities
(to verify “nearly uniform convergence”) and on intervals containing points of discontinuity (to
study Gibbs phenomenon).

14.1 Basic Theorem on Pointwise Convergence
Our first big goal is to prove the following theorem (which is the same as theorem 13.1 on
page 13.1).

Theorem 14.1 (basic theorem on pointwise convergence)
Let f be a periodic, piecewise continuous function with

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Assume, further, that f is piecewise smooth on an interval (α, β) , and let t0 be any point in
that interval. Then:

1. If f (t) is continuous at t = t0 , then

lim
N→∞
M→−∞

N∑
k=M

ck e
i2πωk t0 = f (t0) .

2. If f (t) has a jump discontinuity at t = t0 , then

lim
N→∞

N∑
k=−N

ck e
i2πωk t0 = 1

2

[
lim

τ→t−0
f (τ ) + lim

τ→t+0
f (τ )

]
.

Some of the lemmas that we will develop to help prove this theorem will also be used later
to more closely examine the convergence of the Fourier series for a simple saw function.

177
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178 Convergence Theorems

Preliminary Lemmas

A number of “little facts” will be needed. To avoid having to stop in the middle of the main
proof to develop them, we will describe these little facts in the following sequence of lemmas
and corollaries.

The first is based on the partial sum formula for the geometric series (equation (4.11) on
page 43),

N∑
k=M

Xk = XM − XN+1
1− X

(14.1)

where M and N are any two integers with M < N and X is any complex number other than
1 or 0 . Do observe, however, that since the left-hand side is continuous at X = 1 , the apparent
discontinuity at X = 1 on the right-hand side of equation (14.1) is clearly trivial.

Replacing X with e−iγ x in equation (14.1) yields the following lemma.

Lemma 14.2
If γ is any nonzero number, and M and N are any two integers with M < N , then

N∑
k=M

e−ikγ x = e−iMγ x − e−i(N+1)γ x
1− e−iγ x (14.2)

whenever γ x is not an integral multiple of 2π .

Again, because the left-hand side of equation (14.2) is clearly continuous, any apparent
discontinuity in the right-hand side when γ x is any integral multiple of 2π is trivial.

?�Exercise 14.1: Let N be a positive integer and γ and α real values. Derive the following
sequence of formulas:

N∑
k=−N

e−ikγ t =
sin

(
γ
[
N + 1

2

]
t
)

sin
(
1
2γ t

) , (14.3a)

N∑
k=1

cos(2αkt) = sin([2N + 1]αt) − sin(αt)

2 sin(αt)
, (14.3b)

and
N∑
k=1

sin(2αkt) = cos(αt) − cos([2N + 1]αt)
2 sin(αt)

. (14.3c)

(Start by letting M = −N in equation (14.2) and then multiplying both the numerator and
denominator by exp

(
i γ
2 t
)
.)

The claims in the next lemma are easily verified by simply evaluating the indicated integrals
term by term.

Lemma 14.3
Let p > 0 , and let M and N be integers with M < 0 < N . Then, letting γ = 2π/p ,∫ p/2

−p/2

[
N∑

k=M

e−ikγ x
]
dx = p
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Basic Theorem on Pointwise Convergence 179

and ∫ 0

−p/2

[
N∑

k=−N

eikγ x
]
dx =

∫ p/2

0

[
N∑

k=−N

eikγ x
]
dx = p

2
.

?�Exercise 14.2: Prove lemma 14.3.

The next lemma is yet another version of the Riemann–Lebesgue lemma. This particular
version is a simple corollary of the more general version on page 140.

Lemma 14.4 (Riemann–Lebesgue lemma)
Let p > 0 , and assume g is a piecewise continuous function on the interval (− p/2,

p/2) . Then,
letting γ = 2π/p ,

lim
K→±∞
K∈�

∫ p/2

−p/2

g(x) e−i Kγ x dx = 0 .

The Dirichlet Kernel

Let p > 0 , and let M and N be any two integers with M < N . The corresponding Dirichlet
kernel is the function DM,N given by

DM,N (x) = 1

p

N∑
k=M

e−i2πωk x (14.4)

where, as usual, ωk = k/p . Letting γ = 2π/p , the above can be rewritten as

DM,N (x) = 1

p

N∑
k=M

e−ikγ x .

From lemma 14.2 we know that

DM,N (x) = e−iMγ x − e−i(N+1)γ x
p

[
1− e−iγ x

] = e−i2πωMx − e−i2πωN+1x

p
[
1− e−i2πω1x

] , (14.5)

and from lemma 14.3 it follows that, provided M < 0 < N ,∫ p/2

−p/2

DM,N (x) dx = 1 (14.6)

and ∫ 0

−p/2

D−N ,N (x) dx =
∫ p/2

0
D−N ,N (x) dx = 1

2
. (14.7)

Our interest in the Dirichlet kernel comes from the fact that, if f is any periodic, piecewise
continuous function with

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t ,

then each partial sum of this series can be expressed as an integral of a translation of f multiplied
by the corresponding Dirichlet kernel. To see this, first observe that, for any integer k and real

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

180 Convergence Theorems

value t0 ,

ck e
i2πωk t0 =

(
1

p

∫ t0+p/2

t0−p/2

f (τ )e−i2πωkτ dτ

)
ei2πωk t0

= 1

p

∫ t0+p/2

t0−p/2

f (τ )e−i2πωk(τ−t0) dτ = 1

p

∫ p/2

−p/2

f (t0 + x)e−i2πωk x dx .

So,
N∑

k=M

ck e
i2πωk t0 =

N∑
k=M

1

p

∫ p/2

−p/2

f (t0 + x)e−i2πωk x dx

=
∫ p/2

−p/2

1

p

N∑
k=M

f (t0 + x)e−i2πωk x dx

=
∫ p/2

−p/2

f (t0 + x)

(
1

p

N∑
k=M

e−i2πωk x

)
dx .

In other words,
N∑

k=M

ck e
i2πωk t0 =

∫ p/2

−p/2

f (t0 + x)DM,N (x) dx . (14.8)

The next two lemmaswill help reduce the analysis of the pointwise convergence of a Fourier
series to a corresponding analysis of a particular integral.

Lemma 14.5
Let f be a periodic, piecewise continuous function with

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Let t0 be any point on the real line at which f (t) is continuous. Then for any pair of integers
M and N with M < 0 < N ,

N∑
k=M

ck e
i2πωk t0 =

∫ p/2

−p/2

[ f (t0 + x)− f (t0)]DM,N (x) dx + f (t0) .

Lemma 14.6
Let f be a periodic, piecewise continuous function with

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Let t0 be any point on the real line and let f −
0 and f +

0 be the values

f −
0 = lim

x→0− f (t0 + x) and f +
0 = lim

x→0+ f (t0 + x) .

Then, for any positive integer N ,

N∑
k=−N

ck e
i2πωkt0 =

∫ p/2

−p/2

[ f (t0 + x)− f0(x)]D−N ,N (x) dx + 1

2

[
f −
0 + f +

0

]
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Basic Theorem on Pointwise Convergence 181

where (see figure 14.1)
Y

X

y = f (t0 + x)

y = f0(x)

Figure 14.1: f and f0 .

f0(x) =
{
f −
0 if x < 0

f +
0 if x > 0

.

The proofs of these two lemmas are
similar and will be combined.

PROOF (of lemmas 14.5 and 14.6): Let f +
0 , f −

0 and f0(x) be as in lemma 14.6. Then∫ p/2

−p/2

f (t0 + x)DM,N (x) dx =
∫ p/2

−p/2

[ f (t0 + x)− f0(x)+ f0(x)]DM,N (x) dx

=
∫ p/2

−p/2

[ f (t0 + x)− f0(x)]DM,N (x) dx

+
∫ p/2

−p/2

f0(x)DM,N (x) dx .

(14.9)

If f is continuous at t0 , then f −
0 = f (t0) = f +

0 and f0(x) = f (t0) for all x . With this
and equality (14.6), equation (14.9) becomes∫ p/2

−p/2

f (t0 + x)DM,N (x) dx =
∫ p/2

−p/2

[ f (t0 + x)− f (t0)]DM,N (x) dx

+ f (t0)
∫ p/2

−p/2

DM,N (x) dx

=
∫ p/2

−p/2

[ f (t0 + x)− f (t0)]DM,N (x) dx + f (t0) .

This proves lemma 14.5.
Whether or not f is continuous at t0 , if M = −N , then, by the definition of f0(x) and

equality (14.6), equation (14.9) simplifies as follows:∫ p/2

−p/2

f (t0 + x)D−N ,N (x) dx =
∫ p/2

−p/2

[ f (t0 + x)− f0(x)]D−N ,N (x) dx

+
∫ 0

−p/2

f −
0 D−N ,N (x) dx +

∫ p/2

0
f +
0 D−N ,N (x) dx

=
∫ p/2

−p/2

[ f (t0 + x)− f0(x)]D−N ,N (x) dx

+ 1

2

[
f −
0 + f +

0

]
.
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182 Convergence Theorems

Proof of the Main Theorem
Let f and t0 be as in the main theorem (theorem 14.1 on page 177). That is, f is a periodic,
piecewise continuous function on � that is piecewise smooth on some interval (α, β) containing
the point t0 . For convenience, let us use the notation introduced in lemma 14.6,

f −
0 = lim

x→0− f (t0 + x) , f +
0 = lim

x→0+ f (t0 + x)

and

f0(x) =
⎧⎨⎩ f −

0 if x < 0

f +
0 if x > 0

.

(Again, note that f −
0 , f +

0 and f0(x) all reduce to f (t0) if f is continuous at t0 .) Let M
and N be integers with M < 0 < N , DM,N the corresponding Dirichlet’s kernel for f , and

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Lemma 14.5 assures us that, if f is continuous at t0 , then

N∑
k=M

ck e
i2πωk t0 =

∫ p/2

−p/2

[ f (t0 + x)− f0(x)]DM,N (x) dx + f (t0) , (14.10)

and lemma 14.6 assures us that, whether or not f is continuous at t0 ,

N∑
k=−N

ck e
i2πωk t0 =

∫ p/2

−p/2

[ f (t0 + x)− f0(x)]D−N ,N (x) dx + 1

2
[ f −
0 + f +

0 ] . (14.11)

Comparing these equations to the claims in theorem 14.1, we find that the proof of theorem 14.1
will be complete once we have shown that

lim
N→∞
M→−∞

∫ p/2

−p/2

[ f (t0 + x)− f0(x)]DM,N (x) dx = 0 . (14.12)

We can quickly simplify our problem. First, observe that, using equation (14.5),∫ p/2

−p/2

[ f (t0 + x)− f0(x)]DM,N (x) dx

=
∫ p/2

−p/2

[ f (t0 + x)− f0(x)]
[
e−iMγ x − e−i(N+1)γ x

p
[
1− e−iγ x

]
]
dx

= 1

p

∫ p/2

−p/2

g(x)e−iMγ x dx − 1

p

∫ p/2

−p/2

g(x)e−i(N+1)γ x dx ,

where
γ = 2π

p
and g(x) = f (t0 + x) − f0(x)

1− e−iγ x .

Thus, to show equation (14.12) holds, it will suffice to show that

lim
K→±∞

∫ p/2

−p/2

g(x)e−i Kγ x dx = 0 .
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Basic Theorem on Pointwise Convergence 183

But this last equality follows immediately from the Riemann–Lebesgue lemma (lemma 14.4)
provided g is piecewise continuous on (−p/2,

p/2) .
So all that we now need to show is that

g(x) = f (t0 + x) − f0(x)

1− e−iγ x

is piecewise continuous on (−p/2,
p/2) .

Since the denominator just above,

1− e−iγ x = 1− cos
(
2π

p
x
)

− i sin
(
2π

p
x
)

,

is nonzero and continuous at every x with −p/2 ≤ x < 0 or 0 < x ≤ p/2 , it should be clear
that

lim
x→−p/2

+ g(x) and lim
x→p/2

− g(x)

exist and are finite, and that the only discontinuities in g(x) can be either at x = 0 or at one
of the finite number of points at which f (t0 + x) has a jump discontinuity. Further, except
possibly at x = 0 , the resulting discontinuities in g must clearly be jump discontinuities.

All that remains to verifying the piecewise continuity of g on (− p/2,
p/2) is showing that

the possible discontinuity at x = 0 is no worse than a jump discontinuity. In other words, we
merely need to verify that the left- and right-hand limits of g exist as finite numbers.

Naively taking the right-hand limit gives

lim
x→0+ g(x) = lim

x→0+
f (t0 + x) − f +0
1− e−iγ x = f +0 − f +0

1− e0
,

which is indeterminate. Fortunately, because f is piecewise smooth on an interval containing
t0 , l’Hôpital’s rule can be applied. Doing so,

lim
x→0+ g(x) = lim

x→0+
f (t0 + x) − f +0
1− e−iγ x

= lim
x→0+

d
dx [ f (t0 + x) − f +0 ]

d
dx [1− e−iγ x ]

= lim
x→0+

f ′(t0 + x)

iγ e−iγ x = 1

iγ
lim
x→0+ f ′(t0 + x) .

Likewise,

lim
x→0− g(x) = 1

iγ
lim
x→0− f ′(t0 + x) .

Since f (t) is piecewise smooth on an interval about t0 , the left- and right-hand limits of f ′(t)
at t = t0 exist as finite numbers. Hence, by the above, so do the left- and right-hand limits of
g(x) at x = 0 .

And that completes our proof of theorem 14.1.
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184 Convergence Theorems

14.2 Convergence for a Particular Saw Function
Let us examine the error in using the partial sum approximation for a particular discontinuous
function, namely,

h(t) = 1

π
sawπ (t) =

⎧⎨⎩
t

π
if 0 < t < π

h(t − π) in general
. (14.13)

(There are two reasons to choose this function: First, the convergence of its Fourier series is
relatively easy to analyze. Second, the results of this analysis can be applied to describing the
errors arising when more general functions are approximated by corresponding partial sums.)

The function h , sketched in figure 14.2, is clearly piecewise smooth and periodic with
period π . It is continuous everywhere except at integral multiples of π where it has a jump
of −1 . Its complex exponential and trigonometric Fourier series are easily computed, and are,
respectively,

∞∑
k=−∞

ck e
i2πωk t and

1

2
+

∞∑
k=1

bk sin(2πωkt)

where

ck =

⎧⎪⎨⎪⎩
i

2πk
if k �= 0

1

2
if k = 0

⎫⎪⎬⎪⎭ , bk = − 1

kπ
and ωk = k

π
.

There are two parts to this study. The first is to show that, while the partial sums cannot
uniformly approximate h over the entire real line, they do uniformly approximate h over
certain intervals not containing points at which h is discontinuous. The second part is to closely
examine the Gibbs phenomenon around the discontinuities. In both parts we will need to derive,
as accurately as practical, a usable formula for the error in using the (M, N )th partial Fourier
sum for h ,

EM,N (t) =
∣∣∣∣h(t) −

N∑
k=M

ck e
i2πωkt

∣∣∣∣ (14.14)

where M and N are any two integers with M < 0 < N and t is a point on the real line
other than an integral multiple of π . We will then use the derived formula to see how this error
depends on M , N , and t .

1

π 2π T

Figure 14.2: Graph of h superimposed on a partial sum for its Fourier series.
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Convergence for a Particular Saw Function 185

Limited Uniform Approximation
Let M and N be any two integers with M < 0 < N ; let t be any point on the real line other
than an integral multiple of π , and let EM,N (t) be as above. From lemma 14.5 it easily follows
that

EM,N (t) =
∣∣∣∣∫ π/2

−π/2

[h(t + x)− h(t)]DM,N (x) dx

∣∣∣∣
where DM,N is the correspondingDirichlet kernel. By formula (14.5) and the fact that ωk = k/π ,
this is the same as

EM,N (t) =
∣∣∣∣∫ π/2

−π/2

[h(t + x)− h(t)]
[
e−i2Mx − e−i2(N+1)x

π
[
1− e−i2x

]
]
dx

∣∣∣∣
≤ |IM (t)| + |IN+1(t)| (14.15)

where, for any integer K ,

IK (t) =
∫ π/2

−π/2

h(t + x) − h(t)

π
[
1− e−i2x

] e−i2Kx dx .

To further simplify our computations, let us observe that

h(t + x) − h(t)

π
[
1− e−i2x

] · e
ix

ei x
= h(t + x) − h(t)

i2π sin(x)
eix .

Thus,

IK (t) = 1

i2π

∫ π/2

−π/2

h(t + x) − h(t)

sin(x)
ei(1−2K )x dx . (14.16)

Some of the details in the following computations will depend on the interval in which t
lies. We will first assume

0 < t ≤ π

2
. (14.17)

With these assumptions on t you can easily verify that

h(t + x) − h(t) = 1

π
x +

{
1 if −π/2 < x < −t
0 if −t < x < π/2

}
,

and that formula (14.16) for IK can be rewritten as the sum of two relatively simple integrals,

IK (t) = 1

i2π2

∫ π/2

−π/2

x

sin(x)
ei(1−2K )x dx + 1

i2π

∫ −t

−π/2

1

sin(x)
ei(1−2K )x dx . (14.18)

Though “relatively simple”, these are still not integrals we can easily evaluate. Observe,
however, that each is of the form ∫ b

a
u(x)ei(1−2K )x dx .

So if u is a uniformly smooth function on (a, b) , then the integration by parts formula can be
used in the following “clever” way:∣∣∣∣∫ b

a
u(x)ei(1−2K )x dx

∣∣∣∣ =
∣∣∣∣ i

1− 2K
u(x)ei(1−2K )x

∣∣∣b
a

− i

1− 2K

∫ b

a
u′(x)ei(1−2K )x dx

∣∣∣∣
≤ 1

|1− 2K |
(∣∣∣∣u(x)ei(1−2K )x

∣∣∣b
a

∣∣∣∣ +
∫ b

a

∣∣u′(x)
∣∣ dx) . (14.19)
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186 Convergence Theorems

From this, it should be easy to derive an upper bound on the integral which goes to zero as
K → ±∞ .

For the first integral on the right-hand side of equation (14.18) we have

u(x) = x

sin(x)
.

Clearly, this function is continuous and has a continuous derivative everywhere the sine function
is nonzero. For −π/2 ≤ x ≤ π/2 , the sine function vanishes only at x = 0 . However, using
l’Hôpital’s rule,

lim
x→0± u(x) = lim

x→0±
x

sin(x)
= lim

x→0±
1

cos(x)
= 1

and

lim
x→0± u

′(x) = lim
x→0±

sin(x) − x cos(x)

sin2(x)
= lim

x→0±
−x cos(x)
2 cos(x)

= 0 .

So, for this choice of u , any discontinuity in u or u ′ at 0 is removable. Thus, u is uniformly
smooth on (−π/2,

π/2) , and the computations indicated in (14.19) are valid when (a, b) =
(−π/2,

π/2) . Since

u(x)ei(1−2K )x
∣∣∣b
a

= x

sin(x)
ei(1−2K )x

∣∣∣∣π/2

−π/2

= π

2
i2K−1 − π

2
i1−2K = i(−1)K+1π ,

inequality (14.19) becomes∣∣∣∣∫ π/2

−π/2

x

sin(x)
ei(1−2K )x dx

∣∣∣∣ ≤ 1

|1− 2K |
(
π +

∫ π/2

−π/2

∣∣u′(x)
∣∣ dx) . (14.20)

After a few observations we will be able to explicitly evaluate the above integral of
∣∣u′(x)

∣∣ .
The first observation is that, for 0 < x < π/2 ,

d

dx
[sin(x)− x cos(x)] = x sin(x) > 0 .

This tells us that sin(x)− x cos(x) is an increasing function on (0, π/2) . Thus, for 0 < x < π/2 ,

sin(x)− x cos(x) > sin(0)− 0 cos(0) = 0 ,

which, in turn, assures us that, for 0 < x < π/2 ,

u′(x) = sin(x) − x cos(x)

sin2(x)
> 0 .

In other words, u ′ = ∣∣u′∣∣ on (0, π/2) . Also, observe that
∣∣u′∣∣ is an even function,

∣∣u′(−x)∣∣ =
∣∣∣∣ sin(−x) − (−x) cos(−x)

sin2(−x)

∣∣∣∣ =
∣∣∣∣− sin(x) − x cos(x)

sin2(x)

∣∣∣∣ = ∣∣u′(x)
∣∣ .

So ∫ π/2

−π/2

∣∣u′(x)
∣∣ dx = 2

∫ π/2

0
u′(x) dx = 2

∫ π/2

0

d

dx

[
x

sin(x)

]
dx = 2

(
π

2
− 1
)

.

Plugging this into inequality (14.20) gives∣∣∣∣∫ π/2

−π/2

x

sin(x)
ei(1−2K )x dx

∣∣∣∣ ≤ 2π − 2

|1− 2K | . (14.21)
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Convergence for a Particular Saw Function 187

A useful bound for the other integral on the right-hand side of formula (14.18) is more
easily derived. This derivation starts with the observation that 0 is not in (−π/2,−t) (because
we are assuming t > 0 ). So there should be no question that inequality (14.19) holds when

u(x) = 1

sin(x)
and (a, b) = (−π/2,−t) .

For this case inequality (14.19) becomes∣∣∣∣∫ −t

−π/2

1

sin(x)
ei(1−2K )x dx

∣∣∣∣ ≤ 1

|1− 2K |

(∣∣∣∣∣ ei(1−2K )x

sin(x)

∣∣∣∣−t−π/2

∣∣∣∣∣ +
∫ −t

−π/2

cos(s)

sin2(x)
dx

)

= 1

|1− 2K |

(∣∣∣∣ ei(2K−1)t
sin(t)

− ei(2K−1) π
2

−1

∣∣∣∣ + −1
sin(x)

∣∣∣∣−t−π/2

)

≤ 1

|1− 2K |
(

1

sin(t)
+ 1+ 1

sin(t)
− 1

)
= 2

|1− 2K | sin(t) . (14.22)

Combining formula (14.18) with inequalities (14.21) and (14.22) gives

|IK (t)| ≤ π − 1

π2 |1− 2K | + 1

π |1− 2K | sin(t) .

Equivalently,

|IK (t)| ≤ B(t)

|1− 2K | (14.23a)

where

B(t) = 1

π
− 1

π2
+ 1

π sin(t)
. (14.23b)

From this and inequality (14.15) it follows that

EM,N (t) ≤
[ 1

1− 2M
+ 1

1+ 2N

]
B(t) (14.24)

at least when 0 < t < π/2 and M < 0 < N .
We’ll leave the derivation of the error bounds for other values of t as exercises.

?�Exercise 14.3: “Redo” the above computations under the assumption that −π/2 ≤ t < 0
(and M < 0 < N ), and show that, in this case,

EM,N (t) ≤
[ 1

1− 2M
+ 1

1+ 2N

]
B(|t |)

where B is as given by formula (14.23b). (Suggestion: Start by deriving the corresponding
formula for h(t + x)− h(t) .)

?�Exercise 14.4: Let t be any real value other than an integral multiple of π , and let EM,N

be as above (i.e., as defined in equation (14.14) with M < 0 < N ). Using periodicity,
inequality (14.24), and the results of the previous exercise, show that

EM,N (t) ≤
[ 1

1− 2M
+ 1

1+ 2N

]
B(D)

where B is as given by formula (14.23b) and D is the distance from t to the nearest integral
multiple of π .
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188 Convergence Theorems

Gibbs Phenomenon
Let N be any positive integer and, for convenience, let’s use SN instead of F.S.N [h] to denote
the N th partial sum of the trigonometric series for h ,

SN (t) = F.S.N [h]|t = 1

2
−

N∑
k=1

1

kπ
sin(2kt) .

The graph of SN (see figure 14.2) contains very distinctive “wiggles” that are particularly large
near the points of discontinuity. Our goals here are to determine

1. the locations of the peaks and valleys of these wiggles (more precisely, the locations of
the local maximums and minimums of SN ),

2. how these locations vary as N gets large,

and

3. the difference between h(t) and SN (t) at these locations, at least for large values of N .

Locating the Wiggles

Since SN is a finite sum of smooth functions on the entire real line, all of its local maximums
and minimums occur at points where its derivative,

SN
′(t) = d

dt

[
1

2
−

N∑
k=1

1

kπ
sin(2kt)

]
= − 2

π

N∑
k=1

cos(2kt) ,

is zero. Clearly, none of these local maximums or minimums occur at an integral multiple of π .
Thanks to one of the formulas from exercise 14.1 (page 178), if t is not an integral multiple

of π , we know that

SN
′(t) = sin(t) − sin([2N + 1]t)

π sin(t)
. (14.25)

So, to find all values of t for which SN
′
(t) = 0 , it suffices to find all values of t , other than

integral multiples of π , satisfying

sin(t) − sin([2N + 1]t) = 0 .

This last equation is easily solved if we view it as

sin(t) = sin(x) (14.26a)

where

x = (2N + 1)t . (14.26b)

From figure 14.3 it should be clear that, for each t in the interval (0, π/2) , the values of x
satisfying equation (14.26a) are x0 , x±1 , x±2 , . . . where

xm =
{
mπ + t if m is even

mπ − t if m is odd
.

With these values for x , equation (14.26b) becomes

(2N + 1)t =
⎧⎨⎩ mπ + t if m is even

mπ − t if m is odd
.
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Y

X

y = sin(x)

y = sin(t)

−π − t t π − t 2π + t 3π − t
π 2π

Figure 14.3: Values of x where sin(t) = sin(x) for a given t in (0, π/2) .

Solving for t (and recalling our current assumption that 0 < t < π/2 ), we find that

t = tN ,m =
⎧⎨⎩

mπ

2N
if m is even

mπ

2N + 2
if m is odd

(14.27)

where m = 1, 2, . . . , MN and

MN =
{
N − 1 if N is even

N if N is odd
.

These points (the tN ,m’s ) are the locations of the local maximums and minimums of h on the
interval (0, π/2) .

?�Exercise 14.5: Let tN ,m be as above. Using the second derivative test and equation (14.25),
show that SN has a local minimum at tN ,m when m is odd, and has a local maximum at
tN ,m when m is even.

?�Exercise 14.6: Show that formula (14.27) with m = −MN , . . . ,−2, −1 gives the
locations of the local maximums and minimum on the interval (−π/2, 0) .

Because SN is periodic with period π , the above results assure us that, for any integer K ,
the local maximums and minimums of SN on (Kπ − π/2 , Kπ + π/2) occur at t = Kπ + tN ,m

where m = ±1, ±2, ±3, . . . , ±MN , and the tN ,m’s are as given by formula (14.27). Note
that

1. of these points, Kπ + tN ,1 and Kπ + tN ,−1 are the two points which are closest to the
discontinuity,

and

2. for any fixed choice of m , Kπ + tN ,m → Kπ as m → ∞ .
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190 Convergence Theorems

Limiting Height of the Wiggles

Again, let us first consider the wiggles in just the interval (0, π/2) . At each of the tN ,m’s , the
difference between h and the N th partial sum approximation SN is

SN (tN ,m) − h(tN ,m) = 1

2
−

N∑
k=1

1

kπ
sin
(
2ktN ,m

) − 1

π
tN ,m .

Since we are interested in the value of this expression for particular choices of m and large
values of N , let us see what happens as N goes to infinity (while holding m fixed). Because
tN ,m → 0 as N → ∞ , we see that

lim
N→∞

[
SN (tN ,m) − h(tN ,m)

] = 1

2
− lim

N→∞

N∑
k=1

1

kπ
sin
(
2ktN ,m

)
. (14.28)

Now, for every integer N larger than m , and every positive integer k , let τk = k�τ
where

�τ = 2tN ,m =
⎧⎨⎩

mπ

N
if m is even

mπ

N + 1
if m is odd

.

Observe that
N∑
k=1

1

kπ
sin
(
2ktN ,m

) = 1

π

N∑
k=1

1

k�τ
sin(k�τ)�τ = 1

π
RN (14.29)

where

RN =
N∑
k=1

sin(τk)

τk
�τ .

But RN is just a Riemann sum for ∫ τN

τ0

sin(τ )

τ
dτ .

Since τ0 = 0 ·�τ = 0 and

τN = N�τ =
⎧⎨⎩ mπ if m is even

N

N + 1
mπ if m is odd

,

we clearly have

lim
N→∞ RN =

∫ mπ

0

sin(τ )

τ
dτ . (14.30)

Thus, after combining equations (14.28), (14.29), and (14.30), we have

lim
N→∞

[
SN (tN ,m) − h(tN ,m)

] = 1

2
− 1

π

∫ mπ

0

sin(τ )

τ
dτ ,

which, for future reference, we will write as

lim
N→∞

[
SN (tN ,m) − h(tN ,m)

] = γm (14.31a)

where

γm = 1

2
− 1

π

∫ mπ

0

sin(τ )

τ
dτ . (14.31b)
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This last integral is not an integral that can be explicitly evaluated by elementary means (at least,
not by any elementary means known by this author), but approximations to this integral can
easily be found for specific values of m using standard numerical integration methods (such as
found in many computer math packages). Using any of these methods, it can be shown that

γ1 = lim
N→∞

[
SN (tN ,1) − h(tN ,1)

] ≈ −0.0895 ,

γ2 = lim
N→∞

[
SN (tN ,2) − h(tN ,2)

] ≈ 0.0486 ,

γ3 = lim
N→∞

[
SN (tN ,3) − h(tN ,3)

] ≈ −0.0331 ,

and

γ4 = lim
N→∞

[
SN (tN ,4) − h(tN ,4)

] ≈ 0.0250 ,

all with an absolute error of less than 0.00005 . Thus, over (0, π/2) with N large, the first
wiggle in the graph of SN undershoots the graph of h by about .09 units; the second wiggle
undershoots the graph of h by about .05 units; the third wiggle undershoots the graph of h by
about .03 , and the fourth wiggle overshoots the graph of h by about .025 units.

More generally (see exercise 14.7), it can be shown that the γN ’s form an alternating
sequence that “steadily approaches” zero. More precisely,

γm = (−1)m |γm | , |γ1| > |γ2| > |γ3| > . . . > 0 ,

and

lim
m→∞ γm = 0 .

?�Exercise 14.7: In the following γm is as given in formula (14.31b). Also, let a0 = 1/2

and, for each positive integer k ,

ak = 1

π

∫ kπ

(k−1)π
|sin(τ )|

τ
dτ .

a: Show that

γm =
m∑
k=0
(−1)kak for m = 1, 2, 3, . . . .

(Thus, each γm is a partial sum of an alternating series.)

b: Verify that

ak > ak+1 ≥ 0 for each k > 1 and lim
k→∞ ak = 0 .

(This guarantees the conditional convergence of the alternating series
∑∞

k=0(−1)kak —
see the alternating series test on page 44.)

c: Using methods from complex analysis (or methods we will develop later — see exer-
cise 26.19 on page 434), it can be shown that

lim
m→∞

∫ mπ

0

sin(τ )

τ
dτ = π

2
.

Using this, confirm that

lim
m→∞ γm =

∞∑
k=0
(−1)kak = 0 .

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

192 Convergence Theorems

d: Now, using the results discussed in the above exercises, properties of “alternating series
with decreasing terms”, and, possibly, induction, verify that

γm = (−1)m |γm | and |γ1| > |γ2| > |γ3| > . . . > 0 .

It should come as no surprise that similar results can be derived concerning the limiting
heights of the other wiggles of SN . We’ll leave the derivations of these results as exercises.

?�Exercise 14.8: Let m be a negative integer, and let tN ,m and γm be as in formulas (14.27)
and (14.31b), respectively. Show that

lim
N→∞

[
SN (tN ,m) − h(tN ,m)

] = γm .

?�Exercise 14.9: Let K and m be any two integers with m �= 0 . Show that

lim
N→∞

[
SN (Kπ + tN ,m) − h(Kπ + tN ,m)

] =
{
γm if m > 0

−γm if m < 0
.

Local Error in the Partial Sum Approximation

We should note that the points where SN has local maximums and minimums are not quite the
same as the points where the difference between SN and h is locally a maximum or minimum.
These points are found by determining where the derivative of

EN (t) = SN (t) − h(t)

is zero or does not exist.
It turns out that an analysis similar to that just carried out for SN can be carried out for

EN . In fact, in some ways, the corresponding analysis for EN is simpler. We will leave this
analysis as an exercise.

?�Exercise 14.10: Let EN be as above.

a: Show that, for each positive integer N , the maximum and minimum values of EN on
(0, π/2) occur at the points

τN ,m = mπ

2N + 1
where m = 1, 2, 3, . . . , N .

b: Verify that, on (−π/2, 0) and for each positive integer N , the maximum and minimum
values of EN occur at the points

τN ,m = mπ

2N + 1
where m = 1, 2, 3, . . . , N .

c: Confirm that, for every nonzero integer m ,

lim
N→∞

[
SN (τN ,m) − h(τN ,m)

] = γm

where γm is given by formula (14.31b).

d: Show that |γ1| does not give the maximum error in using SN for h on (0, π/2) .
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14.3 Convergence for Arbitrary Saw Functions
The results obtained in the previous section for

h(t) = 1

π
sawπ (t) =

⎧⎨⎩
1

π
t if 0 < t < π

h(t − π) in general

can be easily be converted to analogous results for similar functions by scaling and translation.
These results (which were referred to in the previous chapter) are summarized in the following
lemmas. In each case p , t0 , and J0 are constants with t0 real and 0 < p . The corresponding
shifted and scaled saw function h0 is given by

h0(t) = J0
p
sawp(t − t0) .

Lemma 14.7
For any pair of integers M and N with M < 0 < N , and any real value t such that t − t0 is
not an integral multiple of p ,∣∣h0(t) − F.S.M,N [h0]

∣∣
t

∣∣ ≤
[ 1

1− 2M
+ 1

1+ 2N

]
B(D)

where D is the distance from t − t0 to the integral multiple of p closest to t − t0 , and

B(D) = |J0|
⎡⎣ 1

π
− 1

π2
+ 1

π sin
(

π
p D

)
⎤⎦ .

?�Exercise 14.11: Prove lemma 14.7 using the results from exercise 14.4.

Lemma 14.8
Let K and N be any two integers with N positive. The local maximums and minimums of
F.S.N [h0] on (Kp − p/2 , Kp + p/2) all occur at the points Kp + tN ,m where

tN ,m =
⎧⎨⎩

mp

2N
if m is even

mp

2N + 2
if m is odd

,

m = ±1, ±2, ±3, . . . , MN ,

and

MN =
{
N − 1 if N is even

N if N is odd
.

Moreover, for each of these m’s ,

lim
N→∞

[
F.S.N [h0]|Kp+tN ,m

− h0(Kp + tN ,m)
]

=
{

−γm J0 if m < 0

γm J0 if 0 < m

where

γm = 1

2
− 1

π

∫ mπ

0

sin(τ )

τ
dτ .
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194 Convergence Theorems

The formula for γm ’s in lemma14.8 is the sameas formula (14.31b). Thus, if N is relatively
large, the wiggle in the graph of F.S.N [h0] closest to each discontinuity will either overshoot
or undershoot the graph of h0 by roughly 9% of the height of the jump at the discontinuity.

Lemma 14.9
Let K and N be any two integers with N positive. The local maximums and minimums of
F.S.N [h0] − h0 on (Kp − p/2 , Kp) and (Kp , Kp + p/2) all occur at the points Kp + τN ,m

where m = ±1, ±2, ±3, . . . , and N , and

τN ,m = mp

2N + 1
.

Moreover, for each of these m’s ,

lim
N→∞

[
F.S.N [h0]|Kp+τN ,m

− h0(Kp + τN ,m)
]

=
{ −γm J0 if m < 0

γm J0 if 0 < m

where γm is as in lemma 14.8.
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15
Derivatives and Integrals
of Fourier Series

There are two good reasons for considering the differentiation and integration of Fourier series.
One is that derivatives and integrals of Fourier series often arise in applications. In the next
chapter, for example, we will use Fourier series to solve differential equations describing flow
of heat in a rod and vibrations in a string. The other reason is that I have already quoted some
results from this chapter concerning the convergence of the Fourier series of a smooth function
(see page 162). So we had better develop those results.

15.1 Differentiation of Fourier Series
Let f be a piecewise smooth periodic function. Since, as piecewise continuous functions,

f (t) = F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t ,

we certainly have

f ′(t) = d

dt

∞∑
k=−∞

ck e
i2πωk t

at all points at which f is differentiable. Now, it is very tempting to assume

d

dt

∞∑
k=−∞

ck e
i2πωkt =

∞∑
k=−∞

d

dt
ck e

i2πωk t ,

but, as our next example shows, this is not always true.

!�Example 15.1 (what can go wrong): Let f be the simple saw function with period 1 ,

f (t) = saw1(t) =
{

t if 0 < t < 1

f (t − 1) in general
.

The Fourier series for this function is easily found to be

1

2
+

∞∑
k=−∞
k �=0

i

2πk
ei2πkt .

195
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196 Derivatives and Integrals of Fourier Series

T
1

−20

1 2

Figure 15.1: Graph of S10 from example 15.1 (with vertical axis compressed).

Clearly,

f ′(t) =
{

1 if 0 < t < 1

f ′(t − 1) in general

}
= 1 .

Since the Fourier series of a constant function is simply that constant,

d

dt

⎡⎢⎣1
2

+
∞∑

k=−∞
k �=0

1

i2πk
ei2πkt

⎤⎥⎦ = f ′(t) = F.S.
[
f ′] = 1 . (15.1)

On the other hand, differentiating each term of the Fourier series for f gives

d

dt

[1
2

]
+

∞∑
k=−∞
k �=0

d

dt

[ i

2πk
ei2πkt

]
= −

∞∑
k=−∞
k �=0

ei2πkt , (15.2)

which certainly does not look like the same series we ended up with in equation (15.1) (i.e.,
the one-term series “ 1 ”).

The properly suspicious may wonder if the series in line (15.2) is just a very complicated
expression for 1 . We will show that this is not the case in exercise 15.5. Meanwhile, as an
illustration of just how strange this series is, the graph of its 10th (symmetric) partial sum,

S10(t) = −
10∑

k=−10
k �=0

ei2πkt ,

has been sketched in figure 15.1.

Let us look more carefully at the problem of computing the Fourier series of the derivative
of a fairly arbitrary periodic function f with period p . To ensure that F.S. [ f ] , f ′ , and
F.S.

[
f ′] are all well defined, let us assume, at the very least, that f is piecewise smooth.

Thus, f ′ is at least piecewise continuous. Now,

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωkt and F.S.
[
f ′]∣∣

t =
∞∑

k=−∞
dk e

i2πωk t
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where ωk = k/p ,

ck = 1

p

∫ p

0
f (t) e−i2πωkt dt and dk = 1

p

∫ p

0
f ′(t) e−i2πωk t dt .

If f is also a continuous function on the real line, then we can use integration by parts (theorem
4.2 on page 40) as follows:

dk = 1

p

∫ p

0
f ′(t) e−i2πωk t dt

= f (t)e−i2πωk t
∣∣∣p
0

−
∫ p

0
f (t)

[
−i2πωke−i2πωk t

]
dt

=
[
f (p)e−i2πωk p − f (0)e0

]
+ i2πωkck . (15.3)

Because of the periodicity (and continuity) of f ,

f (p)e−i2πωk p − f (0)e0 = f (0)e−i2πk − f (0) = 0 .

So, in this case, equation (15.3) simplifies to

dk = i2πωkck , (15.4a)

or, equivalently,

dk = i2πk

p
ck . (15.4b)

This result is important enough to restate as a lemma.

Lemma 15.1 (Fourier series of a derivative)
Assume f is a periodic, continuous, piecewise smooth function with period p and

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Then

F.S.
[
f ′]∣∣

t =
∞∑

k=−∞
i2πωkck e

i2πωkt = i2π

p

∞∑
k=−∞

kck e
i2πωkt .

The assumption in lemma 15.1 that f is piecewise smooth ensures the piecewise continuity
of f ′ . From this we know the terms of the Fourier series for f ′ are well defined. However, this
still does not ensure the convergence of this series nor that it equals f ′ . Glancing back at the
main theorem on convergence (theorem 13.1, page 154), we find we can ensure this convergence
and equality by requiring f ′ to be piecewise smooth. Doing so and making the observation that

d

dt

[
ck e

i2πωk t
]

= i2πωkck e
i2πωk t

gives our main theorem on the differentiation of Fourier series.

Theorem 15.2 (differentiation of Fourier series)
Let f be a periodic, continuous, piecewise smooth function with period p and

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .
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198 Derivatives and Integrals of Fourier Series

If f ′ is also piecewise smooth, then
∞∑

k=−∞
kck e

i2πωk t

converges for each t at which f ′ is continuous, and, as piecewise continuous functions,

f ′(t) =
∞∑

k=−∞

d

dt

[
ck e

i2πωk t
]

= i2π

p

∞∑
k=−∞

kck e
i2πωk t .

Compare the next example with the example that started this section (example 15.1).

!�Example 15.2: Let f be the even sawtooth function from exercise 12.3 on page 150,

f (t) =

⎧⎪⎪⎨⎪⎪⎩
t if 0 < t < 1

−t if −1 < t < 0

f (t − 2) in general

(see figure 12.1a on page 150). From that exercise we know

F.S. [ f ]|t = 1

2
+

∞∑
k=−∞
k �=0

(−1)k − 1

k2π2
eikπ t .

The even sawtooth function is certainly continuous and piecewise smooth, and its derivative,

f ′(t) =

⎧⎪⎪⎨⎪⎪⎩
1 if 0 < t < 1

−1 if −1 < t < 0

f ′(t − 2) in general

,

is piecewise smooth. So theorem 15.2 can be invoked and tells us

f ′(t) = d

dt

[1
2

]
+

∞∑
k=−∞
k �=0

d

dt

[
(−1)k − 1

k2π2
eikπ t

]

=
∞∑

k=−∞
k �=0

(−1)k − 1

k2π2
ikπ eikπ t =

∞∑
k=−∞
k �=0

i
(−1)k − 1

kπ
eikπ t .

In terms of trigonometric Fourier series, lemma 15.1 and theorem 15.2 become:

Lemma 15.3 (Fourier series of a derivative)
Assume f is a periodic, continuous, piecewise smooth function with period p and

F.S. [ f ]|t = A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] .
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Differentiation of Fourier Series 199

Then

F.S.
[
f ′]∣∣

t =
∞∑
k=1

[−2πωkak sin(2πωkt)+ 2πωkbk cos(2πωkt)]

= 2π

p

∞∑
k=1

[−kak sin(2πωkt)+ kbk cos(2πωkt)] .

Theorem 15.4 (differentiation of trigonometric series)
Let f be a periodic, continuous, piecewise smooth function with period p and

F.S. [ f ]|t = A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] .

If f ′ is also piecewise smooth, then

∞∑
k=1

[−kak sin(2πωkt)+ kbk cos(2πωkt)]

converges for each t at which f ′ is continuous, and, as piecewise continuous functions,

f ′(t) =
∞∑
k=1

[−2πωkak sin(2πωkt)+ 2πωkbk cos(2πωkt)]

= 2π

p

∞∑
k=1

[−kak sin(2πωkt)+ kbk cos(2πωkt)] .

Of course, as long as our function is sufficiently smooth, we can use the above to find
the Fourier series for higher order derivatives. Here is what we obtain when we can repeat
theorem 15.2 “m − 1 times”.

Corollary 15.5 (higher order differentiation of the exponential series)
Let f be a periodic, continuous function with period p and Fourier series

∞∑
k=−∞

ck e
i2πωkt .

Assume further that, for some positive integer m , f is (m−1)-times differentiable, and f (m−1)
is continuous and piecewise smooth. Then

∞∑
k=−∞

kmck e
i2πωkt

converges for each t at which f (m) is continuous, and, as piecewise continuous functions,

f (m)(t) =
∞∑

k=−∞

dm

dtm

[
ck e

i2πωkt
]

=
(
i2π

p

)m ∞∑
k=−∞

kmck e
i2πωk t .
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200 Derivatives and Integrals of Fourier Series

15.2 Differentiability and Convergence
Equation (15.4b) leads to someuseful observations concerning the Fourier coefficients of suitably
smooth periodic functions and their derivatives. So, again, let f be periodic, continuous, and
piecewise smooth (as in lemma 15.1) with

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωkt and F.S.
[
f ′]∣∣

t =
∞∑

k=−∞
dk e

i2πωkt .

Remember, ωk = k/p .
The first observation is that

d0 = i2π · 0
p

c0 = 0 .

So the constant term in the Fourier series for f ′ (which is also the mean value of f ′ over any
period) is zero.

Taking the magnitude of each side of equation (15.4b) and solving for ck gives

|ck | = p

|k| 2π |dk | , (15.5)

telling us that the ck’s must shrink to zero faster than the dk’s as k → ±∞ .
Combining this last equation with the observation that

|dk | =
∣∣∣∣ 1p
∫
period

f ′(t) e−i2πωkt dt

∣∣∣∣
≤ 1

p

∫
period

∣∣∣ f ′(t) e−i2πωk t
∣∣∣ dt = 1

p

∫
period

∣∣ f ′(t)
∣∣ dt ,

gives the crude estimate

|ck | ≤ 1

2π |k|
∫
period

∣∣ f ′(t)
∣∣ dt .

More refined arguments involving equation (15.5) lead to the more useful bound on the
error described in the next theorem.

Theorem 15.6 (continuity and uniform convergence for exponential series)
Let f be a periodic function with period p and

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Assume, further, that f is piecewise smooth and continuous, and for convenience, let

B = 1

2π

(
p
∫
period

∣∣ f ′(t)
∣∣2 dt)1/2 .

Then:

1. The series
∑∞

k=−∞ ck converges absolutely with

−N−1∑
k=−∞

|ck | ≤ B√
N

and
∞∑

k=N+1
|ck | ≤ B√

N
for N = 1, 2, 3, . . . .
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Differentiability and Convergence 201

2. The Fourier series for f converges uniformly to f . Moreover, for any real value t and
any pair of positive integers M and N ,∣∣∣∣ f (t) −

N∑
k=−M

ck e
i2πωkt

∣∣∣∣ ≤
[

1√
M

+ 1√
N

]
B .

Observe that the claimed bounds in this theorem automatically imply the claimed absolute
and uniform convergence of the series. So all we need to verify are those upper bounds. For
simplicity, we’ll break the proof into two pieces: the proof of the bounds in the first part (in which
we’ll use equation (15.5), Bessel’s inequality, and the Schwarz inequality for summations), and
the proof of the bounds in the second piece (which uses the basic theorem on convergence and
the bounds from the first part).

PROOF (first part of theorem 15.6): Because the two bounds in this part can be obtained by
virtually identical arguments, it will suffice to verify just the first bound.

Let N be any positive integer. As noted in the discussion just before the theorem,

|ck | = p

2π |k| |dk | for k = ±1, ±2, ±3, . . .

where dk is the k th Fourier coefficient for f ′ . From this and the Schwarz inequality (see
theorem 4.8 on page 45) we get

∞∑
k=N+1

|ck | =
∞∑

k=N+1

p

2πk
|dk |

= p

2π

∞∑
k=N+1

1

k
|dk | = p

2π

( ∞∑
k=N+1

1

k2

)1/2 ( ∞∑
k=N+1

|dk |2
)1/2

. (15.6)

Now, by the integral test (theorem 4.6, page 44),

∞∑
k=N+1

1

k2
≤
∫ ∞

N

1

x2
dx = 1

N
.

And, by Bessel’s inequality (see exercise 12.4, page 150),

∞∑
k=N+1

|dk |2 ≤
∞∑

k=−∞
|dk |2 ≤ 1

p

∫
period

∣∣ f ′(t)
∣∣2 dt .

Plugging these inequalities into equation (15.6) gives

∞∑
k=N+1

|ck | ≤ p

2π

( 1
N

)1/2 ( 1
p

∫
period

∣∣ f ′(t)
∣∣2 dt)1/2 ,

which, by the definition of B and a little algebra, can be written as

∞∑
k=N+1

|ck | ≤ B√
N

,

as claimed in the first part of the theorem.
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202 Derivatives and Integrals of Fourier Series

PROOF (second part of theorem 15.6): Because f is continuous and piecewise smooth,
the basic theorem on convergence (theorem 13.1 on page 154) assures us that f (t) equals its
Fourier series for every choice of t . So,∣∣∣∣∣ f (t) −

N∑
k=−M

ck e
i2πωk t

∣∣∣∣∣ =
∣∣∣∣∣ ∞∑
k=−∞

ck e
i2πωkt −

N∑
k=−M

ck e
i2πωk t

∣∣∣∣∣
=
∣∣∣∣∣−M−1∑
k=−∞

ck e
i2πωkt +

∞∑
k=N+1

ck e
i2πωkt

∣∣∣∣∣
≤

−M−1∑
k=−∞

∣∣∣ck ei2πωk t
∣∣∣ +

∞∑
k=N+1

∣∣∣ck ei2πωk t
∣∣∣

=
−M−1∑
k=−∞

|ck | +
∞∑

k=N+1
|ck | .

Replacing the two summations in the last line with the corresponding upper bounds described
in the first part of the theorem then yields the claimed bound,∣∣∣∣∣ f (t) −

N∑
k=−M

ck e
i2πωk t

∣∣∣∣∣ ≤ B√
M

+ B√
N

=
[

1√
M

+ 1√
N

]
B .

Stronger results can be obtained when the function is known to be even smoother. As an
exercise, you should verify the following by using corollary 15.5 and the ideas described in the
above proof.

Theorem 15.7 (smoothness and uniform convergence for exponential series)
Let f be a periodic function with period p and

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Let m be a positive integer, and assume f is m-times differentiable and f (m) is piecewise
continuous. Let

B =
( p

2π

)m ( 1

p(2m − 1)

∫
period

∣∣∣ f (m)(t)
∣∣∣2 dt)1/2 .

Then:

1. The series
∑∞

k=−∞ ck converges absolutely with

−N−1∑
k=−∞

|ck | ≤ B√
N2m−1 and

∞∑
k=N+1

|ck | ≤ B√
N2m−1

for each positive integer N .

2. The Fourier series for f converges uniformly to f . Moreover, for any real value t and
any pair of positive integers M and N ,∣∣∣∣∣ f (t) −

N∑
k=−M

ck e
i2πωkt

∣∣∣∣∣ ≤
[

1√
M2m−1 + 1√

N2m−1

]
B .
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?�Exercise 15.1: Prove theorem 15.7.

The corresponding theorem for the trigonometric Fourier series is given below. It, of course,
follows immediately from the above theorem and the fact that

A0 +
N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] =
N∑

k=−N

ck e
i2πωkt

where the left- and right-hand sides are the two Fourier series for some periodic function.

Theorem 15.8 (uniform convergence for trigonometric series)
Let f be a periodic function with period p and

F.S. [ f ]|t = A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] .

Let m be a positive integer, and assume f is m-times differentiable and f (m) is piecewise
continuous. Let

B =
( p

2π

)m ( 1

p(2m − 1)

∫
period

∣∣∣ f (m)(t)
∣∣∣2 dt)1/2 .

Then:

1. The series
∑∞

k=1 ak and
∑∞

k=1 bk both converge absolutely with
∞∑

k=N+1
|ak | ≤ 2B√

N2m−1 and
∞∑

k=N+1
|bk | ≤ 2B√

N2m−1

for each positive integer N .

2. The Fourier series for f converges uniformly to f . Moreover, for any real value t and
any positive integer N ,∣∣∣∣∣ f (t) − A0 −

N∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)]
∣∣∣∣∣ ≤ 2B√

N2m−1 .

The last few theorems have described how a very smooth function must have a “rapidly
converging” Fourier series. Conversely, it can be shown that a function given by a rapidly
converging Fourier series must be a very smooth function. We will discuss “rapidly converging
series” in general in the next chapter. One immediate consequence of that discussion will be the
following theorem.

Theorem 15.9
Assume

∑∞
k=−∞ ck is an absolutely convergent infinite series of complex numbers, and, for

each real value t , let

f (t) =
∞∑

k=−∞
ck e

i2πωkt

where ωk = k/p and p is some fixed positive number. Then f is a continuous and periodic
function with period p whose complex exponential Fourier series is given by the above series.
That is, for each integer k ,

ck = 1

p

∫
period

f (t) e−i2πωk t dt .

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

204 Derivatives and Integrals of Fourier Series

Moreover, if
∞∑

k=−∞

∣∣knck∣∣ < ∞

for some positive integer n , then f is n-times differentiable, f (n) is continuous, and

f (m)(t) =
∞∑

k=−∞
ck(i2πωk)

m ei2πωk t for m = 1, 2, . . . , n .

15.3 Integrating Periodic Functions and Fourier Series
What if we wanted to integrate the Fourier series of some periodic function f ? Say, for the
sake of discussion, we wished to integrate

F.S. [ f ]|τ =
∞∑

k=−∞
ck e

i2πωkτ

(with ωk = k/p ) from τ = a to τ = t . We may be tempted to assume the integration can be
done term by term,∫ t

a

[ ∞∑
k=−∞

ck e
i2πωkτ

]
dτ =

∞∑
k=−∞

∫ t

a
ck e

i2πωkτ dτ . (15.7)

Now if k �= 0 ,∫ t

a
ck e

i2πωkτ dτ = ck
i2πωk

ei2πωkτ
∣∣∣t
a

= ck p

i2πk

[
ei2πωkt − ei2πωka

]
,

while if k = 0 , ∫ t

a
ck e

i2πωkτ dτ =
∫ t

a
c0 dτ = c0[t − a] .

So equation (15.7) expands to∫ t

a

[ ∞∑
k=−∞

ck e
i2πωkτ

]
dτ = c0[t − a] +

∞∑
k=−∞
k �=0

ck p

i2πk

[
ei2πωk t − ei2πωka

]

= c0[t − a] +
∞∑

k=−∞
k �=0

ck p

i2πk
ei2πωk t −

∞∑
k=−∞
k �=0

ck p

i2πk
ei2πωka .

Take a look at our last equation. Letting

Γ0 = −
∞∑

k=−∞
k �=0

ck p

i2πk
ei2πωka and Γk = ck p

i2πk
for k = ±1, ±2, ±3, . . . ,
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the above equation becomes∫ t

a

[ ∞∑
k=−∞

ck e
i2πωkτ

]
dτ = c0[t − a] +

∞∑
k=−∞

Γk e
i2πωk t . (15.8)

which is NOT a Fourier series unless c0 = 0 . This should be expected; integrals of periodic
functions are not necessarily periodic. If this is not obvious, consider

g(t) =
∫ t

a
f (τ ) dτ .

Instead of having g(t + p) = g(t) , we have

g(t + p) =
∫ t+p

a
f (τ ) dτ

=
∫ t

a
f (τ ) dτ +

∫ t+p

t
f (τ ) dτ = g(t) +

∫
period

f (τ ) dτ .

So g is periodic if and only if ∫
period

f (τ ) dτ = 0 .

Recalling that our c0 is the above integral divided by p , we also see that this previous sentence
can be rephrased as “So g is periodic if and only if c0 = 0 .” That is why we should not expect
the right-hand side of equation (15.8) to be a Fourier series unless c0 = 0 .

The main question now is whether an integral of a Fourier series can be computed by
simply integrating its terms (as we naively assumed in equation (15.7)). The convergence of the
term-by-term integrated series (the right-hand side of equation (15.8)) may also be a concern,
though the observant reader may have already realized that the integration adds a 1/k factor to
each term, helping to ensure the convergence of this series.

Answering our questions is fairly easy. Yes, we can safely integrate Fourier series term by
term provided f is at least piecewise continuous. (This is in marked contrast to the situation
with differentiating Fourier series.) To be a little more explicit, we have the following:

Theorem 15.10 (integration of Fourier series)
Assume f is a periodic, piecewise continuous function with period p and

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .

Then, for each real value τ ,
∞∑

k=−∞
k �=0

ck p

i2πk
ei2πωkτ

converges absolutely, and, for each pair of real numbers a and t ,∫ t

a
f (τ ) dτ =

∞∑
k=−∞

∫ t

a
ck e

i2πωkτ dτ = c0[t − a] +
∞∑

k=−∞
Γk e

i2πωk t

where

Γ0 = −
∞∑

k=−∞
k �=0

ck p

i2πk
ei2πωka and Γk = ck p

i2πk
for k = ±1, ±2, ±3, . . . .
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206 Derivatives and Integrals of Fourier Series

Furthermore, ∫ t

a
f (τ ) dτ − c0[t − a]

is a continuous, piecewise smooth, periodic function of t with Fourier series

∞∑
k=−∞

Γk e
i2πωk t .

PROOF: Verifying this theorem is fairly straightforward if we start with the function

h(t) =
∫ t

a
f (τ ) dτ − c0[t − a] .

Because h is the sum of an simple polynomial and the integral of a piecewise continuous
function, h must be continuous and piecewise smooth with∫ t

a
f (τ ) dτ = h(t) + c0[t − a] and h′(t) = f (t) − c0 .

Its periodicity is also easily verified.

?�Exercise 15.2: Verify that h(t + p) = h(t) .

Now let Γ̂k be the k th Fourier coefficient of h . Theorem 15.6 tells us that, for each real
value t ,

h(t) = F.S. [h]|t =
∞∑

k=−∞
Γ̂k e

i2πωk t

and that this series converges absolutely.
To finish the proof, we need to confirm that each Γ̂k equals Γk . That is left for you.

?�Exercise 15.3: Let f , h , the ck’s , the Γk’s , and the Γ̂k’s be as above.

a: Verify that h(a) = 0 , and, using this, show that

Γ̂0 = −
∞∑

k=−∞
k �=0

Γ̂k e
i2πωka .

b: Using the integral formula for the Fourier coefficients of f and h , the relation between
h′ and f , and integration by parts, verify that

ck = i2πωkΓ̂k for k = ±1, ±2, ±3, . . . .

c: Using the above, finish verifying the claims of theorem 15.10.

Let’s consider integrating the saw function that we tried (unsuccessfully) to differentiate in
example 15.1 at the beginning of this chapter.
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!�Example 15.3: Recall that

F.S. [saw1]|t = 1

2
+

∞∑
k=−∞
k �=0

i

2πk
ei2πkt .

Theorem 15.10 assures us that, for every real value t ,∫ t

0
saw1(τ ) dτ =

∫ t

0

1

2
dτ +

∞∑
k=−∞
k �=0

∫ t

0

i

2πk
ei2πkτ dτ

= 1

2
t +

∞∑
k=−∞
k �=0

1

(2πk)2

[
ei2πkt − ei2πk·0

]

= 1

2
t +

∞∑
k=−∞
k �=0

1

(2πk)2
ei2πkt −

∞∑
k=−∞
k �=0

1

(2πk)2
.

Note that Theorem 15.10 also tells us that the two series in the last line above form the
Fourier series for the periodic function

h(t) =
∫ t

0
saw1(τ ) dτ − 1

2
t .

Let’s look at this function. Its period is p = 1 , and for t between 0 and 1 ,

h(t) =
∫ t

0
saw1(τ ) dτ − 1

2
t =

∫ t

0
τ dτ − 1

2
t = 1

2
t2 − 1

2
t .

So

h(t) =
⎧⎨⎩

1

2
t2 − 1

2
t if 0 ≤ t ≤ 1

h(t − 1) in general
,

which can also be written as

h(t) = 1

2
g(t) − 1

2
saw1(t)

where

g(t) =
{

t2 if 0 ≤ t ≤ 1

g(t − 1) in general
.

What is of particular note here is that we can now easily find the Fourier series for g from
the Fourier series for h and saw1 :

F.S. [g]|t = F.S. [2h + saw1]|t
= 2 F.S. [h]|t + F.S. [saw1]|t

= 2

⎡⎢⎣ ∞∑
k=−∞
k �=0

1

(2πk)2
ei2πkt −

∞∑
k=−∞
k �=0

1

(2πk)2

⎤⎥⎦ +
⎡⎢⎣1
2

+
∞∑

k=−∞
k �=0

i

2πk
ei2πkt

⎤⎥⎦

=
⎡⎢⎣1
2

− 1

2π2

∞∑
k=−∞
k �=0

1

k2

⎤⎥⎦ +
∞∑

k=−∞
k �=0

1+ iπk

2(πk)2
ei2πkt .
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208 Derivatives and Integrals of Fourier Series

The trigonometric series version of theorem 15.10 is:

Theorem 15.11 (integration of trigonometric Fourier series)
Let f be a periodic, piecewise continuous function with period p and

F.S. [ f ]|t = A0 +
∞∑
k=1

[ak cos(2πωkt)+ bk sin(2πωkt)] .

Then, for any real number τ ,

∞∑
k=1

1

k
ak sin(2πωkτ ) and

∞∑
k=1

1

k
bk cos(2πωkτ )

converge absolutely, and, given any pair of real numbers t and a ,∫ t

a
f (τ ) dτ =

∫ t

a
A0 dτ +

∞∑
k=1

∫ t

a
[ak cos(2πωkτ )+ bk sin(2πωkτ )] dτ

= A0[t − a] + Γ0 + p

2π

∞∑
k=1

1

k
[ak sin(2πωkt)− bk cos(2πωkt)]

where

Γ0 = p

2π

∞∑
k=1

1

k
[−ak sin(2πωka)+ bk cos(2πωka)] .

15.4 Sine and Cosine Series
Results similar to those already derived in this chapter can be obtained for the various “Fourier
series” discussed in chapter 10 for functions over a finite interval (0, L) . You simply apply
theorems already derived here to the corresponding periodic extensions.

Suppose, for example, we have the sine series

F.S.S. [ f ]|t =
∞∑
k=1

bk sin
(
kπ

L
t
)

for some function f which is continuous, piecewise smooth, and has a piecewise smooth
derivative on (0, L) . Remember, on (0, L)

f (t) = fo(t) = F.S. [ fo]|t =
∞∑
k=1

bk sin
(
kπ

L
t
)

where fo is the odd periodic extension of f .
Clearly, since f and f ′ are piecewise smooth on (0, L) , fo must be piecewise smooth on

the entire real line and have a piecewise smooth derivative. Furthermore, since f is continuous
on (0, L) , fo can have discontinuities only at integral multiples of L . So if (and only if)

lim
t→0+ f (t) = 0 and lim

t→L− f (t) = 0 ,
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Sine and Cosine Series 209

then fo must be continuous on the real line (see figure 10.4 on page 123), and theorem 15.4
assures us that ∞∑

k=1

d

dt
bk sin

(
kπ

L
t
)

converges to f0′(t) for every real value t . Consequently,

f ′(t) = f0
′(t) =

∞∑
k=1

d

dt
bk sin

(
kπ

L
t
)

=
∞∑
k=1

kπ

L
bk sin

(
kπ

L
t
)

for 0 < t < L ,

and we have proven the theorem which follows.

Theorem 15.12 (differentiation of the sine series)
Let f be a continuous, piecewise smooth function on a finite interval (0, L) with sine series

F.S.S. [ f ]|t =
∞∑
k=1

bk sin
(
kπ

L
t
)

.

If f ′ is also piecewise smooth on (0, L) , and

lim
t→0+ f (t) = 0 and lim

t→L− f (t) = 0 ,

then
∑∞

k=1 kbk cos(2πωkt) converges for each t at which f ′ is continuous, and, as piecewise
continuous functions,

f ′(t) =
∞∑
k=1

d

dt
bk sin

(
kπ

L
t
)

=
∞∑
k=1

kπ

L
bk cos

(
kπ

L
t
)

.

Next is the analogous theorem for the cosine series. It’s slightly simpler because jump
discontinuities are not introduced at integral multiples of L when we extend f in an even
periodic manner (see figure 10.5 on page 125).

Theorem 15.13 (differentiation of the cosine series)
Let f be a continuous, piecewise smooth function on a finite interval (0, L) with cosine series

F.C.S. [ f ]|t = A0 +
∞∑
k=1

ak cos
(
kπ

L
t
)

.

If f ′ is also piecewise smooth on (0, L) , then
∑∞

k=1 kbk sin(2πωkt) converges for each t at
which f ′ is continuous, and, as piecewise continuous functions,

f ′(t) = d

dt
A0 +

∞∑
k=1

d

dt
ak cos

(
kπ

L
t
)

= −
∞∑
k=1

kπ

L
bk sin

(
kπ

L
t
)

.

The next two theorems are derived from theorem 15.8 on page 203.

Theorem 15.14 (uniform convergence of the sine series)
Let f be a continuous, piecewise smooth function on a finite interval (0, L) with sine series

F.S.S. [ f ]|t =
∞∑
k=1

bk sin(2πωkt) .
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210 Derivatives and Integrals of Fourier Series

If
lim
t→0+ f (t) = 0 and lim

t→L− f (t) = 0 ,

then
∑∞

k=1 bk converges absolutely, and, for each 0 < t < L and positive integer N ,

∣∣ f (t) − F.S.S.N [ f ]|t
∣∣ ≤ B√

N
where B = 2

π

(
L
∫ L

0

∣∣ f ′(t)
∣∣2 dt)1/2 .

Theorem 15.15 (uniform convergence of the cosine series)
Let f be a continuous, piecewise smooth function on a finite interval (0, L) with cosine series

F.C.S. [ f ]|t = A0 +
∞∑
k=1

ak cos(2πωkt) .

Then
∑∞

k=1 ak converges absolutely, and, for each 0 < t < L and positive integer N ,

∣∣ f (t) − F.C.S.N [ f ]|t
∣∣ ≤ B√

N
where B = 2

π

(
L
∫ L

0

∣∣ f ′(t)
∣∣2 dt)1/2 .

?�Exercise 15.4: Derive the two theorems above using theorem 15.8.

Additional Exercises

15.5. Here we will look more closely at the partial sums of the series in line (15.2) from
exercise 15.1 on page 195, andwewill verify that this series does not converge pointwise
to 1 on the real line. For convenience, let SN denote the N th partial sum of the series
in line (15.2)

SN (t) = −
N∑

k=−N
k �=0

ei2πkt .

The following problems can be simplified by the observation that, using formula (14.3a)
on page 178,

SN (t) = 1 −
N∑

k=−N

ei2πkt = 1 −
sin

(
2π

[
N + 1

2

]
t
)

sin(π t)
.

a. Graph SN (t) for −1/2 < t < 3/2 and N = 5, 10, 20, and 50 with the vertical scale
adjusted so that you can clearly see the downward pointing “spikes” at t = 0 and
t = 1 . (Use a computer math package. You may use the results of the next exercise
to work around the trivial discontinuities at t = 0 and t = 1 .)

b. Show that SN (0) = −2N . This shows that, instead of converging to 1 as N → ∞ ,
the series in (15.2) diverges to −∞ for t = 0 . (Remember to remove any trivial
discontinuities!)
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11

−1

11 22 −1−1 TT

(a) (b)

Figure 15.2: Two and one half periods of (a) evensaw(t) , the even sawtooth function for
exercises 15.6 c and 15.9 b, and (b) oddsaw(t) , the odd sawtooth function for
exercises 15.6 d and 15.9 c.

c. Graph SN (t) over (−1/2,
3/2) for N = 5, 10, 20, and 50 . Adjust the vertical scale

so that you can clearly see the smaller wiggles between the spikes (you may have to
“cut off” the spikes). Note that the wiggles in the graph of SN over this interval do
not decrease in size. (Again, use a computer math package.)

d. Show that

SN (0.5) =
{
0 if N is even

2 if N is odd
.

Thus, the series in formula (15.2) on page 196 does not even converge at t = 1/2 .
Instead, its partial sums oscillate between 0 and 2 .

e. Find other values of t for which the series in formula (15.2) does not converge.

15.6. The complex exponential Fourier series for each of the functions below was computed
in exercise 12.3 (see page 150). For each of these functions:

1. Find a formula (or set of formulas) for the derivative of the given function, and
sketch the graph of the derivative.

2. Find the complex exponential Fourier series for the derivative. Use theorem15.2
when possible.

a. f (t) =

⎧⎪⎪⎨⎪⎪⎩
0 if −1 < t < 0

1 if 0 < t < 1

f (t − 2) in general

b. g(t) =
{

et if 0 < t < 1

g(t − 1) in general

c. evensaw(t) , the even sawtooth function sketched in figure 15.2a

d. oddsaw(t) , the odd sawtooth function sketched in figure 15.2b

e. |sin(2π t)|

f. f (t) =
{

t2 if −1 < t < 1

f (t − 2) in general
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212 Derivatives and Integrals of Fourier Series

15.7. Assume f is a periodic, piecewise smooth function with period p . Let

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωkt and F.S.
[
f ′]∣∣

t =
∞∑

k=−∞
dk e

i2πωk t .

Let −p/2 < t0 < p/2 , and suppose f has a jump discontinuity at t0 with jump j0 .
Suppose, further, that f (t) is continuous at every other point between − p/2 and p/2 ,
including the endpoints −p/2 and p/2 . Derive a formula involving j0 which relate
each dk to the corresponding ck .

15.8. Let g be as in exercise 15.3 on page 207, and let Γ0 denote the constant term in the
Fourier series for g .

a. What is the series formula for Γ0 obtained in exercise 15.3?

b. Compute Γ0 using the integral formula for the Fourier coefficients.

c. Compare the answers to the previous two parts of this exercise and show that

∞∑
k=1

1

k2
= π2

6
.

15.9. Find the “Fourier series-like” formula of

g(t) =
∫ t

0
f (τ ) dτ

for each of following choices of f . For which of these f ’s is the corresponding g
periodic and the series formula obtained the actual Fourier series for g ? (Note: The
Fourier series for each f was computed in exercise 12.3.)

a. f (t) =

⎧⎪⎪⎨⎪⎪⎩
0 if −1 < t < 0

1 if 0 < t < 1

f (t − 2) in general

b. f (t) = evensaw(t) (see figure 15.2a.)

c. f (t) = oddsaw(t) (see figure 15.2b.)

d. f (t) =

⎧⎪⎪⎨⎪⎪⎩
+1 if 0 < |t | < 1

−1 if 1 < |t | < 2

f (t − 4) in general
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Applications

The use of Fourier series in applications and some of the issues that may arise in such use can be
nicely illustrated by solving any of a number of classical problems. We will consider two: a heat
flow problem and a vibrating string problem. The first, determining the temperature distribution
throughout some heat conducting rod, is basically the same problem Fourier first solved using
“Fourier series”. The second is the problem of modeling the motion of an elastic string stretched
between two points, a problem undoubtedly of interest to all guitar and banjo players.

Since themain goal is to illustrate the use of Fourier series and to examine some of the prob-
lems in their use, wewill limit ourselves to relatively simple versions of these two problems. You
should be aware, however, that the two problems examined here are just elementary prototypes
for much wider classes of problems in a wide variety of subjects, including thermodynamics,
diffusion processes, vibrational analysis, acoustics, electromagnetics, and optics.

16.1 The Heat Flow Problem
Setting Up the Problem
Here is the problem: We have a heat conducting rod of length L , and we want to know how
the temperature at different points in the rod varies with time. To keep our discussion relatively
simple, we assume the rod is one-dimensional, uniform, positioned along the X–axis with
endpoints at x = 0 and x = L , and with the endpoints being kept at a temperature of 0
degrees (Fahrenheit, Celsius, Kelvin — the actual scale is irrelevant for us). Let

u(x, t) = temperature of the rod’s material at horizontal position x and time t .

The endpoint conditions can then be written as

u(0, t) = 0 and u(L , t) = 0 for all t .

Let’s also assume the rod’s initial temperature distribution is known; that is, we assume

u(x, 0) = f (x)

where f is some known function on (0, L) . Let us further assume that f is at least piecewise
smooth on the interval.

If this were a text on thermodynamics or partial differential equations, we would now derive
the heat equation. But this isn’t such a text, so we’ll simply assume that, at every point in the
rod,

∂u

∂t
= κ

∂2u

∂x2

213
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214 Applications

where κ is some positive constant describing the thermal properties of the rod’s material. This
is the famous heat equation derived by Fourier.1

Our goal is to find a usable formula for u(x, t) . Since it only makes sense to talk about the
temperature where the rod exists, x must be between 0 and L . Gathering all the assumptions
from above, we find that u(x, t) must satisfy the following system of equations:

∂u

∂t
− κ

∂2u

∂x2
= 0 for 0 < x < L (16.1a)

u(0, t) = 0 and u(L , t) = 0 (16.1b)

u(x, 0) = f (x) for 0 < x < L (16.1c)

Implicit in this is the requirement that u(x, t) be a sufficiently smooth function of x and t for
the above equations to make sense. Remember, κ is a positive constant, and f is a known
piecewise smooth function on (0, L) . At this point we have no reason to place any limits on
t other than it must be real valued. So, for now, we will assume no other limits on t . Later,
however, we will need to modify that assumption.2

A Formal Solution
Solving this problem starts with the rather bold assumption that it has a solution. Supposing
this, let us try to find a suitable “Fourier series” representation for this solution u(x, t) . There
doesn’t seem to be any periodicity in this problem, but the values of x are limited to the finite
interval from x = 0 to x = L . This suggests that, for each fixed value of t , we represent
u(x, t) using one of the “Fourier series” from chapter 10, say, the sine series, letting

u(x, t) =
∞∑
k=1

bk sin
(
kπ

L
x
)

,

or the cosine series, letting

u(x, t) = A0 +
∞∑
k=1

ak cos
(
kπ

L
x
)

.

In each case, the representation must change as t changes. This means that the bk’s in the sine
series and the A0 and ak’s in the cosine series will have to be treated as functions of t , and not
as constants.

To further narrow our choices, let’s note what happens when we plug x = 0 and x = L
into the sine series representation for u(x, t) :

u(0, t) =
∞∑
k=1

bk sin
(
kπ

L
0
)

=
∞∑
k=1

bk sin(0) =
∞∑
k=1

bk · 0 = 0

and

u(L , t) =
∞∑
k=1

bk sin
(
kπ

L
L
)

=
∞∑
k=1

bk sin(kπ) =
∞∑
k=1

bk · 0 = 0 .

These equationsmatch the endpoint conditions in equation set (16.1b). Also, for equations (16.1a)
and (16.1b) tomake sense, u(x, t) should be at least a continuous and piecewise smooth function

1 Each person reading this should go through the derivation of the heat equation at least once in their life. Reasonable
derivations can be found in most introductory texts on partial differential equations.
2 Part of “solving” many a problem is determining just what the problem is, and what can or should be considered as
“known” at the onset. Here, for example, we “know” we can find u(x, t) for all time t . We are wrong.
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The Heat Flow Problem 215

of x on (0, L) with

lim
x→0+ u(x, t) = 0 and lim

x→L− u(x, t) = 0 .

Under these conditions, theorem 15.14 on page 209 assures us that the partial sums of the above
sine series will uniformly approximate u(x, t) for 0 < x < L and a fixed value of t .

So let us choose the sine series to represent u(x, t) . Also, to emphasize their dependence
on t and to avoid some confusion later, let’s denote the k th coefficient by φk(t) , instead of bk .
With these choices, we have

u(x, t) =
∞∑
k=1

φk(t) sin
(
kπ

L
x
)

(16.2)

where the φk’s are functions to be determined.
The next step is to plug this representation for u into the heat equation. We will ignore the

warnings given at the beginning of chapter 15 and naively compute the derivatives in the heat
equation by differentiating the terms in the series,

∂u

∂t
= ∂

∂t

∞∑
k=1

φk(t) sin
(
kπ

L
x
)

=
∞∑
k=1

∂

∂t

[
φk(t) sin

(
kπ

L
x
)]

=
∞∑
k=1

φk
′(t) sin

(
kπ

L
x
)

and

∂2u

∂x2
= ∂2

∂x2

∞∑
k=1

φk(t) sin
(
kπ

L
x
)

=
∞∑
k=1

∂2

∂x2

[
φk(t) sin

(
kπ

L
x
)]

=
∞∑
k=1

φk(t)

[
−
(
kπ

L

)2
sin
(
kπ

L
x
)]

= −
∞∑
k=1

(
kπ

L

)2
φk(t) sin

(
kπ

L
x
)

.

With these expressions for the derivatives, equation (16.1a) becomes

∞∑
k=1

φk
′(t) sin

(
kπ

L
x
)

+ κ

∞∑
k=1

(
kπ

L

)2
φk(t) sin

(
kπ

L
x
)

= 0 .

Letting

λ = κ
(

π

L

)2
,

this can be written more concisely as

∞∑
k=1

[
φk

′(t) + k2λφk(t)
]
sin
(
kπ

L
x
)

= 0 .

Look at this last equation. For each value of t , the left-hand side looks like a sine series
which, according to the equation, equals 0 for all x in (0, L) . Surely, this is only possible
if each coefficient is 0 . Here, though, the coefficients are expressions involving the φk’s . So
each of these expressions must equal 0 . This gives us bunch of differential equations,

dφk

dt
+ k2λφk = 0 for k = 1, 2, 3, . . . . (16.3)
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These differential equations are easy to solve. Each is nothing more than

dy

dt
+ γ y = 0

with y = φk and γ = k2λ — one of the simplest first order linear equations around. You
should have no problem confirming that its general solution is y = Be−γ t where B is an
arbitrary constant. Hence,

φk(t) = Bk e
−k2λt for k = 1, 2, 3, . . .

where the Bk’s are yet unknown constants.
With these formulas for the φk’s , formula (16.2) becomes

u(x, t) =
∞∑
k=1

Bk e
−k2λt sin

(
kπ

L
x
)

. (16.4)

In deriving this expression for u(x, t) , we assumed u(x, t) exists and satisfies the heat equation
(equation (16.1a)) and the endpoint conditions in equation set (16.1b). All that remains is
to further refine our expression so it also satisfies the initial condition of equation (16.1c),
u(x, 0) = f (x) . Using the above formula for u(x, t) in this equation, we get

f (x) = u(x, 0) =
∞∑
k=1

Bk e
−k2λ·0 sin

(
kπ

L
x
)

=
∞∑
k=1

Bk sin
(
kπ

L
x
)

for 0 < x < L . Cutting out the middle yields

f (x) =
∞∑
k=1

Bk sin
(
kπ

L
x
)

for 0 < x < L ,

which, by an amazing coincidence, looks exactly as if we are representing our known function
f by its Fourier sine series. Surely then, each Bk must be the corresponding Fourier sine
coefficient for f ,

Bk = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)
dx .

That finishes our derivation. If the solution exists and our (occasionally naive) suppositions
are valid, then our heat flow problem (equation set (16.1)) is solved by

u(x, t) =
∞∑
k=1

Bk e
−k2λt sin

(
kπ

L
x
)

(16.5a)

where

λ = κ
(

π

L

)2
(16.5b)

and

Bk = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)
dx for k = 1, 2, 3, . . . . (16.5c)

This set of formulas is often called a formal solution to the heat equation problem because we
obtained it through a process of formal manipulations which seemed reasonable, but were not
all rigorously justified.
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The Heat Flow Problem 217

!�Example 16.1: Consider solving our heat flow problem when L = π , κ = ln 2 , and the
rod is initially a constant temperature throughout, say,

f (x) = 100 .

Here: π/L = 1 , formula (16.5b) simplifies to

λ = κ
(

π

L

)2 = ln 2 ,

and

e−k2λt = e−k2(ln 2)t =
(
eln 2
)−k2t = 2−k2t for k = 1, 2, 3, . . . .

Formula (16.5c) yields

Bk = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)
dx

= 2

π

∫ π

0
100 sin(kx) dx = 200

kπ

[
1 − (−1)k

]
.

Hence, according to formula (16.5a), the formal solution to this heat flow problem is

u(x, t) =
∞∑
k=1

Bke
−k2λt sin

(
kπ

L
x
)

=
∞∑
k=1

200

kπ

[
1− (−1)k

]
2−k2t sin(kx)

= 400

π

(
1

2

)t
sin(x) + 400

3π

(
1

2

)32t
sin(3x) + 400

5π

(
1

2

)52t
sin(5x)

+ 400

7π

(
1

2

)72t
sin(7x) + 400

9π

(
1

2

)92t
sin(9x) + · · · .

Validity and Properties of the Formal Solution
The question remains as towhether formula set (16.5) is a valid solution to our heat flow problem.
There are several parts to this question: Does the series converge for all values of x and t of
interest? If so, is the resulting function suitably smooth for the expressions in equation set (16.1)
to make sense, and if so, does this function satisfy those equations?

Unfortunately, we cannot completely address these questions using the theory developed
thus far. Until now, all of our infinite series have been generated from “known” functions. Here
though, the function of interest (our solution) is given by an infinite series; so we need to develop
some material regarding whether such a function is well defined, continuous, differentiable, etc.
We also need to confirm that, if it is differentiable, then it can be differentiated by differentiating
the series term by term. We will develop this material rigorously in section 16.3 and apply it to
validating the above solution formula in section 16.4.

Partial answers to these questions, along with some insight, can be gained by examining
the terms of our series,

Bk e
−k2λt sin

(
kπ

L
x
)

for k = 1, 2, 3, . . . .
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Remember λ > 0 and

|Bk| =
∣∣∣∣ 2L
∫ L

0
f (x) sin

(
kπ

L
x
)
dx

∣∣∣∣
≤ 2

L

∫ L

0
| f (x)|

∣∣∣sin( kπ
L
x
)∣∣∣ dx ≤ 2

L

∫ L

0
| f (x)| dx .

So, letting

A = 2

L

∫ L

0
| f (x)| dx ,

we see that ∣∣∣Bk e−k2λt sin( kπL x)∣∣∣ ≤ A e−k2λt for k = 1, 2, 3, . . . .

If t is also positive, then each e−k2λt shrinks to 0 very rapidly as k → ∞ . This ensures that
the series formula for u(x, t) converges absolutely. Consequently, we are assured that u(x, t) ,
as defined by formula set (16.5), is well defined when 0 ≤ x ≤ L and 0 < t .

In section 16.3 we will also see that these exponentially decreasing terms ensure that, as
long as t > 0 , u(x, t) is an infinitely smooth function of both x and t whose partial derivatives
can all be computed by differentiating the series term by term. This will allow us to rigorously
confirm our formal solution to be a valid solution to our heat flow problem (and a very nice one,
at that) when t > 0 .

On the other hand, if t < 0 , then e−k2λt = ek
2λ|t | → ∞ as k → ∞ . Thus, unless the

Bk’s shrink to 0 extremely rapidly as k → ∞ , the terms of our series solution will blow up,
and the series itself diverges whenever t < 0 .

In short:

The series formula given by formula set (16.5) succeeds beautifully as a solution to
our heat flow problem for t > 0 and, typically, fails miserably for t < 0 .

There is something else worth noting about our series solution: Each term in that series,

u(x, t) =
∞∑
k=1

Bk e
−k2λt sin

(
kπ

L
x
)

,

rapidly shrinks to 0 as t → ∞ . From this it can readily be shown that the maximum and
minimum temperatures in the rod must be approaching 0 degrees fairly quickly as t gets large.

?�Exercise 16.1: Let u(x, t) be the infinite series solution found in above example 16.1.

a: Verify that

|u(x, t)| < 400

π

∞∑
k=1

(
1

2

)tk
when t > 0 . (16.6)

b: Using the above and the formula for computing the sum of a geometric series, show that

|u(x, t)| < 800

π

(
1

2

)t
when t ≥ 1 .

c: Assuming u(x, t) is the temperature distribution in a rod, what does the above tell you
about the maximum temperature in the rod when t = 1 ? when t = 2 ? when t = 10 ?
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?�Exercise 16.2: Again, let u(x, t) be the infinite series solution found in example 16.1,
above. This time, consider this infinite series when t = −1 .
a: Write out this series.

b: Verify that this series does not converge to anything when x = π/2 .

c: Show that this series cannot be the sine series for any piecewise continuous function
on (0, π) . (Remember, if it were the sine series for such a function, then the coefficients
would be bounded.)

Uniqueness of the Solution
There is one more question we should ask regarding our series solution: If it is a solution, is it
the only possible solution, or have we just found one possible way the temperature might vary?

Toagreat extent, we can answer this question by redoingour derivation a littlemore carefully
and by applying some of the results concerning integrals of functions with two variables from
chapter 7. To see this, suppose u(x, t) is any solution to our heat flow problem that it is valid
for 0 < x < L and a < t < b (with a ≤ 0 ≤ b so that the initial condition makes sense).
Because part of being a solution means that u(x, t) is a sufficiently smooth function of x and
t , for the equations in the heat flow problem (equation set (16.1)) to make sense, it is reasonable
to assume u(x, t) is twice differentiable with respect to x , differentiable with respect to t , and
that

u(x, t) ,
∂u

∂x
,

∂2u

∂x2
and

∂u

∂t

are all uniformly continuous functions of x and t . The pointwise convergence theorem for sine
series (theorem 13.18 on page 171) then assures us that, for each x in (0, L) and t in (a, b) ,

u(x, t) =
∞∑
k=1

φk(t) sin
(
kπ

L
x
)

where

φk(t) = 2

L

∫ L

0
u(x, t) sin

(
kπ

L
x
)
dx .

Using some of the results from chapter 7, the fact that u(x, t) satisfies equations (16.1a) and
(16.1b), and integration by parts, we find that each φk is a smooth function, and

φk
′(t) = d

dt

[
2

L

∫ L

0
u(x, t) sin

(
kπ

L
x
)
dx

]
= · · · = k2λ φk(t) (16.7)

where, as before,

λ = κ
(

π

L

)2
(see exercise 16.3, below). Solving this differential equation gives us

φk(t) = Bk e
−k2λt for k = 1, 2, 3, . . .
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with the Bk’s being undetermined constants. Then using the above two formulas for φk ,

Bk = lim
t→0

φk(t) = lim
t→0

2

L

∫ L

0
u(x, t) sin

(
kπ

L
x
)
dx

= 2

L

∫ L

0
lim
t→0

u(x, t) sin
(
kπ

L
x
)
dx

= 2

L

∫ L

0
u(x, 0) sin

(
kπ

L
x
)
dx = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)
dx .

Putting this all together, we find that we have rigorously rederived the formulas in set (16.5) as
formulas describing any given solution to our heat flow problem. Consequently, any solution
to our heat flow problem that satisfies the smoothness conditions assumed above must be given
by formula set (16.5). (This doesn’t mean there might not be other formulas describing this
function, only that no formula can describe a different function satisfying our problem.)

?�Exercise 16.3: Verify equation (16.7) by doing all the computations indicated by the “ · · · ”.

16.2 The Vibrating String Problem
Setting Up the Problem
Envision an elastic string (such as you might find on any guitar or banjo) stretched between two
fixed points on the X–axis, say, from x = 0 to x = L (with L > 0 ). For simplicity, we’ll
assume the string only moves vertically, and we will let

u(x, t) = vertical position at time t of the portion of string located at horizontal
position x .

Because the ends of the string are fixed at x = 0 and x = L , u(x, t) is only defined for
0 ≤ x ≤ L , and we have the endpoint conditions

u(0, t) = 0 and u(L , t) = 0 .

After making a few idealizations and applying a little physics, it can be shown that

∂2u

∂t2
= c2

∂2u

∂x2

where c is some positive constant (the reason for using c2 instead of c will be clear later).3

This is the basic (one-dimensional) wave equation.4

We will assume the initial shape of the string is given by the graph of some known function
f on (0, L) ,

u(x, 0) = f (x) for 0 < x < L .

3 More precisely, c = √
τ/ρ where τ and ρ are, respectively, the tension in and the linear density of the string when

the stretched string is at rest.
4 Another famous equation whose derivation we are skipping. Look it up in any decent introductory book on partial
differential equations.
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The Vibrating String Problem 221

For most (unbroken) strings we would expect f to be continuous and piecewise smooth. In
addition, since the string is fastened at the endpoints, we should have f (0) = 0 and f (L) = 0 .

As it turns out, this is not quite enough to completely specify u(x, t) . An additional initial
condition is necessary. We will take that condition to be

∂u

∂t

∣∣∣
(x,0)

= 0 for 0 < x < L .

In other words, we assume the string is not moving at time t = 0 . This would be the case, for
example, if we held the string in some fixed shape until releasing it at t = 0 .

Gathering all the above equations together, we find that u(x, t) must satisfy the following
system of equations:

∂2u

∂t2
− c2

∂2u

∂x2
= 0 for 0 < x < L (16.8a)

u(0, t) = 0 and u(L , t) = 0 (16.8b)

u(x, 0) = f (x) for 0 < x < L (16.8c)

∂u

∂t

∣∣∣
(x,0)

= 0 for 0 < x < L (16.8d)

Again, there is an implicit requirement that u(x, t) be a sufficiently smooth function for the above
equations to make sense. Keep in mind that c is a positive constant and f is a known uniformly
continuous and piecewise smooth function on (0, L) satisfying f (0) = 0 = f (L) . (Later we
will realize that f ′ must also be piecewise smooth.) While it is reasonable to be interested in
the solving this problem just for t > 0 , such a restriction on t turns out to be mathematically
unnecessary. So we will assume the above equations are valid for −∞ < t < ∞ .

A Formal Solution
The process of finding a solution to our vibrating string problem is very similar to the process we
went through to solve our heat flow problem. As then, we begin by supposing a solution u(x, t)
exists, and, as with our heat flow problem, the end conditions (equation set (16.8b)) suggest that
u(x, t) should be represented by a Fourier sine series on 0 < x < L with the coefficients being
functions of time,

u(x, t) =
∞∑
k=1

φk(t) sin
(
kπ

L
x
)

. (16.9)

As we noted with the heat flow problem, this formula equals 0 when x = 0 or x = L .
Naively differentiating, we get

∂2u

∂t2
= ∂2

∂t2

∞∑
k=1

φk(t) sin
(
kπ

L
x
)

=
∞∑
k=1

φk
′′(t) sin

(
kπ

L
x
)

and

∂2u

∂x2
= ∂2

∂x2

∞∑
k=1

φk(t) sin
(
kπ

L
x
)

= −
∞∑
k=1

φk(t)
(
kπ

L

)2
sin
(
kπ

L
x
)

.

With these expressions for the derivatives, equation (16.8a) becomes

∞∑
k=1

φk
′′(t) sin

(
kπ

L
x
)

+ c2
∞∑
k=1

φk(t)
(
kπ

L

)2
sin
(
kπ

L
x
)

= 0 ,
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which is written more concisely as

∞∑
k=1

[
φk

′′(t) + (kν)2φk(t)
]
sin
(
kπ

L
x
)

= 0

using, for lexicographic convenience,

ν = cπ

L
.

This time each φk must satisfy the second order linear differential equation

d2φk
dt2

+ (kν)2φk = 0 .

Again, we have a simple differential equation that should be familiar to anyone who has had an
elementary course in differential equations. Its solution is

φk(t) = Ak sin(kνt) + Bk cos(kνt)

where Ak and Bk are constants yet to be determined.
With this formula for the φk’s , equation (16.9) becomes

u(x, t) =
∞∑
k=1

[Ak sin(kνt) + Bk cos(kνt)] sin
(
kπ

L
x
)

. (16.10)

The Ak’s and Bk’s will be determined by the initial conditions, equations (16.8c) and (16.8d).
For the second initial condition, we will need the partial of u with respect to t , which we might
as well (naively) compute here:

∂u

∂t
= ∂

∂t

∞∑
k=1

[Ak sin(kνt) + Bk cos(kνt)] sin
(
kπ

L
x
)

=
∞∑
k=1

[Akkν cos(kνt) − Bkkν sin(kνt)] sin
(
kπ

L
x
)

. (16.11)

Combining formula (16.10) for u(x, t) with the first initial condition gives us

f (x) = u(x, 0) =
∞∑
k=1

[Ak sin(kν0) + Bk cos(kν0)] sin
(
kπ

L
x
)

=
∞∑
k=1

[Ak · 0 + Bk · 1] sin
(
kπ

L
x
)

for x in (0, L) . Thus, we have

f (x) =
∞∑
k=1

Bk sin
(
kπ

L
x
)

for 0 < x < L ,

which looks remarkably like an equation we obtained while solving our heat flow problem. As
before, we are compelled to conclude that the Bk’s are the Fourier sine coefficients for f . That
is,

Bk = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)
dx for k = 1, 2, 3, . . . .
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The second initial condition, along with formula (16.11), yields

0 = ∂u

∂t

∣∣∣
(x,0)

=
∞∑
k=1

[Akkν cos(kν0) − Bkkν sin(kν0)] sin
(
kπ

L
x
)

=
∞∑
k=1

[Akkν · 1 − Bkkν · 0] sin
(
kπ

L
x
)

=
∞∑
k=1

Akkν sin
(
kπ

L
x
)

for 0 < x < L ,

strongly suggesting that

Ak = 0 for k = 1, 2, 3, . . . .

Our derivation is complete. If our vibrating string problem (equation set (16.8)) has a
solution and our (occasionally naive) computations are valid, then that solution is given by

u(x, t) =
∞∑
k=1

Bk cos
(
kcπ

L
t
)
sin
(
kπ

L
x
)

(16.12a)

where

Bk = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)
dx for k = 1, 2, 3, . . . . (16.12b)

Once again, we have derived a “formal solution”, that is, a formula obtained through formal
(naive) manipulations which we hope can be rigorously verified later.

!�Example 16.2: Consider solving our vibrating

10 1/2

1/2

X

Figure 16.1: The initial shape of the
string in example 16.2.

string problemassuming L = 1 and c = 3 , and
startingwith themiddle point of the string pulled
up a distance of 1/2 (see figure 16.1). That is,
u(x, 0) = f (x) with

f (x) =
{

x if 0 ≤ x ≤ 1/2

1− x if 1/2 ≤ x ≤ 1
.

With these choices, equation (16.12b) is

Bk = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)
dx

=
∫ 1/2

0
x sin(kπx) dx +

∫ 1

1/2

(1− x) sin(kπx) dx

= · · · = sin
(
kπ

2

) (
2

kπ

)2
.
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Thus, according to formula (16.12a), the solution to this vibrating string problem is

u(x, t) =
∞∑
k=1

sin
(
kπ

2

) (
2

kπ

)2
cos(k3π t) sin(kπx)

= 1
(
2

π

)2
cos(3π t) sin(πx) + 0

(
2

2π

)2
cos(2 · 3π t) sin(2πx)

+ (−1)
(
2

3π

)2
cos(3 · 3π t) sin(3πx) + 0

(
2

4π

)2
cos(4 · 3π t) sin(4πx)

+ · · · .

An Alternate Solution Formula and Validating Our Solution
Formula set (16.12) can be converted to a much simpler form once we recall a well-known
trigonometric identity for the product of the sine and cosine functions. That identity with
formula (16.12a) yields

u(x, t) =
∞∑
k=1

Bk sin
(
kπ

L
x
)
cos
(
kcπ

L
t
)

=
∞∑
k=1

Bk
1

2

[
sin
(
kπ

L
x + kcπ

L
t
)

+ sin
(
kπ

L
x − kcπ

L
t
)]

.

This, of course, is the same as

u(x, t) = 1

2

[ ∞∑
k=1

Bk sin
(
kπ

L
(x + ct)

)
+

∞∑
k=1

Bk sin
(
kπ

L
(x − ct)

)]
(16.13)

provided the two infinite series converge.
Recall now, both that the Bk’s are the Fourier sine coefficients for f , and that the sine

series for f is just the trigonometric series for the odd periodic extension of f ,

fo(s) =

⎧⎪⎪⎨⎪⎪⎩
f (s) if 0 < s < L

− f (s) if −L < s < 0

f (s − 2L) in general

.

If you check, you’ll find that our assumptions for f guarantee that its odd periodic extension
is continuous and piecewise smooth on the entire real line. The basic theorem on pointwise
convergence (page 154) assures us that the Fourier series for fo converges to fo(s) for every
s on the real line. In other words, we can safely write

fo(s) = F.S. [ fo]|s =
∞∑
k=1

Bk sin
(
kπ

L
s
)

for all − ∞ < s < ∞ .

This means equation (16.13) simplifies to

u(x, t) = 1

2
[ fo(x + ct) + fo(x − ct)] (16.14)

for every 0 < x < L and real value t .
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Equation (16.14) holds whenever u(x, t) is given by equation set (16.12) and f is a
continuous, piecewise smooth function on (0, L) with f (0) = 0 = f (L) . Conversely, by
reversing the above steps, we can clearly derive equation set (16.12) from formula (16.14). Thus,
formula (16.14) and formula set (16.12) are equivalent, and we can verify that both describe a
valid solution to our vibrating string problem by confirming that either one is a valid solution.
Naturally, it is formula (16.14) that we will verify.

The confirmation is straightforward. Since fo is continuous, u(x, t) , as defined by for-
mula (16.14), is clearly a well-defined, continuous function of x and t . Letting t = 0 and
0 < x < L , we get

u(x, 0) = 1

2
[ fo(x + 0) + fo(x − 0)] = 1

2
[ f (x) + f (x)] = f (x) ,

verifying that the initial condition of equation (16.8d) is satisfied. To verify the other initial
condition in equation (16.8d), we first observe that, by the chain rule,

∂u

∂t
= 1

2

[
∂

∂t
fo(x + ct) + ∂

∂t
fo(x − ct)

]
= 1

2

[(
fo

′′(x + ct)
)
(+c) + (

fo
′′(x − ct)

)
(−c)]

= c

2

[
fo

′′(x + ct) − fo
′′(x − ct)

]
.

Plugging t = 0 then gives

∂u

∂t

∣∣∣
(x,0)

= c

2

[
fo

′′(x) − fo
′′(x)

] = 0 .

To see that the required endpoint conditions are satisfied (i.e., that u(0, t) = 0 = u(L , t) ),
first observe that, because fo is an odd function and is periodic with period 2L ,

fo(−ct) = − fo(ct)

and

f (L − ct) = f (L − ct − 2L) = f (−L − ct) = − f (L + ct) .

Thus,
u(0, t) = 1

2
[ fo(0+ ct) + fo(0− ct)] = 1

2
[ fo(ct) − fo(ct)] = 0

and

u(L , t) = 1

2
[ fo(L + ct) + fo(L − ct)] = 1

2
[ fo(L + ct) − fo(L + ct)] = 0 .

Confirming that u(x, t) satisfies the wave equation (equation (16.8a)) is a simple matter of
computing the appropriate derivatives. Assuming fo(s) is twice differentiable at s = x + ct
and s = x − ct , and using the chain rule, we find that

∂2

∂x2
fo(x ± ct) = fo

′′(x ± ct) ,

while
∂2

∂t2
fo(x ± ct) = [

fo
′′(x ± ct)

]
(±c)2 = c2 fo

′′(x ± ct) .

Hence,
∂2u

∂t2
= c2

1

2

[
fo

′′(x + ct) + fo
′′(x − ct)

] = c2
∂2u

∂x2
,
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verifying that the wave equation is satisfied at every (x, t) such that fo(s) is twice differentiable
at s = x + ct and s = x − ct .

There is a slight technical difficulty here. When we set up our problem, we saw no reason
to assume anything about the second derivative of f . On the other hand, requiring f to be,
say, “piecewise twice differentiable” on (0, L) would hardly be much of a practical restriction.
Besides, assuming the wave equation and initial condition both hold, we see that

∂2u

∂t2

∣∣∣∣
(x,0)

= c2
∂2u

∂x2

∣∣∣∣
(x,0)

= c2
d2

dx2
u(x, 0) = c2 f ′′(x) .

So if f ′′ is not reasonably well defined on (0, L) , neither is the initial acceleration throughout
the string.

All this suggests that we modify our requirements on our initial condition to

f is a continuous, piecewise smooth function on (0, L) with a piecewise smooth
first derivative and satisfying f (0) = 0 = f (L) .

Consider it done.
With these modified requirements, the second derivative of the odd periodic extension of

f , fo′′ , is certainly a well-defined, piecewise continuous function on the real line, and the
computations done two paragraphs or so ago confirm that, as piecewise continuous functions,

∂2u

∂t2
− c2

∂2u

∂x2
= 0

for 0 < x < L and −∞ < t < ∞ . This completes our verification that u(x, t) , as given by
either formula set (16.12) or formula (16.14), is a solution to our vibrating string problem.

Do these formulas describe the only solution? Yes. It can be shown (using methods outside
the scope of this text) that the general solution to the wave equation is given by

u(x, t) = g(x + ct) + h(x − ct) (16.15)

where g and h are arbitrary piecewise smooth functions on � with piecewise smooth deriva-
tives. If you impose the endpoint conditions and the initial conditions of our vibrating string
problem and solve for g and h you get

g(s) = h(s) = 1

2
fo(s) for all s in � ,

from whence then follows formula (16.14) for the solution.

?�Exercise 16.4: Using equation (16.15) convince yourself that the motion of a vibrating
string can be described as the superposition of two fixed shapes, one traveling to the left with
speed c and the other traveling to the right with speed c . (For obvious reasons, these two
“traveling shapes” are more commonly referred to as traveling waves.)

Harmonics of a Vibrating String
One advantage of the Fourier series solution to our vibrating string problem is that it allows us to
analyze the sound produced by such a string by looking at the components of the series solution.
For convenience, let’s rewrite that solution as

u(x, t) =
∞∑
k=1

Bk uk(x, t)
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(a) (b) (c)

LLL

Figure 16.2: The (a) first harmonic, (b) second harmonic, and (c) third harmonic for a
vibrating string of length L sketched at various times as functions of x .

where

uk(x, t) = sin
(
kπ

L
x
)
cos(2πνkt) and νk = kcπ

2L
.

The individual uk’s are often referred to as the modes of vibration or the harmonics, with u1
being the first or “fundamental” mode/harmonic. The graphs of the first three harmonics —
u1(x, t) , u2(x, t) , and u3(x, t) — have been sketched as functions of x for various values of
t in figure 16.2. Notice that uk(x, t) is nothing more than a sine function of x being scaled by
a sinusoid function of time with frequency νk . It is that νk which determines the pitch of the
sound resulting from that mode of vibration. The magnitude of Bk , of course, helps determine
the “loudness” of the sound due to the k th harmonic, with the perceived loudness increasing as
Bk increases. (However, the relation between Bk and the apparent loudness is not linear and is
strongly influenced by the ability of the ear to perceive different pitches.)

In theory, one can produce a “pure tone” corresponding to any one of these frequencies (say
ν3 ) by imposing just the right initial condition (namely, u(x, 0) = u3(x, 0) ). In practice, this
is very difficult, and the sound heard is usually a combination of the sounds corresponding to
many of the harmonics. Typically, most of the sound heard is due to the fundamental harmonic,
because, typically, people pluck strings in such a manner that the first harmonic is the dominant
term in the series solution. For example, whether in a violin or a banjo, ν1 is approximately
440 cycles/second for a string tuned to A above middle C. The other harmonics provide the
“overtones” that modify the sound we hear and help us distinguish between a vibrating violin
string and a vibrating banjo string.

!�Example 16.3: In exercise 16.2 we obtained

u(x, t) = 1
(
2

π

)2
cos(3π t) sin(πx) + 0

(
2

2π

)2
cos(2 · 3π t) sin(2πx)

+ (−1)
(
2

3π

)2
cos(3 · 3π t) sin(3πx) + 0

(
2

4π

)2
cos(4 · 3π t) sin(4πx)

+ · · ·
as a solution to a vibrating string problem. From this we see that the first four harmonics for
this string are

u1(x, t) = sin(πx) cos(2πν1t) , u2(x, t) = sin(2πx) cos(2πν2t) ,

u3(x, t) = sin(3πx) cos(2πν3t) and u4(x, t) = sin(4πx) cos(2πν4t)

where
ν1 = 3

2
, ν2 = 3 , ν3 = 9

2
and ν4 = 6 .

The fundamental harmonic frequency is ν1 = 3/2 , and the other harmonic frequencies are
integral multiples of the fundamental. In this case, the first harmonic is certainly the dominant
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component of the above solution. However, if the the units on t are seconds, then the first
harmonic frequency of 3/2 cycles per second is somewhat below what most people can hear,
and so, as far as most people are concerned, the first harmonic will not contribute significantly
to the sound heard from this vibrating string.

16.3 Functions Defined by Infinite Series
In previous chapters, we mainly discussed infinite series that were generated (as Fourier series)
from known functions. In this chapter we suddenlyfind ourselves interested in defining functions
using known series of functions. Let’s consider this situation for a little bit.

Strongly Convergent Series
Often we are fortunate enough to be dealing with infinite series of functions in which the terms
of the series are bounded by numbers that, themselves, are terms of an absolutely convergent
series. We will call such infinite series of functions “strongly convergent”.5 To be more precise
and, perhaps, a little more clear, suppose we have an interval (a, b) and a sequence of functions
on this interval, say, ψ1, ψ2, ψ3, . . . . The corresponding infinite series of functions

∞∑
k=1

ψk(s)

will be called strongly convergent on (a, b) if and only if there is a sequence of nonnegative
real numbers Γ1, Γ2, Γ3, . . . such that both of the following hold:

1. |ψk(s)| ≤ Γk for all s in (a, b) and k = 1, 2, 3, . . . .

2.
∞∑
k=1

Γk < ∞ .

!�Example 16.4: Plugging in t = 1 into the series obtained in example 16.1 on page 217
gives the following infinite series of functions on (0, π) :

∞∑
k=1

200

kπ

[
1− (−1)k

]
2−k2 sin(kx) .

This is a strongly convergent series of functions on (0, π) . To see that, let

ψk(x) = 200

kπ

[
1− (−1)k

]
2−k2 sin(kx) for k = 1, 2, 3, . . . .

For each of these ψk’s and every x in (0, π) , we clearly have

|ψk(x)| =
∣∣∣ 200
kπ

[
1− (−1)k

]
2−k2 sin(kx)

∣∣∣ ≤ Γk with Γk = 400

π

(
1

2

)k
.

5 We could also refer to these series as being “uniformly absolutely convergent”. Though linguistically awkward, it’s
certainly a more accurate description.
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Since
∣∣1/2∣∣ < 1 , we can use the geometric s eries formula (see example 4.1 on page 42) to

“add up” all these Γk’s , obtaining

∞∑
k=1

Γk =
∞∑
k=1

400

π

(
1

2

)k = 400

π
< ∞ .

Thus ∞∑
k=1

200

kπ

[
1− (−1)k

]
2−k2 sin(kx)

satisfies the requirements for being strongly convergent on (0, π) .

?�Exercise 16.5: Letting x = π/2 in the series obtained in example 16.1 on page 217 gives
the following infinite series of functions on (0, π) :

∞∑
k=1

200

kπ

[
1− (−1)k

]
sin
(
kπ

2

)
2−k2t .

a: Show this is a strongly convergent series of functions on (1,∞) .

b: Show this is a strongly convergent series of functions on any interval (T,∞) where T
is a fixed positive number.

Certainly, if
∑∞

k=1 ψk(s) is strongly convergent on some interval, then
∑∞

k=1 ψk(s) is an
absolutely convergent series of numbers for each s in the interval. Consequently,

h(s) =
∞∑
k=1

ψk(s)

is a well-defined function on the interval. It also turns out that when the ψk’s are “sufficiently
nice”, so is h , and h can be integrated and differentiated by integrating and differentiating the
ψk’s . That is the gist of the following theorem.

Theorem 16.1 (strongly convergent series)
Suppose h is given by a strongly convergent series of continuous functions on the interval (a, b)

h(s) =
∞∑
k=1

ψk(s) . (16.16)

Then all of the following hold:

1. h is continuous on (a, b) with

lim
s→s0

h(s) =
∞∑
k=1

ψk(s0) for each s in (a, b) .

2. Let (α, β) be any finite subinterval of (a, b) . If each ψk is uniformly continuous on
(α, β) , then so is h . Moreover,

lim
s→α+ h(s) =

∞∑
k=1

ψk(α) and lim
s→β− h(s) =

∞∑
k=1

ψk(β) .
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3. h is uniformly continuous on (a, b) if each φk is uniformly continuous on (a, b) .

4. If g is a bounded, piecewise continuous function on (a, b) , and s0 and s are any two
points in (a, b) , then

∞∑
k=1

∫ s

s0
g(σ )ψk(σ ) dσ

converges, and ∫ s

s0
g(σ )h(σ ) dσ =

∞∑
k=1

∫ s

s0
g(σ )ψk(σ ) dσ . (16.17)

5. If each ψk is a smooth function on (a, b) , and
∑∞

k=1 ψk ′(s) is also strongly convergent
on (a, b) , then h is a smooth function on (a, b) with

h′(s) =
∞∑
k=1

ψk
′(s) .

6. Suppose each ψk is an nth order differentiable function on (a, b) with ψk(n) being
continuous for each integer k and some fixed integer n . If

∞∑
k=1

ψk
′(s) ,

∞∑
k=1

ψk
′′(s) , . . . and

∞∑
k=1

ψk
(n)(s)

are all strongly convergent on (a, b) , then h is n-times differentiable on (a, b) , h (n)

is continuous on (a, b) with

h(m)(s) =
∞∑
k=1

ψk
(m)(s) for m = 1, 2, . . . , n .

The proof of this theorem is relatively straightforward, though a little tedious. For conven-
ience, we’ll break it into several parts starting with a “part 0” in which we derive some results
that will be useful throughout the rest of the proof.

PROOF (theorem 16.1, part 0): By the definition of strong convergence we can assume there
are nonnegative real numbers Γ1, Γ2, Γ3, . . . such that

|ψk(s)| ≤ Γk for each positive integer k and each s in (a, b) (16.18)

and
∞∑
k=1

Γk < ∞ . (16.19)

Now, for any s in (a, b) and any positive integer N ,∣∣∣∣∣h(s) −
N∑
k=1

ψk(s)

∣∣∣∣∣ =
∣∣∣∣∣ ∞∑
k=1

ψk(s) −
N∑
k=1

ψk(s)

∣∣∣∣∣ =
∣∣∣∣∣ ∞∑
k=N+1

ψk(s)

∣∣∣∣∣ ≤
∞∑

k=N+1
|ψk(s)| .

Combining this with inequality (16.18) gives us∣∣∣∣∣h(s) −
N∑
k=1

ψk(s)

∣∣∣∣∣ ≤
∞∑

k=N+1
Γk .
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We will find it more convenient to write this last inequality as∣∣∣∣∣h(s) −
N∑
k=1

ψk(s)

∣∣∣∣∣ ≤ E(N ) (16.20)

where

E(N ) =
∞∑

k=N+1
Γk for N = 1, 2, 3, . . . .

Keep in mind that, because of the convergence of the series in line (16.19), the infinite series on
the right-hand side of our last formula converges and approaches 0 as N → ∞ . Thus,

lim
N→∞ E(N ) = 0 . (16.21)

PROOF (theorem 16.1, parts 1, 2, and 3): To prove part 1, it suffices to show that, for each
s0 in (a, b) and each ε > 0 , there is a corresponding �s such that

|h(s0) − h(s)| < ε whenever |s0 − s| < �s

and where h(s0) and h(s) are computed using formula (16.16).
So let s0 and ε > 0 be chosen. Because equation (16.21) holds, we can choose an integer

Nε so that E(Nε) <
ε/3 . For convenience, let

hε(s) =
Nε∑
k=1

ψk(s)

and observe that, by inequality (16.20) and our choice of Nε ,

|h(s) − hε(s)| =
∣∣∣∣∣h(s) −

Nε∑
k=1

ψk(s)

∣∣∣∣∣ ≤ E(Nε) <
ε

3

for each s in (a, b) . Observe also, that hε , being a finite sum of continuous functions, is a
continuous function. So there is a �s > 0 such that

|hε(s0) − hε(s)| < ε

3
whenever |s0 − s| < �s .

Consequently, whenever |s0 − s| ≤ �s ,

|h(s0)− h(s)| = |h(s0) − hε(s0) + hε(s0) − h(s) + hε(s) − hε(s)|
= |[h(s0) − hε(s0)] + [hε(s0) − hε(s)] − [h(s) − hε(s)]|
≤ |h(s0) − hε(s0)| + |hε(s0) − hε(s)| + |h(s) − hε(s)|

<
ε

3
+ ε

3
+ ε

3

= ε ,

completing the proof of the first part.
To prove part 2 we simply repeat the above, replacing s0 with α and β , and restricting

s to being between α and β . And, after adding the observation that the above �s can be
chosen independently of s0 when the ψk’s are uniformly continuous, these same arguments
also confirm the uniform continuity claimed in part 3.
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PROOF (theorem 16.1, part 4): Since we’ve just shown h to be continuous, we know gh is
piecewise continuous and the integral on the left-hand side of equation (16.17) is well defined.
Also, since “an integral of a finite sum is the corresponding sum of the integrals”,∫ s

s0
g(σ )h(σ ) dσ =

∫ s

s0
g(σ )

[
N∑
k=1

ψk(σ ) + h(σ ) −
N∑
k=1

ψk(σ )

]
dσ

=
N∑
k=1

∫ s

s0
g(σ )ψk(σ ) dσ +

∫ s

s0
g(σ )

[
h(σ ) −

N∑
k=1

ψk(σ )

]
dσ

for every positive integer N . So∫ s

s0
g(σ )h(σ ) dσ = lim

N→∞

N∑
k=1

∫ s

s0
g(σ )ψk(σ ) dσ

+ lim
N→∞

∫ s

s0
g(σ )

[
h(σ ) −

N∑
k=1

ψk(σ )

]
dσ .

(16.22)

Consider the last limit in the last line above. Since g is bounded, we can let B denote
some finite value such that

|g(σ )| ≤ B whenever a < σ < b .

Using this and inequality (16.20), we have∣∣∣∣∣
∫ s

s0
g(σ )

[
h(σ ) −

N∑
k=1

ψk(σ )

]
dσ

∣∣∣∣∣ ≤
∫ s

s0
|g(σ )|

∣∣∣∣∣h(σ ) −
N∑
k=1

ψk(σ )

∣∣∣∣∣ dσ
≤
∫ s

s0
BE(N ) dσ

≤ BE(N )[s − s0] ,

which, because E(N ) → 0 as N → ∞ , means that

lim
N→∞

∫ s

s0
g(σ )

[
h(σ ) −

N∑
k=1

ψk(σ )

]
dσ = 0 .

Plugging this back into equation (16.22) we finally get∫ s

s0
g(σ )h(σ ) dσ = lim

N→∞

N∑
k=1

∫ s

s0
g(σ )ψk(σ ) dσ + 0 ,

confirming both the convergence of the series of integrals and equation (16.17).

PROOF (theorem 16.1, parts 5 and 6): Because part 6 clearly follows by applying the results
from part 16.1 n times, we will just prove part 5.

The first part of the theorem tells us that

g(s) =
∞∑
k=1

ψk
′(s)
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is a continuous function on (a, b) . From part 4 we know∫ s

s0
g(σ ) dσ =

∞∑
k=1

∫ s

s0
ψk

′(σ ) dσ

=
∞∑
k=1

[ψk(s)− ψk(s0)]

=
∞∑
k=1

ψk(s) −
∞∑
k=1

ψk(s0) = h(s) − h(s0) .

So,

h(s) = h(s0) +
∫ s

s0
g(σ ) dσ

and

h′(s) = d

ds
h(s0) + d

ds

∫ s

s0
g(σ ) dσ = g(s) =

∞∑
k=1

ψk
′(s) .

Applications to Fourier Series
The results described in the previous subsection can be applied to any Fourier series whose
coefficients are terms in an absolutely convergent series. Theorem15.9 on page 203, for example,
is an immediate corollary of the theorem on strongly convergent series in the previous subsection.
So is the following, which will be of particular interest to us in validating the series solution
obtained in section 16.1.

Theorem 16.2 (strongly convergent sine series)
Suppose

∑∞
k=1 bk is an absolutely convergent infinite series of complex numbers and L is some

positive value. Let f be defined on (0, L) by

f (x) =
∞∑
k=1

bk sin
(
kπ

L
x
)

.

Then f is a uniformly continuous function on (0, L) with

lim
x→0+ f (x) = 0 and lim

x→L− f (x) = 0 .

Moreover:

1. f is a uniformly continuous function on (0, L) with

lim
x→0+ f (x) = 0 and lim

x→L− f (x) = 0 .

2. The above series is the Fourier sine series for f . That is,

bk = 2

L

∫ L

0
f (t) sin

(
kπ

L
x
)
dx for k = 1, 2, 3, . . . .
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3. If ∞∑
k=1

∣∣knbk∣∣ < ∞

for some positive integer n , then f is n-times differentiable, f (n) is continuous, and

f (m)(x) =
∞∑
k=1

bk
dm

dxm
sin
(
kπ

L
x
)

for m = 1, 2, . . . , n .

?�Exercise 16.6: Confirm the claims of the above theorem using the theorem on strongly
convergent series (theorem 16.1 on page 229).

?�Exercise 16.7: Write out the corresponding “strongly convergent cosine series” theorem.

Convergence of a Parameterized Series
The next result will be useful in computing the limit of a function given by a series that is not
strongly convergent. It is a subtle result, and we will prove it by employing a remarkably clever
construction usually attributed to the early nineteenth-century mathematician Niels Abel.

Lemma 16.3
Let φ1, φ2, φ3, . . . be a sequence of functions on [0, 1) such that, for k = 1, 2, 3, . . . ,

lim
t→0+ φk(t) = 1

and

1 ≤ φk(t) ≤ φk+1(t) for all t in (0, 1) .

Suppose further that a1, a2, a3, . . . is a sequence of numbers such that
∑∞

k=1 ak converges, as
does6 ∞∑

k=1
ak φk(t) for each t in (0, 1) .

Then

lim
t→0+

∞∑
k=1

ak φk(t) =
∞∑
k=1

ak .

PROOF: We need to show that, for any given ε > 0 , there is a corresponding �t > 0 such
that ∣∣∣∣∣ ∞∑

k=1
ak −

∞∑
k=1

ak φk(t)

∣∣∣∣∣ ≤ ε whenever 0 < t < �t .

So let ε > 0 be chosen.
Since

∑∞
k=1 ak is convergent, there is an integer N = Nε such that∣∣∣∣∣ ∞∑

k=M+1
ak

∣∣∣∣∣ =
∣∣∣∣∣ ∞∑
k=1

ak −
M∑
k=1

ak

∣∣∣∣∣ < ε

4
whenever M ≥ N . (16.23)

6 In fact, we could show that this series converges for each t in (0, 1) if
∑∞

k=1 ak converges, but we won’t need that
fact and it would make the proof longer.
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Now, for each integer k greater than N , let

Ak =
k∑

j=N+1
a j .

Note that AN+1 = aN+1 and, for k = N + 2, N + 3, N + 4, . . . ,

ak + Ak−1 = Ak

and

|Ak | =
∣∣∣∣∣ k∑
j=N+1

a j

∣∣∣∣∣ =
∣∣∣∣∣ ∞∑
j=N+1

a j −
∞∑

j=k+1
a j

∣∣∣∣∣
≤
∣∣∣∣∣ ∞∑
j=N+1

a j

∣∣∣∣∣ +
∣∣∣∣∣ ∞∑
j=k+1

a j

∣∣∣∣∣ ≤ ε

4
+ ε

4
= ε

2
. (16.24)

Here is the clever bit: Let 0 < t < 1 and observe that, for M > N ,

M∑
k=N+1

ak φk(t) = aN+1 φN+1(t) +
M∑

k=N+2
(ak + Ak−1 − Ak−1)φk(t)

= AN+1 φN+1(t) +
M∑

k=N+2
(Ak − Ak−1)φk(t) .

For the sake of brevity, let ψk denote φk(t) . Then, expanding out the last formula and re-
arranging a few terms, we find that

M∑
k=N+1

akψk = AN+1ψN+1 +
M∑

k=N+2
(Ak − Ak−1)ψk

= AN+1ψN+1 + (AN+2 − AN+1)ψN+2
+ (AN+3 − AN+2)ψN+3 + · · · + (AM − AM−1)ψM

= AN+1(ψN+1 − ψN+2) + AN+2(ψN+2 − ψN+3)
+ AN+3(ψN+3 − ψN+4) + · · · + AM−1(ψM−1 − ψM ) + AMψM

= AMψM +
M−1∑

k=N+1
Ak(ψk − ψk+1) .

This, along with inequality (16.24), gives∣∣∣∣∣ M∑
k=N+1

akψk

∣∣∣∣∣ ≤ |AM | |ψM | +
M−1∑

k=N+1
|Ak | |ψk − ψk+1|

≤ |ψM | + ε

2

[
M−1∑

k=N+1
|ψk − ψk+1|

]
. (16.25)

Remember, 0 ≤ φk+1(t) ≤ φk(t) ≤ 1 for each positive integer k , and ψk is just shorthand for
φ(t) . So |ψM | = ψM and

|ψk − ψk+1| = |φk(t)− φk+1(t)| = φk(t)− φk+1(t) = ψk − ψk+1 .
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Plugging this into inequality (16.25) gives us∣∣∣∣∣ M∑
k=N+1

akψk

∣∣∣∣∣ ≤ ε

2

[
ψM +

M−1∑
k=N+1

(ψk − ψk+1)
]

.

But, since
N−1∑
k=1

(ψk − ψk+1) = (ψN+1 − ψN+2) + (ψN+2 − ψN+3)

+ (ψN+3 − ψN+4) + · · · + (ψM−1 − ψM )]

= ψN+1 − ψM ,

and ψN+1 = φN+1(t) ≤ 1 , our last inequality reduces to∣∣∣∣∣ M∑
k=N+1

akψk

∣∣∣∣∣ ≤ ε

2

[
(ψN+1 − ψM ) + ψM

] ≤ ε

2
ψN+1 ≤ ε

2
.

Thus, after letting M → ∞ , we have∣∣∣∣∣ ∞∑
k=N+1

akφk(t)

∣∣∣∣∣ ≤ ε

2
for each t in (0, 1) . (16.26)

Finally, consider

N∑
k=1

ak −
N∑
k=1

ak φk(t) =
N∑
k=1

ak[1− φk(t)] .

Since this is a finite sum and φk(t) → 1 as t → 0+ for each positive integer k ,

lim
t→0+

N∑
k=1

ak[1− φk(t)] =
N∑
k=1

ak lim
t→0+[1− φk(t)] = 0 .

This means there is a �t > 0 such that∣∣∣∣∣ N∑
k=1

ak[1− φk(t)]
∣∣∣∣∣ < ε

4
whenever 0 < t < �t . (16.27)

Combining this with inequalities (16.23) and (16.26), we discover that, whenever 0 < t < �t ,∣∣∣∣∣ ∞∑
k=1

ak −
∞∑
k=1

ak φk(t)

∣∣∣∣∣ =
∣∣∣∣∣ N∑
k=1

ak[1− φk(t)] +
∞∑

k=N+1
ak −

∞∑
k=N+1

ak φk(t)

∣∣∣∣∣
≤
∣∣∣∣∣ N∑
k=1

ak[1− φk(t)]
∣∣∣∣∣ +

∣∣∣∣∣ ∞∑
k=N+1

ak

∣∣∣∣∣ +
∣∣∣∣∣ ∞∑
k=N+1

ak φk(t)

∣∣∣∣∣
≤ ε

4
+ ε

2
+ ε

4
= ε .
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16.4 Verifying the Heat Flow Problem Solution
Let’s now verify that a solution to the heat flow problem of the first section for positive time is
given by

u(x, t) =
∞∑
k=1

Bk e
−k2λt sin

(
kπ

L
x
)

(16.28a)

where

λ = κ
(

π

L

)2
(16.28b)

and

Bk = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)
dx for k = 1, 2, 3, . . . . (16.28c)

Remember, L and κ are positive constants and f is a known piecewise continuous function
on the interval (0, L) .

We start by deriving some convenient upper bounds on the terms of the above series. For
reasons that will soon be obvious, we will restrict ourselves to values of t greater than T where
T is some positive value (however, because T can be any positive value, our results will still
hold for any t > 0 ). It will also be convenient to let

R = exp
(
− 1

2
λT
)

. (16.29)

Observe that, because T and λ are positive, we know 0 < R < 1 and (see example 4.1 on
page 42)

∞∑
k=1

Rk = R

1− R
< ∞ . (16.30)

Consider the Bk’s . These are the Fourier sine coefficients of f . Consequently, letting

A = 2

L

∫ L

0
| f (x)| dx

we must clearly have

|Bk| =
∣∣∣∣ 2L
∫ L

0
f (x) sin

(
kπ

L
x
)
dx

∣∣∣∣ ≤ A for k = 1, 2, 3, . . . .

Next, consider the exponential factor in each term of formula (16.28a). In fact, anticipating
future needs, let’s consider the expression

kne−k2λt for k = 1, 2, 3, . . .

assuming n is some fixed nonnegative integer (and t ≥ T ). If γ is any positive number and
k is any positive integer, then k2γ t ≥ kγ T , and so,

e−k2γ t ≤ e−kγ T .

Also, themaximumof xne−xγ T on the interval [1,∞) is easily found using elementary calculus
to be

Cn =

⎧⎪⎨⎪⎩
(

n

γ T

)n
e−n if 1 <

n

γ T

e−γ T if
n

γ T
≤ 1

.
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?�Exercise 16.8: Using elementary calculus, verify the above claim that x ne−xγ T ≤ Cn .

In particular now, let γ = λ/2 . Then

kne−k2λt ≤ kne−kλT = kne−kγ T e−kγ T ≤ Cne
−kγ T = Cn

[
e−γ T

]k
,

which can be written more simply as

kne−k2λt ≤ CnR
k

using the R defined above in line (16.29).
So that we can apply the results from the previous sections, we will now consider the series

solution assuming t is fixed. That is, we will let h be formula (16.28a) with t ≥ T treated as
a constant. For convenience, let’s write this as

h(x) =
∞∑
k=1

ψk(x) where ψk(x) = Bk e
−k2λt sin

(
kπ

L
x
)

.

By the bounds derived above for the Bk’s and the exponentials, we see that

|ψk(x)| =
∣∣∣Bk e−k2λt sin( kπL x)∣∣∣ ≤ AC0R

k .

But, as noted in inequality (16.30),

∞∑
k=1

ACnR
k = AC0

∞∑
k=1

Rk < ∞ .

This tells us that the series defining h is a strongly convergent series of uniformly continuous
functions (of x ) on (0, L) . Moreover, each ψk is clearly infinitely differentiable and, for each
positive integer n , we have∣∣∣ψk (n)(x)

∣∣∣ =
∣∣∣∣∂n∂xn Bke−k2λt sin( kπL x)

∣∣∣∣
≤ |Bk | e−k2λt

(
kπ

L

)n
≤ A

(
π

L

)n
kne−k2λt ≤ A

(
π

L

)n
CnR

k .

From this it follows that

∞∑
k=1

ψk(x) ,
∞∑
k=1

ψk
′(x) ,

∞∑
k=1

ψk
′′(x) ,

∞∑
k=1

ψk
(3)(x) , . . .

are all strongly convergent series of uniformly continuous, differentiable functions on (0, L) .
The theorem on strongly convergent series (theorem 16.1 on page 229) informs us that h must
then be uniformly continuous and infinitely differentiable on (0, L) . But h(x) = u(x, t) for an
arbitrary positive t . So we’ve just verified that u(x, t) is a uniformly continuous and infinitely
differentiable function of x on (0, L) for each t > 0 . Moreover, from part 2 of theorem 16.1,
we get

u(0, t) = h(0) = lim
x→0+ h(x) =

∞∑
k=1

Bke
−k2λt sin

(
kπ

L
0
)

=
∞∑
k=1

Bke
−k2λt · 0 = 0
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Verifying the Heat Flow Problem Solution 239

and

u(L , t) = h(L) = lim
x→L− h(x) =

∞∑
k=1

Bke
−k2λt sin

(
kπ

L
L
)

=
∞∑
k=1

Bke
−k2λt · 0 = 0 .

Thus, the endpoint conditions of equations (16.1b) are satisfied. In addition, from part 6 of
theorem 16.1, we know

∂2

∂x2
u(x, t) = h′′(x) =

∞∑
k=1

ψk
′′(x)

=
∞∑
k=1

∂2

∂x2
Bk e

−k2λt sin
(
kπ

L
x
)

= −
∞∑
k=1

(
kπ

L

)2
Bk e

−k2λt sin
(
kπ

L
x
)

. (16.31)

If we hold x fixed and let t vary over (T,∞) , then arguments very similar to those
described above lead us to conclude that u(x, t) , as defined by formula (16.28a), is an infinitely
smooth function of t on (T,∞) for each x in (0, L) with

∂

∂t
u(x, t) =

∞∑
k=1

∂

∂t
Bk e

−k2λt sin
(
kπ

L
x
)

= −
∞∑
k=1

Bk k
2λe−k2λt sin

(
kπ

L
x
)

(16.32)

for each 0 < x < L and T < t < ∞ . Since this holds for any T > 0 , u(x, t) must be an
infinitely smooth function of t on (0,∞) for each 0 < x < L . Consequently, u(x, t) is a
“smooth enough” function of x and t for the derivatives in the heat equation to make sense
when 0 < x < L and 0 < t . Furthermore, after recalling the formula for λ and using formula
(16.31), we find that (16.32) can be written as

∂

∂t
u(x, t) = −

∞∑
k=1

Bk k
2κ
(

π

L

)2
e−k2λt sin

(
kπ

L
x
)

= −κ
∞∑
k=1

Bk
(
kπ

L

)2
e−k2λt sin

(
kπ

L
x
)

= κ
∂2

∂x2
u(x, t)

or, equivalently, as
∂u

∂t
− κ

∂2u

∂x2
= 0 ,

confirming that our formula for u(x, t) satisfies the heat equation whenever 0 < x < L and
0 < t .

Finally, to verify that the initial condition given in equation (16.1c) holds, let x be any
fixed point in (0, L) and consider

∞∑
k=1

ak φk(t)

where

ak = Bk sin
(
kπ

L
x
)

and φk(t) = e−k2λt .

This summation is just the formula for u(x, t) written to match the notation in lemma 16.3 on
page 234. It is easily verified that the lemma applies and assures us that

lim
t→0+ u(x, t) = lim

t→0+

∞∑
k=1

ak φk(t) =
∞∑
k=1

ak φk(0) =
∞∑
k=1

Bk sin
(
kπ

L
x
)

.
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And since the Bk’s are the Fourier sine coefficients of f , and f is piecewise smooth on (0, L) ,
this last equation is just

u(x, 0) = lim
t→0+ u(x, t) = f (x)

for every x at which f is continuous, confirming that (16.1c) holds and, thus, completing our
verification that formula set (16.5) on page 216 satisfies our heat flow problem for all positive
time t .

There are several points worth noting:

1. Strictly speaking, the initial condition we verified was that u(x0, 0) = f (x0) for each
x0 at which f is continuous. By being a little more careful with the analysis and using
the “nearly uniform” convergence of the Fourier series discussed in chapter 13, you can
actually verify that

lim
t→0+
x→x0

u(x, t) = f (x0)

for each x0 at which f is continuous. (Whether you care to verify this, of course, is
another matter.)

2. A lot of work went into proving lemma 16.3 simply so we could verify that u(x, 0) =
f (x) . We could have avoided all that labor if we had assumed f was also uniformly
continuous on (0, L) with f (0) = 0 = f (L) . Theorem 15.7 on page 202 would have
then guaranteed the absolute convergence of

∑∞
k=1 Bk . That alone would have ensured

the strong convergence of our series solution as a series of functions of t on (0,∞) , and
would have allowed us to conclude that u(x, 0) = f (x) without recourse to lemma 16.3.
The disadvantage would have been that our results would not have applied to perfectly
reasonable cases such as in example 16.1 on page 217.

3. On the other hand, if you are satisfied with “ u(x, 0) = f (x) in norm”, then the require-
ment that f be piecewise smooth can be relaxed to “ f is piecewise continuous”. Then,
using Bessel’s equality and lemma 16.3, you get

lim
t→0+

∫ L

0
|u(x, t)− f (x)|2 dx = L

2
lim
t→0+

∞∑
k=1

|Bk |2
(
1− e−k2λt

)2 = 0 .

Additional Exercises

16.9. Consider the series solution to the heat flow problem of exercise 16.1 on page 217.
Using the first 25 terms of this solution, sketch the temperature distribution throughout
the rod at t = 0 , t = 1/10 , t = 1 , and t = 10 . (Use the computer math package you
used for sketching partial sums to sine series in exercise 10.7 on page 128.)

16.10. Using the formal solution derived in the first section of this chapter, find the solution to
the heat flow problem described in equation set (16.1) on page 214 assuming L = 2 ,
κ = 3 , and

a. f (x) = 5 sin(πx) b. f (x) = x

Which of these solutions will be valid for all t and which will just be valid for t > 0 ?
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16.11. If the endpoints of our heat conducting rod are insulated instead of being kept at 0 de-
grees, then the temperature distribution u(x, t) satisfies the following set of equations:

∂u

∂t
− κ

∂2u

∂x2
= 0 for 0 < x < L , 0 < t

∂u

∂x

∣∣∣
(0,t)

= 0 and
∂u

∂x

∣∣∣
(0,t)

= 0 for 0 < t

u(x, 0) = f (x) for 0 < x < L

where κ and L are positive constants, and f is piecewise smooth on (0, L) .

a. Why, in this case, would it be better to represent u(x, t) using a cosine series,

u(x, t) = φ0(t) +
∞∑
k=1

φk(t) cos
(
kπ

L
x
)

,

instead of the sine series used for the problem in the first section of this chapter?

b. Derive the formal series solution for this heat flow problem.

c. Find the solution to this problem assuming κ = 2 , L = 3 , and

f (x) =
{
1 if 0 < x < 3/2

0 if 3/2 < x < 3
,

and sketch the temperature distribution (using thefirst 25 terms of your series solution)
for t = 0 , t = 1/10 , t = 1 , and t = 10 .

d. What happens to the solution found in the last part as t → ∞ ? Sketch the temperature
distribution “at t = ∞ ”.

e. What can be said about the differentiability of the solution derived above in the first
part of this exercise?

16.12. If our heat conducting rod contains sources of heat, and we start with the rod at 0
degrees and keep the endpoints at 0 degrees, then the temperature distribution u(x, t)
satisfies the following set of equations:

∂u

∂t
− κ

∂2u

∂x2
= f (x) for 0 < x < L , 0 < t

u(0, t) = 0 and u(L , t) = 0 for 0 < t

u(x, 0) = 0 for 0 < x < L

Again, κ and L are positive constants, and f is piecewise smooth on (0, L) .

a. Derive the formal series solution to this problem assuming that a solution exists.
(Hint: Start with formula (16.2).)

b. Find the solution to this problem assuming κ = 4 , L = 3 , and

f (x) =
{
1 if 1 < x < 2

0 otherwise
,

and sketch the temperature distribution (using thefirst 25 terms of your series solution)
for t = 0 , t = 1/10 , t = 1 , and t = 10 .
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c. What happens to the solution found in the last part as t → ∞ ? Sketch the temperature
distribution “at t = ∞ ”.

d. What can be said about the differentiability of the solution derived above in the first
part of this exercise?

16.13. Find the formal solution u(x, t) to the following “vibrating string” problem:

∂2u

∂t2
− c2

∂2u

∂x2
= 0 for 0 < x < L

u(0, t) = 0 and u(L , t) = 0

u(x, 0) = 0 for 0 < x < L

∂u

∂t

∣∣∣
(x,0)

= f (x) for 0 < x < L

where L and c are positive constants and f is piecewise smooth on (0, L) .

16.14. A more realistic model for the vibrating string that takes into account the dampening
of the vibrations due to air resistance is partially given by the equations

∂2u

∂t2
+ 2β

∂u

∂t
− c2

∂2u

∂x2
= 0 for 0 < x < L ,

u(0, t) = 0 and u(L , t) = 0

where L , β and c are positive constants with β being much smaller than c (assume
βL < cπ for the following).

a. Derive, as completely as possible, the formal series solution to the above system
of equations. Because no initial conditions are given, your answer should contain
arbitrary constants.

b. How rapidly do the vibrations die out?

c. How does “ β ” term modify the frequencies at which the individual terms of the
solution vibrate?
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Transforms
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17
Heuristic Derivation of the Classical
Fourier Transform

In the previous chapters we developed some very useful tools for dealing with periodic functions
on the real line. The question now is whether we can extend the basic concepts already developed
and obtain comparable tools for dealing with nonperiodic functions on the real line. Obviously,
the answer is yes (otherwise, this would be a much shorter text), and judging from the above
title, this must be the chapter where that extension is done.

What we will actually derive, with limited concern for rigor, are the two integral formulas
on which the Fourier transforms are based, along with a fundamental relation between these two
formulas. The basic idea behind the derivation is straightforward. We will take our nonperiodic
function f and, for each p > 0 , compute the Fourier series for a periodic function f p having
period p and equaling f over the interval (−p/2,

p/2) . Then we will see what happens as
p → ∞ .

Part of our derivation requires that we recognize a certain limit of a summation as being an
integral over the real line. To prepare for that, we will first look at Riemann sums over the entire
real line.

17.1 Riemann Sums over the Entire Real Line
In chapter 4 we discussed computing the integral of a function over a finite interval using a
sequence of Riemann sums.1 Though rarely done, a similar approach can be used to evaluate∫ ∞

−∞
g(x) dx

where g(x) is, say, a continuous function on � . To ensure that the areas and infinite series
arising in the following discussion are well defined and finite, we will assume g(x) vanishes
“sufficiently rapidly” as x → ±∞ . (Just what is “sufficiently rapid”, however, will not concern
us at this time.)

Let us first assume g is a real-valued function. That way,
∫∞
−∞ g(x) dx can be viewed as

the net area between the graph of g and the X–axis. For each �x > 0 , we should be able to
approximate this net area using the net area enclosed by the rectangles indicated in figure 17.1.

1 This may be a good time to quickly review the subsection on well-defined integrals starting on page 37.

245
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246 Derivation of the Fourier Transform

x−1 x1 x2 x3 xk xk+1

�x

X

Figure 17.1: The graph of a real-valued function g and the rectangles for a Riemann sum

approximation of
∫ ∞
−∞

g(x) dx .

We construct this approximation by

1. first partitioning the entire real line into an infinite number of subintervals

. . . , (x−1, x0) , (x0, x1) , (x1, x2) , (x2, x3) , . . .

where

xk = k�x for k = 0, ±1, ±2, . . . ,

2. then observing that∫ xk+1

xk
g(x) dx ≈ g(xk)�x for k = 0, ±1, ±2, . . . ,

3. and, finally, adding up these approximations, getting∫ ∞

−∞
g(x) dx =

∞∑
k=−∞

∫ xk+1

xk
g(x) dx ≈

∞∑
k=−∞

g(xk)�x .

This gives us the infinite series
∑∞

k=−∞ g(xk)�x as a “Riemann sum” approximation for∫∞
−∞ g(x) dx . It is certainly reasonable to expect this approximation to improve as �x → 0 .
More precisely, we should expect∫ ∞

−∞
g(x) dx = lim

�x→0

∞∑
k=−∞

g(xk)�x . (17.1)

This assumes, of course, that the infinite series
∑∞

k=−∞ g(xk)�x converges for each �x > 0 .
If, instead, g is complex valued with real and imaginary parts u and v ,

g(x) = u(x)+ iv(x) ,

then, since u and v are real-valued functions, equation (17.1) can be used to find the corre-
sponding integrals of u and v . Thus,∫ ∞

−∞
g(x) dx =

∫ ∞

−∞
u(x) dx + i

∫ ∞

−∞
v(x) dx

= lim
�x→0+

∞∑
k=−∞

u(xk)�x + i lim
�x→0+

∞∑
k=−∞

v(xk)�x
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= lim
�x→0+

∞∑
k=−∞

[u(xk)+ iv(xk)]�x

= lim
�x→0+

∞∑
k=−∞

g(xk)�x .

So we should also expect equation (17.1) to be valid whenever g is a complex-valued function
on � .

Keep in mind that we have not proven the validity of equation (17.1). To do that, we need
to verify that all the various infinite series involved converge, and that the error between the
approximations and the integral goes to zero as �x → 0 . All we have done is to derive an
equation (equation (17.1)) that we can reasonably suspect as being valid when the function g
is “nice enough”. Consequently, in the next section, when we get an expression of the form

lim
�x→0+

∞∑
k=−∞

g(xk)�x ,

where xk = k�x , we will feel reasonably confident — but not absolutely certain — that this
expression can be replaced with ∫ ∞

−∞
g(x) dx .

Naturally, whatever results we derive using this substitution will have to be rigorously justified,
eventually.

17.2 The Derivation
Let f be some “sufficiently nice” function defined on the entire real line. We will not assume
f is periodic, but, to simplify our derivation, we will assume the following:

1. f (t) is smooth on the entire real line.

2. All the following integrals and infinite series involving f are well defined and finite.

For each p > 0 , let f p be the corresponding periodic function with period p and which
equals f over the interval (−p/2,

p/2) ,

f p(t) =
{

f (t) if −p/2 < t < p/2

f p(t − p) in general

(see figure 17.2). Clearly, f p is a periodic, piecewise smooth function which is continuous at
every point between −p/2 and p/2 . Thus, for all −p/2 < t < p/2 ,

f (t) = f p(t) = F.S.
[
f p
]∣∣
t =

∞∑
k=−∞

ck e
i2πωk t (17.2)

where, for each integer k ,

ωk = k

p
and ck = 1

p

∫ p/2

−p/2

f p(t) e
−i2πωk t dt .
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248 Derivation of the Fourier Transform

−p/2
p/2 T

Figure 17.2: Graphs of a smooth function f on � (thin curve) and a periodic approximation
f p (thicker curve).

Letting

�ω = 1

p
,

and using the fact that f (t) = f p(t) when −p/2 < t < p/2 , we can rewrite the formulas for ωk
and ck as

ωk = k�ω and ck = �ω

∫ p/2

−p/2

f (t) e−i2πωk t dt .

Let us now define a function Fp by

Fp(ω) =
∫ p/2

−p/2

f (t) e−i2πωt dt ,

and observe that the above formula for ck can be written as

ck = �ω Fp(ωk) . (17.3)

Combining equations (17.3) and (17.2) gives us

f (t) =
∞∑

k=−∞
Fp(ωk) e

i2πωk t�ω for − p

2
< t <

p

2
. (17.4)

Looking back over our definitions, it should be clear that, as p → ∞ ,

“ − p

2
< t <

p

2
” → “−∞ < t < ∞ ” ,

f p(t) → f (t) ,

�ω → 0 ,

and

Fp(ω) → F(ω)

where

F(ω) =
∫ ∞

−∞
f (t) e−i2πωt dt . (17.5)
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In taking the limit of equation (17.4), let us use the fact that �ω → 0 as p → ∞ , and
take the limits as p → ∞ and �ω → 0 separately:

f (t) = lim
p→∞

∞∑
k=−∞

Fp(ωk) e
i2πωkt�ω

= lim
p→∞
�ω→0

∞∑
k=−∞

Fp(ωk) e
i2πωkt�ω

= lim
�ω→0

∞∑
k=−∞

lim
p→∞ Fp(ωk) e

i2πωkt�ω

= lim
�ω→0

∞∑
k=−∞

F(ωk) e
i2πωk t�ω . (17.6)

Comparing this last limit to the limit in equation (17.1) on page 246 (with x = ω and g(x) =
F(x) ei2πxt ), we see that this last limit is simply a Riemann sum formula for the integral∫ ∞

−∞
F(ω) ei2πωt dω .

Thus, according to equation (17.1), equation (17.6) can be written as

f (t) =
∫ ∞

−∞
F(ω) ei2πωt dω for − ∞ < t < ∞ . (17.7)

17.3 Summary
Our goal was to extend the basic formulas for Fourier series to cases where the functions of
interest are not periodic. What we obtained were formulas (17.5) and (17.7). And if you
consider how formula (17.7) is related to formula (17.5), you will realize that we have actually
derived (provided our many assumptions are valid) the following:

If f is a “reasonably nice” function on � , and if F is the function constructed
from f by

F(ω) =
∫ ∞

−∞
f (t) e−i2πωt dt , (17.8)

then the original function f can be recovered from F through the formula

f (t) =
∫ ∞

−∞
F(ω) ei2πωt dω . (17.9)

The two integrals in these formulas are called the Fourier integrals and will be the basis for
much of the rest of our study. It is worth remembering that the first integral came directly from
the formula for the Fourier coefficients for a periodic function, while the second came directly
from the formula for reconstructing a periodic function from its Fourier coefficients (i.e., its
Fourier series representation).
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250 Derivation of the Fourier Transform

Also, don’t forget that our derivation was not rigorous. We made many assumptions,
including the nebulous “ f is ‘reasonably nice’.” To help pin down the meaning of “reasonably
nice”, we will introduce the concept of “absolute integrability” in the next chapter. After that,
we will be able to properly start our development of the Fourier transform.

By the way, one of the things we will discover is that the derivation in this chapter is not
only nonrigorous — it is misleading. Relatively few functions of interest are as “nice” as this
derivation requires. Certainly, we do not want to restrict ourselves to only smooth functions that
vanish “sufficiently rapidly” on the real line! Determining how to deal with these “less than
sufficiently nice” functions will be one of our big challenges.
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18
Integrals on Infinite Intervals

Throughout the rest of this book, a large part of our work will involve integrals over infinite
intervals (usually the entire real line). While we could treat such integrals as limits of “infinite
Riemann summations”, as in the previous chapter, it is much more natural (and easier) to view
them as limits of integrals over finite subintervals. For example, if our interval is (−∞,∞) ,
then ∫ ∞

−∞
f (x) dx = lim

b→∞
a→−∞

∫ b

a
f (x) dx .

This requires, of course, that
∫ b
a f (x) dx exists for every finite interval (a, b) and that the above

double limit exists.
Since these integrals will be so fundamental to our work, we had better discuss a few issues

that could cause problems if we are not careful. The most pressing of these is determining when
we can safely assume our integrals “make sense”.

?�Exercise 18.1: Why does
∫∞
−∞ cos(x) dx not make sense?

18.1 Absolutely Integrable Functions
Definition
A function f is said to be absolutely integrable over an interval (α, β) if and only if we can
legitimately write ∫ β

α

| f (x)| dx < ∞ . (18.1)

This inequality certainly holds if (α, β) is a finite interval and f is piecewise continuous on the
interval. On the other hand, if (α, β) is, say, (−∞,∞) and the continuity of f is unknown,
then, for inequality (18.1) to hold, we must have both

1.
∫ b

a
| f (x)| dx being a well-defined integral for each finite subinterval (a, b) , and

2. the double limit

lim
b→∞
a→−∞

∫ b

a
| f (x)| dx

existing as a finite value.

251
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X X

(a) (b)

Figure 18.1: (a) The graph of some real-valued function f and (b) the graph of its absolute
value.

For the next several chapters we will mainly be considering piecewise continuous functions on
the real line; so the “well definition” of

∫ b
a | f (x)| dx will not be an issue. The finiteness of the

above double limit, however, will be an important consideration.

Geometric Significance
It may be helpful to briefly review what absolute integrability means geometrically when f is
a real-valued, piecewise continuous function over an interval (α, β) . Recall that∫ β

α

f (x) dx = “net area” of the region enclosed by x = α , x = β , the graph of f (x) ,
and the X–axis

= Area of region R+ − Area of region R−

where (see figure 18.1a)

R+ = the region where α < x < β and which is bounded above by the graph
of f (x) and bounded below by the X–axis

and

R− = the regionwhere α < x < β andwhich is bounded above by the X–axis
and bounded below by the graph of f (x) .

Since

| f (x)| =
{

f (x) if f (x) ≥ 0

− f (x) if f (x) < 0
,

it should be clear (see figure 18.1b) that | f | is also piecewise continuous on (α, β) and that∫ β

α

| f (x)| dx = Area of region R+ + Area of region R−

= total area of the region enclosed by x = α , x = β , the graph of f (x) ,
and the X–axis .

So f being absolutely integrable over (α, β) is equivalent to the above total area being finite.
The situation is especially simple if (α, β) is a finite interval. From the above it should

be clear that, whenever f is a real-valued, piecewise continuous function on a finite interval
(α, β) :

1. The integrals
∫ β

α
f (x) dx and

∫ β

α
| f (x)| dx , being integrals of piecewise continuous

functions over a finite interval, automatically exist and are finite.
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2. Hence, f is automatically absolutely integrable on (α, β) .

3. Moreover, ∣∣∣∣∫ β

α

f (x) dx

∣∣∣∣ = |Area of region R+ − Area of region R− |

≤ Area of region R+ + Area of region R−

=
∫ β

α

| f (x)| dx .

The situation is less simple if (α, β) is an infinite interval (i.e., α = −∞ and/or β = ∞ ).
Then the above total area can be infinite, and thus f might not be absolutely integrable over the
interval.

For f to be absolutely integrable on an infinite interval (α, β) , the areas of regions R+
and R− must be well defined and finite. Think about this for a moment; it means that, in some
sense, f (x) must “shrink to zero fairly rapidly as x gets large”. This is illustrated, for example,
in exercise 18.10 at the end of this chapter.1 Of course, if the areas of regions R+ and R− are
well defined and finite, then the integral of f over (α, β) , being∫ β

α

f (x) dx = Area of region R+ − Area of region R− ,

is well defined and finite. Moreover, we still have∣∣∣∣∫ β

α

f (x) dx

∣∣∣∣ = |Area of region R+ − Area of region R− |

≤ Area of region R+ + Area of region R−

=
∫ β

α

| f (x)| dx .

On the other hand, if this real-valued, piecewise continuous function f is not absolutely
integrable over an infinite interval (α, β) , then the area of R+ or R− (or both) must be infinite.
In this case, the only way ∫ β

α

f (x) dx = lim
a→α
b→β

∫ b

a
f (x) dx

can converge to a finite number is for the areas of the regions above and below the X–axis to
just happen to “cancel out” each other as the limits are computed. This is a very unstable type of
convergence and can be grossly affected by anymanipulation that affects how these cancellations
occur.2 This is illustrated in exercises 18.14 and 18.15.

Some Examples

!�Example 18.1 (the rectangle function): The rectangle function over the interval (a, b) ,
denoted by rect(a,b) , is given by

rect(a,b)(x) =
{
1 if a < x < b

0 otherwise
.

1 However, f (x) does not have to steadily shrink to zero or even be bounded! That is illustrated in exercise 18.16.
2 We could say that such integrals are conditionally integrable. Recall the distinction between absolutely convergent
and conditionally convergent infinite series, as well as the difficulties with conditionally convergent series. The
situation here with integrals is completely analogous.
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Since this is a nonnegative function,
∣∣rect(a,b)(x)∣∣ = rect(a,b)(x) . If a and b are finite, then∫ ∞

−∞
∣∣rect(a,b)(x)∣∣ dx =

∫ a

−∞
0 dx +

∫ b

a
1 dx +

∫ ∞

b
0 dx = b − a < ∞ .

This shows that rect(a,b) is absolutely integrable over � whenever a and b are finite.
On the other hand, if b = ∞ , then∫ ∞

−∞
∣∣rect(a,∞)(x)

∣∣ dx =
∫ a

−∞
0 dx +

∫ ∞

a
1 dx = ∞ .

So rect(a,∞) is not absolutely integrable on � .

!�Example 18.2: Consider e(−a+ib)x step(x) , where a and b are two real numbers with
a > 0 and step is the step function,

step(x) = rect(0,∞)(x) =
{
1 if 0 < x

0 if x < 0
.

Noting that ∣∣e(−a+ib)x ∣∣ = ∣∣e−ax eibx ∣∣ = ∣∣e−ax ∣∣ ∣∣eibx ∣∣ = e−ax · 1 ,

we see that ∫ ∞

−∞
∣∣e(−a+ib)x step(x)∣∣ dx =

∫ 0

−∞
0 dx +

∫ ∞

0

∣∣e(−a+ib)x ∣∣ dx
=
∫ ∞

0
e−ax dx

= − 1

a
e−ax

∣∣∣∞
0

= lim
x→∞

−1
a
e−ax − −1

a
e−a·0 = 1

a
,

which is finite. So e(−a+ib)x step(x) , with a > 0 and b real, is absolutely integrable on the
real line.

?�Exercise 18.2: Show that e(a+ib)x step(x) , with a > 0 and b real, is not absolutely
integrable on the real line.

!�Example 18.3: Consider the sine function over the entire real line. Rather than trying to
compute ∫ ∞

−∞
|sin(x)| dx ,

just look at the graph of |sin(x)| (figure 18.2). Since the total area under this graph is certainly
not finite, it is clear that the sine function is not absolutely integrable over the entire real line.

?�Exercise 18.3: Convince yourself that no periodic, piecewise continuous function (other
than the zero function) can be absolutely integrable over � .
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π X

1

Figure 18.2: Graph of |sin(x)| .

18.2 The Set of Absolutely Integrable Functions
We will often need to assume that our functions are both piecewise continuous and absolutely
integrable on an interval (α, β) .3 To help avoid constantly rewriting “piecewise continuous and
absolutely integrable on the interval (α, β) ”, let us agree to denote by A[(α, β)] the set of all
functions that are both piecewise continuous and absolutely integrable on the interval (α, β) ,

A[(α, β)] =
{
f : f is piecewise continuous on (α, β) and

∫ β

α
| f (x)| dx < ∞

}
.

This will allow us to use the phrase “ f is in A[(α, β)] ” as shorthand for the phrase “ f is
piecewise continuous and absolutely integrable on the interval (α, β) .”

If no interval (α, β) is explicitly given, then (α, β) should be assumed to be the entire real
line. That is,

A = A[�] = A[(−∞,∞)] .

18.3 Many Useful Facts
The following lemmas give a number of useful little facts concerning absolutely integrable
functions. All of them will be used one way or another later on.

By the way, we are not going to rederive all those elementary formulas that follow im-
mediately from treating an integral over an infinite interval as a limit of integrals over finite
subintervals. For example, if a and b are any pair of constants and∫ ∞

−∞
f (x) dx and

∫ ∞

−∞
g(x) dx

are known to be well-defined finite integrals (i.e., the limits

lim
b→∞
a→−∞

∫ b

a
f (x) dx and lim

b→∞
a→−∞

∫ b

a
g(x) dx

3 It is the assumption of absolute integrability that is most important. The assumption of piecewise continuity in
most of the following lemmas can be replaced by just about any other assumption ensuring the existence of the
necessary integrals over finite intervals. In particular, those acquainted with the Lebesgue theory of integration should
try replacing any assumption of a function being “piecewise continuous” with the more general assumption of the
function being “bounded and measurable on each finite subinterval”.
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exist and are finite), then I will assume you realize that
∫∞
−∞[a f (x)+bg(x)] dx is a well-defined

finite integral with∫ ∞

−∞
[a f (x)+ bg(x)] dx = a

∫ ∞

−∞
f (x) dx + b

∫ ∞

−∞
g(x) dx .

Tests for Absolute Integrability
The basic way of testing whether a given function f is absolutely integrable on (α, β) is to
simply evaluate ∫ β

α

| f (x)| dx ,

and see if you get a finite number. Often, however, it is easier to use one of the following lemmas.
The first lemma is simply the reiteration of the fact that, if f is piecewise continuous on

a finite interval (α, β) , then so is | f | , and thus, the integral of | f | over (α, β) exists and is
finite.

Lemma 18.1
If a function is piecewise continuous on afinite interval, then that function is absolutely integrable
on that interval.

The next two lemmas give the integral analogs of two tests for the convergence of infinite
series: the bounded partial sums test on page 43 and the comparison test on page 43. Since the
following can be proven in much the same way as the corresponding infinite series versions, and
since the proofs of the infinite series versions can be found in most calculus texts, we’ll leave
the proofs as exercises for the interested reader.

Lemma 18.2 (bounded integrals test)
Let f be a function defined on an interval (α, β) , and suppose there is a finite constant M
such that, for every interval (a, b) with α < a < b < β ,

∫ b
a | f (x)| dx exists and∫ b

a
| f (x)| dx < M .

Then f is absolutely integrable on (α, β) .

Lemma 18.3 (comparison test)
Let f and g be two piecewise continuous functions on the interval (α, β) , and assume that,
on this interval,

| f (x)| ≤ |g(x)| .

Then ∫ β

α

| f (x)| dx ≤
∫ β

α

|g(x)| dx ,

and consequently:

1. If g is in A[(α, β)] , then so is f .

2. If f is not in A[(α, β)] , then neither is g .
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?�Exercise 18.4: Prove

a: lemma 18.2. b: lemma 18.3.

!�Example 18.4: Consider the piecewise continuous function

f (x) = sin(bx) e−ax step(x)

where a and b are two positive real numbers. From example 18.2 we know∫ ∞

−∞
∣∣e−ax step(x)∣∣ dx < ∞ .

This and the fact that g(x) = e−ax step(x) is piecewise continuous, means that g is in A .
Clearly, also,∣∣sin(bx) e−ax step(x)∣∣ ≤ ∣∣e−ax step(x)∣∣ for − ∞ < x < ∞ .

So the comparison test (lemma 18.3) assures us that∫ ∞

−∞
∣∣sin(bx) e−ax step(x)∣∣ dx ≤

∫ ∞

−∞
∣∣e−ax step(x)∣∣ dx < ∞ .

Thus sin(bx) e−ax step(x) is in A .

The next can be thought of as a “limit comparison” test, and uses the observation that, when
α > 1 and X > 0 ,∫ ∞

X

1

xα
dx = lim

x→∞
1

(1− α)xα−1 − 1

(1− α)Xα−1 = 0 + 1

(α − 1)Xα−1 < ∞ .

Lemma 18.4 (a limit comparison test)
Let f be a piecewise continuous function on � . If there is a real constant α > 1 such that

lim
x→±∞ |x |α f (x) = 0 ,

then f is in A .

PROOF: Because |x |α f (x) → 0 as x → ±∞ , there must be a finite positive X such that

|x |α f (x) < 1 whenever X ≤ |x | .

Now define

g(x) =
{

f (x) if |x | < X

|x |−α if X ≤ |x | .

Observe that | f (x)| ≤ |g(x)| for every x in � . So, using the comparison test,∫ ∞

−∞
| f (x)| dx ≤

∫ ∞

−∞
|g(x)| dx

=
∫ −X

−∞
|x |−α dx +

∫ X

−X
| f (x)| dx +

∫ ∞

X
x−α dx

= 1

(α − 1)Xα−1 +
∫ X

−X
| f (x)| dx + 1

(α − 1)Xα−1 < ∞ .
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!�Example 18.5 (Gaussian functions): Consider f (x) = e−γ x2 where γ is any positive
real number. Using L’Hôpital’s rule and the fact that e−s → 0 as s → ∞ , we see that

lim
x→±∞ |x |2 | f (x)| = lim

x→±∞
x2

eγ x2
= lim

x→±∞
2x

2γ xeγ x2
= lim

x→±∞
e−γ x2

γ
= 0 .

Thus, according to lemma 18.4 (with α = 2 ), e−γ x2 is in A .

?�Exercise 18.5: Show that xne−γ x2 is in A if γ > 0 and n is a nonnegative integer.

?�Exercise 18.6: Verify that
1

a2 + 4π2x2

is absolutely integrable whenever a is a nonzero real number.

The next lemma can often simplify the task of verifying whether a given complex-valued
function is or is not absolutely integrable.

Lemma 18.5
Let u and v be, respectively, the real and imaginary parts of a complex-valued function f on
an interval (α, β) . Then f is in A[(α, β)] if and only if both u and v are in A[(α, β)] .
PROOF: First of all, we already know that f is piecewise continuous if and only if both u
and v are piecewise continuous. So all we need to show is that f is absolutely integrable if
and only if both u and v are absolutely integrable.

Suppose f is absolutely integrable on (α, β) . Then, since u and v are the real and
imaginary parts of f ,

|u(x)| ≤ | f (x)| and |v(x)| ≤ | f (x)|
for every x in (α, β) (see inequality set (6.1) on page 58). So,∫ β

α

|u(x)| dx ≤
∫ β

α

| f (x)| dx < ∞
and ∫ β

α

|v(x)| dx ≤
∫ β

α

| f (x)| dx < ∞ .

On the other hand, the triangle inequality assures us that

| f (x)| = |u(x)+ iv(x)| ≤ |u(x)| + |v(x)|
for every x in (α, β) . So, if u and v are absolutely integrable on (α, β) , then∫ β

α

| f (x)| dx ≤
∫ β

α

[|u(x)| + |v(x)|] dx

=
∫ β

α

|u(x)| dx +
∫ β

α

|v(x)| dx < ∞ .

?�Exercise 18.7: Show that
1

1+ i2πx

is not absolutely integrable on the real line.
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Absolute Integrability and the Integral
The next lemma extends the observations made in the previous section concerning the geometric
significance of absolute integrability when f is real valued.

Lemma 18.6
If f is in A[(α, β)] , then ∫ β

α
f (x) dx exists and is finite. Moreover,∣∣∣∣∫ β

α

f (x) dx

∣∣∣∣ ≤
∫ β

α

| f (x)| dx . (18.2)

PROOF: We’ve already seen in the previous section that this lemma’s claim holds when f is
real valued.

Suppose, now, that f is complex valued with real and imaginary parts u and v , respec-
tively. Lemma 18.5 assures us that these two real-valued functions ( u and v ) are absolutely
integrable on (α, β) . Hence, since u and v are real valued, we know∫ β

α

u(x) dx and
∫ β

α

v(x) dx

exist and are finite real values. Clearly then, so is the corresponding integral of f . In fact,∫ β

α

f (x) dx =
∫ β

α

[u(x)+ iv(x)] dx =
∫ β

α

u(x) dx + i
∫ β

α

v(x) dx .

Finally, recall that inequality (18.2) has already been verified for the case where (α, β) is
a finite interval (in section 6.2 starting on page 59). Thus, if (α, β) is, say, (−∞,∞) , then∣∣∣∣∫ ∞

−∞
f (x) dx

∣∣∣∣ = lim
b→∞
a→−∞

∣∣∣∣∫ b

a
f (x) dx

∣∣∣∣
≤ lim

b→∞
a→−∞

∫ b

a
| f (x)| dx =

∫ ∞

−∞
| f (x)| dx ,

confirming inequality (18.2) when (α, β) is (−∞,∞) . Obviously, similar computations will
confirm the inequality when (α, β) is any other infinite interval.

Constructing Absolutely Integrable Functions
In our work we will find ourselves manipulating absolutely integrable functions. The following
lemmas will assure us that the results of many of our manipulations will also be absolutely
integrable.

Lemma 18.7
Suppose f is in A , and let γ be any fixed nonzero real number. Then the functions given by
f (x − γ ) and f (γ x) are in A .

PROOF: As noted in chapter 3, f (x − γ ) and f (γ x) are piecewise continuous functions
of x whenever f (x) is. Hence we need only show the absolute integrability, which is easily
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verified using the well-known substitutions σ = x − γ and τ = γ x , and the fact that f is
absolutely integrable on � :∫ ∞

−∞
| f (x − γ )| dx =

∫ ∞

−∞
| f (σ )| dσ < ∞

and ∫ ∞

−∞
| f (γ x)| dx = 1

|γ |

∫ ∞

−∞
| f (τ )| dτ < ∞ .

!�Example 18.6: Let

g(x) = e(a+ib)x step(−x) and f (x) = e(−a−ib)x step(x)

where a and b are two real numbers with a > 0 and step is the step function (from
exercise 18.2 on page 254). Observe that, with γ = −1 ,

g(x) = e(−a−ib)(−x) step(−x) = f (−x) = f (γ x) .

Since f was shown to be in A in example 18.2 on page 254, lemma 18.7 assures us that g
is also in A .

Lemma 18.8
Any linear combination of functions in A[(α, β)] is also in A[(α, β)] (i.e., A[(α, β)] is a
linear space of functions).

PROOF: Let f be any linear combination of functions in A[(α, β)] , say,
f = c1 f1 + c2 f2 + · · · + cN fN

where N is some positive integer, the ck’s are constants, and the fk’s are functions in
A[(α, β)] . Being a linear combination of piecewise continuous functions on (α, β) , f must
also be piecewise continuous on (α, β) . And, using the triangle inequality, we see that∫ β

α

| f (x)| dx ≤
∫ β

α

[ |c1 f1(x)| + |c2 f2(x)| + · · · + |cN fN (x)|
]
dx

= |c1|
∫ β

α

| f1(x)| dx + |c2|
∫ β

α

| f2(x)| dx + · · · + |cN |
∫ β

α

| fN (x)| dx

< ∞ .

!�Example 18.7: Let α > 0 . Observe that

e−α|x | =
{
eαx if x < 0

e−αx if 0 < x

}
= eαx step(−x) + e−αx step(x) .

From examples 18.2 and 18.6 we know that eαx step(−x) and e−αx step(x) are in A .
Lemma 18.8 then assures us that their sum, e−α|x | , is also in A .

Lemma 18.9
Let f be in A[(α, β)] , and assume g is a bounded, piecewise continuous function on (α, β) .
Then the product f g is in A[(α, β)] .
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PROOF: Since g is bounded, there is a finite value M such that

|g(x)| ≤ M for α < x < β .

Thus, because f is assumed to be absolutely integrable,∫ β

α

| f (x)g(x)| dx ≤ M
∫ β

α

| f (x)| dx < ∞ .

This, and the fact that products of piecewise continuous functions are piecewise continuous, tells
us that f g is in A[(α, β)] .

The following corollary will be of special interest to us.

Corollary 18.10
Let α be any real number. If f is in A , then so are the functions

f (x) ei2παx and f (x) e−i2παx .

A Limit Lemma
The last lemma will be used on occasion in some proofs. It helps describe how an absolutely
integrable function f (x) on � must “shrink to zero” as x → ±∞ .

Lemma 18.11
Suppose f is in A . For each ε > 0 , there is then a finite positive length lε such that∫ ∞

b
| f (x)| dx ≤ 1

2
ε ,

∫ a

−∞
| f (x)| dx ≤ 1

2
ε ,

and

0 ≤
∫ ∞

−∞
| f (x)| dx −

∫ b

a
| f (x)| dx ≤ ε

whenever a ≤ −lε and lε ≤ b .

PROOF: Because of the way we define integrals on infinite intervals,

lim
b→∞

∫ ∞

b
| f (x)| dx = lim

b→∞

[∫ ∞

0
| f (x)| dx −

∫ b

0
| f (x)| dx

]
= 0 .

This means that, for each positive value ρ , there is a finite positive number Bρ such that∫ ∞

b
| f (x)| dx ≤ ρ whenever Bρ ≤ b .

Likewise, for eachρ > 0 , there is a finite positive number Aρ such that∫ a

−∞
| f (x)| dx ≤ ρ whenever a ≤ −Aρ .
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Consequently,

0 ≤
∫ ∞

−∞
| f (x)| dx −

∫ b

a
| f (x)| dx

=
∫ a

−∞
| f (x)| dx +

∫ ∞

b
| f (x)| dx ≤ ρ + ρ = 2ρ

whenever a ≤ −Aρ and Bρ ≤ b . These inequalities then immediately give the inequalities of
the lemma after taking lε to be the larger of Aρ and Bρ with ρ = ε/2 .

18.4 Functions with Two Variables∗

With the obvious modifications, the basic ideas and results just developed can be extended to
apply to functions of two (or more) variables. This, in turn, will allow us to extend many of the
results involving integrals of functions over bounded intervals and rectangles from chapter 7 to
corresponding results involving integrals of functions over unbounded intervals and rectangles.4

These results are mainly concerned with the continuity and differentiation of certain integrals,
and the interchanging of the order of integration in double integrals on unbounded rectangles.
They will be of special interest to us because many of the most useful formulas and properties
in the theory and application of Fourier transforms can be derived as special cases of the more
general results discussed here. Proving them here, in fairly general form, will save us from
proving several variations of each later on.

Basic Extensions
If f (x, y) is a function of two variables on an unbounded region R , then the double integral
of f over R is defined by∫∫

R
f (x, y) d A = lim

a→−∞
b→∞
c→−∞
d→∞

∫∫
Rabcd

f (x, y) d A

where Rabcd denotes the intersection of R with the rectangle (a, b)× (c, d) . This requires,
of course, that the above integral over Rabcd exists for all intervals (a, b) and (c, d) , and that
the quadruple limit exists.

A function of two variables f (x, y) is absolutely integrable over a region R of the plane
if and only if ∫∫

R
| f (x, y)| d A

exists and is finite. Geometrically, f is absolutely integrable if and only if the total volume of
the solid region above R in the plane and below the surface z = | f (x, y)| is finite.

The set of all piecewise continuous, absolutely integrable functions over R will be denoted
by A[R] .
∗ The material in this section, as in chapter 7, will not be needed for a while. It probably won’t hurt if you delay reading
it until we start referring to it.
4 Before starting this section, you may want to review at least the first part of chapter 7.
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Analogs to all the lemmas previously developed in this chapter for functions of one variable
can also be derived for functions of two variables. We’ll list a few, and let the reader convince
him- or herself of their validity.

Lemma 18.12
Any piecewise continuous function on a bounded region is also absolutely integrable on that
region.

Lemma 18.13
Let f be a piecewise continuous function on some region R , and suppose there is a finite
constant M such that, for every bounded subregion R0 of R ,∫∫

R0

| f (x, y)| d A ≤ M .

Then f is absolutely integrable on R .

Lemma 18.14
Let f and g be two piecewise continuous functions on a region R , and assume that, on this
region,

| f (x, y)| ≤ |g(x, y)| .

Then ∫∫
R

| f (x, y)| d A ≤
∫∫

R
|g(x, y)| d A ,

and thus:

1. If g is in A[R] , so is f .

2. If f is not in A[R] , neither is g .

Lemma 18.15
Any linear combination of functions in A[R] is a function in A[R] , as is the product of any
function in A[R] with any bounded, piecewise continuous function on R .

Lemma 18.16
If f is in A[R] for some region R , then

∫∫
R f (x, y) d A exists and is finite. Moreover,∣∣∣∣∫∫

R
f (x, y) d A

∣∣∣∣ ≤
∫∫

R
| f (x, y)| d A .

Lemma 18.17
Let f be in A[R] for some region R . For each ε > 0 , there is a finite positive length lε

such that, whenever a ≤ −lε , c ≤ −lε , lε ≤ b , and lε ≤ d ,

0 ≤
∫∫

R
| f (x, y)| d A −

∫∫
Rabcd

| f (x, y)| d A ≤ ε ,

where Rabcd is the intersection of R with the rectangle (a, b)× (c, d) .
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264 Integrals on Infinite Intervals

Functions on Unbounded Rectangles
Most, if not all, of our functions of twovariableswill be definedover rectangles in the plane. Since
we’ve already discussed piecewise continuous functions on bounded rectangles in chapter 7, we
will spend the rest of this chapter seeing how the discussion and results from that chapter
extend when the rectangles are unbounded. In particular, our development of Fourier transforms
will be greatly simplified by using the results developed here concerning the continuity and
differentiation of functions of the form

ψ(x) =
∫ ∞

−∞
f (x, y) dy

as well as the results developed here concerning the interchanging of the order of integration.
Unfortunately, while our discussion in the next section will parallel that in sections 7.2

and 7.3, the conditions we will have to impose on f (x, y) will not be as simple as imposed in
those earlier sections (mainly, piecewise continuity). This is because “infinities” can easily be
introducedwhen integrating piecewise continuous functions over infinite intervals. This can even
happen when the function being integrated is absolutely integrable on �2 (see exercise 18.18
at the end of the chapter). To help ensure this does not happen, we will often insist that our
functions satisfy some sort of “uniform absolute integrability” requirement.

So let’s see what “uniform absolute integrability” is.

Uniform Absolute Integrability on Strips

A rectangle R = (a, b)×(c, d) will be called a (thin) strip if one of these intervals is finite and
the other is infinite. Since it will simplify the exposition, we will limit the following discussion
to strips of the form (a, b)× (−∞,∞) , although it should be obvious that similar results apply
for functions defined on other thin strips.

It should be noted that, when R is the strip (a, b)×(−∞,∞) , the definition of the integral
of f over R reduces to∫∫

R
f (x, y) d A = lim

c→−∞
d→∞

∫∫
Rcd

f (x, y) d A

where Rcd denotes the bounded rectangle Rcd = (a, b)× (c, d) .
A slightly stronger version of “absolute integrability” will be needed to ensure that∫ ∞

−∞
f (x, y) dy

is “well behaved” as a function of x . Accordingly, we define f (x, y) to be uniformly absolutely
integrable on the strip R = (a, b)× (−∞,∞) if and only if there is a piecewise continuous
and absolutely integrable function f0 of one variable on (−∞,∞) such that, on R ,

| f (x, y)| ≤ | f0(y)| .

If f0 is such a function, then, from the discussion in chapter 7 (see, specifically, theorem 7.11
on page 84), we know that, for every finite interval (c, d) ,∫∫

Rcd

| f0(y)| d A =
∫ d

c

∫ b

a
| f0(y)| dx dy = (b − a)

∫ d

c
| f0(y)| dy .
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So, if f is a piecewise continuous function on the strip and | f (x, y)| ≤ | f0(y)| , then∫∫
R

| f (x, y)| d A = lim
c→−∞
d→∞

∫∫
Rcd

| f (x, y)| d A

≤ lim
c→−∞
d→∞

∫∫
Rcd

| f0(y)| d A

= lim
c→−∞
d→∞

(b − a)
∫ d

c
| f0(y)| dy

= (b − a)
∫ ∞

−∞
| f0(y)| dy < ∞ .

Thus, any uniformly absolutely integrable function on a strip is also just plain absolutely inte-
grable on the strip.

Single Integrals of Functions with Two Variables
Continuity of Functions Defined by Integrals

Our first theorem requiring uniform absolute integrability is an analog to theorem 7.7 on the
continuity of a single integral of a function with two variables (see page 81). The necessity of
this requirement (or something similar) is illustrated in exercise 18.17 at the end of this chapter.

Theorem 18.18
Let (a, b) be a finite interval, and let f (x, y) be piecewise continuous and uniformly absolutely
integrable on the strip (a, b)× (−∞,∞) . Assume further that, on each bounded subrectangle
R of this strip, all the discontinuities of f in R are contained in a finite number of straight
lines. Then

ψ(x) =
∫ ∞

−∞
f (x, y) dy

is a piecewise continuous function on (a, b) . Moreover, if a < x0 < b and x = x0 is not a
line of discontinuity for f , then ψ is continuous at x0 and

lim
x→x0

ψ(x) =
∫ ∞

−∞
lim
x→x0

f (x, y) dy =
∫ ∞

−∞
f (x0, y) dy .

As an immediate corollary we have:

Corollary 18.19
Let

f (x, y) = g(x)h(y)v(Ax + By)φ(x, y)

where g , h , and v are all piecewise continuous functions on the real line, φ is a continuous
function on the entire plane, and A and B are any two nonzero real numbers. Assume further
that, for each point x0 at which g is continuous, there is an interval (a, b) containing x0 such
that f is uniformly absolutely integrable on the strip (a, b)× (−∞,∞) . Then

ψ(x) =
∫ ∞

−∞
f (x, y) dy
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266 Integrals on Infinite Intervals

is a well-defined and piecewise continuous function on the entire real line. Furthermore, if x0
is any real value at which g is continuous, then

lim
x→x0

∫ ∞

−∞
f (x, y) dy =

∫ ∞

−∞
f (x0, y) dy .

PROOF (of theorem 18.18): Because f is assumed to be uniformly absolutely integrable,
there is an absolutely integrable function f0 on � such that

| f (x, y)| ≤ | f0(y)|
for all (x, y) in the strip on which f is continuous. In particular, if x0 is any fixed point in
(a, b) , then

| f (x0, y)| ≤ | f0(y)| .

This, along with lemma 18.3 and the fact that, by our assumptions, f can only have a finite
number of discontinuities on the line x = x0 in any bounded rectangle, assures us that f (x0, y)
is a piecewise continuous, absolutely integrable function of y on the real line. So

ψ(x0) =
∫ ∞

−∞
f (x0, y) dy

is well defined and finite at any point x0 in (a, b) .
To show the claimed continuity of ψ , let x0 be any point in (a, b) not on a line of

discontinuity for f . Pick any finite positive value ε , and let f0 be as above. It will suffice to
show there is a corresponding �x such that

|ψ(x) − ψ(x0)| ≤ ε whenever |x − x0| ≤ �x .

Since f0 is in A , there is a positive value l such that∫ −l

−∞
| f0(y)| dy ≤ 1

6
ε and

∫ ∞

l
| f0(y)| dy ≤ 1

6
ε

(see lemma 18.11 on page 261). Let

ψl(x) =
∫ l

−l
f (x, y) dy .

From lemma 7.7 on page 81 we know ψl is continuous at x0 , and that

lim
x→x0

ψl(x) = ψl(x0) =
∫ l

−l
f (x0, y) dy .

Thus, there is a �x > 0 such that, whenever x is within �x of x0 ,

|ψl(x) − ψl(x0)| < 1

3
ε .

But also, for each x in (a, b) ,

|ψ(x) − ψl(x)| =
∣∣∣∣∣
∫ ∞

−∞
f (x, y) dy −

∫ l

−l
f (x, y) dy

∣∣∣∣∣
=
∣∣∣∣∣
∫ −l

−∞
f (x, y) dy +

∫ ∞

l
f (x, y) dy

∣∣∣∣∣
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≤
∫ −l

−∞
| f (x, y)| dy +

∫ ∞

l
| f (x, y)| dy

≤
∫ −l

−∞
| f0(y)| dy +

∫ ∞

l
| f0(y)| dy ≤ 1

6
+ 1

6
= 1

3
ε .

Hence, whenever |x − x0| ≤ �x ,

|ψ(x) − ψ(x0)| = |ψ(x)− ψl(x)+ ψl(x)− ψl(x0)+ ψl(x0)− ψ(x0)|
≤ |ψ(x)− ψl(x)| + |ψl(x)− ψl(x0)| + |ψl(x0)− ψ(x0)|
≤ 1

3
ε + 1

3
ε + 1

3
ε

= ε .

Differentiating Functions Defined by Integrals

The next theorem is easy to prove. Simply take the proof of theorem 7.9 on page 82 and replace
the finite interval (c, d) with the infinite interval (−∞,∞) and replace all references to theo-
rem 7.11 and corollary 7.8 with references to theorem 18.22 and theorem 18.18, respectively.5

Theorem 18.20
Assume f (x, y) and ∂ f/∂x are both well-defined, piecewise continuous functions on a strip
R = (a, b)× (−∞,∞) . Suppose, further, all of the following:

1. For every point x0 in (a, b) , there is a finite subinterval (ā, b̄) of (a, b) such that

(a) ā < x0 < b̄ , and

(b) f (x, y) and ∂ f/∂x are both uniformly absolutely integrable on the strip (ā, b̄) ×
(−∞,∞) .

2. For each bounded rectangle R0 of R ,
(a) all the discontinuities of f over R0 are contained in a finite number of lines of

the form y = constant , and

(b) all the discontinuities of ∂ f/∂x over R0 are contained in a finite number of straight
lines, none of which are of the form x = constant .

Then

ψ(x) =
∫ ∞

−∞
f (x, y) dy

is a smooth function on (a, b) . Furthermore, on this interval,

ψ ′(x) = d

dx

∫ ∞

−∞
f (x, y) dy =

∫ ∞

−∞
∂

∂x
f (x, y) dy .

The following is an immediate corollary of the last theorem. It will be especially useful
when discussing derivatives of Fourier transforms and convolutions.

5 As far as proving the results in these few sections, the logical order would be to prove theorem 18.18 first, then
theorem 18.22, and finally theorem 18.20. For purposes of exposition, however, it seems more reasonable to present
theorem 18.20 before theorem 18.22.
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268 Integrals on Infinite Intervals

Corollary 18.21
Let h be a piecewise continuous function on the real line, v a continuous and piecewise smooth
function on (−∞,∞) , and φ(x, y) a continuous function on �2 whose partial with respect
to x is also a well-defined continuous function on �2 . Let A and B be any two nonzero real
values, and define f by

f (x, y) = h(y)v(Ax + By)φ(x, y) .

Further assume that, for each value of x , there is a corresponding interval (a, b) containing x
such that both f and ∂ f/∂x are uniformly absolutely integrable on the strip (a, b)× (−∞,∞) .
Then

ψ(x) =
∫ ∞

−∞
f (x, y) dy

is a smooth function on the real line and

ψ ′(x) = d

dx

∫ ∞

−∞
f (x, y) dy =

∫ ∞

−∞
∂

∂x
f (x, y) dy .

Double Integrals
A little more care needs to be taken with double integrals over �2 than is necessary with double
integrals over bounded rectangles. For example, it is quite possible to have∫ ∞

−∞

∫ ∞

−∞
f (x, y) dx dy �=

∫ ∞

−∞

∫ ∞

−∞
f (x, y) dy dx

even though both iterated double integrals are well defined and finite (an example is given in
exercise 18.19). Of course, if this is the case, then “the” double integral of f over �2 cannot
be called well defined.

General conditions ensuring that the above does not happen are given in the next two
theorems.6

Theorem 18.22
Let f (x, y) be a piecewise continuous and uniformly absolutely integrable function on a strip
R = (a, b)× (−∞,∞) . Assume further that, for every finite interval (c, d) , all the disconti-
nuities of f (x, y) on the rectangle (a, b)× (c, d) are contained in a finite number of straight
lines, none of which are of the form x = x0 . Then

ψ(x) =
∫ ∞

−∞
f (x, y) dy

is a well-defined, uniformly continuous function on the interval (a, b) ,

φ(y) =
∫ b

a
f (x, y) dx

is a well-defined, piecewise continuous, and absolutely integrable function on the entire real
line, and ∫ ∞

−∞

∫ b

a
f (x, y) dx dy =

∫∫
R
f (x, y) d A =

∫ b

a

∫ ∞

−∞
f (x, y) dy dx .

6 Those acquainted with the Lebesgue theory should compare these theorems to Fubini’s theorem.
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This theorem can be proven via a relatively straightforward application of the corresponding
theorem for double integrals over bounded rectangles (theorem 7.11 on page 84) along with
theorem 18.18 and lemma 18.17. We’ll leave the details for the interested reader (exercise 18.8,
below).

Using corollary 18.19 instead of theorem 18.18 gives:

Theorem 18.23
Let

f (x, y) = g(x)h(y)v(Ax + By)φ(x, y)

where g , h , and v are all piecewise continuous functions on the real line, φ is a continuous
function on the entire plane, and A and B are any two nonzero real numbers. Assume, further,
that f is absolutely integrable on �2 and is uniformly absolutely integrable on every strip of the
form (a, b)× (−∞,∞) and on every strip of the form (−∞,∞)× (c, d) . Then, the integrals∫ ∞

−∞
f (x, y) dx and

∫ ∞

−∞
f (x, y) dy

define piecewise continuous, absolutely integrable functions on the real line, and∫ ∞

−∞

∫ ∞

−∞
f (x, y) dx dy =

∫∫
R
f (x, y) d A =

∫ ∞

−∞

∫ ∞

−∞
f (x, y) dy dx .

Less general, butmore easily recognized, conditions ensuring thevalidity of the last equation
are described in the following corollary.

Corollary 18.24
Let

f (x, y) = g(x)h(y)v(Ax + By)φ(x, y)

where g , h , and v are all piecewise continuous functions on the real line, φ is a continuous
and bounded function on the entire plane, and A and B are any two nonzero real numbers.
Assume, further, that any one of the following sets of conditions holds:

1. g and h are in A , and v is bounded.

2. g and v are in A , and both v and h are bounded.

3. h and v are in A , and both v and g are bounded.

4. There is a bounded region R0 such that f (x, y) = 0 whenever (x, y) is not in R0 .

Then f is absolutely integrable on �2 , the integrals∫ ∞

−∞
f (x, y) dx and

∫ ∞

−∞
f (x, y) dy

define piecewise continuous, absolutely integrable functions on the real line, and∫ ∞

−∞

∫ ∞

−∞
f (x, y) dx dy =

∫∫
R
f (x, y) d A =

∫ ∞

−∞

∫ ∞

−∞
f (x, y) dy dx .

?�Exercise 18.8 a: Prove theorem 18.22.

b: Prove theorem 18.23.

c: Prove corollary 18.24 using theorem 18.23.

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

270 Integrals on Infinite Intervals

Additional Exercises

18.9. By computing the appropriate integrals, determine which of the following is absolutely
integrable over �  and which is not.

a.
1

1 + x 2 b.
x

1 + x 2 c.
1

√
1 + x 2

18.10. Let fγ ( x) = x−γ step( x − 1) where step is the s tep function (see example 18.2 on
page 254) and γ is a real constant.

a. Sketch the graphs of fγ ( x) for γ = 2 , γ = 1 , γ = 1/2 , γ = 0 , γ = −1/2 ,
γ = −1 , and γ = −2 .

b. Determine a ll the values of γ for which fγ ( x) is absolutely integrable on the real
line.

18.11. Let gγ ( x) = x−γ rect(0,1)( x) where rect(0,1)( x) is the rectangle function over (0, 1)
(see example 18.1 on page 253) and γ is a real constant.

a. Sketch the graphs of gγ (x) for γ = 2 , γ = 1 , γ = 1/2 , γ = 0 , γ = −1/2 ,
γ = −1 , and γ = −2 .

b. Determine all the values of γ for which gγ (x) is absolutely integrable on the real
line.

(Notice that f (x) = x−γ rect(0,1)(x) is not bounded — and hence, is not piecewise
continuous — on the interval (0, 1) if γ > 0 . This exercise demonstrates that a
function does not have to be piecewise continuous to be absolutely integrable.)

18.12. Let α > 0 . For each of the following functions, determine all the real values of γ for
which the given function is in A .

a. xγ e−αx step(x) b. xγ eαx step(−x)
c. xγ e−α|x | d. xγ e−αx2

18.13. Using the lemmas and work already done, determine which of the following functions
are absolutely integrable over the real line and which are not.

a.
sin

(
x2

)

1+ x2
b.

1+ e|x |
1+ x2

c.
1

1+ i2πx
d. sinc2(2πx)

18.14. Let

f (x) =
∞∑
k=0
(−1)k 1

k + 1
rect(k,k+1) and g(x) =

∞∑
k=0
(−1)k rect(k,k+1) .

a. Sketch the graphs of f , | f | , and g .

b. Show that f is not absolutely integrable over the real line. (Suggestion: Evaluate∫∞
−∞ | f (x)| dx , and compare the result to the harmonic series — see exercise 4.3 on
page 44.)
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c. Show that, even though it is not absolutely integrable, f is “integrable” over the real
line in the sense that ∫ ∞

−∞
f (x) dx = lim

b→∞
a→−∞

∫ b

a
f (x) dx

exists and is finite. (Again, you might start by evaluating the integral. Then compare
the result to the alternating harmonic series — see exercise 4.4 on page 44.)

d. Note that g is a bounded, piecewise continuous function on � . Show that, even
though g is bounded and f is “integrable” (as described above), their product, f g ,
is not “integrable”. That is, show that∫ ∞

−∞
f (x)g(x) dx = lim

b→∞
a→−∞

∫ b

a
f (x)g(x) dx = ∞ .

Why does this not contradict lemma 18.9?

18.15. Repeat the previous problem using

f (x) = sinc(πx) = sin(πx)

πx
and g(x) = eiπx .

(Notes: (1) For some, this may be a challenging problem. (2) Remember, to show f g
is not integrable, it suffices to show that the imaginary part of f g is not integrable.)

18.16. Let

f (x) =
∞∑
k=1

k rect(k,k−2)(x) .

Sketch the graph of f and verify that this function is not bounded but is absolutely
integrable on the real line. (So a function f can be absolutely integrable on the real
line even though f (x) does not steadily shrink to zero as x → ±∞ .)

18.17. Let R be the region in the XY–plane bounded by the curves

y = 1

|x | and y = 1 + 1

|x | ,

and let

f (x, y) =

⎧⎪⎨⎪⎩
6
(
y − 1

|x|
) (

y − 1
|x| − 1

)
if (x, y) is in R

0 otherwise

.

a. Sketch the region R .

b. Sketch, as a function of y , the graph of z = f (x, y) assuming

i. x > 0 . ii. x < 0 . iii. x = 0 .

(These graphs should convince you that f (x, y) is a continuous and absolutely inte-
grable function of y for each real x .)

c. Verify that f is continuous and bounded on �2 .

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

272 Integrals on Infinite Intervals

d. By computing the appropriate integrals and limits, show that

lim
x→0

∫ ∞

−∞
f (x, y) dy �=

∫ ∞

−∞
lim
x→0

f (x, y) dy

even though all the limits and integrals in this expression are well defined and finite.

e. Why does this inequality not violate theorem 18.18 on page 265?

18.18. Let R be the region in the XY–plane bounded by the curves

x = 1 , x = −1 , y = 1√|x | and y = 0 ,

and let ψ be the function on the real line given by

ψ(x) =
∫ ∞

−∞
f (x, y) dy

where

f (x, y) =
{
1 if (x, y) is in R

0 otherwise
.

a. Sketch the region R .

b. Show that f (x, y) is absolutely integrable on �2 . (Thus, since f is also obviously
piecewise continuous on �2 , we know f is in A

[
�2
]
.)

c. Evaluate
∫∞
−∞ f (x, y) dy to obtain a formula for ψ(x) .

d. What happens to ψ(x) when “ x = 0 ”? (This shows that ψ is not piecewise
continuous and, hence, is not in A[�] .)

18.19 a. By explicitly computing the integrals, verify that∫ ∞

−∞

∫ ∞

−∞
f (x, y) dx dy �=

∫ ∞

−∞

∫ ∞

−∞
f (x, y) dy dx

when

f (x, y) = (x − y)e−(x−y)2 step(y) .

You may use the fact that ∫ ∞

−∞
e−s2 ds = √

π .

(For a derivation of this last equation, either look in your old calculus book or look
ahead to the first few pages of chapter 23.)

b. Why does this inequality not violate either theorem 18.23 or corollary 18.24?

c. Is this f (x, y) absolutely integrable on �2 ?
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The Fourier Integral Transforms

We are now ready for the first official set of definitions for the Fourier transforms. These defini-
tions are directly inspired by formulas (17.8) and (17.9) on page 249 and require the computation
of integrals over � . Accordingly, we will refer to these transforms as the Fourier integral trans-
forms. Also, to ensure our integrals are well defined, we will only use these definitions for
the Fourier transforms of functions in A , the set of piecewise continuous, absolutely integrable
functions on the entire real line, � .1 This will not be completely satisfactory. Many functions of
interest are not absolutely integrable. Consequently, one of our goals will later be to intelligently
extend the basic definitions given in this chapter so that we can deal with interesting functions
that are not absolutely integrable.

Words of warning to those who have already seen the Fourier transform in applications:
Different disciplines have different conventions and notation for the Fourier transforms. Don’t be
surprised if the formulas we are about to give for the Fourier transforms look a little strange, and
if one theorem (the principle of near-equivalence) appears to disagree with your interpretation
of the transforms. In fact, there is no real conflict, and we will later discuss some of the standard
conventions and notation used in applications. For now, however, it may be best just to forget
everything you thought you knew about Fourier transforms.

19.1 Definitions, Notation, and Terminology
Let φ be any function in A , the set of piecewise continuous, absolutely integrable functions on
the real line. The (direct) Fourier integral transform of φ , denoted by F I [φ] , is the function
on the real line given by

FI [φ]|x = FI [φ(y)]|x =
∫ ∞

−∞
φ(y) e−i2πxy dy . (19.1)

The Fourier inverse integral transform of φ , denoted by F −1
I [φ] , is the function on the real

line given by

F −1
I [φ]|x = F −1

I [φ(y)]|x =
∫ ∞

−∞
φ(y) ei2πxy dy . (19.2)

(Remember, corollary 18.10 on page 261 assures us that the product of any function φ(y) in
A with e±i2πxy is a piecewise continuous, absolutely integrable function of y for each real

1 Those acquainted with the Lebesgue theory of integration may want to try replacing “A ” with “L , the set of
measurable and absolutely integrable functions on � ”, in what follows.
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274 The Fourier Integral Transforms

value x . So FI [φ] and F −1
I [φ] , as defined by the above integrals, are well-defined functions

on the real line.)
Together, FI [φ] and F −1

I [φ] are called the Fourier integral transforms of φ , though, in
common practice, FI [φ] is usually “the” Fourier integral transform of φ . The integrals on the
right-hand side of formulas (19.1) and (19.2) are called the Fourier integrals and the formulas,
themselves, are often referred to as the integral formulas for the Fourier (integral) transforms.

!�Example 19.1 (transform of the pulse function): Let a > 0 . The (symmetric) pulse
function of half-width a , denoted by pulsea and graphed in figure 19.1a, is given by

pulsea(x) = rect(−a,a)(x) =
{
1 if −a < x < a

0 otherwise
.

From example 18.1 on page 253, we know pulsea is in A . Its Fourier transform is easily
computed:

FI
[
pulsea

]∣∣
x =

∫ ∞

−∞
pulsea(y) e

−i2πxy dy

=
∫ −a

−∞
0 · e−i2πxy dy +

∫ a

−a
1 · e−i2πxy dy +

∫ ∞

a
0 · e−i2πxy dy

= 1

−i2πx
[
e−i2πax − ei2πax

]
= 1

i2πx

[
ei2πax − e−i2πax

]
.

We can rewrite this in a somewhat more convenient form after recalling that

sin(A) = ei A − e−i A
2i

and sinc(A) = sin(A)

A
.

So,

FI
[
pulsea

]∣∣
x = 1

i2πx

[
ei2πax − e−i2πax

]
= 2a

2aπx

[
ei2πax − e−i2πax

2i

]
= 2a

sin(2πax)

2πax
.

That is,
FI
[
pulsea

]∣∣
x = 2a sinc(2πax) .

?�Exercise 19.1: Let a > 0 . From example 18.2 on page 254, we know that e−ay step(y)
is in A . Show that

FI
[
e−ay step(y)

]∣∣
x = 1

a + i2πx
.

Also, sketch both e−ay step(y) and the real and imaginary parts of its Fourier integral trans-
form.

The process of changing φ to FI [φ] is also referred to as the (direct) Fourier integral
transform and is denoted by FI . Thus, “the Fourier integral transform” can refer to either a
particular function FI [φ] or the process of obtaining FI [φ] from any given φ in A .
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1

−a aa X X

2a

1/2a
1/a

(a) (b)

Figure 19.1: The graphs of (a) pulsea(x) and (b) its Fourier integral transform,
2a sinc(2πax) . (These graphs correspond to a ≈ 1 .)

Likewise, the process of changing φ to F −1
I [φ] is called the Fourier inverse integral

transform and is denoted by F −1
I .

Collectively, FI and F −1
I are often referred to as the Fourier integral transforms, though

FI is usually viewed as “the” Fourier integral transform and F −1
I as “the” Fourier inverse

integral transform. Both are transforms as discussed in the section in chapter 2 on operators and
transforms, and the domain of each is A , the set of piecewise continuous, absolutely integrable
functions on the real line.2

19.2 Near-Equivalence
There is a striking similarity between integrals on the right-hand side of formulas (19.1) and
(19.2). Between them, only the sign in the exponential differs. Let us formalize this observation
and some of its more obvious consequences as the principle of near-equivalence.3

Theorem 19.1 (principle of near-equivalence)
Let φ be an absolutely integrable and piecewise continuous function on � (i.e., φ is in A ).
Then the function φ(−y) is also in A . Moreover,

FI [φ(y)]|x = F −1
I [φ(y)]|−x = F −1

I [φ(−y)]|x (19.3)

and

F −1
I [φ(y)]|x = FI [φ(y)]|−x = FI [φ(−y)]|x . (19.4)

PROOF: That φ(−y) is in Awas verified with the proof of lemma 18.7 on page 259.
The first equality in line (19.3) comes from the observation that

FI [φ(y)]|x =
∫ ∞

−∞
φ(y) e−i2πxy dy

=
∫ ∞

−∞
φ(y) ei2π(−x)y dy = F −1

I [φ(y)]|−x .

2 This may be a good time to review that section on operators and transforms starting on page 12. In particular, the
discussion concerning the use of dummy variables in formulas for transforms is especially relevant to the next section.
3 In some texts this is called symmetry.
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276 The Fourier Integral Transforms

Next, using the substitution y = −s and the fact that, in the computations below, the y
and the s are dummy variables, we see that

F −1
I [φ(y)]|−x =

∫ ∞

y=−∞
φ(y) ei2π(−x)y dy

=
∫ −∞

s=+∞
φ(−s) ei2π(−x)(−s)(−1) ds

=
∫ ∞

s=−∞
φ(−s) ei2πxs ds

=
∫ ∞

y=−∞
φ(−y) ei2πxy dy = F −1

I [φ(−y)]|x .

This proves the second equality in line (19.3).
The rest of the proof is left as an exercise.

?�Exercise 19.2: Prove the equalities in line (19.4) of theorem 19.1.

!�Example 19.2: Let a > 0 . From exercise 19.1 we know

FI
[
e−ay step(y)

]∣∣
x = 1

a + i2πx
.

By this and the principle of near-equivalence,

F −1
I

[
e−ay step(y)

]∣∣
x = FI

[
e−ay step(y)

]∣∣−x = 1

a + i2π(−x) = 1

a − i2πx
.

?�Exercise 19.3: Let a > 0 , and consider the function

f (y) = eay step(−y) .

Sketch the graph of f , and confirm that f (y) = g(−y) where

g(y) = e−ay step(y) .

Using this, the principle of near-equivalence, and the results from either of the last two
exercises, show that

F
[
eay step(−y)

]∣∣
x = 1

a − i2πx
.

Using the principle of near-equivalence, it is easy to derive and prove some simple, but
useful, facts about the transforms of even and odd functions. Suppose, for example, φ is an
even function (i.e., φ(−y) = φ(y) ) in A . The principle of near-equivalence then tells us that

FI [φ(y)]|−x = FI [φ(−y)]|x = FI [φ(y)]|x ,

F −1
I [φ(y)]|−x = F −1

I [φ(−y)]|x = F −1
I [φ(y)]|x ,

and

F −1
I [φ(y)]|x = FI [φ(−y)]|x = FI [φ(y)]|−x .
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This gives us the following corollary.

Corollary 19.2 (transforms of even functions)
Let φ be an even function in A . Then both FI [φ] and F −1

I [φ] are even functions. Moreover,
F −1
I [φ] = FI [φ] .

Similar arguments lead to the corresponding corollary for odd functions.

Corollary 19.3 (transforms of odd functions)
Let φ be an odd function in A . Then both FI [φ] and F −1

I [φ] are odd functions. Moreover,
F −1
I [φ] = −FI [φ] .

?�Exercise 19.4: Prove corollary 19.3 using the principle of near-equivalence.

?�Exercise 19.5: Let a > 0 . Is the pulse function from example 19.1 even or odd? Use
the result of example 19.1 and one of the above corollaries to quickly find the Fourier inverse
integral transform of pulsea .

19.3 Linearity
In chapter 18 we saw that any linear combination of functions from A is another function in
A ; that is, A is a linear space of functions. We will now show that F I and F −1

I are linear
transforms on this linear space.

Theorem 19.4 (linearity)
Let φ and ψ be any two functions in A , and let α and β be any two (possibly complex)
constants. Then the linear combination αφ + βψ is in A . Moreover,

FI [αφ + βψ] = αFI [φ] + βFI [ψ]
and

F −1
I [αφ + βψ] = αF −1

I [φ] + βF −1
I [ψ] .

PROOF: Since the proofs of these two equations are virtually identical (and almost trivial),
we will just confirm the first.

By the definition and the linearity of integration,

FI [αφ + βψ] =
∫ ∞

−∞
[αφ(y)+ βψ(y)] e−i2πxy dy

=
∫ ∞

−∞

[
αφ(y) e−i2πxy + βψ(y) e−i2πxy] dy

= α

∫ ∞

−∞
φ(y) e−i2πxy dy + β

∫ ∞

−∞
ψ(y) e−i2πxy dy

= αFI [φ] + βFI [ψ] .
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278 The Fourier Integral Transforms

!�Example 19.3: Let a > 0 . From previous examples and exercises we know

FI
[
eay step(−y)

]∣∣
x = 1

a − i2πx
, FI

[
e−ay step(y)

]∣∣
x = 1

a + i2πx
,

and

e−a|y| = eay step(−y) + e−ay step(y) .

Using these equations and the linearity of the transform,

FI

[
e−a|y|

]∣∣∣
x

= FI
[
eay step(−y)+ e−ay step(y)

]∣∣
x

= FI
[
eay step(−y)

]∣∣
x + FI

[
e−ay step(y)

]∣∣
x

= 1

a − i2πx
+ 1

a + i2πx

= a + i2πx

(a − i2πx)(a + i2πx)
+ a − i2πx

(a + i2πx)(a − i2πx)

= 2a

a2 + 4π2x2
.

?�Exercise 19.6: Let

f (y) =
{ −eay if y < 0

e−ay if 0 < y

where a is any positive number. Show that

FI [ f ]|x = −i4πx
a2 + 4π2x2

.

Also, sketch the graphs of f and its transform.

19.4 Invertibility
The astute reader has probably noticed that our notation and terminology suggest that the Fourier
inverse integral transform, F −1

I , is the inverse transform of the Fourier integral transform, F I .
That reader even may have recalled something suggesting this relation in the summary at the end
of our derivation of the formulas which inspired the integral transform formulas of this chapter.
Let us quote that summary, with a certain phrase emphasized:

… we have actually derived (provided our many assumptions are valid) the follow-
ing:

If f is a “reasonably nice” function on � , and if F is the function
constructed from f by

F(ω) =
∫ ∞

−∞
f (t) e−i2πωt dt ,

then the original function f can be recovered from F through the
formula

f (t) =
∫ ∞

−∞
F(ω) ei2πωt dω .
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Condensing this statement and using the notation developed in this chapter give us:

Provided the many assumptions made in chapter 17 are valid:

If f and F are two “reasonably nice” functions on � with

F = FI [ f ] ,

then

f = F −1
I [F] .

Unfortunately, not only was the above derived with limited concern for rigor, it turns out
that the “many assumptions” made in its derivation are, in general, not valid. In particular, it is
quite possible to have a piecewise continuous, absolutely integrable function f whose Fourier
integral transform, F = FI [ f ] , is not absolutely integrable. In that case, we don’t even have
F −1
I [F] defined. For example, from exercise 19.1 we know that the Fourier integral transform

of
f (t) = e−t step(t)

is

F(ω) = 1

1+ i2πω
,

which is easily shown not to be in A (see exercise 18.7 on page 258). So this function is not
even in the domain of the Fourier inverse integral transform.

Fortunately, there are some very important functions in A whose integral transforms are
also in A . For these functions we have the following theorem, which is so important that we
will henceforth refer to it as the fundamental theorem on invertibility.

Theorem 19.5 (fundamental theorem on invertibility)
Let f and F be two piecewise continuous, absolutely integrable functions on the real line.
Then4

F = FI [ f ] ⇐⇒ F −1
I [F] = f .

This theorem assures us that our non-rigorously derived claim that

f (t) =
∫ ∞

−∞
F(ω) ei2πωt dω

whenever

F(ω) =
∫ ∞

−∞
f (t) e−i2πωt dt

is true provided both f and F are in A .
Another useful way to state the fundamental theorem on invertibility is:

Theorem 19.5 ′ (fundamental theorem on invertibility, alternative version)
Let φ be in A and assume that FI [φ] and F −1

I [φ] are in A . Then

F −1
I

[
FI [φ]] = φ and FI

[
F −1
I [φ]] = φ .

?�Exercise 19.7: Convince yourself that theorems 19.5 and 19.5 ′ are equivalent.

4 The “⇐⇒ ” is a graphic shorthand for “if and only if”.
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280 The Fourier Integral Transforms

A good proof of the fundamental theorem on invertibility is nontrivial. Our proof (a good
proof) will require mathematical machinery that will be developed over the next several chapters.
For that reason, we will wait to prove this theorem. We will not wait, however, to use it. The
fundamental theorem on invertibility is just too useful in applications and too important in
developing the theory of Fourier transforms.5

!�Example 19.4: Consider the two functions

f (x) = e−|x | and F(x) = 2

1+ 4π2x2
.

Both are continuous and easily shown to be absolutely integrable on the real line (see exercise
18.6 on page 258 and example 18.7). Furthermore, from example 19.3 we know that

FI

[
e−|y|]∣∣∣

x
= 2

1+ 4π2x2
.

The fundamental theorem on invertibility then tells us that

e−|y| = F −1
I

[
2

1+ 4π2x2

]∣∣∣∣
y

.

This is certainly an easy way to find this inverse integral transform, much easier than directly
computing the integral in the integral formula,

F −1
I

[
2

1+ 4π2x2

]∣∣∣∣
y

=
∫ ∞

−∞
2

1+ 4π2x2
ei2πxy dx .

19.5 Other Integral Formulas (A Warning)

Warning!
Not everyone uses the same set of integral formulas for the Fourier integral transforms.

Our choice, equations (19.1) and (19.2), is one of the more commonly used sets of integral
formulas for defining FI and F −1

I , but it is not the only possible set. For example, many
engineers prefer to define the direct Fourier integral transform by

FI [φ]|x =
∫ ∞

−∞
φ(y) e−i xy dy .

To ensure that the corresponding theorem on invertibility holds, they then define the correspond-
ing inverse integral transform by

F −1
I [φ]|x = 1

2π

∫ ∞

−∞
φ(y) eixy dy .

5 Using an unproven theorem to develop a mathematical theory and then using elements of that theory to prove the
theorem is somewhat risky. There is a danger of both wasting time on something that may not be true, and of falsely
verifying the theorem in question by using results based on assuming the theorem is true.

To avoid the circular argument that the fundamental theorem on invertibility is true because we are pretending it
is true, we will carefully avoid using this theorem when deriving results we will later use to prove the theorem. That
won’t be too difficult for us because I know which results we are going to use.
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Among mathematicians,
1√
2π

∫ ∞

−∞
φ(y) e−i xy dy

is often favored as the formula for the Fourier integral transform with

1√
2π

∫ ∞

−∞
φ(y) eixy dy

defining the corresponding Fourier inverse integral transform.
You will also find definitions with the signs in the exponents switched, say,

FI [φ]|x =
∫ ∞

−∞
φ(y) ei2πxy dy and F −1

I [φ]|x =
∫ ∞

−∞
φ(y) e−i2π i xy dy .

And other variations have surely been used. In general, you can obtain a perfectly valid
“theory of Fourier transforms” by starting with the defining formula

FI [φ]|x = B
∫ ∞

−∞
φ(y) e−i Axy dy

where A and B are any twononzero real numbers. The corresponding inverse integral transform
is then

F −1
I [φ]|x = A

2πB

∫ ∞

−∞
φ(y) ei Axy dy .

Whatever your choices of A and B , the basic ideas and manipulations remain the same. The
resulting formulas, of course, are slightly different for different choices of A and B . As
you can imagine, this can cause some difficulties, and care should be exercised when using
formulas, tables, or software from various sources. Be sure either to check that both you and the
other source are basing calculations on the same integral formula for the direct Fourier integral
transform, or that you know how to convert the other source’s formulas to your theory.

?�Exercise 19.8: Suppose we had used the definitions

FI [φ]|x =
∫ ∞

−∞
φ(y) e−i xy dy and F −1

I [φ]|x = 1

2π

∫ ∞

−∞
φ(y) eixy dy .

What then would be the formulas for

a: FI
[
e−ay step(y)

]∣∣
x ? (Compare with the results obtained in exercise 19.1.)

b: the principle of near-equivalence?

19.6 Some Properties of the Transformed Functions
As noted in the section on invertibility, a Fourier integral transform of an absolutely integrable
function might not, itself, be absolutely integrable. In other ways, however, these transforms
turn out to be fairly “nice”. Understanding just how these functions are “nice” will help simplify
some of our discussions later. It will also help us understand some of the limitations of the
classical theory of Fourier transforms.
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The Properties
Let φ be a piecewise continuous, absolutely integrable function on the real line (i.e., φ is in
A ), and let Ψ be either the direct Fourier integral transform of φ , F I [φ] , or the Fourier inverse
integral transform of φ , F −1

I [φ] . We can write this in a shorthand form as

Ψ (x) = F ∓
I [φ]|x =

∫ ∞

−∞
φ(y) e±i2πxy dy . (19.5)

It turns out that the integrability of φ forces Ψ to satisfy a number of “pointwise” properties.
Four that will be of interest to us are described in the following theorem.

Theorem 19.6
Let Ψ = F ∓

I [φ] where φ is in A . Then:

1. Ψ (0) =
∫ ∞

−∞
φ(y) dy .

2. Ψ is a bounded function. In fact, for each x on the real line,

|Ψ (x)| ≤
∫ ∞

−∞
|φ(y)| dy .

3. Ψ is a continuous function; that is, for every point x0 on the real line,

lim
x→x0

Ψ (x) = Ψ (x0) . (19.6)

4. Ψ (x) “vanishes at infinity”. More precisely,

lim
x→±∞Ψ (x) = 0 .

The first two properties are easily verified. The first is simply formula (19.5) with x = 0 .
Verifying the second property is almost as easy:

|Ψ (x)| =
∣∣∣∣∫ ∞

−∞
φ(y) e±i2πxy dy

∣∣∣∣ ≤
∫ ∞

−∞

∣∣∣φ(y) e±i2πxy∣∣∣ dy
=
∫ ∞

−∞
|φ(y)|

∣∣∣e±i2πxy∣∣∣ dy =
∫ ∞

−∞
|φ(y)| dy .

The third property, the continuity of Ψ , is worth a bit more discussion. When we rewrite
equation (19.6) using the definition of Ψ , we see that the claim of Ψ being continuous at x0
is equivalent to the claim of

lim
x→x0

∫ ∞

−∞
φ(y) e±i2πxy dy =

∫ ∞

−∞
φ(y) e±i2πx0y dy , (19.7)

or, equivalently, since the exponential is continuous,

lim
x→x0

∫ ∞

−∞
φ(y) e±i2πxy dy =

∫ ∞

−∞
lim
x→x0

φ(y) e±i2πxy dy . (19.8)

These equations may appear reasonable. This is, however, somewhat deceptive. It is quite
possible to have a continuous function f (x, y) such that

lim
x→x0

∫ β

α

f (x, y) dy �=
∫ β

α

lim
x→x0

f (x, y) dy
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(see exercise 18.17 on page 271). So the third property, above, assures us that this unfortunate
situation does not happen if f (x, y) = φ(y)e±i2πxy and φ is in A .

The proof of Ψ ’s continuity is a bit more involved than were the proofs of the previous
two properties. It will be discussed a little later in this section.

The statement of the fourth property is known as the Riemann–Lebesgue lemma.6 We
will also delay the proof of this property until later in this section, both because it is somewhat
detailed, and because we will need an inequality derived while proving the continuity of Ψ .
(For a geometric interpretation of the Riemann–Lebesgue lemma, see exercise 19.18 at the end
of this chapter.)

Look at what these properties tell us: If a given function is a Fourier integral transform of
an absolutely integrable function, then that function must be continuous and bounded, and must
vanish at infinity. Conversely, if a given function is not continuous, or is not bounded, or does
not vanish at infinity, then it cannot be a Fourier transform of an absolutely integrable function!
This fact will be important in determining which functions are transformable under the classical
theory of Fourier transforms.

!�Example 19.5: The pulse function pulsea(x) is not continuous at x = ±a . Thus,
pulsea(x) cannot be the Fourier integral transform (or Fourier inverse integral transform) of
any absolutely integrable, piecewise continuous function. (Combined with the fundamental
theorem on invertibility, this also tells us that the sinc function is not absolutely integrable on
the real line.)

!�Example 19.6: The function x−2 is not bounded — it blows up at x = 0 . Thus,
x−2 cannot be the Fourier integral transform (or Fourier inverse integral transform) of any
absolutely integrable, piecewise continuous function.

!�Example 19.7: The constant function f (x) = 1 does not vanish as x → ∞ . Thus,
it cannot be the Fourier integral transform (or Fourier inverse integral transform) of any
absolutely integrable, piecewise continuous function.

?�Exercise 19.9: Verify that all the transforms computed previously in this chapter are
bounded, continuous, and vanish at infinity.

?�Exercise 19.10: Which of the following functions cannot be the Fourier integral trans-
form (or Fourier inverse integral transform) of a absolutely integrable, piecewise continuous
function:

sin(x) , x2 , e−x2 , ln |x | and step(x) ?

?�Exercise 19.11: To see how transforms of functions from A can truly be “nicer” than the
original functions, come up with

a: an example of a function from A that is not bounded,

b: an example of a function from A that is not continuous, and

c: an example of a function from A that does not vanish at infinity.

6 There are several versions of the Riemann–Lebesgue lemma, including versions that arise in the study of Fourier
series. See, for example theorem 11.5 on page 140 and lemma 14.4 on page 179.
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Verifying the Continuity
Our goal here is to verify property 3 from theorem 19.6. That is, assuming φ is in A , we want
to show that

Ψ (x) =
∫ ∞

−∞
φ(y) e±i2πxy dy

is continuous at each point on the real line.
We should start by observing that if φ is zero everywhere on the real line, then Ψ also

vanishes on the real line and, so, is obviously continuous. Accordingly, for the rest of our
discussion we may (and will) assume φ is nonzero over some interval. This will ensure that we
don’t divide by zero at one point.

The quickest (legitimate) way to verify that Ψ is continuous would probably be to apply
the theorem on the continuity of an integral with a parameter (corollary 18.19 on page 265).
Instead, we’ll undertake a slightly more detailed analysis that will also give us a bound useful
in proving the Riemann–Lebesgue lemma. That analysis requires an equality and an inequality
that you can easily verify.

?�Exercise 19.12: Verify that∣∣∣e±i2Θ − 1
∣∣∣ = 2 |sin(Θ)| whenever Θ is a real number .

?�Exercise 19.13: Show that

|sin(Θ)| ≤ |Θ| whenever Θ is a real number .

To confirm the continuity of Ψ on the real line, we need to show that

lim
s→x

Ψ (s) = Ψ (x) for every x in � .

Letting s = x +�x this becomes

lim
�x→0

Ψ (x +�x) = Ψ (x) ,

which is the same as

lim
�x→0

|Ψ (x +�x) − Ψ (x)| = 0 .

Recall7 that, to confirm this last limit, it suffices to show there is a δε > 0 for each ε > 0 such
that

|Ψ (x +�x) − Ψ (x)| ≤ ε whenever |�x | < δε .

Wewill show this (and, hence, the continuity of Ψ ) byderiving, via several strings of inequalities,
a fairly explicit formula for δε .

So let ε be some arbitrary positive value. Using the identity from the first exercise above,
we see that

|Ψ (x +�x) − Ψ (x)| =
∣∣∣∣∫ ∞

−∞
φ(y) e±i2π(x+�x)y dy −

∫ ∞

−∞
φ(y) e±i2πxy dy

∣∣∣∣
=
∣∣∣∣∫ ∞

−∞
φ(y) e±i2πxy

[
e±i2π�x y − 1

]
dy

∣∣∣∣
7 This may be a good time to review A Refresher on Limits starting on page 27.
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≤
∫ ∞

−∞

∣∣∣φ(y) e±i2πxy [e±i2π�x y − 1
]∣∣∣ dy

= 2
∫ ∞

−∞
|φ(y)| |sin(π�x y)| dy . (19.9)

From lemma 18.11 on page 261 we know there is a finite distance lε such that∫ −lε

−∞
|φ(y)| dy ≤ 1

8
ε and

∫ ∞

lε

|φ(y)| dy ≤ 1

8
ε .

Using this, the inequality from exercise 19.13, and the fact that the sine function is bounded by
1 , we get∫ ∞

−∞
|φ(y)| |sin(π�x y)| dy

=
∫ −lε

−∞
|φ(y)| |sin(π�x y)| dy +

∫ lε

−lε

|φ(y)| |sin(π�x y)| dy

+
∫ ∞

lε

|φ(y)| |sin(π�x y)| dy

≤
∫ −lε

−∞
|φ(y)| dy +

∫ lε

−lε

|φ(y)| |π�x y| dy +
∫ ∞

lε

|φ(y)| dy

≤ 1

4
ε + |�x |π

∫ lε

−lε

|φ(y)| |y| dy . (19.10)

But, ∫ lε

−lε

|φ(y)| |y| dy ≤
∫ lε

−lε

|φ(y)| lε dy ≤ lε

∫ ∞

−∞
|φ(y)| dy .

Combining this with inequalities (19.9) and (19.10) gives us

|Ψ (x +�x) − Ψ (x)| ≤ 2
∫ ∞

−∞
|φ(y)| |sin(π�x y)| dy

≤ 1

2
ε + |�x | 2πlε

∫ ∞

−∞
|φ(y)| dy .

Thus, setting

δε = 1

2
ε

(
2πlε

∫ ∞

−∞
|φ(y)| dy

)−1
,

we have that, whenever |�x | < δε ,

|Ψ (x +�x) − Ψ (x)| ≤ 1

2
ε + |�x | 2πlε

∫ ∞

−∞
|φ(y)| dy

≤ 1

2
ε + 1

2
ε

(
2πlε

∫ ∞

−∞
|φ(y)| dy

)−1
2πlε

∫ ∞

−∞
|φ(y)| dy

= 1

2
ε + 1

2
ε = ε .
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286 The Fourier Integral Transforms

By deriving a formula for δε that does not depend on x , we have actually shown that Ψ is
not merely continuous on the real line — it is uniformly continuous. For reference in our proof
of the Riemann–Lebesgue lemma, let us formally re-state what we have just derived.

Lemma 19.7
Assume φ is a nontrivial function A , and let

Ψ (x) =
∫ ∞

−∞
φ(y) e±i2πxy dy .

For each ε > 0 , let lε be any positive value such that∫ −lε

−∞
|φ(y)| dy ≤ 1

8
ε and

∫ ∞

lε

|φ(y)| dy ≤ 1

8
ε .

Also, let

δε = 1

2
ε

(
2πlε

∫ ∞

−∞
|φ(y)| dy

)−1
.

Then
|Ψ (x̄) − Ψ (x)| ≤ ε whenever |x̄ − x | < δε .

Verifying the Riemann–Lebesgue Lemma
Since the fourth property described in theorem 19.6 is, itself, a famous theorem in integration
theory (although traditionally called a lemma), let us state it as such:

Theorem 19.8 (Riemann–Lebesgue lemma)
Let φ be absolutely integrable and piecewise continuous on the real line, and let

Ψ (x) =
∫ ∞

−∞
φ(y) e±i2πxy dy .

Then

lim
x→±∞Ψ (x) = 0 .

PROOF: Again, the claim of this theorem is clearly true if φ is zero everywhere on the real
line. So, in what follows we may (and will) make the additional assumption that φ is nonzero
over some interval.

By the basic definition, it will suffice to show that, for any ε > 0 , there is a corresponding
distance Xε such that

|Ψ (x)| ≤ ε whenever Xε ≤ |x | .

We will show this by using the uniform continuity of Ψ derived in the previous section along
with the version of the Riemann–Lebesgue lemma obtained for Fourier series in chapter 14.

We start by letting ε be any positive value. Set γ = ε/3 , choose lγ to be any positive real
number such that∫ −lγ

−∞
|φ(y)| dy ≤ 1

8
γ and

∫ ∞

lγ

|φ(y)| dy ≤ 1

8
γ ,
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and set

δε = 1

2
γ

(
2πlγ

∫ ∞

−∞
|φ(y)| dy

)−1
.

Remember, from lemma 19.7, we know

|Ψ (x) − Ψ (x̄)| ≤ γ whenever |x − x̄ | ≤ δε . (19.11)

Now (this is the clever part) choose any finite real value p large enough that

1

p
< δε and 2lγ < p . (19.12)

For convenience, let ν = 1/p . Observe that, by inequality (19.11) and the first inequality in
set (19.12),

|Ψ (x) − Ψ (x̄)| ≤ γ whenever |x − x̄ | ≤ ν . (19.13)

Next consider Ψ (kν) for k = 0, ±1, ±2, . . . . From the second of the two inequalities in
set (19.12), ∣∣∣∣∫ −p/2

−∞
φ(y) e±i2πkνy dy

∣∣∣∣ ≤
∫ −p/2

−∞

∣∣∣φ(y) e±i2πkνy∣∣∣ dy
=
∫ −p/2

−∞
|φ(y)| dy

≤
∫ −lγ

−∞
|φ(y)| dy ≤ 1

8
γ .

Likewise ∣∣∣∣∫ ∞

p/2

φ(y) e±i2πkνy dy
∣∣∣∣ ≤ 1

8
γ .

So,

|Ψ (kν)| =
∣∣∣∣∫ ∞

−∞
φ(y) e±i2πkνy dy

∣∣∣∣
≤
∣∣∣∣∫ −p/2

−∞
φ(y) e±i2πkνy dy

∣∣∣∣ +
∣∣∣∣∫ p/2

−p/2

φ(y) e±i2πkνy dy
∣∣∣∣

+
∣∣∣∣∫ ∞

p/2

φ(y) e±i2πkνy dy
∣∣∣∣

≤ 1

4
γ +

∣∣∣∣∫ p/2

−p/2

φ(y) e±i2πkνy dy
∣∣∣∣ . (19.14)

But, from the Riemann–Lebesgue lemma for Fourier series (lemma 14.4 on page 179), we also
know that

lim
k→±∞

∫ p/2

−p/2

φ(y) e±i2πkνy dy = 0 ,

which means that there must be a positive integer Nγ such that∣∣∣∣∫ p/2

−p/2

φ(y) e±i2πkνy dy
∣∣∣∣ ≤ γ whenever Nγ ≤ |k| .
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288 The Fourier Integral Transforms

With this and inequality (19.14) we then have

|Ψ (kν)| ≤ 1

4
γ + γ < 2γ whenever Nγ ≤ |k| . (19.15)

Finally, set Xε = Nγ ν , and let x be any real value with |x | ≥ Xε . Clearly, if x is
positive, then it must be within ν of one of the following points:

Nγ ν , (1+ Nγ )ν , (2+ Nγ )ν , (3+ Nγ )ν , . . . ;

while if x is negative, then it must be within ν of one of the following points:

−Nγ ν , − (1+ Nγ )ν , − (2+ Nγ )ν , (−3+ Nγ )ν , . . . .

In other words, there is an integer k with Nγ ≤ |k| such that |x − kν| ≤ ν . Thus, we can
apply both inequalities (19.13) and (19.15), obtaining

|Ψ (x)| = |Ψ (kν) + Ψ (x) − Ψ (kν)|
≤ |Ψ (kν)| + |Ψ (x) − Ψ (kν)| < 2γ + γ ,

which, because γ = ε/3 and x is any real value with |x | ≥ Xε , means that

|Ψ (x)| ≤ ε whenever Xε ≤ |x | .

Additional Exercises

19.14. In the following, a and b denote real numbers with a > 0 .

a. Find FI

[
e(−a+ib)x step(x)

]∣∣∣
y
by computing the appropriate integral.

b. Using your answer to the above, find each of the following:

i. FI

[
e(−2+i3)x step(x)

]∣∣∣
5

ii. FI

[
e(−2−i3)x step(x)

]∣∣∣
5

iii. FI

[
e(−a−ib)x step(x)

]∣∣∣
y

c. Find each of the following. Do not evaluate any integrals. Instead, use your answers
to the above and near-equivalence.

i. F −1
I

[
e(−a+ib)x step(x)

]∣∣∣
y

ii. FI

[
e(a+ib)x step(−x)

]∣∣∣
y

iii. F −1
I

[
e(a+ib)x step(−x)

]∣∣∣
y

d. Find each of the following using your answers to the above and linearity.

i. FI

[
e−a|x |eibx

]∣∣∣
y

ii. FI
[
e−ax cos(bx) step(x)

]∣∣
y (Hint: Express the cosine in terms of complex ex-

ponentials.)
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19.15 a. Find each of the following by computing the integral in the integral formula.

i. FI
[
rect(0,1)(x)

]∣∣
y ii. FI

[
x rect(0,1)(x)

]∣∣
y

b. Verify that rect(−1,0)(x) = rect(0,1)(−x) and find the following using your answers
to the above, near-equivalence, and linearity.

i. FI
[
rect(−1,0)(x)

]∣∣
y ii. FI

[
x rect(−1,0)(x)

]∣∣
y

iii. F −1
I

[
rect(−1,0)(x)

]∣∣
y iv. FI

[
(1+ x) rect(−1,0)(x)

]∣∣
y

v. FI
[
(1− x) rect(0,1)(x)

]∣∣
y

c. The basic triangle function tri(x) is given by

tri(x) =

⎧⎪⎪⎨⎪⎪⎩
1+ x if −1 < x < 0

1− x if 0 < x < 1

0 otherwise

.

i. Sketch the graph of this function.

ii. Express this function in terms of rectangle functions.

iii. Using results from previous problems and properties of the transforms, show that

FI [tri]|y = sinc2(πy) .

19.16. In the following, φ denotes a piecewise continuous, absolutely integrable function on
the real line.

a. Assume φ is real valued and even. Show that FI [φ] is also real valued and even,
and that

FI [φ]|x = 2
∫ ∞

0
φ(y) cos(2πxy) dy .

b. Assume φ is real valued and odd. Show that FI [φ] is imaginary valued and odd,
and that

FI [φ]|x = 2i
∫ ∞

0
φ(y) sin(2πxy) dy .

19.17. Let a > 0 ,

h(y) = e−a|y| and H(x) = 2a

a2 + 4π2x2
.

From the work in this and the previous chapter, we know that both of these functions
are in A and that H = FI [h] . Thus, by the fundamental theorem on invertibility,

h(y) = F −1
I [H ]|y =

∫ ∞

−∞
2a

a2 + 4π2x2
ei2πxy dx .

Use this fact in doing the following exercises.

a. Find the following transforms:

i. F −1
I

[
1

a2 + 4π2x2

]∣∣∣∣
y

ii. FI

[
1

a2 + 4π2x2

]∣∣∣∣
y
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290 The Fourier Integral Transforms

X

Figure 19.2: The graph of the function f (x) for exercise 19.18.

iii. FI

[
1

a2 + x2

]∣∣∣∣
y

(Hint: Multiply the numerator and denominator by 4π 2 .)

b. Evaluate the following integrals:

i.
∫ ∞

−∞
ei2πx

1+ 4π2x2
dx ii.

∫ ∞

−∞
ei4πx

9+ 4π2x2
dx

iii.
∫ ∞

−∞
1

1+ 4π2x2
dx iv.

∫ ∞

−∞
sin(2πx)

1+ 4π2x2
dx

v.
∫ ∞

−∞
cos(2πx)

1+ 4π2x2
dx

19.18. Let F = F −1
I [ f ]|y where f is the function sketched in figure 19.2. Go ahead and

assume f is real valued, continuous, and absolutely integrable.

a. Sketch, as a functionof x , the real and imaginary parts of f (x) e−i2πxy for somefixed
positive value y (choose y large enough that your graphs contain several “humps”).

b. What happens to the graphs of the real and imaginary parts of f (x) e−i2πxy as y
gets larger? In particular, what about the areas contained in adjacent “humps” above
and below the X–axis?

c. Develop a geometric (and non-rigorous) argument that F(y) → 0 as y → ∞
based on the “near-cancellation of areas in adjacent ‘humps’ in the graphs of the real
and imaginary parts of f (x) e−i2πxy ”. (This is the geometric interpretation of the
Riemann–Lebesgue lemma.)
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Classically Transformable Functions

We know that

FI
[
e−y step(y)

]∣∣
x =

∫ ∞

−∞
e−y step(y) e−i2πxy dy = 1

1+ i2πx
.

Now if (1 + i2πx)−1 , the function on the right-hand side of these equations, were absolutely
integrable on the real line, then its integral inverse Fourier transform would be defined by the
integral formula for F −1

I , and the fundamental theorem on invertibility would assure us that

F −1
I

[ 1

1+ i2πx

]∣∣∣
y

=
∫ ∞

−∞
1

1+ i2πx
ei2πxy dx = e−y step(y) .

But, as you verified in exercise 18.7 on page 258, (1 + i2πx)−1 is not absolutely integrable.
So, we cannot invoke the fundamental theorem on invertibility to evaluate its Fourier inverse
integral transform.

In fact, since (1+i2πx)−1 is not absolutely integrable, its Fourier inverse integral transform
is not even defined.

So why don’t we just

define F −1
I

[ 1

1+ i2πx

]∣∣∣
y

to be e−y step(y) ?

Basically, that is just what we will do in this chapter. We will extend our definitions for the
Fourier transforms in this and one other rather obvious manner, and we will verify

1. that these extensions are legitimate extensions (i.e., give the same results as the integral
transforms of chapter 19 when used to compute the transforms of functions in A ),

and

2. that the properties of linearity, near-equivalence, and invertibility hold using the extended
definitions.

On occasion, we will refer to some formulas derived in chapter 19. To simplify matters,
these formulas are summarized in table 20.1.

291
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292 Classical Fourier Transforms

Table 20.1: Selected Integral Transforms from Chapter 19

f (y) F(x) = FI [ f (y)]|x Restrictions See

f (y)
∫ ∞
−∞

f (y) e−i2πxy dy f ∈ A formula 19.1,
page 273

pulsea(y) 2a sinc(2πax) 0 < a
example 19.1,
page 274

e−ay step(y) 1

a + i2πx
0 < a

exercise 19.1,
page 274

eay step(−y)
1

a − i2πx
0 < a

exercise 19.3,
page 276

e−a|y| 2a

a2 + 4π2x2
0 < a

example 19.3,
page 278

1

a2 + y2
π

a
e−2πa|x | 0 < a

exercise 19.17,
page 289

20.1 The First Extension
The Set of Integral Transforms
Recall again that A denotes the set of all functions that are piecewise continuous and absolutely
integrable on the entire real line. For convenience, T will denote the set of all functions on �

that are Fourier integral transforms of functions from A . That is,

T = {
Ψ : Ψ = FI [φ] for some φ inA } .

This will allow us to say “Ψ is in T ” as a shorthand for “Ψ is the Fourier integral transform
of some piecewise continuous, absolutely integrable function on the real line.”

The astute reader probably already realizes that, because of the near-equivalence of the
transforms, T is also the set of all Fourier inverse integral transforms of functions in A ,

T = {
Ψ : Ψ = F −1

I [φ] for some φ inA } .

Thus, we can also use the phrase “Ψ is in T ” as shorthand for “Ψ is the Fourier inverse integral
transform of some piecewise continuous, absolutely integrable function on the real line.”

Our basic plan is to define, say, the inverse transform of any given Ψ in T to be the function
φ in A such that Ψ = FI [φ] . This plan will work fine so long as there is only one function
φ for which Ψ = FI [φ] . If there is a second function ψ with Ψ = FI [ψ] , then we have a
problem. Just which function, φ or ψ , do we use as the inverse transform Ψ ? Fortunately, as
our next lemma states, this difficulty does not arise.

Lemma 20.1 (uniqueness of the integral transforms)
Let Ψ be a function in T . Then there is exactly one function f in A such that Ψ = F I [ f ] ,
and there is exactly one function g in A such that Ψ = F −1

I [g] . Moreover, g(x) = f (−x) .

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

The First Extension 293

PROOF: Because of what it means for Ψ to be in T , there must be at least one function f
in A with Ψ = FI [ f ] . Let g be the corresponding function given by g(x) = f (−x) . By
the principle of near-equivalence (theorem 19.1 on page 275) g is also in A and

Ψ = FI [ f ] = F −1
I [g] .

Thus, there is at least one f in A and one g in A such that Ψ = F I [ f ] , Ψ = F −1
I [g] , and

g(x) = f (−x) .
What remains is to verify that f is the only functionwhose direct Fourier integral transform

is Ψ . To do this, let φ be any function in A satisfying Ψ = F I [φ] . By linearity (theorem19.4),
we know that φ − f is in A and that

FI [φ − f ] = FI [φ] − FI [ f ] = Ψ − Ψ = 0 .

But the zero function is certainly piecewise continuous and absolutely integrable on the real line.
So the fundamental theorem on invertibility (theorem 19.5 on page 279) assures us that

φ − f = F −1
I [0] =

∫ ∞

−∞
0 · ei2πxy dy = 0 .

Therefore,
φ = f .

Virtually identical arguments can be used to show that there are no functions in A other
than g whose Fourier inverse integral transform equals Ψ . (Or you can use near-equivalence
and the fact that f is the only function in A whose Fourier integral transform equals Ψ .)

Transforms of Integral Transforms
In light of our last lemma, we can now define the Fourier transforms of functions in T . Since
integrals are not directly used in these definitions, wewill not refer to them as integral transforms,
and we will not include that irritating subscript I in the notation.

Let Ψ be a function in T . The (direct) Fourier transform of Ψ , denoted by F [Ψ ] , is
defined to be the function in A whose Fourier inverse integral transform equals Ψ . In other
words, we define F [Ψ ] to be the absolutely integrable, piecewise continuous function g that
makes the following mathematical statement true:

F [Ψ ] = g ⇐⇒ Ψ (x) = F −1
I [g]|x =

∫ ∞

−∞
g(y) ei2πxy dy .

Likewise, the inverse Fourier transform of Ψ , denoted by F −1[Ψ ] , is defined to be the function
in A whose direct Fourier integral transform equals Ψ . That is, F −1[Ψ ] is defined to be the
absolutely integrable, piecewise continuous function f that makes the following mathematical
statement true:

F −1[Ψ ] = f ⇐⇒ Ψ (x) = FI [ f ]|x =
∫ ∞

−∞
f (y) e−i2πxy dy .

!�Example 20.1: Because e−y step(y) is in A , and

F −1
I

[
e−y step(y)

]∣∣
x =

∫ ∞

−∞
e−y step(y) ei2πxy dy = 1

1− i2πx
,
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294 Classical Fourier Transforms

the function (1− i2πx)−1 is in T and

F
[ 1

1− i2πx

]∣∣∣
y

= e−y step(y) .

?�Exercise 20.1: Verify that

F −1[ 1

1+ i2πx

]∣∣∣
y

= e−y step(y) .

There are functions that are in both A and T . For each such function Ψ we have two
definitions for a direct Fourier transform: the integral transform definition,

FI [Ψ ]|y =
∫ ∞

−∞
Ψ (x) e−i2πxy dx ,

and the one developed in this section,

F [Ψ ] = φ where φ is the function in A such that Ψ = F −1
I [φ] .

Since Ψ and φ are both absolutely integrable, and Ψ = F −1
I [φ] , the fundamental theorem on

invertibility holds and tells us that FI [Ψ ] = φ . Thus,

F [Ψ ] = φ = FI [Ψ ] .

Likewise, in this case, we can easily verify that

F −1[Ψ ] = F −1
I [Ψ ] .

For future reference, let us state this little observation as a lemma.

Lemma 20.2
Let Ψ be a function in both A and T . Then

F [Ψ ] = FI [Ψ ] and F −1[Ψ ] = F −1
I [Ψ ] .

!�Example 20.2: From previous work we know that the functions

2

1+ 4π2x2
and e−|y|

are both absolutely integrable and that

2

1+ 4π2x2
= FI

[
e−|y|]∣∣∣

x
.

By the definition in this section

F −1
[

2

1+ 4π2x2

]∣∣∣∣
y

= e−|y| ,

which is exactly the same as was obtained for

F −1
I

[
2

1+ 4π2x2

]∣∣∣∣
y

in example 19.4 on page 280.
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Basic Properties
The last lemma above tells us that our new definitions of the Fourier transforms are equivalent
to the old definitions when both definitions can be applied. This is reassuring. Now let’s see if
linearity, near-equivalence, and invertibility hold with our new definition.

First of all, observe that, by the definition of the Fourier transforms on T , we automatically
have the following invertibility lemma.

Lemma 20.3
Let φ be in A , and let Ψ be in T . Then

Ψ = FI [φ] ⇐⇒ F −1[Ψ ] = φ

and

φ = F [Ψ ] ⇐⇒ F −1
I [φ] = Ψ .

Linearity and near-equivalence follow fairly directly from the linearity and near-equivalence
of the integral transforms.

Lemma 20.4
Let φ and ψ be any two functions in T , and let a and b be any two complex numbers. Then
the linear combination aφ + bψ is in T . Moreover,

F [aφ + bψ] = aF [φ] + bF [ψ] (20.1)

and

F −1[aφ + bψ] = aF −1[φ] + bF −1[ψ] . (20.2)

PROOF: Let f = F [φ] and g = F [ψ] . By the definition of transforms of functions in T ,
f and g must be the two functions in A such that φ = F −1

I [ f ] and ψ = F −1
I [g] . Since we

know the integral transforms of functions in A are linear, we know that a f + bg is in A and
that

aφ + bψ = aF −1
I [ f ] + bF −1

I [g] = F −1
I [a f + bg] ,

showing that the linear combination aφ + bψ , being a Fourier inverse integral transform of a
function in A , is in T . By the definition, the direct Fourier transform of this linear combination
is obtained by “inverting” this last equality. Doing this inversion and using the definitions of f
and g give

F [aφ + bψ] = a f + bg = aF [φ] + bF [ψ] ,

confirming equation (20.1). Equation (20.2) can then be confirmed by virtually identical argu-
ments using f = F −1[φ] and g = F −1[ψ] . The details will be left as an exercise.

?�Exercise 20.2: Prove that equation (20.2) holds in the above lemma.

Lemma 20.5
Let φ(y) be a function in T . Then the function φ(−y) is also in T . Moreover,

F [φ(y)]|x = F −1[φ(y)]|−x = F −1[φ(−y)]|x (20.3)

and

F −1[φ(y)]|x = F [φ(y)]|−x = F [φ(−y)]|x . (20.4)
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296 Classical Fourier Transforms

PROOF: Let g = F [φ] and f = F −1[φ] . From the definition of the Fourier transforms of
φ and lemma 20.1, we know f and g are in A and that

φ(y) = FI [ f (x)]|y , φ(y) = F −1
I [g(x)]|y ,

and

g(x) = f (−x) .

By the definitions of f and g , this last equality can be written as

F [φ(y)]|x = F −1[φ(y)]|−x ,

verifying the first equality in equation set (20.3).
Using the first equality in the above list and the fact that near-equivalence holds for the

integral transforms, we see that

φ(−y) = FI [ f (x)]|−y = FI [ f (−x)]|y ,

verifying that φ(−y) is in T . Moreover, inverting this last line and using the definition of f
gives

F −1[φ(−y)]|x = f (−x) = F −1[φ(y)]|−x ,

which verifies the second equality in equation set (20.3).
As was probably expected, verifying equation set (20.4) is left as an exercise.

?�Exercise 20.3: Verify the equations in line (20.4) of the above lemma.

20.2 The Set of Classically Transformable Functions
The two function sets A and T can be viewed as the two components of the set of all functions
for which the “classical” Fourier transforms can be defined. Accordingly, we will say that a
function ψ is classically transformable if and only if ψ can be written

ψ = ψA + ψT

where ψA is some function in A and ψT is some function in T .
Several simple observations are worth making at this point. The first is that, by this defi-

nition, any function in A or in T is automatically classically transformable. This is because
the zero function is in both A and T , and thus, can always serve as either ψA or ψT . For
example, we know that the function ψ(x) = e−x step(x) is in A . This function also satisfies
our definition for being classically transformable since

e−x step(x) = ψA + ψT

where

ψA(x) = e−x step(x) and ψT (x) = 0 .

A second observation is that the choice of ψA and ψT is not unique. Consider, for example, the
function ψ(x) = e−|x | . This function is in both A and T . This means that we could use the
pair

ψA(x) = e−|x | and ψT (x) = 0 ,

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

The Set of Classically Transformable Functions 297

or the pair
ψA(x) = 0 and ψT (x) = e−|x | .

We could also use the pair

ψA(x) = 1

2
e−|x | and ψT (x) = 1

2
e−|x | .

or even
ψA(x) = 1

3
e−|x | + 1

1+ x2
and ψT (x) = 2

3
e−|x | − 1

1+ x2
,

since
(
1+ x2

)−1 is also in both A and T .
For the final observation, consider finding the (direct) Fourier transform of any classically

transformable function
ψ = ψA + ψT .

Since ψA is in A , its Fourier transform is given by the integral transform F I [ψA ] . Since ψT is
in T , its Fourier transform, F [ψT ] , is as defined in the previous section. Technically, we have
not yet defined F [ψ] , the Fourier transform of the sum of ψA and ψT , but really, is there any
question as to howwe should define F [ψ] ? We should, naturally, assume the Fourier transform
is linear, and define F [ψ] by

F [ψ] = Fourier transform of ψA + ψT

= Fourier transform of ψA + Fourier transform of ψT

= FI
[
ψA
] + F

[
ψT
]

. (20.5)

That is our last simple observation of this section.
A few readers may feel uneasy about equation (20.5) because of the many possible choices

for ψA and ψT .
1 Can we be sure that the above computation for F [ψ] will give the same result

using a different choice for ψA and ψT ? That is, if

ψ = ψA + ψT = φA + φT

where ψA , ψT and φA , φT are two different pairs of functions with ψA and φA in A , and
ψT and φT in T , are we then certain that computing F [ψ] by

F [ψ] = F
[
ψA + ψT

] = FI
[
ψA
] + F

[
ψT
]

gives the same result as computing F [ψ] by

F [ψ] = F
[
φA + φT

] = FI
[
φA
] + F

[
φT
]

?

Or is there a danger that

FI
[
ψA
] + F

[
ψT
] �= FI

[
φA
] + F

[
φT
]

? (20.6)

To allay fears in this regard, note that, since

ψA + ψT = ψ = φA + φT ,

we must have

ψA − φA = φT − ψT . (20.7)

1 If you trust equation (20.5), you can skip to the next section.
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298 Classical Fourier Transforms

Since the right-hand side of this equation is a linear combination of functions in T , we have,
using the definition for transforms of functions in T ,

F
[
φT − ψT

] = F
[
φT
] − F

[
ψT
]

. (20.8)

On the other hand, the left-hand side of equation (20.7), being a linear combination of functions
in A , is another function in A . Thus, each side of this equation is a function in both A and
T , and we have

F
[
φT − ψT

] = F
[
φA − ψA

] = FI
[
ψA − φA

] = FI
[
ψA
] − FI

[
φA
]

. (20.9)

Combining equations (20.8) and (20.9) gives

FI
[
ψA
] − FI

[
φA
] = F

[
φT − ψT

] = F
[
φT
] − F

[
ψT
]

.

After cutting out the middle and doing some elementary algebra, this becomes

FI
[
ψA
] + F

[
ψT
] = FI

[
ψA
] + F

[
φT
]

.

So inequality (20.6) is not possible, and we are assured that computing F [ψ] by
F [ψ] = F

[
ψA + ψT

] = FI
[
ψA
] + F

[
ψT
]

gives the same result as computing F [ψ] by

F [ψ] = F
[
φA + φT

] = FI
[
φA
] + F

[
φT
]

.

20.3 The Complete Classical Fourier Transforms
Definition
Let ψ be any classically transformable function. To define the (direct) (classical) Fourier
transform of ψ and the (classical) Fourier inverse transform of ψ , denoted, respectively, by
F [ψ] and F −1[ψ] , let ψA and ψT be any pair of functions with ψA in A , ψT in T , and

ψ = ψA + ψT .

We then define F [ψ] and F −1[ψ] by

F [ψ] = FI
[
ψA
] + F

[
ψT
]

(20.10)

and

F −1[ψ] = F −1
I

[
ψA
] + F −1[ψT

]
. (20.11)

Remember that FI [ψA ] and F −1
I [ψA ] are given by the integral formulas from chapter 19,

FI
[
ψA
]∣∣
x =

∫ ∞

−∞
ψA(y) e

−i2πxy dy

and

F −1
I

[
ψA
]∣∣
x =

∫ ∞

−∞
ψA(y) e

i2πxy dy ;
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while F
[
ψT
]
and F −1[ψT

]
are as defined in the first section of this chapter,

F
[
ψT
] = g where g is the function in A such that ψT = F −1

I [g]
and

F −1[ψT
] = f where f is the function in A such that ψT = FI [ f ] .

Together, F [ψ] and F −1[ψ] are called the (classical) Fourier transforms of ψ , though
F [ψ] is commonly referred to as “the” (classical) Fourier transform of ψ . The processes of
changing a classically transformable function ψ to F [ψ] and to F −1[ψ] are also referred to
as the (classical) Fourier transforms. Naturally, of course, the process of converting ψ to F [ψ]
is called the (classical) (direct) Fourier transform and is denoted by F , while the process of
converting ψ to F −1[ψ] is called the (classical) Fourier inverse transform and is denoted by
F −1 .

It should be clear from our definitions and earlier discussions that the above definitions for
F [ψ] and F −1[ψ] reduce to earlier definitions when ψ is in either A or T . In particular,
if ψ is piecewise continuous and absolutely integrable, then, using ψA = ψ and ψT = 0 ,
equations (20.10) and (20.11) become

F [ψ]|x = FI [ψ]|x =
∫ ∞

−∞
ψ(y) e−i2πxy dy

and

F −1[ψ]|x = F −1
I [ψ]|x =

∫ ∞

−∞
ψ(y) ei2πxy dy .

Something else worth noticing is that the right-hand sides of formulas (20.10) and (20.11)
are, themselves, sums of functions in A and T . Thus, they are classically transformable
functions. This is a fact which we will use so much (and usually without thinking) that we
should state it as a theorem.

Theorem 20.6
Let ψ be a classically transformable function. Then its classical transforms, F [ψ] and
F −1[ψ] , are also classically transformable functions.

Some Fundamental Properties
Based on past sections, you probably now expect some theorems regarding linearity, near-
equivalence, and invertibility.

Here they are:

Theorem 20.7 (linearity)
Let φ and ψ be any twoclassically transformable functions, and let a and b be any twocomplex
numbers. Then the linear combination aφ + bψ is classically transformable. Moreover,

F [aφ + bψ] = aF [φ] + bF [ψ] (20.12)

and

F −1[aφ + bψ] = aF −1[φ] + bF −1[ψ] . (20.13)
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300 Classical Fourier Transforms

PROOF: Since φ and ψ are classically transformable, there are functions φA and ψA in A ,
and functions φT and ψT in T such that

φ = φA + φT and ψ = ψA + ψT .

Clearly then,
aφ + bψ = ΨA + ΨT

where

ΨA = aφA + bψA and ΨT = aφT + bψT ,

whichwe know to be in A and T , respectively, because of the linearity results already discussed
for the transforms of these types of functions (see theorem 19.4 on page 277 and lemma 20.4 on
page 295).

Also by these lemmas and the definition of the classical Fourier transform,

F [aφ + bψ] = F
[
ΨA + ΨT

]
= FI

[
ΨA
] + F

[
ΨT
]

= FI
[
aφA + bψA

] + F
[
aφT + bψT

]
= aFI

[
φA
]+ bFI

[
ψA
] + aF

[
φT
]+ bF

[
ψT
]

= a
(
FI
[
φA
]+ F

[
φT
]) + b

(
FI
[
ψA
]+ F

[
ψT
])

= aF [φ] + bF [ψ] .

proving that equation (20.12) holds.
Virtually identical computations (with F −1 replacing F ) show that equation (20.13)

holds.

As the above proof illustrates, these theorems follow pretty directly from the definitions of
the classical transforms and from the corresponding results already proven for the transforms of
functions in A and T . We will leave the proofs of the next two as exercises.

Theorem 20.8 (principle of near-equivalence)
Let ψ be a classically transformable function. Then the function ψ(−y) is also classically
transformable. Moreover,

F [ψ(y)]|x = F −1[ψ(y)]|−x = F −1[ψ(−y)]|x (20.14)

and

F −1[ψ(y)]|x = F [ψ(y)]|−x = F [ψ(−y)]|x . (20.15)

?�Exercise 20.4: Prove theorem 20.8.

Theorem 20.9 (invertibility)
Let φ and ψ be classically transformable functions. Then

ψ = F [φ] ⇐⇒ F −1[ψ] = φ .

Equivalently,

F −1[F [φ]] = φ = F
[
F −1[φ]

]
.

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

The Complete Classical Fourier Transforms 301

?�Exercise 20.5: Prove theorem 20.9.

Just as with the integral transforms, the principle of near-equivalence for the classical
transforms leads directly to some simple, but occasionally useful, observations concerning even
and odd functions. Suppose, for example ψ is a classically transformable function that is even,
ψ(−x) = ψ(x) . By the principle of near-equivalence (theorem 20.8):

F [ψ(y)]|−x = F [ψ(−y)]|x = F [ψ(y)]|x ,

F −1[ψ(y)]|−x = F −1[ψ(−y)]|x = F −1[ψ(y)]|x ,

and

F −1[ψ(y)]|x = F [ψ(−y)]|x = F [ψ(y)]|−x .

This proves the first of the following two corollaries.

Corollary 20.10 (transforms of even functions)
Let ψ be an even, classically transformable function. Then both F [ψ] and F −1[ψ] are even
functions. Moreover, F −1[ψ] = F [ψ] .

Corollary 20.11 (transforms of odd functions)
Let ψ be an odd, classically transformable function. Then both F [ψ] and F −1[ψ] are odd
functions. Moreover, F −1[ψ] = −F [ψ] .

?�Exercise 20.6: Prove corollary 20.11.

The theorem on invertibility (theorem 20.9) tells us what we have been expecting all along,
namely, that the two Fourier transforms (properly defined) are both invertible and each is the
inverse transform of the other. A minor consequence of this is that we can now use the phrases
“Fourier inverse transform” and “inverse Fourier transform” interchangeably.

For the record we should also mention the following corollary. It is an immediate conse-
quence of the above theorem on invertibility and the lemma on the uniqueness of the integral
transforms (lemma 20.1 on page 292). Though hardly worth much more discussion in itself, it
will be used implicitly in much of what follows.

Corollary 20.12
Assume that either f is classically transformable and that F = F [ f ] or that F is classically
transformable and that f = F −1[F] . Then all of the following hold:

1. Both f and F are classically transformable.

2. F = F [ f ] .
3. f = F −1[F] .

Moreover,
f is in A ⇐⇒ F is in T

and

f is in T ⇐⇒ F is in A .
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302 Classical Fourier Transforms

20.4 What Is and Is Not Classically Transformable?
The extent to which we can invoke the classical theory for the Fourier transforms is largely
determined by the set of classically transformable functions. So, maybe, we should get some
idea as to which functions are classically transformable and which are not.

Let’s start by looking at the set of all classically transformable functions and reviewing some
of the manipulations that can be done with them. From the theorems in the previous section we
know the following:

1. The set of all classically transformable functions is a linear space; that is, every (finite)
linear combination of classically transformable functions is classically transformable.2

2. The set of classically transformable functions is “closed under the Fourier transforms”. By
this I mean that, whenever ψ is classically transformable, so are its Fourier transforms,
F [ψ] and F −1[ψ] .

3. The set of classically transformable functions is “closed under reflection”; that is, if
ψ(x) is classically transformable, then so is ψ(−x) .

In the next chapter, we will also see that

4. The set of classically transformable functions is “closed under translation”; that is, if
ψ(x) is classically transformable and a is any fixed real number, then the corresponding
translation of ψ by a , ψ(x − a) , is also classically transformable.

5. The set of classically transformable functions is “closed under scaling of the variable”;
that is, if ψ(x) is classically transformable and a is any fixed, nonzero real number,
then the function ψ(ax) , is also classically transformable.

6. The set of classically transformable functions is “closed under multiplication by com-
plex exponentials, sine functions, and cosine functions”. This means that, if ψ(x) is
classically transformable and a is any fixed real number, then the functions ψ(x)eiax ,
ψ(x) sin(ax) , and ψ(x) cos(ax) are all classically transformable.

This list gives us some idea of the sort of manipulations that can be done safely with classically
transformable functionswithin the classical theory of Fourier analysis. On the other hand, wewill
see that the set of classically transformable functions is not closed under either multiplication or
differentiation— the product of two classically transformable functions might not be classically
transformable, and the derivative of a classically transformable function might not be classically
transformable. So, when we attempt to perform these operations, we will need to take some
extra precautions.

Let’s look a little more closely at the functions in the set of classically transformable
functions. Suppose ψ is any classically transformable functionwith ψA and ψT being functions
in A and T , respectively, such that

ψ = ψA + ψT .

Recall that, since ψA is in A , we know ψA is piecewise continuous and absolutely integrable
on the entire real line. From theorem 19.6 on page 282 we also know that ψT , being the Fourier
integral transform of some function in A , must be a bounded and continuous function on the
entire real line which vanishes at ±∞ . What about the sum, ψ , of these two functions?

2 So we could refer to this set as the space of classically transformable functions.
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First of all, since both ψA and ψT are at least piecewise continuous, we know that ψ , their
sum, must be piecewise continuous.

We can also see that both ψA(x) and ψT (x) must, in some sense, get small as x → ±∞ .
In the case of ψA , we have ∫ ∞

−∞
∣∣ψA(s)∣∣ ds < ∞ ,

which, clearly, can only happen if, for any finite positive length l ,

lim
x→±∞

∫ x+l

x

∣∣ψA(s)∣∣ ds = 0 .

For ψT we explicitly have
lim

x→±∞ψT (x) = 0 ,

which also clearly implies that, for every finite positive length l ,

lim
x→±∞

∫ x+l

x

∣∣ψT (s)
∣∣ ds = 0 .

Thus, for any finite positive length l ,

lim
x→±∞

∫ x+l

x
|ψ(s)| ds = lim

x→±∞

∫ x+l

x

∣∣ψA(s)+ ψT (s)
∣∣ ds

≤ lim
x→±∞

∫ x+l

x

∣∣ψA(s)∣∣ ds + lim
x→±∞

∫ x+l

x

∣∣ψT (s)
∣∣ ds = 0 .

This gives us the following little lemma.

Lemma 20.13
If ψ is a classically transformable function, then ψ is piecewise continuous on the entire real
line and, for any finite positive value l ,

lim
x→±∞

∫ x+l

x
|ψ(s)| ds = 0 . (20.16)

This lemma partially characterizes classically transformable functions by describing a con-
dition every classically transformable function must satisfy. It does not tell us, however, that
every piecewise continuous function ψ on � satisfying equation (20.16) is classically trans-
formable. On the other hand, it does give us a way of showing that many functions are not
classically transformable.

Corollary 20.14 (test for non-transformability)
Let ψ be a function on the real line. If ψ is not piecewise continuous, or if there is a finite
positive length l such that

lim
x→±∞

∫ x+l

x
|ψ(s)| ds

either does not exist or is not zero, then ψ is not classically transformable.
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304 Classical Fourier Transforms

!�Example 20.3: Since

lim
x→∞

∫ x+π

x
|sin(s)| ds = lim

x→∞ “area under |sin(s)| between s = x and s = x + π ”

= “area under sin(s) between s = 0 and s = π ”

=
∫ π

0
sin(s) ds

= 2 �= 0 ,

we know that sin(x) is not classically transformable.

?�Exercise 20.7: Show that eiax is not classically transformable for any real or complex
value a .

As a special case of the last corollary, we have

Corollary 20.15
Let ψ be a function on the real line. If either

lim
x→∞ |ψ(x)| or lim

x→−∞ |ψ(x)|

exists (as a finite or infinite number) and is nonzero, then ψ is not classically transformable.

!�Example 20.4: Since
lim
x→∞ 1 = 1 �= 0 ,

we know that the constant function 1 is not classically transformable.

?�Exercise 20.8: Show that arctan(x) is not classically transformable.

The fact that exponentials and constant functions are not classically transformable will later
prompt us to further generalize our definitions of the Fourier transform.

20.5 Duration, Bandwidth, and Two Important Sets
of Classically Transformable Functions

The two sets of functions we are about to describe — “the functions with finite duration” and
“the functions with finite bandwidth” — play significant roles in many applications.

Duration and Functions with Finite Duration

In everyday English, the “duration” of something is the length of time something effectively
exists (i.e., is nonzero in some sense). When this something is a function on the real line, we get
the “duration” of that function being the length of the smallest interval over which the function
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is nonzero. More precisely, the duration of a function f on the real line is the value T0 = b−a
where (a, b) is the smallest interval such that

f (x) = 0 whenever x < a or b < x .

The interval (a, b) will be called the interval of duration for f .
This, of course, assumes there is an interval over which f is nontrivial. If there isn’t (i.e.,

if f is zero everywhere), we’ll just say the duration is zero.
The interval of duration for a function can be infinite. If it is finite and the function is

piecewise continuous, then it is easily verified that the function is absolutely integrable on the
real line and, hence, is classically transformable. As you canwell imagine, the set of all piecewise
continuous functions with finite durations is an important set of classically integrable functions.
For one thing, such functions correspond to measurements of processes that are, themselves, of
finite duration.

Often we will not know (or need) the precise interval of duration for a function f , only that
the interval is contained in some other interval of the form [−T, T ] where T is some positive
real number. (We’ll also allow T to be 0 if the duration is 0 .) Any such value T will be
referred to as a bound on the interval of duration for f . Note, then, that T is a bound on the
interval of duration for f if and only if

f (x) = 0 whenever T < |x | .

For brevity, we may say “ T is a duration bound for f ” instead of “ T is a bound on the
duration interval for f .”

?�Exercise 20.9: Give an example of a function with finite duration.

Bandwidth and Finite Bandwidth Functions

The bandwidth of a function is just the duration of the Fourier transform of the function. Nat-
urally, we can only speak of the bandwidth of a transformable function. These functions are
important because, in many applications, there are good reasons to believe that the functions
describing the processes occurring have finite bandwidths. Indeed, in some applications these
functions are more important than the finite duration functions.

Let f be a transformable function with finite bandwidth. We will refer to any nonnegative
real number Ω as being a bandwidth bound for f if and only if Ω is a duration bound for the
Fourier transform of f . In other words, Ω is a bandwidth bound for f if and only if, letting
F = F [ f ] ,

F(ω) = 0 whenever Ω < |ω| .

?�Exercise 20.10: Give an example of a function with finite bandwidth.

Effective Duration and Bandwidth

You may wonder about those functions having both finite duration and finite bandwidth. Don’t
bother. Except for the zero function, there are none. If the duration of a function is finite, then its
bandwidth must be infinite. We’ll prove this later, in exercise 23.13 c on page 370. Conversely,
any function with finite bandwidth must have infinite duration.

What is often possible is to use “effective bounds” on the durations and bandwidths. That
is, instead of attempting to describe absolute bounds on the duration and bandwidth, we define
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306 Classical Fourier Transforms

values Teff and Ωeff , called, respectively, an effective duration bound and an effective bandwidth
bound, for our function f so that

| f (x)| is negligibly small whenever Teff < |x | ,

and, letting F = F [ f ] ,

|F(ω)| is negligibly small whenever Ωeff < |ω| .

Precisely what is meant by “negligibly small” depends on the application and on the needs (and
ability) of those interested in that application. We won’t discuss possible criteria for “negligibly
small” at this time (one example is given in exercise 20.19 on page 310). What I will mention,
however, is that there are invariably mathematical restrictions on your ability to choose Teff and
Ωeff . It turns out that, if you want one of these values to be small, then you must allow the other
to be relatively large. Typically, the relation between these two values can be described by an
inequality of the form

TeffΩeff ≥ C

where C is some constant that depends on your precise definition of Teff and Ωeff . The
inequality, itself, is often referred to as an uncertainty principle and the statement of its validity
is often called a bandwidth theorem. The importance of this inequality, naturally, depends on
the application. In quantum mechanics, for example, it is very important, and is the basis for
the Heisenberg uncertainty principle. We’ll try to return to this subject and verify a couple of
important versions of the uncertainty principle after developing sufficient tools.

A Little More on Terminology

In other texts, you will find a number of other terms for functions with finite duration. These
include duration limited and, with particular types of applications, time limited and spatially
limited. Many mathematicians will also refer to these functions as having bounded support.3

Functions with finite bandwidth are also commonly referred to as bandwidth limited functions.
You should also be aware that the terminology usage is not consistent throughout the literature.
In particular, the words “duration” and “bandwidth” are often used by others where we will use
the terms “duration bound” and “bandwidth bound”. Usually, though, it is fairly clear from the
context when a particular author is using, say, “duration” to mean what we defined it to mean,
or to mean what we defined as a “bound on the interval of duration”.

20.6 More on Terminology, Notation, and Conventions∗

Classical?
The “theory of Fourier transforms” being developed in this part of the text is basically the same
theory presented in most traditional introductions to Fourier analysis. It is being referred to as
“classical” both because it is fairly close to what is traditionally presented and, more importantly,
to distinguish it from a more general theory we will develop later. Since it is the only theory we
will be discussing for the next several chapters, and since so much of the discussion will apply
to the more general theory as well, we might as well stop overusing the word “classical” and use
it only when there is a good reason to emphasize that we are discussing the classical theory.
3 The support of a function is the smallest closed set containing all points at which the function is nonzero.
∗ Warning: The author shamelessly expresses personal opinions in this section.
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Denoting the Transforms
Different workers in different disciplines have different ways of denoting Fourier transforms,
and each one has its disadvantages. In many applications it is convenient to use lower-case
Latin letters — f , g , h , etc. — for the “untransformed” functions (i.e., the functions to be
plugged into F or which pop out of F −1 ), and the corresponding upper-case Latin letters —
F , G , H , ETC. — for the corresponding transformed functions. Also, in these applications
it is often convenient to use “ x ” or “ t ” as the variable in the “untransformed” functions, and
“ω ” (the lower-case Greek letter “omega”) as the variable in the corresponding “transformed”
functions. The lower-case Greek letter “nu”, written “ ν ”, is also often used as a variable,
especially as a substitute for “ 2πω ”. These conventions arose naturally in applications because,
in applications, it often makes sense to distinguish between functions of position or time (often
representing quantities that can be directly measured, such as voltage or illumination intensity)
and corresponding functions of frequencies that are related to the functions of position or time
through the Fourier transform.4

In other situations, the convention of using f (t) and F(ω) to denote a function and its
corresponding direct Fourier transform can be awkward or even misleading. This is especially
true when developing the mathematics of Fourier analysis. Imagine the difficulty in describing
the principle of near-equivalence using this convention! We have had, and will have, many
occasions where a single function can be viewed as both an “untransformed” function and a
“transformed” function. How should such a function be denoted? And which symbol — x , t ,
or ω —should denote the variable? Because of these difficulties many people eschew the afore-
mentioned convention of distinguishing between “untransformed” functions and “transformed”
functions and, as much as possible, avoid direct reference to the variables being used, especially
when they are dummy variables. These folks prefer the notation F [ f ] and F −1[ f ] (or even
f̂ and f̌ ) to denote the Fourier transforms of f . They may even go so far as to use Greek
symbols such as φ and ψ to denote functions rather than letters from the Latin alphabet.

This last set of conventions and notation can lead to very elegant writing. Unfortunately,
especially when carried to excess, it does not lend itself well to describing many of the more
mundane formulas we use. As a result, additional notation has to be developed and a good part
of the reader’s time is spent learning this new (but elegant) notation.

?�Exercise 20.11: Describe the principle of near-equivalencewithout using dummyvariables.

We will adopt a pragmatic approach regarding notation. We will use whichever of the
above sets of conventions and notation is convenient at the time. This will not include using f̂
and f̌ to denote the Fourier transforms of f . We will also feel free to combine and modify
these systems of notation, keeping in mind our discussion of variables, formulas, functions, and
operators in chapter 2. Sometimes, for clarity, we may even express results (or do computations)
twice, using a different set of conventions for each.

Time Domains and Such
In some of the literature you will find references to the “time domain” (or “spatial domain”)
and the “frequency domain” of a function.5 Strictly speaking, this terminology is nonsense.
A function has one and only one domain; namely, the set of all numbers that can be plugged

4 The author tries to be tolerant of those who use f instead of ω for “frequency”, but those who go so far as to use
f to denote both a variable and a function in a single expression (e.g., “ F( f ) = F [ f (x)]| f ”) are guilty of abusing
notation and their readers.
5 If you haven’t seen such references, stop reading this. This discussion is only for those who have seen these phrases.
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308 Classical Fourier Transforms

into the function. That’s it. If, for example, the function is any of the classically transformable
functions discussed in this chapter, then its domain is the set of all real numbers. Period.

That said, I must admit to using these questionable terms myself in informal conversation
and with the following understanding: We are not talking about a single function. We are really
talking about something which could be called a signal, and which corresponds to an ordered
pair of functions ( f, F) with F = F [ f ] . In practice, both of these functions describe the
same process or phenomenon. The first, f , describes how the process or phenomenon varies as
either time or position varies. It is likely to correspond to something that can be measured, such
as the changing voltage at some point in a circuit. As such, it is appropriate to refer to f as the
“time (or spatial) description of the signal”. For brevity, we might even abuse the terminology
a little and refer to f as the “time (or spatial) component of the signal”, though this incorrectly
suggests that f is describing a time or position instead of being described in terms of time or
position. We might even, in a moment of weakness, further abuse the terminology and refer to
f as “the function in the time (or spatial) domain”.

The other function, F , describes the same process, but in terms of another variable, which,
because of the physics involved, often corresponds to some sort of frequency. Consequently,
it is often appropriate to refer to F as the “frequency description of the signal”. Abuse the
terminology a little, and this becomes “ F is the frequency component of the signal”. Abuse it
further, and we have “ F(ω) is the function in the frequency domain.”

In this text, any further usage of the phrases “time domain” or “frequency domain” of a
function is hereby forbidden. Your employment of these terms in private conversations will be
left as a matter for your own conscience.

Additional Exercises

20.12. Let a and b denote real constants with a > 0 . Using the results from previous exer-
cises and examples (see note below),find the following inverse Fourier transforms:

a. F −1[sinc(2πaω)]|t b. F −1[ 1

a + i2πω

]∣∣∣
t

c. F −1[ 1

a − i2πω

]∣∣∣
t

d. F −1[ 1

a + ib + i2πω

]∣∣∣
t

e. F −1[ 1

a + ib − i2πω

]∣∣∣
t

f. F −1[ 1
ω

(
e−i2πω − 1

)]∣∣∣
t

(You may find table 20.1 on page 292, and exercises 19.14 and 19.15 — see page 288
— helpful in computing these transforms.)

20.13. Let a and b denote real constants with a > 0 . Using your answers to the previous ex-
ercise and the principle of near-equivalence,find the following Fourier transforms:

a. F [sinc(2πat)]|ω b. F
[ 1

a + i2π t

]∣∣∣
ω

c. F
[ 1

a + ib + i2π t

]∣∣∣
ω

d. F
[ 1

a − i2π t

]∣∣∣
ω

e. F
[ 1

a + ib − i2π t

]∣∣∣
ω

f. F
[
1

t

(
e−i2π t − 1

)]∣∣∣
ω
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20.14. Find the following transforms by factoring out appropriate constants from some of your
answers to the previous exercise. In each case a , b , and c are real with a > 0 and
c > 0 .

a. F
[ 1

a + i t

]∣∣∣
ω

b. F
[ 1

a + ib + ict

]∣∣∣
ω

20.15. Find the following transformsusing linearity andnear-equivalence alongwith the entries
in table 20.1 and your answers to the above exercises. In each case a , b , and c are
real with a > 0 and c > 0 .

a. F
[ 1

a − i t

]∣∣∣
ω

b. F
[ 1

a + ib − ict

]∣∣∣
ω

c. F −1[ 1

a + iω

]∣∣∣
t

d. F −1[ 1

a + ib + icω

]∣∣∣
t

e. F −1[ 1

a − iω

]∣∣∣
t

f. F −1[ 1

a + ib − icω

]∣∣∣
t

g. F

[
1

a2 + c2t2

]∣∣∣∣
ω

h. F −1
[

1

a2 + c2ω2

]∣∣∣∣
t

20.16. Compute the following transforms:

a. F [sinc(10π t)]|ω b. F
[ 1

3− i2π t

]∣∣∣
ω

c. F
[ 1

2+ i2π t

]∣∣∣
ω

d. F −1[ 1

3− i2πω

]∣∣∣
t

20.17 a. Factor the denominator in each of the following functions and find the partial fraction
expansion for the function.6 Then find the Fourier transform of the function using
linearity and some of your answers to previous exercises in this set.

i.
1

6+ i2π t + 4π2t2

(
Hint: 6+ i2π t + 4π2t2 = (3− i2π t)(2+ i2π t)

)
ii.

1

6+ i5π t + 6π2t2

(
Hint: 6+ i5π t + 6π2t2 = (3− i2π t)(2+ i3π t)

)
iii.

t

a2 + 4π2t2
where a > 0

iv.
1

a2 − i t2
where a > 0

(
It may be easier if you first multiply by i/i .

)
v.

1

a2 + i t2
where a > 0

b. Assume a > 0 and c > 0 . Using linearity and your answers to the above, find the
Fourier transform of each of the following:

i.
t

a2 + c2t2
ii.

1

a2 − ic2t2
iii.

1

a2 + ic2t2

20.18. Identify each of the following functions as being either classically transformable or not
being classically transformable. (In these formulas, assume that a > 0 .)

cos(ax) , x2 , x−2 , step(x) , x−2 step(x − 1) ,

e−ax step(x) , eax step(x) ,
1

1− i x
,

1

1− x
and e−ax2 .

6 If necessary, review “partial fractions” in your old calculus text!
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310 Classical Fourier Transforms

TTeff−Teff
Figure 20.1: A function f and its effective duration for problem 20.19.

20.19. Let f and F be two absolutely integrable and nonnegative real-valued functions on
the real line with F = F [ f ] . Assume further that f (0) �= 0 and F(0) �= 0 . For
such an f we can define the effective duration bound Teff and the effective bandwidth
bound Ωeff by the equations

f (0) Teff =
∫ ∞

−∞
f (t) dt and F(0)Ωeff =

∫ ∞

−∞
F(ω) dω . (20.17)

(Basically, Teff and Ωeff are being defined, respectively, as the half widths of the pulse
functions having heights f (0) and F(0) and enclosing the same areas as the graphs
of f (t) and F(ω) . See figure 20.1. Admittedly, this approach is of limited practical
value.)

a. Verify that the equations in line (20.17) can be written as

f (0) Teff = F(0) and F(0)Ωeff = f (0) .

b. Using the results of the previous exercise, verify that

TeffΩeff ≥ 1 .

(Actually, you should derive TeffΩeff = 1 .)

c. Using the above definitions, find the effective duration and effective bandwidth for
f (t) = e−|t | .
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Some Elementary Identities:
Translation, Scaling, and Conjugation

There are several easily derived identities that can simplify the computation of many transforms
and play significant roles both in applications and in further development of our theory. Some of
these, such as those identities associated with the linearity of the transforms and the principle of
near-equivalence, have already been discussed. In this chapter, we will discuss those identities
involving translation, “modulation”, scaling, and complex conjugation. We will also discuss a
few topics relating to these identities (such as the intelligent use of tables).

For convenience, many of the formulas for transforms we have already computed are listed
in table 21.1.

21.1 Translation
The Translation Identities
The translation identities (also known as the shifting identities) relate the translation φ(x − γ )

of any classically transformable function φ(x) with a product of the transform of the function
and a corresponding complex exponential.

Theorem 21.1 (the translation identities)
Let f and F be any two classically transformable functions with F(ω) = F [ f (t)]|ω , and let
γ be any fixed real value. Then

f (t − γ ) , F(ω − γ ) , ei2πγ t f (t) and e−i2πγωF(ω)

are all classically transformable. Moreover,

F
[
f (t − γ )

]∣∣
ω

= e−i2πγωF(ω) (21.1a)

and

F −1[F(ω − γ )
]∣∣
t = ei2πγ t f (t) . (21.1b)

Equivalently,

F −1[e−i2πγωF(ω)
]∣∣∣
t

= f (t − γ ) (21.1c)

and

F
[
ei2πγ t f (t)

]∣∣∣
ω

= F(ω − γ ) . (21.1d)

311
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312 Elementary Identities

Table 21.1: Selected Fourier Transforms from Previous Work

f (t) = F −1[F(ω)]|t F(ω) = F [ f (t)]|ω Restrictions See

pulseα(t) 2α sinc(2παω) 0 < α
example 19.1,
page 274

e−αt step(t)
1

α + i2πω
0 < α

exercise 19.1,
page 274

eαt step(−t) 1

α − i2πω
0 < α

exercise 19.3,
page 276

1

α + i t
2πe2παω step(−ω) 0 < α

exercise 20.14,
page 309

1

α − i t
2πe−2παω step(ω) 0 < α

exercise 20.15,
page 309

e−α|t | 2α

α2 + 4π2ω2
0 < α

example 19.3,
page 278

1

α2 + t2
π

α
e−2πα|ω| 0 < α

exercise 19.17,
page 289

Before we prove this theorem, you should look at the claimed equivalence of, say, identi-
ties (21.1a) and (21.1c). This equivalence comes directly from the invertibility of the Fourier
transforms. If this is not obvious, let

g(t) = f (t − γ ) and G(ω) = e−i2πγωF(ω) .

Assuming these functions are classically transformable, the theorem on invertibility (theo-
rem 20.9 on page 300) assures us that

F [g(t)]|ω = G(ω) ⇐⇒ g(t) = F −1[G(ω)]|t .

Replacing g(t) and G(ω) with their formulas in terms of f and F we see that

F
[
f (t − γ )

]∣∣
ω

= e−i2πγωF(ω) ⇐⇒ f (t − γ ) = F −1[e−i2πγωF(ω)
]∣∣∣
t

. (21.2)

In other words, if we can show one of the equations in (21.2) is true, then we automatically
know that the other one is also true. Since these equations are the equations in identities (21.1a)
and (21.1c), this tells us that both (21.1a) and (21.1c) must be true if either one is true. In fact,
we really should view (21.1a) and (21.1c) as being the same identity, just written two different
ways.

Likewise, (21.1b) and (21.1d) are really the same identity, written two different ways.
As you can imagine, this sort of situation will occur several times again in this text. When

it does, it will be assumed that you, the reader, can recognize why “invertibility” implies the
equivalence of two given equations.
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PROOF (of theorem 21.1): We will limit our proof to explicitly showing that the indicated
functions are classically transformable and that identities (21.1a) and (21.1c) hold. Verifying
identities (21.1b) and (21.1d) will be left as an exercise.

For our part of the proof, we need to consider three cases: the case where f is in A , the
case where f is in T , and the general case where f is any classically transformable function.

First, assume f is in A . We’ve already noted (in lemma 18.7 on page 259) the fact that
any translation of f by a real value is also in A . Also, since f is absolutely integrable, we
can use the integral formula for its transform,

F(y) = F [ f (x)]|y =
∫ ∞

−∞
f (x) e−i2πxy dx .

Using this formula and the substitution x = t − γ (so t = x + γ and dt = dx ), we have

F
[
f (t − γ )

]∣∣
ω

=
∫ ∞

t=−∞
f (t − γ ) e−i2πωt dt

=
∫ ∞

x=−∞
f (x) e−i2πω(x+γ ) dx

=
∫ ∞

x=−∞
f (x) e−i2πωxe−i2πγω dx

= e−i2πγω

∫ ∞

x=−∞
f (x) e−i2πωx dx = e−i2πγωF(ω) ,

verifying, for this case, that e−i2πγωF(ω) is classically transformable (in fact, it is in T ) and
that identity (21.1a) holds. By “invertibility” (as discussed just before this proof), we also know
identity (21.1c) holds.

Now assume f is in T . Then F must be in A (if this is not obvious, see corollary 20.12
on page 301), and so,

f (y) = F −1[F(x)]|y =
∫ ∞

−∞
F(x) ei2πxy dx .

We already know (corollary 18.10 on page 261) that, since F is in A , so is the product of
F(ω) with e−i2πγω . So we can use the integral formula to find the inverse transform of this
product. Doing so, we obtain

F −1[e−i2πγωF(ω)
]∣∣∣
t

=
∫ ∞

−∞
e−i2πγωF(ω) ei2πωt dω

=
∫ ∞

−∞
F(ω)e−i2πγω ei2πωt dω

=
∫ ∞

−∞
F(ω) ei2πω(t−γ ) dω = f (t − γ ) ,

verifying, for this case, that f (t − γ ) must be classically transformable (in fact, it is in T ) and
that identity (21.1c) holds. By “invertibility”, identity (21.1a) must also hold.

Finally, consider the case where f is any classically transformable function; that is,

f = fA + fT

where fA is some function in A and fT is some function in T . Let FA = F [ fA ] and
FT = F [ fT ] . Note that

f (t − γ ) = fA(t − γ ) + fT (t − γ )
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and that

F = F [ f ] = F [ fA + fT ] = F [ fA ] + F [ fT ] = FA + FT .

Since fA and fT are in A and T , respectively, the previous parts of this proof assure us that
fA(t − γ ) and fT (t − γ ) are classically transformable and that

F
[
fA(t − γ )

]∣∣
ω

= e−i2πγωFA(ω) and F
[
fT (t − γ )

]∣∣
ω

= e−i2πγωFT (ω) .

Thus, being the sum of two classically transformable functions, f (t − γ ) must be classically
transformable. Furthermore,

F
[
f (t − γ )

]∣∣
ω

= F
[
fA(t − γ )+ fT (t − γ )

]∣∣
ω

= F
[
fA(t − γ )

]∣∣
ω

+ F
[
fT (t − γ )

]∣∣
ω

= e−i2πγωFA(ω) + e−i2πγωFT (ω)

= e−i2πγω
[
FA(ω)+ FT (ω)

]
= e−i2πγωF(ω) .

So, whenever f is classically transformable, e−i2πγωF(ω) , being the transform of the classi-
cally transformable function f (t − γ ) , is classically transformable, and identity (21.1a) holds.
Moreover, “by invertibility”, so does identity (21.1c).

Since f and F are arbitrary classically transformable functions and γ is an arbitrary real
value, we have, in fact, shown that ψ(t − γ ) and e±i2πγωψ(ω) are classically transformable
for any classically transformable function ψ . Thus, in particular, F(ω − γ ) and ei2πγ t f (t)
must be classically transformable.

This completes our part of the proof.

?�Exercise 21.1: Verify identities (21.1b) and (21.1d) two ways:

a: Show identities (21.1b) and (21.1d) hold by simply repeating, with suitablemodifications,
the computations done in the above proof. Be sure to consider the case where F is in A ,
the case where F is in T , and the case where F is the sum of functions from A and T .

b: Show that identities (21.1b) and (21.1d) hold by using identities (21.1a) and (21.1c) and
the principle of near-equivalence.

We will refer to equations (21.1a) through (21.1d) as the translation (or shifting) identities.
Observe that the first one can be written as

F
[
f (t − γ )

]∣∣
ω

= e−i2πγωF [ f (t)]|ω .

Similar observations can be made for each of the identities. Changing our notation slightly, then,
we can see that the translation identities can also be written as

F
[
ψ(t − γ )

]∣∣
ω

= e−i2πγωF [ψ]|ω , (21.1a ′)

F −1[ψ(ω − γ )
]∣∣
t = ei2πγ tF −1[ψ(ω)]|t , (21.1b ′)

F −1[e−i2πγωψ(ω)
]∣∣∣
t

= F −1[ψ(ω)]|t−γ , (21.1c ′)
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and

F
[
ei2πγ tψ(t)

]∣∣∣
ω

= F [ψ(t)]|ω−γ (21.1d ′)

where ψ is any classically transformable function and γ is any fixed real value. (Again, it
should be noted that this list contains redundant information with identities (21.1c ′) and (21.1d ′)
being completely equivalent to identities (21.1a ′) and (21.1b ′), respectively.)

Which version of the translation identities you use is matter of preference. We’ll illustrate
the use of both.

!�Example 21.1: Consider computing F
[
e−2t step(t − 3)

]
. It should be clear that we will

want to use identity (21.1a) with γ = 3 ,

F
[
e−2t step(t − 3)

]∣∣∣
ω

= F [ f (t − 3)]|ω
= e−i2π3ωF(ω) = e−i6πωF(ω) .

(21.3)

To use this formula, wemust find the correct formula for the function f and its corresponding
transform. We have

f (t − 3) = e−2t step(t − 3) ,

which is not the formula for f but the formula for the translation of f by 3 . To recover the
formula for f from this, we use the substitution x = t − 3 ,

f (x) = e−2(x+3) step(x) = e−6e−2x step(x) .

Now we can find the formula for F = F [ f ] . Factoring out the constant and using table 21.1
on page 312,

F(ω) = F
[
e−6e−2x step(x)

]∣∣∣
ω

= e−6F
[
e−2x step(x)

]∣∣∣
ω

= e−6 · 1

2+ i2πω
.

Plugging this into equation (21.3) completes our computations:

F
[
e−2t step(t − 3)

]∣∣∣
ω

= e−i6πωF(ω)

= e−i6πω
(
e−6 · 1

2+ i2πω

)
= 1

2+ i2πω
e−6−i6πω .

!�Example 21.2: Again, consider the problem of computing the Fourier transform of
e−2t step(t − 3) . If we had recognized that

e−2t step(t − 3) = e−6e−2(t−3) step(t − 3) ,

then we could have computed the transform using identity (21.1a ′) as follows:

F
[
e−2t step(t − 3)

]∣∣∣
ω

= F
[
e−6e−2(t−3) step(t − 3)

]∣∣∣
ω

= e−6F
[
e−2(t−3) step(t − 3)

]∣∣∣
ω

= e−6
(
e−i2π3ωF

[
e−2t step(t)

]∣∣∣
ω

)
= e−6

(
e−i2π3ω · 1

2+ i2πω

)
= 1

2+ i2πω
e−6−i6πω .
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?�Exercise 21.2: Let α and γ be two real numbers with α > 0 . Using the appropriate
translation identity and the fact that

F
[
eαt step(−t)]∣∣

ω
= 1

α − i2πω

(see table 21.1 on page 312), show that

F
[
eαt step(γ − t)

]∣∣
ω

= 1

α − i2πω
eαγ−i2γπω .

!�Example 21.3: Consider the problem of finding the transform of the function

e(−2+i8π)t step(t) .

Observing that we can rewrite this as the product of a function whose transform we know
with a complex exponential, we can try to use identity (21.1d ′),

F
[
e(−2+i8π)t step(t)

]∣∣∣
ω

= F
[
ei2π4t e−2t step(t)

]∣∣∣
ω

= F
[
e−2t step(t)

]∣∣∣
ω−4 . (21.4)

From table 21.1 on page 312,

F
[
e−2t step(t)

]∣∣∣
y

= 1

2+ i2πy
.

This and the sequence of equalities in (21.4) give us

F
[
e(−2+i8π)t step(t)

]∣∣∣
ω

= F
[
e−2t step(t)

]∣∣∣
ω−4 = 1

2+ i2π(ω − 4)
.

(Note: By not multiplying out the denominator, we have left our answer in the form of “a
simple translation of a relatively simple function”. In practice, this tends to be the preferred
way to express such functions. It certainly simplifies the graphing of these functions.)

?�Exercise 21.3: Let α and γ be two real numbers with α > 0 . Using the appropriate
translation identity and the fact that

F
[
eαt step(−t)]∣∣

ω
= 1

α − i2πω

(see table 21.1 on page 312), show that

F
[
e(α+i2πγ )t step(−t)

]∣∣∣
ω

= 1

α − i2π(ω − γ )
.

Also, sketch the real and imaginary parts of this transform.

The Modulation Identities
It is not at all uncommon to encounter the product of a sine or cosine function with a function
whose transform is already known. Finding the transforms of such products is easy using the
translation identities and the complex exponential formulas for the sine and cosine,

sin(2πγ x) = ei2πγ x − e−i2πγ x

2i
and cos(2πγ x) = ei2πγ x + e−i2πγ x

2
.
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!�Example 21.4: Consider finding the Fourier transform of

sin(6π t) e−2t step(t) ,

For convenience, let
f (t) = e−2t step(t) .

Then, rewriting the sine function in complex exponential form and using both the linearity of
the transform and translation identity (21.1d), we have

F
[
sin(6π t) e−2t step(t)

]∣∣∣
ω

= F [sin(2π3t) f (t)]|ω

= F

[
ei2π3t − e−i2π3t

2i
f (t)

]∣∣∣∣
ω

= 1

2i

(
F
[
ei2π3t f (t)

]∣∣∣
ω

− F
[
ei2π(−3)t f (t)

]∣∣∣
ω

)
= 1

2i
[F(ω − 3) − F(ω − (−3))]

= i

2
[F(ω + 3) − F(ω − 3)]

where F = F [ f ] . From table 21.1 on page 312 we find that

F(y) = F
[
e−2t step(t)

]∣∣∣
y

= 1

2+ i2πy
.

So
F
[
sin(2π3t) e−2t step(t)

]∣∣∣
ω

= i

2
[F(ω + 3) − F(ω − 3)]

= i

2

[
1

2+ i2π(ω + 3)
− 1

2+ i2π(ω − 3)

]
.

Look back over the last example. Cleverly embedded is a derivation of the following: For
any classically transformable function f , the product sin(2π3t) f (t) is also transformable and

F [sin(2π3t) f (t)]|ω = i

2
[F(ω + 3) − F(ω − 3)] where F = F [ f (t)] .

Replacing 3 with γ then gives the first identity listed in the following theorem.

Theorem 21.2 (modulation identities)
The product of any classically transformable function with a sine or cosine function is another
classically transformable function. Moreover, if f and F is anypair of classically transformable
functions with F = F [ f ] , and if γ is any fixed real number, then

F
[
sin(2πγ t) f (t)

]∣∣
ω

= i

2

[
F(ω + γ ) − F(ω − γ )

]
, (21.5a)

F
[
cos(2πγ t) f (t)

]∣∣
ω

= 1

2

[
F(ω + γ ) + F(ω − γ )

]
, (21.5b)

F −1[sin(2πγω) F(ω)]∣∣t = i

2

[
f (t − γ ) − f (t + γ )

]
, (21.5c)

and

F −1[cos(2πγω) F(ω)]∣∣t = 1

2

[
f (t − γ ) + f (t + γ )

]
. (21.5d)
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Identities (21.5a) through (21.5d) are called the modulation identities, and the reader can
readily verify that all can be derived directly from the translation identities.

?�Exercise 21.4: Derive identity (21.5b) from the appropriate translation identity.

?�Exercise 21.5: Show that

F
[
cos(2π3t) e−2t step(t)

]∣∣∣
ω

= 1

2

[
1

2+ i2π(ω + 3)
+ 1

2+ i2π(ω − 3)

]
the following two ways:

a: using the appropriate translation identity as was done in example 21.4.

b: using the modulation identity (21.5b).

By the way, these are called the modulation identities because of the forms of the functions
appearing in the left-hand sides of identities (21.5). They are all expressed as “amplitude
modulations” of sine and cosine functions. That is, each is written as a fixed sine or cosine
function multiplied by some function, and that function is viewed as modulating (i.e., adjusting
or varying) the amplitude of that sine or cosine function. Such expressions arise naturally in
many applications. For example,

f (t) cos(2πωct)

could well describe the signal transmitted over time by an AM radio station (remember, ‘AM’
stands for ‘amplitude modulation’). The function f contains the information the station wishes
to communicate — music, news, commercials, etc. — and the value ωc , called the carrier
frequency, is the frequency to which you tune your radio to hear the station. However, before
you can hear the station, your radio must extract the function f (t) from the signal actually
transmitted. This extraction is actually done (in some radios, at least) by electronic analogs of
the procedures described in the next exercise.

?�Exercise 21.6 (de-modulation): Let

g(t) = f (t) cos(2πωct)

where ωc is some fixed positive value and f is some function with finite bandwidth (see
page 305). Let Ω be a bandwidth bound for f , and assume Ω < ωc .

a: Sketch possible graphs of F(ω) , F(ω+ 2ωc) , and F(ω− 2ωc) assuming F = F [ f ] .
Using these graphs, convince yourself that

pulseΩ (ω) F(ω) = F(ω) for − ∞ < ω < ∞ ,

while

pulseΩ(ω) F(ω ± 2ωc) = 0 for − ∞ < ω < ∞ .

b: Let
h(t) = g(t) cos(2πωct) and H(ω) = F [h]|ω .

Using a standard trigonometric identity, the modulation identities, and the observations
made above, show that

f = 2F −1[pulseΩ(ω) H(ω)] .
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21.2 Scaling
The scaling identities tell us that the Fourier transform of a function with a “scaled variable” is
an appropriately scaled version of the corresponding transform of the original function. They
will occasionally be helpful in computing transforms, and they are important in understanding
how transforms of functions vary as we make certain changes in the original functions.

Theorem 21.3 (scaling identities)
Any classically transformable function with its variable scaled by a nonzero real number is
another classically transformable function. Moreover, if f and F is any pair of classically
transformable functions with F = F [ f ] , and if γ is any real nonzero constant, then

F
[
f (γ t)

]∣∣
ω

= 1
|γ | F

(
ω

γ

)
(21.6a)

and

F −1[F(γω)]∣∣t = 1
|γ | f

(
t

γ

)
. (21.6b)

Equivalently

F −1[F(ω

γ

)]∣∣∣
t

= |γ | f (γ t) (21.6c)

and

F
[
f
(
t

γ

)]∣∣∣
ω

= |γ | F(γω) . (21.6d)

Do note that the last two identities are redundant given the first two. If that’s not obvious,
let α = 1/γ . The last two identities then become

F −1[F(αω)]|t = 1
|α| f

(
t

α

)
and F [ f (αt)]|ω = 1

|α| F
(

ω

α

)
,

which are identical, save for the symbol used, to the first two identities. In fact, the very same
arguments show that the first two identities are, themselves, completely equivalent. For this
reason many texts refer to equation (21.6a) as “the” scaling identity.

We might also observe that identities (21.6a) and (21.6b) can be written as

F
[
ψ(γ t)

]∣∣
ω

= 1
|γ |F [ψ(t)]|ω/γ

(21.6a ′)

and

F −1[ψ(γω)]∣∣t = 1

|γ |F
−1[ψ(ω)]|t/γ . (21.6b ′)

The proof of theorem 21.3 is both straightforward and a good exercise for the reader.

?�Exercise 21.7 a: Derive identity (21.6a) assuming f is absolutely integrable.

b: Show that identity (21.6a) also holds when f is in T .

c: Finish proving theorem 21.3.

!�Example 21.5: Consider finding the Fourier transform of (2− 3i t)−1 .
By the scaling identity,

F
[ 1

2− 3i t

]∣∣∣
ω

= F

[
1

2− i(3t)

]∣∣∣∣
ω

= F [ f (3t)]|ω = 1

|3| F
(

ω

3

)
(21.7)
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where
f (3t) = 1

2− i(3t)
and F(y) = F [ f (x)]|y .

We can find the “unscaled” formula for f by using the substitution x = 3t ,

f (x) = 1

2− i x
.

This is a function listed in table 21.1 on page 312. From that table we get

F(y) = F
[ 1

2− i x

]∣∣∣
y

= 2π e−2π2y step(y) = 2π e−4πy step(y) .

So equation (21.7) becomes

F
[ 1

2− i3t

]∣∣∣
ω

= 1

|3| F
(

ω

3

)
= 2π

3
e−4π(ω/3) step

(
ω

3

)
. (21.8)

At this point we should observe that

step
(

ω

3

)
=
{
1 if 0 < ω/3

0 otherwise

}
=
{
1 if 0 < ω

0 otherwise

}
= step(ω) .

So, the equalities in line (21.8) simplify to

F
[ 1

2− i3t

]∣∣∣
ω

= 2π

3
e−4πω/3 step(ω) .

?�Exercise 21.8: Show that

F

[
1

α − iβt

]∣∣∣∣
ω

= 2π

β
e−2παω/β step(ω)

and

F

[
1

α + iβt

]∣∣∣∣
ω

= 2π

β
e2παω/β step(−ω)

whenever α and β are positive real numbers.

21.3 Practical Transform Computing
In practice, few people compute formulas for Fourier transforms from first principles. Typically,
you have a table of known transforms (such as table 21.1) and a list of identities (we hardly have
enough identities, yet, to make a decent list), and you “cleverly” use the identities to convert the
formulas at hand to formulas involving functions appearing on your table of transforms. This
is not a process requiring deep knowledge of Fourier analysis. Instead, what you really need
(aside from reasonable tables) are (1) some competency in “pattern recognition”, (2) moderate
bookkeeping skills, and (3) the wits to avoid inexcusable blunders.

By “competency in ‘pattern recognition’ ”, I mean the ability to look at a formula and
recognize which identities are likely to help reduce the formula to something involving functions
you know are in your table of transforms. This competency requires practice to develop and
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Practical Transform Computing 321

some — but not that much — understanding of the theory of Fourier transforms. It also helps
to have tables with which you are reasonably familiar.

The bookkeeping skills are needed simply to keep from getting lost or confused in your
calculations. This becomes especially important in calculations involving more than one iden-
tity. Use different symbols for different functions and variables, and write down the formulas
describing how these functions and variables are related to each other. Beginning students,
especially, should avoid reusing symbols in a series of calculations. If you have already used,
say, the symbol “ f ”, and you want to use another identity containing that symbol “ f ”, and there
is the slightest danger of later confusing the two different quantities being represented by “ f ”,
then rewrite that identity with “ f ” replaced with some other symbol, say, “g ”. Between the
Latin and Greek alphabets, and your own imagination, there are plenty of symbols available.

In spite of good bookkeeping, errors, sometimes, do hoppen. But some errors are partic-
ularly hard to excuse. They proclaim “This person is so ignorant of the basic concepts that he
or she cannot even read a simple table!” What sort of errors proclaim this? Here are a few with
which this author is sadly familiar:

1. Misuse of dummy variables: Be careful about dummy variable substitutions. Remember,
the expression

F [ f (t)]|ω
is really shorthand for

the formula for F [ f ] using the ω as the variable, and with f being the
function whose formula is f (t) .

So, for example, both sides of the equation

F
[
e−|t |]∣∣∣

ω
= 2

1+ 4π2ω2

are formulas of ω , and we can use the substitution ω = y − 2 to get the equation

F
[
e−|t |]∣∣∣

y−2 = 2

1+ 4π2(y − 2)2
.

Neither side, however, is truly a function of t , and we canNOT use the substitution
t = x − 2 to claim

F
[
e−|x−2|]∣∣∣

ω
= F

[
e−|t |]∣∣∣

ω
= 2

1+ 4π2ω2
.

In fact, identity (21.1a ′) tells us that, instead,

F
[
e−|x−2|]∣∣∣

ω
= e−i2π2ω F

[
e−|x |]∣∣∣

ω
= e−i4πω 2

1+ 4π2ω2
.

2. Ignoring the stated restrictions: Any reasonable table of transforms or identities will
indicate when each transform formula or identity can be used. Ignoring these restrictions
will usually (but not always) result in errors. Consider, for example, finding the transform
of (−3+ i t)−1 . According to table 21.1 on page 312,

F
[ 1

α + i t

]∣∣∣
ω

= 2π e2παω step(−ω) provided 0 < α

and

F
[ 1

α − i t

]∣∣∣
ω

= 2π e−2παω step(ω) provided 0 < α .
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(Mis)using the first identity (with α = −3 , in defiance of the restriction that 0 < α )
gives

F
[ 1

−3+ i t

]∣∣∣
ω

= 2π e2π(−3)ω step(−ω) = 2π e−6πω step(−ω) .

But these computations cannot be trusted since the restriction that 0 < α was violated.
In fact, the function obtained is wrong. Doing the computation correctly, that is, using
the other identity with α = 3 , so the restriction that 0 < α is satisfied, we have

F
[ 1

−3+ i t

]∣∣∣
ω

= −F
[ 1

3− i t

]∣∣∣
ω

= −2π e−2π3ω step(ω) = −2π e−6πω step(ω) .

This result is very different from the one obtained by misusing the first identity. (Sketch
the two functions to see just how big a difference results from the two sign differences.)

3. Using formulas and functions that are not understood: When you first begin using tables,
there is a good chance that you will encounter functions and formulas that you do not
yet understand. For example, using the tables in the appendix you can easily derive

F
[
ei2π t2 sinc(2π t)

]∣∣∣
ω

= δ1 ∗ pulse1(ω) .

The pulse function we know, but, since we have not yet discussed the delta function or
convolution, it is likely that the “ δ1 ” and “ ∗ ” are meaningless symbols to you. If so,
then “ δ1 ∗ pulse1(ω) ” just stands for “a group of meaningless symbols”, and you can
hardly say that you have computed the transform.

!�Example 21.6: Let’s find the Fourier transform of

ei6π t

2− 5i + i t
.

Since this can be written as
ei2π3t · 1

2+ i(t − 5)
,

translation identities (21.1a),

F
[
f (t − γ )

]∣∣
ω

= e−i2πγωF(ω) , (21.9)

and (21.1d),

F
[
ei2πγ t f (t)

]∣∣∣
ω

= F(ω − γ ) , (21.10)

seem worth trying. (Here, γ is any real value.)
Applying identity (21.10) with γ = 3 yields

F

[
ei6π t

2− 5i + i t

]∣∣∣∣
ω

= F
[
ei2π3t · 1

2− 5i + i t

]∣∣∣
ω

= F
[
ei2π3t f (t)

]∣∣∣
ω

= F(ω − 3)

(21.11)
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where

f (t) = 1

2− 5i + i t
and

F(y) = F [ f (t)]|y = F
[ 1

2− 5i + i t

]∣∣∣
y

= F

[
1

2+ i(t − 5)

]∣∣∣∣
y

. (21.12)

(Observe that we used y rather than ω for the variable in the formula for F . That way,
once we finally find the formula for F(y) , we can find the formula for equation (21.13) by
just replacing y with ω − 3 .)

To avoid possible confusion with some of the other equations in these computations,
let us rewrite equation (21.9) with the symbols f , F , and γ replaced with g , G , and β ,
respectively,

F [g(t − β)]|y = e−i2πβyG(y) .

(So, in our rewritten identity, G = F [g] and β is any real number.) We have also replaced
the symbol ω with the symbol y since that is the symbol for the variable in line (21.12).
Using our rewritten identity (with β = 5 ), the equations in line (21.12) become

F(y) = F

[
1

2+ i(t − 5)

]∣∣∣∣
y

= F [g(t − 5)]|y
= e−i2π5yG(y) = e−i10πyG(y) , (21.13)

where
g(t − 5) = 1

2+ i(t − 5)
and G(y) = F [g(x)]|y .

Substituting x for t − 5 in the above formula for g(t − 5) gives us our formula for g ,

g(x) = 1

2+ i x
.

The transform of this function can be found in table 21.1 on page 312. Keeping in mind that,
here, the symbols for the variables are x and y instead of t and ω , table 21.1 tells us that

G(y) = F [g(x)]|y = F
[ 1

2+ i x

]∣∣∣
y

= 2π e2π2y step(−y) = 2π e4πy step(−y) .

This gives us the formula for G(y) . Plugging this into equation (21.13) then gives us the
formula for F(y) ,

F(y) = e−i10πyG(y)

= e−i10πy
[
2π e4πy step(−y)

]
= 2π e(4π−i10π)y step(−y) .

Finally, looking back at equation (21.11), we see that the desired transform is simply F(y)
with y = ω − 3 . So

F

[
ei6π t

2− 5i + i t

]∣∣∣∣
ω

= F(ω − 3) = 2π e(4π−i10π)(ω−3) step(3− ω) .
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21.4 Complex Conjugation and Related Symmetries
Complex Conjugation Identities
The complex conjugation identities are very similar to the identities making up the principle of
near-equivalence. We can derive them easily by observing that∫ ∞

−∞
φ∗(y) e−i2πxy dy =

∫ ∞

−∞

[
φ(y) ei2πxy

]∗
dy =

[∫ ∞

−∞
φ(y) ei2πxy dy

]∗

and ∫ ∞

−∞
φ∗(y) ei2πxy dy =

∫ ∞

−∞

[
φ(y) e−i2πxy

]∗
dy =

[∫ ∞

−∞
φ(y) e−i2πxy dy

]∗

whenever φ is a function in A . Recognizing that the integrals on the left- and right-hand
sides of these equations are the integral formulas for the Fourier transforms, we see that these
equations can be rewritten as

F
[
φ∗] = (

F −1[φ]
)∗

and F −1[φ∗] = (
F [φ]

)∗
.

These equations are the complex conjugation identities, and we have just gone through the first
part of the proof of our next theorem.

Theorem 21.4 (complex conjugation identities)
For any classically transformable function ψ ,

F
[
ψ∗] = (

F −1[ψ]
)∗ and F −1[ψ∗] = (

F [ψ]
)∗ . (21.14)

PROOF: The brief computations done just above (but with ψ = φ ) confirmed that both of
these equations hold when ψ is in A .

To show that the first equation in line (21.14) holds when ψ is in T , let φ = F −1[ψ] .
That is, φ is the function in A such that ψ = F [φ] . Since we know the conjugation identities
hold for functions in A , we know that

ψ∗ = (
F [φ]

)∗ = F −1[φ∗] .

Thus,
F
[
ψ∗] = F

[
F −1[φ∗] ] = φ∗ = (

F −1[ψ]
)∗ ,

verifying the validity of the first equation in line (21.14) when ψ is in T .
So we now know the first equation in line (21.14) holds whenever ψ is in either A or

in T . But, by definition, if ψ is any classically transformable function, then ψ = ψA + ψT
where ψA and ψT are in A and T , respectively. By this, the above, and the linearity of the
transforms and conjugation, we have

F
[
ψ∗] = F

[
ψ∗
A + ψ∗

T
]

= F
[
ψ∗
A
] + F

[
ψ∗
T
]

= F −1[ψA]∗ + F −1[ψT ]∗

= (
F −1[ψA + ψT ]

)∗ = (
F −1[ψ]

)∗ .

Thus, the first equation in line (21.14) holds when ψ is any classically transformable function.
The verification of the second equation in line (21.14) is very similar and will be left as an

exercise.
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?�Exercise 21.9: Complete the proof of the above theorem by verifying that

F −1[ψ∗] = (
F [ψ]

)∗
whenever:

a: ψ is in T .

b: ψ is classically transformable.

Some Related Symmetries∗

We’ve already observed that the Fourier transform of an even transformable function is even,
and that the Fourier transform of an odd transformable function is another odd function. We can
expand on these observations by also looking at the real and imaginary parts of our functions.

Let’s start with an absolutely integrable, piecewise continuous function f having real and
imaginary parts u and v , respectively. Then

F [ f ]|x =
∫ ∞

−∞
f (y) e−i2πxy dx

=
∫ ∞

−∞
[u(y)+ iv(y)] [cos(2πxy)+ i sin(2πxy)] dy

=
∫ ∞

−∞
[u(y) cos(2πxy)− v(y) sin(2πxy)] dy

+ i
∫ ∞

−∞
[u(y) sin(2πxy)+ v(y) cos(2πxy)] dy .

From this, we see that the real and imaginary parts of F = F [ f ] are given by

Re[F(x)] =
∫ ∞

−∞
[u(y) cos(2πxy)− v(y) sin(2πxy)] dy

and

Im[F(x)] =
∫ ∞

−∞
[u(y) sin(2πxy)+ v(y) cos(2πxy)] dy .

Observe that, if f is real valued (i.e., u = f and v = 0 ), then these equations reduce to

Re[F(x)] =
∫ ∞

−∞
u(y) cos(2πxy) dy

and

Im[F(x)] =
∫ ∞

−∞
u(y) sin(2πxy) dy .

With additional assumptions regarding the symmetry of f , these equations reduce further.
Consider, for example, what happens when f is also an even function. Then u(y) cos(2πxy)
is an even function of y , u(y) sin(2πxy) is an odd function of y , and, as we noted in our
discussion of integrals of even and odd functions in chapter 5,

Re[F(x)] =
∫ ∞

−∞
u(y) cos(2πxy) dy = 2

∫ ∞

0
u(y) cos(2πxy) dy

∗ To be honest, we will have little future need for the results derived in this subsection, but they are occasionally useful
in certain applications.
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Table 21.2: Symmetry Relations between f and F with F = F [ f ]

f is even ⇐⇒ F is even

f is real valued and even ⇐⇒ F is real valued and even

f is imaginary valued and even ⇐⇒ F is imaginary valued and even

f is odd ⇐⇒ F is odd

f is real valued and odd ⇐⇒ F is imaginary valued and odd

f is imaginary valued and odd ⇐⇒ F is real valued and odd

and

Im[F(x)] =
∫ ∞

−∞
u(y) sin(2πxy) dy = 0 .

Since the imaginary part of F is 0 ,

F(x) = Re[F(x)] = 2
∫ ∞

0
u(y) cos(2πxy) dy .

So F must be real valued. Furthermore, because the cosine is an even function, we can easily
verify (again) that F is an even function,

F(−x) = 2
∫ ∞

0
u(y) cos(2π(−x)y) dy = 2

∫ ∞

0
u(y) cos(2πxy) dy = F(x) .

In summary, here is what we’ve just shown:

If f is a classically transformable function that is also even, real valued, and
absolutely integrable, then its Fourier transform is an even and real-valued function.

Looking back over our derivation of this statement, it should be clear that a number of other
similarly worded statements, such as

If f is a classically transformable function that is also odd, real valued, and abso-
lutely integrable, then its Fourier transform is an odd and imaginary-valued function

are also true. You may even suspect these statements remain true with the phrase “absolutely
integrable” removed. They do, and you should have little trouble confirming this. So I will
just state a brief theorem and provide a short table summarizing some statements you can easily
prove.

Theorem 21.5
The implications given in table 21.2 are true whenever f and F are classically transformable
functions with F = F [ f ] .

?�Exercise 21.10 (symmetries): We showed that F = F [ f ] is even and real valued when
f is an even, real-valued function in A . Now show F is even and real valued when

a: f is an even, real-valued function in T .

b: f is an even, real-valued, classically transformable function.
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Additional Exercises

Unless otherwise indicated, all of the following exercises are to be done using table 21.1 on
page 312 and the identities and properties of the classical Fourier transform developed in this
and the previous chapter. Do not compute these transforms by directly evaluating integrals.

21.11. Using the translation and modulation identities, compute the following:

a. F
[
pulse3(t − 4)

]∣∣
ω

b. F
[
pulse3(t + 4)

]∣∣
ω

c. F
[
ei8π t pulse3(t)

]∣∣∣
ω

d. F
[
e−i8π t pulse3(t)

]∣∣∣
ω

e. F
[ 1

3+ 4i − i t

]∣∣∣
ω

f. F −1[ 1

3+ i4π − i2πω

]∣∣∣
t

g. F
[
e−5|t−2|

]∣∣∣
ω

h. F
[
ei10π t e−3|t |

]∣∣∣
ω

i. F −1[ei10πωe−3|ω|]∣∣∣
t

j. F −1
[

eiπω

3− i2πω

]∣∣∣∣
t

k. F
[
e−3t step(t − 4)

]∣∣∣
ω

l. F

[
1

16+ (t − 3)2

]∣∣∣∣
ω

m. F

[
1

34− 10t + t2

]∣∣∣∣
ω

(Hint: See the previous problem.)

n. F

[
1

29+ 4t + t2

]∣∣∣∣
ω

o. F
[
e−3t cos(2π t) step(t)

]∣∣∣
ω

p. F
[
cos(6π t) e−5|t |

]∣∣∣
ω

q. F
[
sin(6π t) e−5|t |

]∣∣∣
ω

r. F

[
sin2(2π t)

2π t

]∣∣∣∣
ω

s. F
[
cos
(

π

2α
t
)
pulseα(t)

]∣∣∣
ω

with α > 0 (the truncated cosine in figure 21.1)

21.12. Using scaling (and table 21.1), find the following transforms:

a. F
[ 1

12+ i3t

]∣∣∣
ω

b. F

[
1

α2 + γ 2t2

]∣∣∣∣
ω

where α > 0 and γ > 0

1

α T

Figure 21.1: The truncated cosine function, cos
(

π
2α t

)
pulseα(t) with α > 0 .
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21.13. Find the following transforms using table 21.1, the scaling and/or shifting identities,
and the fundamental properties of Fourier transforms. Where they appear, assume α ,
β , and γ are real numbers with α > o and γ > 0 . Plan on using at least two identities
for each.

a. F
[
e−i4π t sinc(t − 3)

]∣∣∣
ω

b. F

[
sin(2π t)

6+ 3i + i t

]∣∣∣∣
ω

c. F

[
ei6π t

4+ 12i + 3i t

]∣∣∣∣
ω

d. F

[
1

α + iβ + iγ t

]∣∣∣∣
ω

e. F

[
1

α + iβ − iγ t

]∣∣∣∣
ω

21.14. In the following, let α > 0 . You will also use the fact, derived in exercise 19.15 on
page 289, that

F
[
rect(0,1)(t)

]∣∣
ω

= i
e−i2πω − 1

2πω
.

a. Find the values of β and b (in terms of α ) such that

rect(0,α)(t) = rect(0,1)(βt) and rect(−α,0)(t) = rect(0,1)(bt) .

b. Using the scaling identity and the above, find the following:

i. F
[
rect(0,α)(t)

]∣∣
ω

ii. F
[
rect(−α,0)(t)

]∣∣
ω

21.15. Let −∞ < A < B < ∞ .

a. Find the values of α and t0 (in terms of A and B ) such that

rect(A,B)(t) = pulseα(t − t0) .

b. Using the above and the translation identity, find the direct Fourier transform of
rect(A,B)(t) .

c. Use the formula just obtained to compute F
[
rect(0,1)(t)

]∣∣
ω
. Show that the result is

equivalent to the formula given in exercise 21.14, above.

d. Use the formula just obtained to compute F
[
rect(5,6)(t)

]∣∣
ω
.

21.16. The translation identitieswere derived assuming real-valued translations. Occasionally,
it may be tempting to use the translation identities with imaginary translations. The
following shows that this is generally a BAD idea.

a. What is the correct formula for F −1[ 1

2π + i2πω

]∣∣∣
t

?

b. Verify that
1

2π + i2πω
= −1

2π − i2π(ω − 2i)
,

and “evaluate” the inverse Fourier transform of this using translation identity 21.1b
on page 311 with — in violation of the stated restriction — α = 2i .

c. Confirm that the result just obtained by (mis)using a translation identity is wrong by
comparing it with the correct formula.1
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(a) (b)

Figure 21.2: Graphs for exercise 21.17 with (a) being the graph of f and (b) being the graph
of F .

21.17. Let f and F be the two real-valued functions sketched in figure 21.2. Assume further
that they are classically transformable with F = F [ f ] .

a. On the same coordinate system, sketch the graphs of f (at) and its Fourier transform
for a = 1 , a = 1/2 , and a = 1/4 . (For a = 1 , simply copy the graphs sketched
in figure 21.2. For the other values of a , sketch the appropriately “scaled” function
using the scaling identity to properly scale the graph of the transform.)

b. What happens to the graphs of f (at) and its transform as a → 0 ?

c. On the same coordinate system, sketch the graphs of f (at) and its Fourier transform
for a = 1 , a = 2 , and a = 4 .

d. What happens to the graphs of f (at) and its transform as a → +∞ ?

21.18. Let φ be any function on the real line, and denote by φE and φO the corresponding
functions given by

φE (x) = 1

2
[φ(x)+ φ(−x)] and φO(x) = 1

2
[φ(x)− φ(−x)] .

These two functions, φE and φO , are called the even part and the odd part of φ ,
respectively.

Verify that the terminology is appropriate by showing that

a. φE is an even function.

b. φO is an odd function.

c. φ = φE + φO .

21.19. Let f and F be two classically transformable functions with real parts u and R , and
imaginary parts v and I , respectively;

f = u + iv and F = R + i I .

Let uE , vE , RE , and IE be the even parts, and uO , vO , RO , and IO the odd parts
of these functions (as defined in the previous exercise).

a. Assume f is in A .

i. Show that RE = F [uE ] and R0 = iF [v0] .
1 The classical translation identities can sometimes be safely used with complex-valued translations. Conditions under
which this is so are described in section 23.4 starting on page 365.
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330 Elementary Identities

ii. What are the corresponding formulas for IE and IO (in terms of the Fourier
transforms of uE , uO , vE , and/or vO )?

b. Verify that the relations derived in the previous exercises between the parts of f —
uE , uO , vE , and vO —and the parts of F — RE , RO , IE , and IO —also hold

i. when f is in T , and

ii. when f is any classically transformable function.
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22
Differentiation and Fourier Transforms

One reason the Fourier transform is so important in many applications is that it can convert
expressions involving derivatives of unknown functions to simpler algebraic expressions. We
will derive the main formulas for this conversion immediately below, and then spend most of
the rest of this chapter discussing some of the results that follow directly from these formulas.

22.1 The Differentiation Identities
Initial Derivations
Deriving themain identities of this chapter is fairly straightforward ifwe use the integral formulas
and make a few “reasonable” assumptions. Later, we will look a little more closely at these
assumptions and derivations.

Twoderivationswill be presented. In both, f and F are classically transformable functions
with F = F [ f ] .

The First Derivation

Since we have indicated that the transform should simplify expressions involving the derivative
of f , let’s start by trying to convert F [ f ′] to a simple expression involving F . Right off
we are making an assumption, namely, that f ′ exists and is classically transformable. By the
properties of classically transformable functions, this means f ′ must be piecewise continuous;
hence, f , itself, must be piecewise smooth. Assuming f ′ is also absolutely integrable, we
have

F
[
f ′(t)

]∣∣
ω

=
∫ ∞

−∞
f ′(t) e−i2πωt dt .

Seeing the integral of a derivative with another function suggests that we try using the integration
by parts formula (see theorem 4.2 on page 40)∫ β

α

f ′(t)g(t) dt = f (t)g(t)
∣∣β
α

−
∫ β

α

f (t)g′(t) dt

with g being the exponential and (α, β) being the entire real line, (−∞,∞) . Glancing back
at theorem 4.2 we see that two more assumptions are being made: that f is continuous and that
the integration by parts formula holds when the interval is not finite. Making these assumptions,

331
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332 Differentiation

we try integration by parts,

F
[
f ′(t)

]∣∣
ω

= f (t) e−i2πωt
∣∣∣∞
t=−∞ −

∫ ∞

−∞
f (t)

[
∂

∂ t
e−i2πωt

]
dt

= f (t) e−i2πωt
∣∣∣∞
t=−∞ −

∫ ∞

−∞
f (t) (−i2πω)e−i2πωt dt .

Since the integration is with respect to t , the (−i2πω) can be factored out. Noting, also, that
the resulting integral is the integral formula for the Fourier transform of f (assuming f is
absolutely integrable) gives

F
[
f ′(t)

]∣∣
ω

= f (t) e−i2πωt
∣∣∣∞
t=−∞ + i2πω

∫ ∞

−∞
f (t) e−i2πωt dt

= f (t) e−i2πωt
∣∣∣∞
t=−∞ + i2πωF(ω) .

With a little thought it should be clear that, as long as f is “reasonably nice”, then f (t)
should vanish as t → ±∞ . Assuming this (and recalling that the magnitude of the complex
exponential is always 1), we then have

f (t) e−i2πωt
∣∣∣∞
t=−∞ = lim

t→∞ f (t) e−i2πωt − lim
t→−∞ f (t) e−i2πωt = 0 − 0 = 0 ,

and the last formula above for F [ f ′] becomes
F
[
f ′(t)

]∣∣
ω

= i2πωF(ω) . (22.1)

In any situation where all of the above assumptions hold, the above derivation can be
accepted as a rigorous proof of equation (22.1). For future reference, let us list all the assumptions
made in deriving this equation:

1. f is piecewise smooth and absolutely integrable.

2. f ′ is absolutely integrable.

3. f is continuous.

4. The integration by parts formula is valid.

5. lim
t→±∞ f (t) = 0 .

We did not list the assumptions that f and f ′ are classically transformable, since these assump-
tions are automatically satisfied if the first two assumptions in the list hold. The astute reader
may also complain that the assumption of f being continuous is really part of the assumption
that the integration by parts formula is valid. However, the continuity of f will turn out to be
such an important assumption that it should be explicitly stated.

The Second Derivation

Inverting equation (22.1) and factoring out the constant gives

f ′(t) = F −1[i2πωF(ω)]|t = i2πF −1[ωF(ω)]|t . (22.2)

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

The Differentiation Identities 333

It would be nice if we could derive this making a few assumptions concerning F instead of f ,
and viewing f as F −1[F] . It turns out that this derivation is even easier than the derivation of
equation (22.1):

f ′(t) = d

dt
F −1[F(ω)]|t

= d

dt

∫ ∞

−∞
F(ω) ei2πωt dω (22.3)

=
∫ ∞

−∞
∂

∂ t

[
F(ω) ei2πωt

]
dω (22.4)

=
∫ ∞

−∞
F(ω) (i2πω)ei2πωt dω (22.5)

= i2π
∫ ∞

−∞
ωF(ω) ei2πωt dω (22.6)

= i2πF −1[ωF(ω)]|t . (22.7)

What assumptionsweremade in this sequence of equations? Obviously, we assumed that the
functions F(ω) and ωF(ω) are absolutely integrable, and that f = F −1[F] is differentiable.1
Also, in going from line (22.3) to (22.4), we assumed that we could switch the order in which
we perform “integration with respect to ω ” and “differentiation with respect to t ”. Other than
those assumptions, we simply used well-known facts from calculus. Thus, this derivation can
be accepted as a rigorous proof of equation (22.2) under the following assumptions:

1. F is classically transformable.

2. F(ω) and ωF(ω) are absolutely integrable functions on � .

3. f (t) =
∫ ∞

−∞
F(ω) ei2πωt dt is differentiable.

4.
d

dt

∫ ∞

−∞
F(ω) ei2πωt dω =

∫ ∞

−∞
∂

∂t

[
F(ω) ei2πωt

]
dω .

The Basic Identities
Equations (22.1) and (22.2) are two of the differentiation identities. The following theorem
describes the “most general” situations (within the classical theory) in which they may be used.

Theorem 22.1 (differentiation identities, part I)
Let f and F be two classically transformable functions with F = F [ f ] . Assume either
that

1. f is continuous and piecewise smooth, and f ′ is classically transformable,
or that

2. ωF(ω) is classically transformable.

1 We also assumed ωF(ω) is classically transformable. This, however, is easily shown to be true if F is classically
transformable and ωF(ω) is absolutely integrable.
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Then both of the above sets of conditions hold as do the following two equivalent equations:

F
[
f ′(t)

]∣∣
ω

= i2πωF(ω) (22.8a)

and

F −1[ωF(ω)]|t = 1

i2π
f ′(t) . (22.8b)

A very similar pair of differentiation identities are given in the following theorem.

Theorem 22.2 (differentiation identities, part II)
Let f and F be two classically transformable functions with F = F [ f ] . Assume either
that

1. F is continuous and piecewise smooth, and F ′ is classically transformable,
or that

2. t f (t) is classically transformable.

Then both of the above sets of conditions hold as do the following two equivalent equations:

F −1[F ′(ω)
]∣∣
t = −i2π t f (t) (22.8c)

and

F [t f (t)]|ω = − 1

i2π
F ′(ω) . (22.8d)

Equations (22.8a) through (22.8d) are the differentiation identities. They can also bewritten
as

F
[
f ′(t)

]∣∣
ω

= i2πωF [ f (t)]|ω (22.8a ′)

F −1[ωF(ω)]|t = 1

i2π

d

dt
F −1[F(ω)]|t (22.8b ′)

F −1[F ′(ω)
]∣∣
t = −i2π tF −1[F(ω)]|t (22.8c ′)

and

F [t f (t)]|ω = − 1

i2π

d

dω
F [ f (t)]|ω . (22.8d ′)

Whichever way you write the identities, it is important to remember that they are NOT always
applicable and that theorems 22.1 and 22.2 state when each identity is valid.

The assumptions given in theorems 22.1 and 22.2 are much more general than those in-
dicated in our derivations of the first two differentiation identities. In fact, these theorems are
more general than we can completely prove at this time. What we can rigorously prove now are
the four lemmas on the differential identities given in the next section. Later, in chapter 29, we
will confirm that these lemmas generalize to the theorems above.

We will go ahead and use theorems 22.1 and 22.2 with the understanding that their proofs
will be carefully completed later on. Where convenient or necessary, we will also note when
our computations can be justified by one of the lemmas from the next section.

Before stating the next section, however, let’s look at a few examples of these identities in
action.

!�Example 22.1: Consider finding the Fourier transform of the function

g(t) =
{
t if −1 < t < 1

0 otherwise
.
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This function is clearly classically transformable since it is clearly piecewise continuous and
absolutely integrable. Observe that

g(t) = t

{
1 if −1 < t < 1

0 otherwise

}
= t pulse1(t) .

We already knowabout the pulse function; its Fourier transform is 2 sinc(2πω) (see table 21.1
on page 312). Since both pulse1(t) and t pulse1(t) are absolutely integrable, theorem 22.2
applies and assures us that identity (22.8d) holds (with f = pulse1). Using the alternate
version of this identity (equation (22.8d ′)),

F [g(t)]|ω = F
[
t pulse1(t)

]∣∣
ω

= − 1

i2π

d

dω
F
[
pulse1(t)

]∣∣
ω

= − 1

i2π

d

dω
2 sinc(2πω)

= − 1

i2π

d

dω

sin(2πω)

πω

= − 1

i2π

[
(πω)(2π) cos(2πω) − π sin(2πω)

(πω)2

]
= i

2πω cos(2πω) − sin(2πω)

2π2ω2
.

(Note that, because g(t) = t pulse1(t) is absolutely integrable, we could also have
found F [g] by directly evaluating the integral formula for this transform. You may want to
compute F [g] this way and compare the results and work done with the results and work
done in this example. In particular, ask yourself “Which method is easier?”)

?�Exercise 22.1: Using identity (22.8d) (or (22.8d ′)), show that

F

[
t

1+ t2

]∣∣∣∣
ω

=
{

iπe2πω if ω < 0

−iπe−2πω if 0 < ω
.

In this case the function being transformed is not absolutely integrable, so we must trust
theorem 22.2 to justify the use of this identity here.

!�Example 22.2 (a differential equation): Let us try to solve the differential equation

dy

dt
+ 3y = pulse1(t) . (22.9)

We will start by assuming a classically transformable solution y(t) exists, and seeking
its Fourier transform Y = F [y] .

Taking the Fourier transform of both sides of the differential equation and using differ-
ential identity (22.8a) along with other properties of the transform, we obtain

F
[dy
dt

+ 3y
]∣∣∣
ω

= F
[
pulse1(t)

]∣∣
ω

(22.10)

�⇒ F
[dy
dt

]∣∣∣
ω

+ 3F [y]|ω = 2 sinc(2πω) (22.11)

�⇒ i2πωY (ω) + 3Y (ω) = 2 sinc(2πω) . (22.12)
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The last equation is a simple algebraic equation for Y . By simple algebra

[i2πω + 3]Y (ω) = 2 sinc(2πω) . (22.13)

So,

Y (ω) = 2 sinc(2πω)

3+ i2πω
.

Finally, provided Y really is classically transformable, we can obtain the corresponding
solution to the differential equation by taking the inverse transform,

y(t) = F −1[Y ]|t = F −1
[
2 sinc(2πω)

3+ i2πω

]∣∣∣∣
t

. (22.14)

Unfortunately, the evaluation of this transform is currently beyond us and will have to wait
until we discuss convolution (chapter 24).

Do observe that we did not actually show there is a classically transformable solution to the
differential equation in the previous example. Nor did we verify there that our use of differential
identity (22.8a) was actually valid (i.e., that the appropriate assumptions given in theorem 22.1
hold). All that was shown was that, if the differential equation has a classically transformable
solution y , and if this solution is “sufficiently nice” (say, continuous, piecewise smooth, and
with a classically transformable derivative), then this solution is

y(t) = F −1[Y ]|t = F −1
[
2 sinc(2πω)

3+ i2πω

]∣∣∣∣
t

.

The next step should be to verify that this does give a solution to the differential equation. One
way to do this is to simply check that the final formula for y(t) gives a suitable continuous
and differentiable function that satisfies the given differential equation. Another approach is
indicated in exercise 22.8 on page 349.

The next example illustrates the importance of verifying the applicability of any differential
identity used, and how the misuse of these identities can lead to nonsense.

!�Example 22.3 (misusing a differentiation identity): Let us try to find the Fourier
transform of

t2

1+ t2
.

Blindly using identity (22.8d ′),

F

[
t2

1+ t2

]∣∣∣∣
ω

= F

[
t

t

1+ t2

]∣∣∣∣
ω

= − 1

i2π

d

dω
F

[
t

1+ t2

]∣∣∣∣
ω

. (22.15)

Plugging in the results of exercise 22.1 and computing the derivatives,

F

[
t2

1+ t2

]∣∣∣∣
ω

= − 1

i2π

d

dω

{
iπe2πω if ω < 0

−iπe−2πω if 0 < ω

}

= − 1

i2π

{
i2π2e2πω if ω < 0

i2π2e−2πω if 0 < ω

}

= −πe−2π |ω| .
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Taking the inverse transform of both sides gives

t2

1+ t2
= −F −1[πe−2π |ω|]∣∣∣

t
. (22.16)

But from table 21.1 on page 312 we find that

F −1[πe−2π |ω|]∣∣∣
t

= 1

1+ t2
.

Thus, if we can believe both of the last two equations,

t2

1+ t2
= −F −1[πe−2π |ω|]∣∣∣

t
= − 1

1+ t2

for all real values of t . In particular, using t = 0 we get the dubious equation

0 = −1 !

So what went wrong?
What went wrong was that, in line (22.15), we used the identity

F [t f (t)]|ω = − 1

i2π

d

dω
F [ f (t)]|ω

with

f (t) = t

1+ t2
and F(ω) =

{
iπe2πω if ω < 0

−iπe−2πω if 0 < ω

but without checking that this was a situation in which that identity could be applied. Now,
theorem 22.2 does assure us that this identity is applicable if either

1. F is continuous and piecewise smooth, and F ′ is classically transformable,
or

2. t f (t) is classically transformable.

But we can easily verify that neither set of conditions holds here: F is not continuous — it
has a jump discontinuity at ω = 0 . Moreover,

lim
t→∞ t f (t) = lim

t→∞
t2

1+ t2
= 1 ,

which, according to corollary 20.15 on page 304, is only possiblewhen t f (t) is not classically
transformable. Consequently, we have no assurance that the identity used is valid here.2 In
fact, we have shown rather conclusively that its use was a serious mistake.

?�Exercise 22.2: Verify that

sin 2πω = 2πω sinc(2πω) and pulse1
′(t) = 0 .

From this, known facts concerning Fourier transforms, and the misuse of one of the differ-
entiation identities derive the obviously false conclusion that

sin(2πω) = 0 for every real value ω .

2 Actually, we only need to verify that one of the two sets of conditions does not hold. After all, the theorem states
that if either one of these two sets of conditions holds, then both must hold. Consequently, if one set does not hold,
then the other cannot hold either.
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22.2 Rigorous Derivation of the Differential Identities
Let us start with some general results that will be of interest beyond just proving the lemmas
given in this section.

Absolutely Integrable and Piecewise Smooth Functions
In a sense, the next theorem can be thought of as another Riemann–Lebesgue lemma.

Theorem 22.3
Suppose f is a continuous, piecewise smooth, and classically transformable function on the
real line. Suppose, also, that its derivative, f ′ , is absolutely integrable on the real line. Then

lim
x→±∞ f (x) = 0 .

PROOF: Since f is both continuous and piecewise smooth, we know (see theorem 4.1 on
page 39) that, for any real value of x ,

f (x)− f (0) =
∫ x

0
f ′(s) ds .

Rearranging slightly and letting x → ∞ gives

lim
x→∞ f (x) = lim

x→∞

∫ x

0
f ′(s) ds + f (0) =

∫ ∞

0
f ′(s) ds + f (0) ,

which is a well-defined finite value since f ′ is absolutely integrable. Thus, the limit of f (x) as
x → ∞ exists and is finite. But, from our discussion on “transformability” (see corollary 20.15
on page 304) we know that, if this limit exists and is nonzero, then f cannot be classically
transformable, contradicting our assumption that f is classically transformable. Hence, not
only does limx→∞ f (x) exist, it must be zero.

Virtually identical arguments also confirm that

lim
x→−∞ f (x) = 0 .

Extending the theorem on integration by parts over a finite interval (α, β) (theorem 4.2 on
page 40), to a corresponding theorem on integration by parts over (−∞,∞) just requires the
addition of conditions ensuring the existence of the appropriate limits as (α, β) → (−∞,∞) .
The proof of the resulting theorem, stated below, is trivial and left to the interested reader.

Theorem 22.4 (integration by parts)
Let f and g be two continuous and piecewise smooth functions on the real line, and assume
either that

1. the products f ′g and f g′ are both absolutely integrable on the real line,
or that

2. both limits
lim

x→−∞ f (x)g(x) and lim
x→∞ f (x)g(x)

exist and are finite, and either the product f ′g or the product f g′ is absolutely integrable
on the real line.
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Then ∫ ∞

−∞
f ′(x)g(x) dx ,

∫ ∞

−∞
f (x)g′(x) dx and f (x)g(x)

∣∣∞−∞

all exist and are finite. Moreover,∫ ∞

−∞
f ′(x)g(x) dx = f (x)g(x)

∣∣∞−∞ −
∫ ∞

−∞
f (x)g′(x) dx .

The Lemmas on the Differential Identities
Here are the four lemmas on the differential identities that we can rigorously verify at this time.
The first two describe conditions under which our initial derivations of identities (22.8a) and
(22.8b) are valid. The other two describe conditions under which similar computations lead to
identities (22.8c) and (22.8d). Together, they form the starting point for the complete proofs of
theorems 22.1 and 22.2.

By the way, when the fundamental theorem on invertibility is finally proven, that proof will
involve formulas derived using the lemmas below. So we must be careful here not to use the
invertibility of the Fourier transforms in the statements or the proofs of these lemmas.

Lemma 22.5
Let f and F be two classically transformable functions with F = F [ f ] . In addition, assume
that f is continuous and piecewise smooth, and that both f and f ′ are absolutely integrable.
Then ωF(ω) is classically transformable and

F
[
f ′(t)

]∣∣
ω

= i2πωF(ω) .

PROOF: First of all, by the assumptions, f ′ is classically transformable. In fact, it is in A .
So if the equation in the lemma is valid, then ωF(ω) must be classically transformable since it is
the Fourier transform of a classically transformable function (in fact, ωF(ω) will be a function
in T ). So it will suffice to confirm that the above equation is valid. But this equation is exactly
the same as equation (22.1) on page 332, and we have already observed that equation (22.1) is
valid provided

1. f is piecewise smooth and absolutely integrable,

2. f ′ is absolutely integrable,

3. f is continuous,

4. the “integration by parts” formula∫ ∞

−∞
f ′(t) e−i2πωt dt = f (t) e−i2πωt

∣∣∣∞
t=−∞ −

∫ ∞

−∞
f (t)

[
∂

∂t
e−i2πωt

]
dt

is valid, and

5. lim
t→±∞ f (t) = 0 .

Verifying that the first three conditions hold is trivial. They are assumptions in the lemma!

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

340 Differentiation

Also, from theorem 22.3, we know that, because the the first three conditions hold,

lim
t→±∞ f (t) = 0 .

Hence, the fifth of the above conditions holds.
Finally, it is trivial to verify that the assumptions in theorem 22.4 are satisfied when f is

as in our lemma and g(t) = e−i2πωt , assuring us that∫ ∞

−∞
f ′(t) e−i2πωt dt =

∫ ∞

−∞
f ′(t)g(t) dt

= f (t)g(t)
∣∣∞−∞ −

∫ ∞

−∞
f (t)g′(t) dt

= f (t) e−i2πωt
∣∣∣∞
t=−∞ −

∫ ∞

−∞
f (t)

[d
dt
e−i2πωt

]
dt .

So the fourth condition holds.
Thus, since all the conditions necessary are satisfied, the equation in lemma 22.5 must be

valid.

Lemma 22.6
Let f and F be two classically transformable functions with f = F −1[F] . Assume, further,
that both F(ω) and ωF(ω) are absolutely integrable. Then f is smooth, f ′ is classically
transformable, and

F −1[ωF(ω)]|t = 1

i2π
f ′(t) .

PROOF: If we can verify that the equation in this lemma is valid, then we will automatically
know that both f and f ′ are continuous because they are Fourier inverse transforms of functions
in A . So we merely need to verify the equation, and, from our derivation of equation (22.2) on
page 332, we know the equation in the lemma is valid if

1. f (t) =
∫ ∞

−∞
F(ω) ei2πωt dω is differentiable, and

2.
d

dt

∫ ∞

−∞
F(ω) ei2πωt dω =

∫ ∞

−∞
∂

∂t

[
F(ω) ei2πωt

]
dω .

Verifying that these conditions hold is easy because a more general case has already been
discussed in corollary 18.21 on page 268. Reviewing that corollary (and the material leading
up to that corollary) it should be clear that the above two conditions hold provided F(ω) ei2πωt

and ∂
∂t

[
F(ω) ei2πωt

]
are bounded by an absolutely integrable function of ω . But, for all ω

and t , ∣∣∣F(ω) ei2πωt ∣∣∣ = |F(ω)|
∣∣∣ ei2πωt ∣∣∣ ≤ |F(ω)|

and ∣∣∣∂
∂t

[
F(ω) ei2πωt

]∣∣∣ =
∣∣∣F(ω)2πω ei2πωt ∣∣∣ ≤ 2π |ωF(ω)| .

Fortunately, for the case being considered, F(ω) and ωF(ω) are absolutely integrable functions
of ω . So corollary 18.21 applies and assures us that

f (t) =
∫ ∞

−∞
F(ω) ei2πωt dω
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is differentiable, and

d

dt

∫ ∞

−∞
F(ω) ei2πωt dω =

∫ ∞

−∞
∂

∂t

[
F(ω) ei2πωt

]
dω .

The next two lemmas can easily be confirmed using lemmas 22.5 and 22.6 and the principle
of near-equivalence. Those who prefer not to employ near-equivalence can, instead, repeat the
proofs of the previous two lemmas with the roles of f and F switched.

Lemma 22.7
Let f and F be two classically transformable functions with f = F −1[F] . Assume, addi-
tionally, that F is continuous and piecewise smooth, and that both F and F ′ are absolutely
integrable. Then t f (t) is classically transformable and

F −1[F ′(ω)
]∣∣
t = −i2π t f (t) .

Lemma 22.8
Let f and F be two classically transformable functions with F = F [ f ] . Assume, further,
that both f (t) and t f (t) are absolutely integrable. Then F is smooth, F ′ is classically
transformable, and

F [t f (t)]|ω = − 1

i2π
F ′(ω) .

22.3 Higher Order Differential Identities
Applying the theorems and lemmas of the previous section to problems involving higher order
derivatives is completely straightforward. For example, if F = F [ f ] where f , f ′ , and f ′′
are all classically transformable with both f and f ′ being continuous and piecewise smooth,
then theorem 22.1 can be invoked twice to obtain the second order version of the first differential
identity (identity (22.8a)),

F
[
f ′′]∣∣

ω
= F

[
( f ′)′

]∣∣
ω

= i2πω
(
F
[
f ′]∣∣

ω

)
= i2πω

(
i2πωF [ f ]|ω

) = (i2πω)2F(ω) .

These computations can be repeated as many times as we wish provided the function and
its derivatives are “suitably nice”. We will go ahead and state the theorems for the higher order
differential identities, but don’t think too much of them. They are simply the statements that
theorems 22.1 and 22.2 can be applied repeatedly.

Theorem 22.9 (higher order differentiation identities, part I)
Let n be some positive integer, and let f and F be two classically transformable functions
with F = F [ f ] . Assume either that

1. f , f ′ , f ′′ , . . . , and f (n−1) are all continuous, piecewise smooth, classically trans-
formable functions, and f (n) is classically transformable,

or that

2. F(ω) , ωF(ω) , ω2F(ω) , . . . , and ωn F(ω) are all classically transformable.
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Then both above sets of conditions hold as do the following two equivalent equations:

F
[
f (n)(t)

]∣∣
ω

= (i2πω)n F(ω)

and

F −1[ωn F(ω)]∣∣t =
(

1

i2π

)n
f (n)(t) .

Theorem 22.10 (higher order differentiation identities, part II)
Let f and F be two classically transformable functions with F = F [ f ] . Assume either
that

1. F , F ′ , F ′′ , . . . , and F (n−1) are all continuous, piecewise smooth, classically trans-
formable functions, and F (n) is classically transformable,

or that

2. f (t) , t f (t) , t2 f (t) , . . . , and tn f (t) are all classically transformable.

Then both above sets of conditions hold as do the following two equivalent equations:

F −1[F (n)(ω)]∣∣t = (−i2π t)n f (t)
and

F
[
tn f (t)

]∣∣
ω

=
(
− 1

i2π

)n
F (n)(ω) .

!�Example 22.4: Let’s try to find the Fourier transform of t2e−t step(t) . Obviously, it would
help if we can use the identity from theorem 22.10

F
[
tn f (t)

]∣∣
ω

=
(
− 1

i2π

)n
F (n)(ω)

with n = 2 , f (t) = e−t step(t) , and (from, say, table 21.1 on page 312)

F(ω) = F
[
e−t step(t)

]∣∣
ω

= 1

1+ i2πω
.

Verifying that f (t) , t f (t) and t2 f (t) are classically transformable, here, is easy (see
exercise 18.12 on page 270), so theorem 22.10 assures us that the desired identity holds.
Thus,

F
[
t2e−t step(t)

]∣∣∣
ω

= F
[
t2 f (t)

]∣∣∣
ω

=
(
− 1

i2π

)2
F ′′(ω) = − 1

4π2
d2

dω2

[ 1

1+ i2πω

]
.

By elementary calculus,

d2

dω2

[ 1

1+ i2πω

]
= d

dω

(d
dω

[ 1

1+ i2πω

])
= d

dω

( −i2π
(1+ i2πω)2

)
= 2(i2π)2

(1+ i2πω)3
.

Therefore,

F
[
t2e−t step(t)

]∣∣∣
ω

= − 1

4π2
2(i2π)2

(1+ i2πω)3
= 2

(1+ i2πω)3
.
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22.4 Anti-Differentiation and Integral Identities
We have used the differentiation identities to compute transforms of derivatives. Conversely,
we can use these same identities to find transforms of functions when the transforms of their
derivatives are already known. After all, identity (22.8a),

F
[
f ′(t)

]∣∣
ω

= i2πωF(ω) ,

can just as easily be written as

F(ω) = 1

i2πω
F
[
f ′(t)

]∣∣
ω

. (22.17)

!�Example 22.5: Consider finding F = F [ f ] where f is the triangle function from
problem 19.15 c on page 289,

f (t) = tri1(t) =

⎧⎪⎪⎨⎪⎪⎩
1+ t if −1 < t < 0

1− t if 0 < t < 1

0 otherwise

.

This function is certainly absolutely integrable, continuous, and piecewise smooth. While its
derivative,

f ′(t) =

⎧⎪⎪⎨⎪⎪⎩
+1 if −1 < t < 0

−1 if 0 < t < 1

0 otherwise

,

is not continuous, it is absolutely integrable. What’s more, the transform of f ′ is very easily
computed using the integral formula,

F
[
f ′(t)

]∣∣
ω

=
∫ ∞

−∞
f ′(t) e−i2πωt dt

=
∫ 0

−1
e−i2πωt dt −

∫ 1

0
e−i2πωt dt

= ei2πω − 1

i2πω
− 1− e−i2πω

i2πω
= cos(2πω) − 1

iπω
.

So, using equation (22.17),

F(ω) = 1

i2πω
F
[
f ′(t)

]∣∣
ω

= 1

i2πω
· cos(2πω) − 1

iπω
= 1− cos(2πω)

2π2ω2
.

(For comparison, you should compute F(ω) directly, using the integral formula. See, also,
exercise 19.15 c on page 289.)

Since f is the anti-derivative of f ′ , equation (22.17) can be viewed as a formula for
computing the Fourier transform of an anti-derivative of a function using the presumably known
transform of the function. But remember, anti-derivatives can be expressed as integrals with ap-
propriate limits. So we should be able to derive identities involving integrals from corresponding
differential identities.
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Let’s derive one such identity. Assume g is any classically transformable function with
transform G = F [g] , and define f by

f (t) =
∫ t

a
g(x) dx

where a is a real constant or −∞ or +∞ . (If a = ±∞ , then we must also assume g is
absolutely integrable.) From elementary calculus we know both that f , being the integral of a
piecewise continuous function, must be continuous and piecewise smooth, and that

f ′(t) = g(t) .

Notice, this means f ′ is classically transformable. If f is also classically transformable, then
theorem 22.1 assures us that the first differential identity,

F
[
f ′(t)

]∣∣
ω

= i2πωF(ω) ,

holds for this f . Combining our last two equations gives

F(ω) = 1

i2πω
F
[
f ′]∣∣

ω
= 1

i2πω
F [g]|ω = 1

i2πω
G(ω) ,

further assuring us that ω−1G(ω) is classically transformable. Moreover, since

F(ω) = F [ f (t)]|ω = F

[∫ t

a
g(x) dx

]∣∣∣∣
ω

,

our previous equation can be written as

F

[∫ t

a
g(x) dx

]∣∣∣∣
ω

= G(ω)

i2πω
.

This gives us the following theorem.

Theorem 22.11 (transform of an integral)
Let a be either some real constant or ±∞ , and let g and G be classically transformable
functions with G = F [g] . If a = ±∞ , also assume g is absolutely integrable. Assume,
further, that the integral ∫ t

a
g(x) dx

is a classically transformable function of t . Then ω−1G(ω) is classically transformable and

F

[∫ t

a
g(x) dx

]∣∣∣∣
ω

= G(ω)

i2πω
. (22.18)

Starting with the assumption that G(ω) and ω−1G(ω) are classically transformable leads
to the next theorem.

Theorem 22.12 (integral of an inverse transform)
Let g and G be two classically transformable functions with g = F −1[G] . Assume, further,
that ω−1G(ω) is classically transformable. Then, for any real value a ,

F −1[G(ω)

ω

]∣∣∣
t

− F −1[G(ω)

ω

]∣∣∣
a

= i2π
∫ t

a
g(x) dx . (22.19)
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In general, equation (22.19) is of limited value in finding F −1[ω−1G(ω)
]∣∣
t because it

requires a priori knowledge of F −1[ω−1G(ω)
]∣∣
a . Sometimes, though, this requirement can

be replaced with other conditions on G .

Corollary 22.13
Let g and G be two classically transformable functions with g = F −1[G] . Assume, further,
that ω−1G(ω) is piecewise continuous and absolutely integrable. Then

F −1[G(ω)

ω

]∣∣∣
t

= i2π
∫ t

−∞
g(x) dx (22.20a)

and

F −1[G(ω)

ω

]∣∣∣
t

= −i2π
∫ ∞

t
g(x) dx . (22.20b)

If, in addition, G is an even function, then

F −1[G(ω)

ω

]∣∣∣
t

= i2π
∫ t

0
g(x) dx . (22.20c)

The proofs of theorem 22.12 and its corollary will be left as exercises (exercise 22.12 at the
end of this chapter).

The two theorems above really should be viewed as corollaries of theorem 22.1 on page 333,
the first theorem on differential identities. From the second theorem on differential identities,
theorem 22.2 on page 334, we can obtain the following near-equivalent versions of the above.

Theorem 22.14 (inverse transform of an integral)
Let a be either some real constant or ±∞ , and let g and G be classically transformable
functions with g = F [G] . If a = ±∞ , also assume G is absolutely integrable. Assume,
further, that the integral ∫ ω

a
G(x) dx

is a classically transformable function of ω . Then t−1g(t) is classically transformable and

F −1
[∫ ω

a
G(x) dx

]∣∣∣∣
t

= − g(t)

i2π t
. (22.21)

Theorem 22.15 (integral of a transform)
Let g and G be two classically transformable functions with G = F [g] . Assume, further,
that t−1g(t) is classically transformable. Then, for any real value a ,

F
[ g(t)

t

]∣∣∣
ω

− F
[ g(t)

t

]∣∣∣
a

= −i2π
∫ ω

a
G(x) dx . (22.22)

Corollary 22.16
Let g and G be two classically transformable functions with G = F [g] . Assume, further,
that t−1g(t) is piecewise continuous and absolutely integrable. Then

F
[ g(t)

t

]∣∣∣
ω

= −i2π
∫ ω

−∞
G(x) dx (22.23a)
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and

F
[ g(t)

t

]∣∣∣
ω

= i2π
∫ ∞

ω

G(x) dx . (22.23b)

If, in addition, g is an even function, then

F
[ g(t)

t

]∣∣∣
ω

= −i2π
∫ ω

0
G(x) dx . (22.23c)

Wewill end this section with an application of one of the identities from the above theorems
and corollaries. Before that, though, a couple of points should be noted:

1. All the above integral identities were derived from differential identities in theorems 22.1
and 22.2. In fact, any results derived using these integral identities could also be derived,
with just a little more work, using the corresponding differential identities. (So the
reader with limited time should concentrate more on the differential identities than on
these integral identities.)

2. The requirements assumed for these identities are pretty stringent and are not satisfied by
a great many classically transformable functions. Consider, for example, theorem 22.11
when a = −∞ . Then, not only do we need g to be absolutely integrable, but

f (t) =
∫ t

a
g(x) dx

must be classically transformable. With a little thought, you should realize that this
requires g to satisfy ∫ ∞

−∞
g(x) dx = 0 ,

which is not generally the case.
Notice, also, the requirement in theorem 22.12 that both G(ω) and ω−1G(ω) be

classically transformable. But, typically, ω−1G(ω) is not classically transformable
because it “blows up” at ω = 0 — at least, it “blows up” if G(ω) →/ 0 as ω → 0 . So,
requiring ω−1G(ω) to be classically transformable also imposes the requirement that
G(ω) be continuous at ω = 0 with G(0) = 0 .3

!�Example 22.6: Let α and β be any two positive values, and consider the function

f (t) = e−α|t | − e−β|t |
t

,

which can be written as

f (t) = g(t)

t
with g(t) = e−α|t | − e−β|t | .

Since g is the difference of two continuous absolutely integrable functions, it should be
clear that t−1g(t) will be piecewise continuous and absolutely integrable so long as it has,
at worst, a jump discontinuity at t = 0 . Now,

g(0) = e−α|0| − e−β|0| = 1− 1 = 0

3 The reader should recall that, if g is absolutely integrable, then G = F [g] is continuousand G(0) = ∫ ∞
−∞ g(x) dx .

So the two implicit requirements discussed here on g and G are complementary.
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and

lim
t→0+

g(t)

t
= lim

t→0+
e−α|t | − e−β|t |

t
= lim

t→0

e−αt − e−βt
t

.

Using L’Hôpital’s rule, then,

lim
t→0+

g(t)

t
= lim

t→0

−αe−αt + βe−βt
1

= β − α .

Similarly,

lim
t→0−

g(t)

t
= α − β .

Thus, t−1g(t) does not “blow up” at t = 0 ; it merely has a jump discontinuity there.
Since g(t) and t−1g(t) are both piecewise continuous and absolutely integrable, we

can use the identities in corollary 22.16. Noting that

g(t) = e−α|t | − e−β|t |

is an even function, we might as well use identity (22.23c), which tells us that

F

[
e−α|t | − e−β|t |

t

]∣∣∣∣
ω

= F
[ g(t)

t

]∣∣∣
ω

= −i2π
∫ ω

0
G(x) dx .

where (see table 21.1 on page 312)

G(ω) = F [g(t)]|ω = F
[
e−α|t | − e−β|t |]∣∣∣

ω
= 2α

α2 + 4π2ω2
− 2β

β2 + 4π2ω2
.

Now, from elementary calculus, we know that∫ ω

0

2γ

γ 2 + 4π2x2
dx = 1

π
arctan

(
2π

γ
ω
)

for γ > 0 .

And so,

F

[
e−α|t | − e−β|t |

t

]∣∣∣∣
ω

= −i2π
∫ ω

0

[
2α

α2 + 4π2ω2
− 2β

β2 + 4π2ω2

]
dx

= −i2π
[
1

π
arctan

(
2π

α
ω
)

− 1

π
arctan

(
2π

β
ω
)]

= i2
[
arctan

(
2π

β
ω
)

− arctan
(
2π

α
ω
)]

.

(Note: This shows that the difference between two arctangent functions is classically
transformable. However, an individual arctangent is not. We know this is so because
arctan(x) approaches π/2 — not 0 — as x → ∞ .)

?�Exercise 22.3: Let α and β be any two positive values. Verify that

f (t) = e−αt − e−βt
t

step(t)

is piecewise continuous and absolutely integrable, and that

F [ f (t)]|ω = 1

2
ln

(
β2 + 4π2ω2

α2 + 4π2ω2

)
+ i
[
arctan

(
2π

β
ω
)

− arctan
(
2π

α
ω
)]

.
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Additional Exercises

22.4. Let α > 0 and, using table 21.1 on page 312, the appropriate differentiation identities,
and other basic identities as needed, find the Fourier transform and inverse transform
for each of the following functions.

a. F
[
te−αt step(t)

]∣∣
ω

b. F
[
t2e−αt step(t)

]∣∣∣
ω

c. F
[
t3e−αt step(t)

]∣∣∣
ω

d. F −1[ω e−αω step(ω)]∣∣t
e. F

[
teαt step(−t)]∣∣

ω
f. F

[
t2eαt step(−t)

]∣∣∣
ω

g. F
[
te−α|t |]∣∣∣

ω
h. F −1[ω e−α|ω|]∣∣∣

t

i. F
[
t2 pulse1(t)

]∣∣∣
ω

22.5. Let α > 0 . Compute each of the following transforms by expressing the function
being transformed as the derivative of a known function, and then using the appro-
priate differentiation identities, table 21.1 on page 312, and other basic identities as
needed.

a. F

[
1

(α + i t)2

]∣∣∣∣
ω

b. F

[
1

(α + i t)3

]∣∣∣∣
ω

c. F −1
[

1

(α + iω)2

]∣∣∣∣
t

d. F −1
[

1

(α + iω)3

]∣∣∣∣
t

e. F

[
1

(α − i t)2

]∣∣∣∣
ω

f. F

[
1

(α − i t)3

]∣∣∣∣
ω

g. F

[
t

(
α2 + t2

)2

]∣∣∣∣∣
ω

h. F

[
ω

(
α2 + ω2

)2

]∣∣∣∣∣
t

22.6. In the following, assume α > 0 .

a. By now you have computed the Fourier transform of t ne−αt step(t) for n = 0 ,
n = 1 , and n = 2 (see the above exercises). Go ahead and compute the Fourier
transform of this function for n = 3 and n = 4 .

b. Determine the general formula for

F
[
tne−αt step(t)

]∣∣
ω

where n = 1, 2, 3, . . . .

c. Let n denote an arbitrary positive integer. Using appropriate identities along with
the answer to the previous part of this exercise, determine the Fourier transform of
each of the following:

i. tneαt step(−t) ii.
1

(α + i t)n

iii.
1

(α − i t)n
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22.7. There is a classically transformable function y(t) satisfying the differential equation

dy

dt
+ 3y = e−|t | .

a. Taking Fourier transform of both sides of this differential equation, find Y = F [y] .

b. Use your answer from the previous exercise (and partial fractions) to find y(t) .

22.8. Let us reconsider example 22.2 on page 335. We saw that, if a classically transformable
solution y to the given differential equation exists, then y = F −1[Y ] where

Y (ω) = 2 sinc(2πω)

3+ i2πω
.

a. Since the sinc function is continuous and 3 + i2πω is never zero for real values
of ω , it should be clear that Y is continuous. Show that Y (ω) and ωY (ω) are
classically transformable by showing that

i. Y (ω) is absolutely integrable, and

ii. ωY (ω) is the product of a known classically transformable function with a sine
function.

(Hint: It may help to recall the definition of the sinc function.)

b. Now use theorem 22.1 to show all the following (without attempting to compute the
formula for y(t) !):

i. y is continuous and piecewise smooth.

ii. y and y′ are classically transformable.

iii. y(t) satisfies the differential equation in example 22.2.

(Note: For the last one, you simply need to verify that the steps done in example 22.2
to find y can be done in reverse order, i.e., that (22.14) ⇒ (22.2) ⇒ (22.13)
⇒ . . . ⇒ (22.9) .)

22.9. Assume that each of the following differential equations has a classically transformable
solution y(t) , and find the Fourier transform of that solution, Y (ω) = F [y(t)]|ω . Do
not attempt to find y(t) .

a.
d2y

dt2
− 9y = pulse1(t)

b.
d2y

dt2
− 4

dy

dt
+ 3y = e−t step(t)

22.10. Let n be some positive integer, and let f and F be classically transformable functions
with F = F [ f ] . Assume, further, that f , f ′, f ′′, . . ., and f (n−1) are all continuous,
piecewise smooth, classically transformable functions, and that f (n) is absolutely
integrable.

a. Verify that there is a finite constant M such that

|F(ω)| ≤ M

ωn
for every real value ω .

b. Verify that F is in A if n > 1 .
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350 Differentiation

22.11. (A differential identity for discontinuous functions) Let f be a piecewise smooth
and absolutely integrable function whose derivative, f ′ , is also absolutely integrable.
Assume, further, that f is continuous everywhere on the real line except at one point
t0 , at which f has a jump discontinuity with jump j0 . Let F = F [ f ] , and derive
an equation (similar to identity (22.1) on page 332) relating F

[
f ′(t)

]∣∣
ω
to F(ω) and

j0 .

22.12. Let g and G be as in theorem 22.12 on page 344. Let

F(ω) = G(ω)

ω
and f = F −1[F] .

a. Using theorem 22.1, show that

f ′(t) = i2π g(t) .

b. Now prove theorem 22.12.

c. Using properties of transforms of absolutely integrable functions (see theorem 19.6
on page 282), verify the claims of corollary 22.13 on page 345.
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23
Gaussians and Other Very Rapidly
Decreasing Functions

Most of this chapter is devoted to examining those functions commonly known as Gaussians.
These are functions that naturally arise in many applications. In part, this is because they
describe some of the most commonly expected probability distributions, and consequently, are
used to model such diverse phenomena as the “noise” in electronic and optical devices, the
likelihood of a missile hitting its target, and the distribution of grades in a large class. In
addition, they arise as fundamental solutions to the differential equations describing heat flow
and diffusion problems. We will also find Gaussian functions invaluable in further developing
the mathematics used in everyday applications in science and engineering (and mathematics).
In particular, Gaussian functions make up the “identity sequences” that will play a major role
in confirming the fundamental theorem on invertibility and the more general theorems on the
differential identities in chapter 22, and, in part IV of this text, will serve as the basic “test
functions” on which the generalized theory of functions and transforms will be developed.

Some of the more significant formulas we will derive for Gaussians are also valid, slightly
modified, for other functions that are similar to Gaussians in certain ways. So, after thoroughly
discussing Gaussian functions, we will broaden our discussion to include both those functions
with formulas similar to those for Gaussians and those functions which, like Gaussians, decrease
“very rapidly” as the variable gets large.

23.1 Basic Gaussians
Definition and Some Basics
We will refer to a function g as a Gaussian function (or, more simply, as a Gaussian) if and
only if it can be written as

g(x) = Ae−γ (x−ζ )2

where A , γ , and ζ are constants with γ > 0 .1 Both A and ζ (the “shift”), may be complex.
To simplify matters, let’s first look at Gaussians having zero shift. We will refer to these as

the “basic Gaussians”. That is, g is a basic Gaussian function (more simply, a basic Gaussian)
if and only if it can be given by

g(x) = Ae−γ x2

where A is some (complex) constant and γ > 0 . The graph of a basic Gaussian — which you
should recognize as the (in)famous “bell curve” — is sketched in figure 23.1.
1 Throughout this chapter, γ will always denote a positive constant, whether or not I remember to say so.

351
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352 Gaussian Functions

X

1

Figure 23.1: Graph of a basic Gaussian, e−γ x2 for some γ > 0 .

Basic Gaussian functions satisfy a number of properties that we will find useful. Here are
some that you can easily verify:

1. Any basic Gaussian is an even function.

2. If g(x) is a basic Gaussian and a is any nonzero real number, then g with the variable
scaled by a , g(ax) , is also a basic Gaussian.

3. Basic Gaussian functions are infinitely smooth. In fact, g(n)(x) , the nth derivative of
a basic Gaussian g(x) , is simply the product of g(x) with an n th degree polynomial.
(See exercise 23.1 if this is not obvious.)

4. Basic Gaussian functions and their derivatives shrink to zero very rapidly “near infinity”.
More precisely, if g is a basic Gaussian, and n and m are any pair of nonnegative
integers, then

lim
x→±∞ xmg(x) = 0 and lim

x→±∞ xmg(n)(x) = 0 .

(See example 18.5 and exercise 18.5 starting on page 258.)

5. Basic Gaussian functions and their derivatives are absolutely integrable. In fact, if g
is a basic Gaussian and n and m are any two nonnegative integers, then xmg(n)(x) is
an absolutely integrable function on the entire real line. (Again, see example 18.5 and
exercise 18.5.)

?�Exercise 23.1: Assuming γ > 0 and g(x) = e−γ x2 , verify that g(n)(x) , the nth derivative
of g , is the product of g(x) with an nth degree polynomial when

a: n = 0 , 1 , 2 , and 3 .

b: n is any nonnegative integer.

Integral of the Basic Gaussian

You will not find a simple formula for the indefinite integral of e−γ x2 . None is known. The
value of the definite integral ∫ ∞

−∞
e−γ s2 ds ,

however, is easily computed via a clever trick. Since this value will be needed, let us compute
it now (assuming, of course, that γ > 0 ).
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For convenience, let I denote the value we are seeking. Clearly,

I =
∫ ∞

−∞
e−γ s2 ds =

∫ ∞

−∞
e−γ x2 dx =

∫ ∞

−∞
e−γ y2 dy .

The “clever trick” is based on the observation that I 2 , the product of I with itself, can be
expressed as a double integral over the entire XY–plane,

I 2 =
(∫ ∞

−∞
e−γ x2 dx

)(∫ ∞

−∞
e−γ y2 dy

)

=
∫ ∞

−∞

(∫ ∞

−∞
e−γ x2 dx

)
e−γ y2 dy

=
∫ ∞

−∞

(∫ ∞

−∞
e−γ x2e−γ y2 dx

)
dy =

∫ ∞

−∞

∫ ∞

−∞
e−γ

(
x2+y2

)
dx dy .

This double integral is easily computed using polar coordinates (r, θ) where

x = r cos(θ) and y = r sin(θ) .

Recall that
x2 + y2 = r2 and dx dy = r dr dθ .

So, converting to polar coordinates and using elementary integration techniques,

I 2 =
∫ 2π

0

∫ ∞

0
e−γ r2r dr dθ =

∫ 2π

0

1

2γ
dθ = π

γ
. (23.1)

Taking the square root gives

I = ±
√

π

γ
.

But e−γ s2 is a positive function on (−∞,∞) ; so∫ ∞

−∞
e−γ s2 ds = I =

√
π

γ
. (23.2)

Fourier Transforms of Basic Gaussians
Since the basic Gaussian functions are absolutely integrable, we can write

F
[
e−γ t2

]∣∣∣
ω

=
∫ ∞

−∞
e−γ t2 e−i2πωt dt .

Unfortunately, computing this integral directly is not a trivial task.2 Wewill compute this integral
indirectly using differential identities from the previous chapter. Some care, however, must be
taken because we will later employ some of the results obtained here to complete the proofs
of theorems 22.1 and 22.2 (on the differential identities). For this reason, we will only use the
lemmas actually proven in the previous chapter (lemmas 22.5 through 22.8, starting on page
339) to justify our use of the differential identities.

2 One standard approach uses contour integration in the complex plane.
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354 Gaussian Functions

We start our computations by stating our notation:

g(t) = e−γ t2 and G(ω) = F
[
e−γ t2

]∣∣∣
ω

where γ is an arbitrary fixed positive real number. Observe that

g′(t) = d

dt

[
e−γ t2

]
= −2γ te−γ t2 = −2γ tg(t) .

Since g′(t) and tg(t) are continuous and absolutely integrable, we can take theFourier transform
of each side of this equation, obtaining

F
[
g′(t)

]∣∣
ω

= −2γF [tg(t)]|ω . (23.3)

Moreover, because g(t) , g′(t) , and tg(t) are all smooth and absolutely integrable, lemma 22.5
on page 339 assures us that ωG(ω) is classically transformable and

F
[
g′(t)

]∣∣
ω

= i2πωG(ω) ,

while lemma 22.8 on page 341 assures us both that G(ω) is a smooth function with a classically
transformable derivative, G ′ , and that

F [tg(t)]|ω = − 1

i2π
G ′(ω) .

So equation (23.3) becomes

i2πωG(ω) = −2γ
[
− 1

i2π
G ′(ω)

]
. (23.4)

Simplifying this last equation and rewriting G ′ more explicitly gives

dG

dω
= −β2ωG(ω) (23.5)

where, for convenience, we’ve let β = π2
/γ . This is a simple first order ordinary differential

equation that you can easily solve using either separation of variables or integrating factors. We
will just observe that, by the product rule and equation (23.5),

d

dω

[
eβω2

G(ω)
]

= β2ω eβω2
G(ω) + eβω2 dG

dω

= β2ω eβω2
G(ω) + eβω2

[−β2ωG(ω)] = 0 .

But the only way a smooth function can have zero derivative is for that function to be a constant,
say, A . Thus,

eβω2
G(ω) = A ,

which, of course, means that
G(ω) = Ae−βω2

. (23.6)

All that remains to computing G(ω) is determining the value of A . Letting ω = 0 in
equation (23.6) and recalling what g denotes, we obtain

A = G(0) =
∫ ∞

−∞
g(t) e−i2π0t dt =

∫ ∞

−∞
e−γ t2 dt .
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By an amazing stroke of luck, this is the same integral we evaluated a page or two ago. From
that calculation, we know

A =
√

π

γ
.

With this, equation (23.6) becomes

G(ω) =
√

π

γ
e−βω2

.

After recalling what G and β denote (and using the alternative notation for exponentials),
we see that the last equation is

F
[
e−γ t2

]∣∣∣
ω

=
√

π

γ
exp

(
−π2

γ
ω2
)

for every γ > 0 . (23.7)

While the inverse Fourier transform of g can be found through similar computations, it is
easier to use the fact that, because g is an even function, we know F −1[g] = F [g] . Applying
this with equation (23.7) yields

F −1[e−γω2
]∣∣∣
t

=
√

π

γ
exp

(
−π2

γ
t2
)

for each γ > 0 . (23.8)

It is certainly worth noting that the Fourier transform and Fourier inverse transform of a
basic Gaussian function are, themselves, basic Gaussian functions. In particular, letting γ = π

in equation (23.7) gives us

F
[
e−π t2

]∣∣∣
ω

= e−πω2
,

a most aesthetically pleasing formula!

?�Exercise 23.2: Let α > 0 . Using the above, verify that

F
[
e−απ t2

]∣∣∣
ω

= 1√
α
exp
(
−π

α
ω2
)

and

F −1[e−απω2
]∣∣∣
t

= 1√
α
exp
(
−π

α
t2
)

(On occasion, these are more convenient to use than identities (23.7) and (23.8).)

Notes on the Derivations
Some of the formulas derived in this and the next section will figure in the final proofs of three
theorems already discussed: the fundamental theorem on invertibility and the two general theo-
rems on the differential identities (theorems 19.5, 22.1, and 22.2). Because of this, we carefully
avoided using those theorems or results derived from those theorems to obtain formulas (23.7)
and (23.8). Instead, we employed identities already shown to be valid when the functions being
transformed are all absolutely integrable (as are the basic Gaussians, their derivatives, and their
products with polynomials). You may want to look back over the above derivation to confirm
this. Alternatively, you may want to verify that formulas (23.7) and (23.8) can be obtained by
directly using the integral formulas for the Fourier transforms, some basic calculus, and some
of the results discussed in section 18.4 regarding the differentiation of fairly general integrals.
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23.2 General Gaussians
Formulas for Gaussians
By our definition, a (general) Gaussian function g is just a basic Gaussian with the variable
shifted by some quantity ζ ,

g(x) = Ae−γ (x−ζ )2 . (23.9)

Remember, while γ must be a fixed positive value, the constants A and ζ may be complex.3

A fair amount of information can be derived from a little algebra. Let a and b be the real
and imaginary components of ζ . Then, keeping the real part of the shift in the Gaussian,

e−γ (x−ζ )2 = e−γ (x−a−ib)2 = exp
(
−γ [(x − a)2 − i2(x − a)b + (ib)2

])
= exp

(
−γ (x − a)2 + i2γ bx − i2γ ab + γ b2

)
= e−i2γ ab+γ b2 ei2γ bx e−γ (x−a)2 .

That is,
Ae−γ (x−a−ib)2 = Beiλx e−γ (x−a)2 (23.10)

where

B = Ae−i2γ ab+γ b2 and λ = 2bγ .

This tells us that any Gaussian function is simply a basic Gaussian shifted along the real axis
and multiplied by a constant and a complex exponential. It also tells us that the formula on
the right-hand side of equation (23.10) can serve just as well as formula (23.9) to describe any
Gaussian. So these two formulas are equivalent, and either can be used in any computations
involving Gaussians.

Other equivalent formulas for Gaussians can easily be derived using the same sort of algebra
that led to equation (23.10). Since we will be needing them off and on for the rest of this text,
we’ll summarize these formulas in the next lemma.

Lemma 23.1 (formulas for a Gaussian function)
If any one of the following statements are true, then all are true.

1. g is a Gaussian function.

2. There is a positive constant γ and complex constants A and ζ such that

g(x) = Ae−γ (x−ζ )2 for − ∞ < x < ∞ . (23.11a)

3. There is a positive constant γ , a complex constant B , and real constants a and λ such
that

g(x) = Beiλxe−γ (x−a)2 for − ∞ < x < ∞ . (23.11b)

4. There is a positive constant γ , a complex constant C , and real constants b and µ such
that

g(x) = Ceµxe−γ (x−ib)2 for − ∞ < x < ∞ . (23.11c)

3 We may be stretching the traditional definitions of Gaussians by allowing complex shifts. Be aware that the graph of

e−γ (x−ζ )2 is not the standard bell curve if ζ is not real.
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5. There is a positive constant γ and complex constants D and σ , such that

g(x) = Deσ x e−γ x2 for − ∞ < x < ∞ . (23.11d)

Moreover, the above constants are related by

ζ = a + ib , λ = 2bγ , µ = 2aγ , σ = µ+ iλ ,

B = Aeγ b
2−i2abγ , C = Ae−γ a2−i2abγ and D = Ae−γ ζ 2 .

?�Exercise 23.3: Derive formulas (23.11c) and (23.11d) from formula (23.11a), and verify
the relations between the constants claimed in the above lemma.

From these formulas and our previous discussions regarding basic Gaussians, it should be
obvious that, if g is any Gaussian function, and if n and m are any two nonnegative integers,
then all of the following hold:

1. g(x) with the variable scaled by any real, nonzero number a , g(ax) , is anotherGaussian.

2. The translation of g(x) by any complex number number a , g(x − a) , is another
Gaussian.

3. g is infinitely smooth, and the nth derivative of g is the product of g(x) with some n th

degree polynomial.

4. g(x) and each of its derivatives shrink to zero very rapidly as x → ±∞ . That is,

lim
x→±∞ xmg(x) = 0 and lim

x→±∞ xmg(n)(x) = 0 .

5. g(x) and all of its derivatives are absolutely integrable on the real line. In fact, xmg(n)(x)
is absolutely integrable on the real line.

6. The product of g(x) with any other Gaussian function is another Gaussian.

7. The product of g(x) with any exponential function — real or complex — is another
Gaussian.

Transforms of Arbitrary Gaussians
Thanks to some of the equations just derived, the formulas for the Fourier transforms of basic
Gaussian functions can be extended to formulas for the transforms of all Gaussian functions
through straightforward applications of the translation identities.

So let γ , a , and b be fixed real values with γ > 0 . For the Fourier transform of a
basic Gaussian translated along the real axis by a we have, by equation (23.7) and one of the
translation identities,

F
[
e−γ (t−a)2]∣∣∣

ω
= e−i2πaωF

[
e−γ t2

]∣∣∣
ω

= e−i2πaω
√

π

γ
exp

(
−π2

γ
ω2
)

=
√

π

γ
exp

(
−i2πaω − π2

γ
ω2
)

.
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Using this, equation (23.10), and another translation identity, we find that

F
[
e−γ (t−a−ib)2]∣∣∣

ω
= F

[
Bei2bγ t e−γ (t−a)2]∣∣∣

ω

= B F
[
ei2π

bγ
π
t e−γ (t−a)2]∣∣∣

ω

= B F
[
e−γ (t−a)2]∣∣∣

ω− bγ
π

= B
√

π

γ
exp

(
−i2πa

(
ω − bγ

π

)
− π2

γ

(
ω − bγ

π

)2)
(23.12)

where
B = e−i2γ ab+γ b2 .

Equation (23.12) can be simplified a bit after noting that

−i2πa
(
ω − bγ

π

)
− π2

γ

(
ω − bγ

π

)2 = −i2πaω + i2abγ − π2

γ

(
ω2 − 2ω

bγ

π
+ b2γ 2

π2

)
= i2abγ − γ b2 − i2π(a + ib)ω − π2

γ
ω2 .

So,

exp

(
−i2πa

(
ω − bγ

π

)
− π2

γ

(
ω − bγ

π

)2) = ei2abγ−γ b2 e−i2π(a+ib)ω exp
(

−π2

γ
ω2
)

= 1

B
e−i2π(a+ib)ω exp

(
−π2

γ
ω2
)

,

and equation (23.12) reduces to

F
[
e−γ (t−a−ib)2]∣∣∣

ω
=
√

π

γ
e−i2π(a+ib)ω exp

(
−π2

γ
ω2
)

.

Letting ξ = a + ib , this further simplifies to

F
[
e−γ (t−ξ)2

]∣∣∣
ω

=
√

π

γ
e−i2πξω exp

(
−π2

γ
ω2
)

(23.13)

where ξ is any complex constant.
By the principle of near-equivalence, we also have

F −1[e−γ (ω−ξ)2
]∣∣∣
t

=
√

π

γ
e−i2πξ(−t) exp

(
−π2

γ
(−t)2

)

=
√

π

γ
ei2πξ t exp

(
−π2

γ
t2
)

(23.14)

for any complex constant ξ .
Observe that each of the two transforms above is a basic Gaussian multiplied by a complex

exponential, which, as we saw earlier, means that these transforms are also Gaussian functions. I
repeat: the Fourier transforms of all Gaussian functions are, themselves, Gaussians. This is not
simply an interesting bit of mathematical trivia. It has consequences in many of the applications
in which Gaussians naturally arise. It is also one of the reasons that the set of Gaussian functions
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will play amajor role later, both in some of our more advanced discussions of the classical theory
(such as our proof of the fundamental theoremon invertibility), and in ourwork extending Fourier
analysis beyond the confines of the classical theory.

Let us end this subsection on computing transforms of Gaussians by reconsidering the
translation identities in chapter 21. Those identities were derived assuming real translations
only. Indeed, they are not generally valid when the shift is complex (recall exercise 21.16 on
page 328). But notice that, letting g(t) = e−γ t2 and G = F [g] , equation (23.13) is

F [g(t − ξ)]|ω = e−i2πξωG(ω) ,

which certainly looks like a translation identity. Here, though, we are allowing the shift, ξ , to
be a complex value. So there are cases where the translation identities do hold using complex
shifts. In section 23.4 we will try to identify those cases.

?�Exercise 23.4: Let γ > 0 , and let ξ be any (possible complex) value. Confirm that

F
[
ei2πξ t e−γ t2

]∣∣∣
ω

=
√

π

γ
exp

(
−π2

γ
(ω − ξ)2

)
(23.15)

and

F −1[e−i2πξωe−γω2
]∣∣∣
t

=
√

π

γ
exp

(
−π2

γ
(t − ξ)2

)
(23.16)

a: using invertibility and equations (23.13) and (23.14).

b: without using invertibility. (Use basic algebra and translation identities from theorem21.1
on page 311 in a manner similar to our derivation of equations (23.13) and (23.14).)

More Notes on the Derivations (and Proving Invertibility)
As already mentioned, some of the results in this section will play a role in finally proving the
fundamental theorem on invertibility and the general theorems on the differential identities. So,
again, let us briefly review our derivations.

Equations (23.13) and (23.14) were derived using results from the previous section, elemen-
tary algebra, the translation identities from theorem 21.1, and the principle of near-equivalence.
However, the functions being transformed here are all absolutely integrable. So the Fourier trans-
forms here can be written in integral form, and the translation identities and near-equivalence
identities used can be verified easily via elementary calculus. Consequently, we can write equa-
tions (23.13) and (23.14) in integral form,∫ ∞

−∞
e−γ (t−ξ)2 e−i2πωt dt =

√
π

γ
e−i2πξω exp

(
−π2

γ
ω2
)

(23.17)

and ∫ ∞

−∞
e−γ (ω−ξ)2 ei2πωt dω =

√
π

γ
ei2πξ t exp

(
−π2

γ
t2
)

. (23.18)

Moreover, we are certain these equations hold even though some of our “Fourier analysis”
theorems (such as the fundamental theorem on invertibility) remain to be proven.

Likewise, by exercise 23.4 b above, we know that equations (23.15) and (23.16) can be
written in integral form,∫ ∞

−∞
ei2πξ t e−γ t2 e−i2πωt dt =

√
π

γ
exp

(
−π2

γ
(ω − ξ)2

)
(23.19)
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360 Gaussian Functions

and ∫ ∞

−∞
e−i2πξωe−γω2

ei2πωt dω =
√

π

γ
exp

(
−π2

γ
(t − ξ)2

)
, (23.20)

and that we can verify these equations directly using calculus and algebra.
It is important to realize that we now know the above integral equations hold (for suitable

choices of γ , t , and ω ) even though we have not yet proven the fundamental theorem on
invertibility or the two theorems on the differential identities. This means that we can use these
equations in proving those theorems. Since that is the plan, let us formally state the above
observations so we do not have to rethink all this when we finally get around to proving those
theorems.

Theorem 23.2
Let γ > 0 , and let ξ be any complex number. Then equations (23.17) and (23.19) hold for
every real ω , and equations (23.18) and (23.20) hold for every real t .

If it is still unclear why we know this theorem is valid, do the next exercise.

?�Exercise 23.5: Let γ > 0 . Using basic algebra, calculus, and results from section 18.4
on differentiating integrals, verify that equation (23.17) holds

a: when ξ = 0 .

b: when ξ is any complex number.

23.3 Gaussian-Like Functions
Basic Gaussian-Like Functions
Thus far in this chapter, all of our computations have involved functions of the form

g(x) = e−γ x2 where γ > 0 .

Many of those computations, however, did not truly require that γ be a positive real number.
So let us reconsider those computations using a function of the form

f (x) = e−λx2

where λ is a complex number. We will let γ = Re[λ] and κ = Im[λ] , so that λ = γ + iκ and

f (x) = e−(γ+iκ)x2 = e−γ x2
[
cos
(
κx2
)− i sin

(
κx2
)]

.

To ensure that f is absolutely integrable, we will continue to assume γ is positive. The graph
of such a function, with κ > 0 , has been sketched in figure 23.2. Since the formula of f is so
similar to that of a true Gaussian function, we might call f a basic Gaussian-like function.

While we won’t refer to the above f as a Gaussian (unless κ = 0 ), it should be obvious
that this function satisfies properties very similar to those satisfied by the basic Gaussians. For
example, f , as defined above, is certainly an even, infinitely differentiable function on the real
line. Noting that

| f (x)| =
∣∣∣e−(γ+iκ)x2

∣∣∣ =
∣∣∣e−γ x2

∣∣∣ ∣∣∣e−iκx2∣∣∣ = e−γ x2 ,
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(a) (b)

00
00

11

Figure 23.2: Graph of (a) the real part and (b) the imaginary part of e−(γ+iκ)x2 with
γ > 0 and κ > 0 .

it is also clear that f is absolutely integrable (assuming γ > 0 ). And with a little thought, you
should also realize that every derivative of f , as well as every product of f with a polynomial,
is also absolutely integrable.

Integrals of Basic Gaussian-Like Functions
The evaluation of the integral of f over the real line,

I =
∫ ∞

−∞
f (x) dx =

∫ ∞

−∞
e−λx2 dx ,

will, doubtlessly, be the most difficult part of our work in extending the results of the previous
sections to Gaussian-like functions. True, the same “clever trick” that led to equation 23.1 on
page 353 can be used here just as well to show that

I 2 = π

λ
= π

γ + iκ
, (23.21)

assuring us that I is one of the two square roots of π/λ . Unfortunately, the argument that I
must be the positive square root, which we used when λ = γ , is no longer valid. So, instead,
let’s look at the real and imaginary parts of both I and each of the possible square roots of π/λ

when λ = γ + iκ .
Rewriting f in terms of its real and imaginary parts yields

I =
∫ ∞

−∞
e−γ x2

[
cos
(
κx2
)− i sin

(
κx2
)]

dx

=
∫ ∞

−∞
e−γ x2 cos

(
κx2
)
dx − i

∫ ∞

−∞
e−γ x2 sin

(
κx2
)
dx .

So

Re[I ] =
∫ ∞

−∞
e−γ x2 cos

(
κx2
)
dx

and

Im[I ] = −
∫ ∞

−∞
e−γ x2 sin

(
κx2
)
dx .

Take another look at the graphs of f in figure 23.2. In particular, look at the graph of the
imaginary part and notice how each “hump” above the X–axis is smaller than an adjacent hump
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γγ

κ

κ

|λ|

|λ|

θ

θ

λ = γ + iκ

λ = γ + iκ

(a) (b)

Figure 23.3: Relation between θ and λ = γ + iκ where (a) κ > 0 and (b) κ < 0 . In both
cases γ > 0 .

below the X–axis. This means (assuming our graph is reasonably accurate) that the “net area”
between the graph of the imaginary part of f and the X–axis must be negativewhenever κ > 0 .
On the other hand, since sin

(
κx2
)
is an odd function of κ , this net area will be positive when

κ < 0 . Thus,
Im[I ] < 0 when κ > 0

and

Im[I ] > 0 when κ < 0 .

(A rigorous verification of these inequalities will be left as an exercise, exercise 23.11.)
To find useful expressions for the square roots of π/λ , it helps to observe that, because

γ > 0 , λ can be written in polar form,

λ = |λ| eiθ where θ = arctan
(

κ

γ

)
.

This is illustrated in figure 23.3. Also, while we have that figure at hand, we might as well
observe the following relations between the sign of κ and θ :

κ > 0 ⇐⇒ 0 < θ <
π

2
,

κ = 0 ⇐⇒ θ = 0 ,

and

κ < 0 ⇐⇒ −π

2
< θ < 0 .

We will use these relations in a little bit as well as the observation that

cos(θ) = γ

|λ| .

Using the polar representation for λ , equation (23.21) can be written as

I 2 = π

λ
= π

|λ| e
−iθ .

Solving for I , we get

I = ±
(

π

|λ| e
−iθ)1/2 .

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

Gaussian-Like Functions 363

That is,
I = I1 or I = I2

where

I1 =
√

π

|λ| exp
(
−i 1

2
θ
)

=
√

π

|λ|
[
cos
(
1

2
θ
)

− i sin
(
1

2
θ
)]

and

I2 = −
√

π

|λ| exp
(
−i 1

2
θ
)

=
√

π

|λ|
[
− cos

(
1

2
θ
)

+ i sin
(
1

2
θ
)]

.

Therefore,

Im[I1] =
√

π

|λ| cos
(
1

2
θ
)

and Im[I2] = −
√

π

|λ| cos
(
1

2
θ
)

.

From these formulas and the relations between κ and θ , we see that

Im[I1] < 0 and Im[I2] > 0 when 0 < κ ,

while

Im[I1] > 0 and Im[I2] < 0 when κ < 0 .

Comparing these inequalities with the inequalities originally derived for the imaginary part of
I , we finally see that I must be the first of the two possible square roots, I1 .

Thus I = I1 . Replacing I and I1 with the formulas they represent then gives us∫ ∞

−∞
e−λx2 dx =

√
π

|λ| exp
(
−i 1

2
θ
)

=
√

π

|λ|
[
cos
(
1

2
θ
)

− i sin
(
1

2
θ
)]

(23.22)

where
θ = arctan

(
κ

γ

)
.

Don’t forget, λ = γ + iκ and γ > 0 .
An alternative version of equation (23.22) not explicitly involving the θ can be derived

easily. Using a little basic trigonometry, we see that

cos
(
1

2
θ
)

=
√
1

2
+ 1

2
cos(θ) =

√
1

2
+ γ

2 |λ|
and

sin
(
1

2
θ
)

= sgn(κ)

√
1

2
− 1

2
cos(θ) = sgn(κ)

√
1

2
− γ

2 |λ|

where

sgn(κ) =

⎧⎪⎪⎨⎪⎪⎩
−1 if κ < 0

0 if κ = 0

+1 if 0 < κ

.

With these equations and a little algebra, equation (23.22) “reduces” to∫ ∞

−∞
e−λx2 dx = 1

|λ|
√

π

2

(√|λ| + γ − i sgn(κ)
√|λ| − γ

)
(23.23)

still assuming, of course, that λ = γ + iκ and γ > 0 .
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Finally, it may be of some interest to observe that, after splitting equation (23.23) into its
real and imaginary parts, we have∫ ∞

−∞
e−γ x2 cos

(
κx2
)
dx = 1

|λ|
√

π

2
(|λ| + γ )

and ∫ ∞

−∞
e−γ x2 sin

(
κx2
)
dx = 1

|λ|
√

π

2
(|λ| − γ )

whenever γ > 0 and κ ≥ 0 . (In fact, these equations can be justified when γ = 0 , even
though the integrands are no longer absolutely integrable.)

Fourier Transforms of Gaussian-Like Functions
Again, let f (x) = e−λx2 where λ = γ + iκ and γ > 0 . You can easily verify that the
Fourier transform of f can be obtained through the same sort of computations we used to find
the Fourier transform of the basic Gaussian functions. The result of those computations is

F
[
e−λt2

]∣∣∣
ω

= Iλ exp

(
−π2

λ
ω2
)

where Iλ is the integral over the real line of e−λx2 — the same integral evaluated just a few
paragraphs ago. From that discussion, we have three equivalent formulas for this constant:

Iλ =
√

π

|λ| exp
(
−i 1

2
θ
)

,

Iλ =
√

π

|λ|
[
cos
(
1

2
θ
)

− i sin
(
1

2
θ
)]

,

and

Iλ = 1
|λ|
√

π

2

(√|λ| + γ − i sgn(κ)
√|λ| − γ

)
where, in the first two formulas,

θ = arctan
(

κ

γ

)
.

Likewise,

F −1[e−λω2
]∣∣∣
t

= Iλ exp

(
−π2

λ
t2
)

.

You can also verify that the discussion regarding general Gaussian functions in section 23.2
remains valid if the word “Gaussian” is replaced by “Gaussian-like”, and the values γ and

√
π/γ

are replaced, respectively, by λ and the above defined Iλ . In particular, for any complex number
α ,

F
[
e−λ(t−α)2

]∣∣∣
ω

= e−i2παω Iλ exp

(
−π2

λ
ω2
)

and

F
[
ei2παt e−λt2

]∣∣∣
ω

= Iλ exp

(
−π2

λ
(ω − α)2

)
.
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23.4 Complex Translation and Very Rapidly
Decreasing Functions∗

At the end of section 23.2 we saw that the translation identities held for Gaussian functions
even when the shift was complex valued. In this section, we will verify that a similar complex
translation identity holds whenever the translation involves the transform of a function that
“vanishes sufficiently rapidly near infinity”.

Very Rapidly Decreasing Functions
Let us refer to a function g on the real line as a very rapidly decreasing function if and only if

lim
x→±∞ eα|x | |g(x)| = 0 for each α > 0 . (23.24)

!�Example 23.1: From our work in the previous sections it should be clear that any Gaussian
or Gaussian-like function is a very rapidly decreasing function.

?�Exercise 23.6: Verify that

φ(x) = Axne−γ (x−a)2

is a very rapidly decreasing function whenever A and a are fixed complex values, n is a
nonnegative integer, and γ > 0 .

The functions described in the last exercise will play a particularly important role in devel-
oping the generalized theory for Fourier analysis. You should also realize that there are many
very rapidly decreasing functions that do not involve Gaussians.

?�Exercise 23.7 a: Verify that rect(a,b) is a very rapidly decreasing function whenever
(a, b) is a finite interval.

b: Verify that every finite duration function is a very rapidly decreasing function.

Observe that, for equation (23.24) to hold, there must be a positive value Xα corresponding
to each α such that

eα|x | |g(x)| < 1 whenever Xα < |x | .

In turn, this means that, for each α > 0 ,

|g(x)| < e−α|x | whenever Xα < |x | .

In other words, for g to be a very rapidly decreasing function, g(x) must be shrinking to zero
faster than any decreasing exponential function as x → ±∞ .4

From these last observations, you should be able to immediately derive the claims made in
the next two lemmas. (Since we will be using these results, you really should give some thought
as to why they follow from the above discussion.)
∗ Warnings: (1) The material in this section is for the more advanced readers and requires some knowledge of the
theory of analytic functions on the complex plane. See the discussion in chapter 6 beginning on page 65. (2) At
certain points in part IV of this book we will refer back to material developed in this section.
4 Hence the term “very rapidly decreasing function”.

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

366 Gaussian Functions

Lemma 23.3
Any very rapidly decreasing, piecewise continuous function is absolutely integrable. Moreover,
if f is such a function and β is any complex number, then f (x)eβx is also a very rapidly
decreasing, piecewise continuous function and, hence, is also absolutely integrable.

Lemma 23.4
The product and all linear combinations of two very rapidly decreasing functions are also very
rapidly decreasing functions.

Transforms of Very Rapidly Decreasing Functions
Now let’s consider the transform of a piecewise continuous, very rapidly decreasing function
f . Since f is in A , its Fourier transform F is given by

F(ω) =
∫ ∞

−∞
f (t) e−i2πωt dt . (23.25)

Up to this point, we have been assuming that the ω in this integral formula is real to ensure
the integrand is integrable. However, as we noted in lemma 23.3, f (t) e−i2πωt is absolutely
integrable for any complex value of ω . So let us “redefine” F as a function FE on the entire
complex plane by replacing the ω in equation (23.25) with an explicitly complex value,

FE (x + iy) =
∫ ∞

−∞
f (t) e−i2π(x+iy)t dt . (23.26)

(More precisely, FE is the extension of F to a function on the complex plane.) For now,
we want to distinguish the original function F , which was only defined on the real line, from
its extension FE , which is defined on the entire complex plane. But do keep in mind that
FE (x) = F(x) whenever x is a real value.

If you’ve had a course in complex variables or have recently read the section in chapter 6
on functions of a complex variable (starting on page 65), then you know that it would be nice if
this FE were analytic on the complex plane. The next lemma assures us that this is so.

Lemma 23.5
If f is a very rapidly decreasing function, and

FE (z) =
∫ ∞

−∞
f (t) e−i2π zt dt for each z in � ,

then FE is analytic on the entire complex plane.

PROOF (partial): According to the test for analyticity (theorem 6.1 on page 67), it will suffice
to show that the partial derivatives of FE (x + iy) exist, are continuous on the complex plane,
and satisfy

i
∂FE
∂x

= ∂FE
∂y

. (23.27)

A relatively straightforward application of either theorem 18.20 on page 267 or its corollary
verifies that the desired partial derivatives exist, and that

∂FE
∂x

= ∂

∂x

∫ ∞

−∞
f (t) e−i2π(x+iy)t dt

=
∫ ∞

−∞
∂

∂x

[
f (t) e−i2π(x+iy)t] dt = −i2π

∫ ∞

−∞
t f (t) e−i2π(x+iy)t dt
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and
∂FE
∂y

= ∂

∂y

∫ ∞

−∞
f (t) e−i2π(x+iy)t dt

=
∫ ∞

−∞
∂

∂y

[
f (t) e−i2π(x+iy)t] dt = 2π

∫ ∞

−∞
t f (t) e−i2π(x+iy)t dt .

Comparing these formulas for the partials, we see that equation (23.27) is satisfied for all x+ iy .
All that remains is to show that the partials are continuous functions on the complex plane.

That can be done in a manner similar to how we showed that transforms of absolutely integrable
functions are continuous (see the discussion starting on page 284). The details are left to the
interested reader.

Consider what we now have. We have a very rapidly decreasing function f , its Fourier
transform F defined on the real line, and an extension of F to a function FE defined and
analytic on the entire complex plane. Finding FE by computing the integral in equation (23.26)
can be difficult. Suppose, however, we can find some “other” function G that, like FE , is
analytic on the entire complex plane and reduces to F on the real line. Then

FE (x) = F(x) = G(x) for − ∞ < x < ∞ .

But from corollary 6.6 on page 70, we know this is possible only if FE (z) = G(z) for all
complex values of z . This is good because often G can be found “by inspection”. In fact, as
the next example illustrates, we can often find FE (z) by finding the formula for F(ω) using
tables, and then just replacing the ω with z .

!�Example 23.2: Let f (t) = √
π te−t2 . Its Fourier transform F can be computed using

the differentiation identities and formula (23.7),

F(ω) = F
[√
π te−t2

]∣∣∣
ω

= −
√

π

i2π

d

dω

[√
πe−π2ω2

]
= −iπ2ω e−π2ω2

.

From our discussion of analytic functions (see example 6.5 on page 68 along with exercise 6.5
onpage 69), weknow this last formula, with the real variable ω replaced by a complexvariable
z , gives a function G(z) that is analytic on the complex plane. Obviously then, we also have
G(x) = F(x) for all real values of x . So, as was just discussed, G and FE must be the
same; that is,

−iπ2ze−π2z2 =
∫ ∞

−∞
√
π te−t2 e−i2π zt dt

for every complex value z .

Let us now go back to our formula for FE (z) ,

FE (z) =
∫ ∞

−∞
f (t) e−i2π zt dt .

Since z can be any complex number, let z = x − α where x is a real number and α is any
complex number. Doing the substitution, we see that

FE (x − α) =
∫ ∞

−∞
f (t) e−i2π(x−α)t dt

=
∫ ∞

−∞
f (t)ei2παt e−i2πxt dt = F

[
f (t)ei2παt

]∣∣∣
x

.
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Cutting out the middle leaves us with

FE (x − α) = F
[
f (t)ei2παt

]∣∣∣
x

,

confirming that a version of the translation identity does hold for complex translations, provided
we are talking about translating the transform of a very rapidly decreasing function. Also notice
that, if we view x as a variable and α as a constant, then FE (x −α) , being the transform of an
absolutely integrable function, must itself be a classically transformable function of x . (There
is no reason in general, however, to believe that FE (x − α) is, itself, a very rapidly decreasing
— or even an absolutely integrable — function of x .)

Summarizing our work above gives us the following theorem.

Theorem 23.6
Suppose f is a very rapidly decreasing, piecewise continuous function on � . Let F = F [ f ] .
Then there is a single analytic function FE on the complex plane equaling F on the real line.
Moreover,

FE (ω − α) = F
[
ei2παt f (t)

]∣∣∣
ω

for every real value ω and complex value α .

By near-equivalence, of course, there is an analogous theorem for inverse Fourier transforms
of very rapidly decreasing functions.

Theorem 23.7
Suppose F is a very rapidly decreasing, piecewise continuous function on � . Let f =
F −1[F] . Then there is a single analytic function f E on the complex plane equaling f on the
real line. Moreover,

fE (t − α) = F −1[F(ω)e−i2παω
]∣∣∣
t

for every real value t and complex value α .

!�Example 23.3: Consider finding the Fourier transform of
√
π te6π t−t2 . This function can

be rewritten as
ei2π(−3i)t f (t) where f (t) = √

π te−t2 .

From example 23.2, we know that the extension to the complex plane of F = F [ f ] is

FE (z) = −iπ2ze−π2z2 .

So, applying theorem 23.6,

F
[√
π te6π t−t2

]∣∣∣
ω

= F
[
ei2π(−3i)t f (t)

]∣∣∣
ω

= FE (ω − (−3i))
= −iπ2(ω + 3i)e−π2(ω+3i)2

= π2(3− iω)e−π2(ω2−9)e−i6π2ω .
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Some Final Comments on Notation and Philosophy
Strictly speaking, (classical) Fourier transforms are functions just on the real line. So, strictly
speaking, the above FE is not the Fourier transform of f “on the complex plane”. It is the
analytic extension of the Fourier transform of f to a function on the complex plane. It can,
however, be used to find many Fourier transforms. In particular, if we know the FE for a
given very rapidly decreasing function f , and another function g is related to f by g(t) =
ei2π(3i)t f (t) , then theorem 23.6 tells us that G = F [g] is given by G(ω) = FE (ω − 3i) .

That is why we carefully distinguished between FE and F in our discussion above.
On the other hand, in practice the same basic formula often describes both F and its

extension FE , with the only difference being whether the formula’s variable is viewed as an
arbitrary real value or an arbitrary complex value. As a result, it is fairly common practice not to
distinguish explicitly between these two functions, and to use same expression, F(ω) (or, even,
F [ f ]|ω ), for both with the understanding that the variable, ω , indicates either “an arbitrary real
value” or “an arbitrary complex value” depending on the context of the discussion. Since this
practice can simplify discussion, we will also follow it when it is not likely to cause confusion.5

Additional Exercises

23.8. Find each of the following transforms. Wherever it appears, assume that γ > 0 .

a. F
[
e−4t2

]∣∣∣
ω

b. F −1[e−4ω2
]∣∣∣
t

c. F
[
e−4π t2

]∣∣∣
ω

d. F
[
e−γ (t−3)2]∣∣∣

ω

e. F −1[e−γ (ω−3)2]∣∣∣
t

f. F
[
ei6π t e−9t2

]∣∣∣
ω

g. F
[
sin(12π t) e−9t2

]∣∣∣
ω

h. F
[
t e−γ t2

]∣∣∣
ω

i. F
[
t2 e−γ t2

]∣∣∣
ω

j. F
[
(t + 3)e−4π(t−5)2]∣∣∣

ω

k. F
[
ei6π t e−4π(t−5)2]∣∣∣

ω

23.9. Find the Fourier transform of each of the following using identities (23.7) and (23.8)
(see page 355), elementary algebra, and the Fourier translation identities. Do not use
the more general Gaussian identities derived in section 23.2.

a. e6γ t e−γ t2 where γ > 0
(Hint: Write this as a single exponential and then “complete the square”.)

b. e10t e−t2 c. e−3(t−2−6i)2 d. e−9π(t−6i)2

23.10. Redo the previous exercise using the more general identities from section 23.2.

5 Indeed, we have been following this practice. Just look at our discussion of transforms of general Gaussian functions
in the previous section.
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370 Gaussian Functions

23.11 a. For the following, assume γ and κ are both positive real numbers.

i. For each nonnegative integer n , rigorously verify that∫ xn+1

xn
e−γ x2 sin

(
κx2
)
dx > 0 where xn =

√
2nπ

κ
.

(Suggestion: Simplify the problem using the substitution τ = κx 2 .)

ii. Now show that ∫ ∞

−∞
e−γ x2 sin

(
κx2
)
dx > 0 .

b. Using the result of the last part, show that, if γ > 0 and κ < 0 , then∫ ∞

−∞
e−γ x2 sin

(
κx2
)
dx < 0 .

23.12. Let γ and κ be two positive numbers, and find the following:

a. F
[
e−γ t2 cos

(
κt2
)]∣∣∣

ω
b. F

[
e−γ t2 sin

(
κt2
)]∣∣∣

ω

23.13. For the following, assume f is a piecewise continuous function with finite duration,
and let F = F [ f ] .

a. Verify that F can be viewed as an analytic function on the complex plane.

b. Show there are constants M and β such that

|F(x + iy)| ≤ Meβ|y|

for all real values x and y . How can M and β be related to the integral of f and
a duration bound T for f ?

c. Suppose f also has finite bandwidth. Let Ω be a bandwidth bound for f , and
let x0 be any point in the interval (Ω,∞) . Using the fact that F must be analytic
(noted above) and results regarding analytic functions from section 6.4 (starting on
page 65):

i. Verify that F and all of its (complex) derivatives are 0 at x0 .

ii. Verify that f and F must vanish on the entire complex plane. (Hint: Consider
the Taylor series of F at x0 and the discussion at the end of section 6.4.)

iii. Now confirm the statement “No nontrivial classically transformable function can
have both finite duration and finite bandwidth.”

23.14. Using theorem 23.6 and previously computed transforms, find each of the following
transforms:

a. F
[
e6π t pulse1(t)

]∣∣∣
ω

b. F
[
sinh(6π t) pulse1(t)

]∣∣
ω

c. F
[
e6π t tri1(t)

]∣∣∣
ω

(See exercise 19.15 c on page 289.)
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Convolution and Transforms
of Products

Earlier, we obtained

y(t) = F −1
[
2 sinc(2πω)

3+ i2πω

]∣∣∣∣
t

as a solution to a differential equation (see example 22.2 on page 335). At the time we did not
attempt to further evaluate it, because, well, it just looked too darned hard.

Let us reconsider this formula. It is the product of two relatively simple functions,

F(ω) = 2 sinc(2πω) and G(ω) = 1

3+ i2πω
,

whose inverse transforms,

f (t) = F −1[F]|t = pulse1(t) and g(t) = F −1[G]|t = e−3t step(t) ,

can be found by such elementary means as looking them up in table 21.1 on page 312. An
obvious question now arises: Is there a relatively simple formula of f (t) and g(t) that can be
relied on to give the inverse transform of the product F(ω)G(ω) ?

The answer to this question is yes, at least for “most practical cases”. The formula is the
convolution formula, and this chapter is a study of that formula.

24.1 Derivation of the Convolution Formula
We will derive the convolution formula by attempting to evaluate F −1[FG]|t in terms of f
and g (where, as usual, f = F −1[F] and g = F −1[G] ). For this derivation, we will assume
both f and G are in A so that we can use the integral formulas for their transforms,

F(ω) =
∫ ∞

−∞
f (s) e−i2πsω ds and g(τ ) =

∫ ∞

−∞
G(ω) ei2πωτ dω .

Assuming that the product FG is also absolutely integrable, we then have

F −1[F(ω)G(ω)]|t =
∫ ∞

−∞
F(ω)G(ω) ei2πωt dω

=
∫ ∞

−∞

[∫ ∞

−∞
f (s) e−i2πsω ds

]
G(ω) ei2πωt dω .

371
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372 Convolution

Thus,

F −1[F(ω)G(ω)]|t =
∫ ∞

−∞

∫ ∞

−∞
f (s)G(ω) ei2πω(t−s) ds dω .

Let us further assume that the order of integration of this last double integral can be interchanged.
Then

F −1[F(ω)G(ω)]|t =
∫ ∞

−∞

∫ ∞

−∞
f (s)G(ω) ei2πω(t−s) dω ds

=
∫ ∞

−∞
f (s)

[∫ ∞

−∞
G(ω) ei2πω(t−s) dω

]
ds .

But the inner integral in the last line is just the integral for g(τ ) with τ = t − s . So the above
reduces to

F −1[F(ω)G(ω)]|t =
∫ ∞

−∞
f (s)g(t − s) ds . (24.1)

The integral formula on the right-hand side of this last equation is the convolution formula.
Whilewe’ve derived it as a formula for computing the inverse transformof a product, wewill later
discover that it and some other closely related formulas are important tools both for the general
development of the mathematics of Fourier analysis and for solving many specific problems in
engineering and science. Because of this, we are going to take a short break from discussing
“Fourier transforms” and focus our efforts on understanding this important formula.

However, before turning our attention completely away from Fourier transforms, let us
briefly look back at the assumptions made above in deriving equation (24.1). In addition to
assuming that both f and G are classically transformable and absolutely integrable (i.e., that
both f and G are in A ), we assumed that

1. the product FG is absolutely integrable, and

2. the order of integration in∫ ∞

−∞

∫ ∞

−∞
f (s)G(ω) ei2πω(t−s) ds dω

can be interchanged.

In fact, neither of these two additional assumptions was necessary. For one thing, if f is in
A , then F = F [ f ] is bounded (see theorem 19.6 on page 282), and thus, being the product
of an absolutely integrable function with a bounded function, FG is automatically absolutely
integrable — there was no need to assume it.

The issue of interchanging the order of integration in double integrals such as above was
discussed in more general terms at the end of chapter 18.1 The above double integral is just
a special example of the double integrals considered in corollary 18.24 on page 269. Because
f and G are assumed to be absolutely integrable functions on the real line, and ei2πωt is a
bounded continuous function, corollary 18.24 assures us that the product f (s)G(ω) ei2πω(t−s)
is absolutely integrable on the SΩ–plane and that∫ ∞

−∞

∫ ∞

−∞
f (s)G(ω) ei2πω(t−s) ds dω =

∫ ∞

−∞

∫ ∞

−∞
f (s)G(ω) ei2πω(t−s) dω ds .

Again, there was no need to assume this.

1 We’ll be referring to that discussion several times in this chapter. If you haven’t yet done so, you might want to
review that discussion now.
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So all our derivation of equation (24.1) really required was that both f and G be in A .
As an exercise, you should verify that the roles of f and g can be switched in the derivation

of equation (24.1).

?�Exercise 24.1: Re-derive equation (24.1) assuming that both F and g are in A .

24.2 Basic Formulas and Properties of Convolution
Definition
Let f and g be two functions defined on the real line. The convolution of f with g , denoted
by either f ∗ g or f (x) ∗ g(x) , is the function given by

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds

provided this integral exists and is finite for all real values of x . This integral is often called the
convolution integral.

!�Example 24.1: If
f (t) = e−2t step(t) and g(t) = e5t ,

then
f (s) = e−2s step(s) and g(x − s) = e5(x−s) ,

and

f ∗ g(x) =
∫ ∞

s=−∞
f (s)g(x − s) ds

=
∫ ∞

−∞
e−2s step(s) e5(x−s) ds

= e5x
∫ ∞

0
e−7s ds = e5x

[
− 1

7
e−7s

∣∣∣∞
s=0

]
= 1

7
e5x .

!�Example 24.2:

pulse1(x) ∗ sin(x) =
∫ ∞

−∞
pulse1(s) sin(x − s) ds

=
∫ 1

−1
sin(x − s) ds = cos(x − 1) − cos(x + 1) .

?�Exercise 24.2: Show that, if f (x) = pulse2(x) and g(x) = e3x , then

f ∗ g(x) = 1

3

[
e3(x+2) − e3(x−2)

]
.

As the next example shows, it is quite possible to have a convolution integral that is not
finite. In such cases we will simply say that the corresponding convolution does not exist.
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!�Example 24.3: Attempting to find the convolution of

f (t) = e2t with g(t) = e−3t

yields

e2x ∗ e−3x =
∫ ∞

−∞
e2se−3(x−s) ds = e−3x

∫ ∞

−∞
e5s ds ,

which is not a finite integral. So e2x ∗ e−3x does not exist.

We will discuss conditions guaranteeing the existence of a given convolution later. For
now, let me just mention that there are functions f and g such that

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds

is well defined for some values of x and undefined (or infinite) for other values of x (as
illustrated in exercise 24.22 at the end of this chapter). Our interests, however, will mainly be
with the cases where the integral is well defined and finite for all real values of x . This will
mean that, for every real value of x , we will want the product f (s)g(x − s) to be a piecewise
continuous and absolutely integrable function of s over the real line.

About the Notation
A few words must be said about notation and how, in our desire to use the “standard notation”
commonly found in the literature, we are also perpetuating some rather bad (yet, convenient)
notation.

Consider the two ways we have for indicating the formula of the convolution of pulse2(x)
with e3x . The first way is to write

f ∗ g(x) = 1

3

[
e3(x+2) − e3(x−2)

]
where

f (x) = pulse2(x) and g(x) = e3x .

This is notationally correct, but not nearly as convenient as simply saying

pulse2(x) ∗ e3x = 1

3

[
e3(x+2) − e3(x−2)

]
, (24.2)

which illustrates how convolution formulas are often described. Observe, however, that the
symbol “ x ” is being used for two different things. On the left side of this equation x is a
dummy variable used to describe the functions being convolved, while the x on the right-hand
side is a true variable in the final formula for the convolution. In practice, equation (24.2) is
understood to mean that, for example, when x = 1 , then the convolution of pulse2(x) with
e3x is

1

3

[
e3(1+2) − e3(1−2)

]
= 1

3

[
e9 − e−3

]
.

On the other hand, naively replacing x with 1 in the left-hand side gives

pulse2(1) ∗ e3·1 = 1 ∗ e3 =
∫ ∞

−∞
1 · e3 ds = ∞ ,

which is certainly not what equation (24.2) was intended to imply!
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The questionable double use of one symbol in equation (24.2) can be easily avoided by
writing the equation as

pulse2(s) ∗ e3s
∣∣∣
x

= 1

3

[
e3(x+2) − e3(x−2)

]
.

Unfortunately, this does not seem to be common practice. So, innocent reader, be aware that,
unless you are explicitly told otherwise, the phrase “the value of f (x) ∗ g(x) when x = x0 ”,
as well as the notations

f (x) ∗ g(x)∣∣x0 and f (x) ∗ g(x)∣∣x=x0 ,

should all be taken to mean

the value obtained by first finding the formula for f ∗ g(x) , and then evaluating
this formula with x replaced by x0

and NOT f (x0) ∗ g(x0) .

Alternate Definitions
Be warned that texts using one of the other definitions for the Fourier integral transforms will
often define convolution by as

f ∗ g(x) = 1√
2π

∫ ∞

−∞
f (s)g(x − s) ds .

As with the variations in the Fourier integral formulas, this variation in the definition of convo-
lution affects specific formulas, but not the basic concepts.

You should also be aware that the convolution formula given here is the one appropriate
when using the Fourier transform. When using the Laplace transform, the appropriate definition
is

f ∗ g(x) =
∫ ∞

0
f (s)g(x − s) ds .

The difference between this and our convolution formula — the different lower limits in the
integral— is significant. For example, the existence of f ∗g for a particular choice of functions
may depend on whether we are using the the Laplace transform version or the Fourier transform
version of convolution.

24.3 Algebraic Properties
Basic Algebraic Properties
In computing convolutions we maywonder whether there is a simple relationship between f ∗g
and g ∗ f that we could use to simplify our computation of, say, f ∗ g given that we already
know g ∗ f . Well, by definition

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds and g ∗ f (x) =

∫ ∞

−∞
g(s) f (x − s) ds .
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If, in the second integral, we use the change of variables σ = x − s (so s = x − σ and
ds = −dσ ), then, keeping in mind that s and σ are dummy variables,

g ∗ f (x) =
∫ ∞

s=−∞
g(s) f (x − s) ds

=
∫ −∞

σ=∞
g(x − σ) f (σ )(−1) dσ

= −
∫ −∞

σ=∞
f (σ )g(x − σ) dσ

=
∫ ∞

−∞
f (σ )g(x − σ) dσ = f ∗ g(x) .

So there is a simple relation between f ∗ g and g ∗ f — they are the same. To use a phrase
from algebra, “convolution is commutative”.

Commutativity is one of the basic algebraic properties of convolution. For convenience,
this and the other basic algebraic properties of convolution are listed below (using f , g , and
h to denote arbitrary functions on the real line).

1. Convolution is commutative: If f ∗ g exists, so does g ∗ f . Moreover,

f ∗ g = g ∗ f .

2. Convolution distributes over addition: If f ∗ g and f ∗ h exist, so does f ∗ (g+ h) .
Moreover,

f ∗ (g + h) = ( f ∗ g) + ( f ∗ h) .

3. Constants factor out of convolution: For any constant α ,

(α f ) ∗ g = f ∗ (αg) = α( f ∗ g)
provided any one of these convolutions exist.

4. For convolution, the zero function is zero: f ∗ 0 = 0 .

?�Exercise 24.3: Verify that the second, third, and fourth properties listed above always hold.

The properties listed above suggest a similarity between convolution and multiplication.
Indeed, f ∗g is often referred to as “the convolution product”. The analogy between convolution
and multiplication is further reinforced by the fact that the convolution formula was derived as
a Fourier transform of the product of two functions. Some care, however, must be exercised in
treating convolution as a type of multiplication. For example, f ∗ 1 �= f . Instead,

f ∗ 1 =
∫ ∞

−∞
f (s) ds .

You may have noted that “associativity” is not in the above list. There is a reason for that.

The Myth of Associativity

Many authors (and instructors) claim that convolution is associative; that is, they claim that given
any three functions f , g , and h , then, as long as the convolutions exist,

( f ∗ g) ∗ h = f ∗ (g ∗ h) .

They are wrong.
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?�Exercise 24.4: Verify that

( f ∗ g) ∗ h �= f ∗ (g ∗ h)
when

f (x) = 1 , g(x) = x e−x2 and h(x) = step(x)

by computing the appropriate convolutions. (Don’t forget to compute the convolutions in the
parentheses first.)

The myth that “convolution is associative” is widely believed because it is often true that

( f ∗ g) ∗ h = f ∗ (g ∗ h) .

To see why this is so, and to determine when associativity can be assumed, let us examine the
integrals defining ( f ∗ g) ∗ h and f ∗ (g ∗ h) .2

For any given real value x ,

( f ∗ g) ∗ h(x) =
∫ ∞

s=−∞
[ f ∗ g(s)]h(x − s) ds

=
∫ ∞

s=−∞

[∫ ∞

t=−∞
f (t)g(s − t) dt

]
h(x − s) ds

=
∫ ∞

s=−∞

∫ ∞

t=−∞
f (t)g(s − t)h(x − s) dt ds .

Similar computations (and a simple change of variables) yields

f ∗ (g ∗ h)(x) =
∫ ∞

t=−∞

∫ ∞

s=−∞
f (t)g(s − t)h(x − s) ds dt .

Thus, the statement that
( f ∗ g) ∗ h(x) = f ∗ (g ∗ h)(x)

is completely equivalent to the statement that∫ ∞

s=−∞

∫ ∞

t=−∞
Ψx (s, t) dt ds =

∫ ∞

t=−∞

∫ ∞

s=−∞
Ψx (s, t) ds dt

where

Ψx (s, t) = f (t)g(s − t)h(x − s) .

In other words, the question of whether associativity holds here has the same answer as the
question of whether we can interchange the order of integration of a related double integral.
That issue was discussed in somewhat greater generality at the end of chapter 18. It is not
difficult to show (see exercises 24.13 and 24.14) that theorem 18.23 (page 269) and its corollary
apply directly to the case at hand, and lead to the following theorem and corollary.3

Theorem 24.1
Let f , g , and h be piecewise continuous functions on the real line. If, for each real value x ,

Ψx (s, t) = f (t)g(s − t)h(x − s)

2 See also exercise 24.21 on page 394 for additional conditions ensuring associativity.
3 Here, and at a few other places in this chapter, the material from the end of chapter 18 leads to a very general — but
perhaps obscure — theorem, followed by a corollary that is less general, but more easily applied.
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is an absolutely integrable function on the ST–plane and is uniformly absolutely integrable on
every strip of the form (a, b)× (−∞,∞) or (−∞,∞)× (c, d) , then

( f ∗ g) ∗ h = f ∗ (g ∗ h) .

Corollary 24.2
Let f , g , and h be piecewise continuous functions on the real line. Then

( f ∗ g) ∗ h = f ∗ (g ∗ h)
if any one of the following sets of conditions holds:

1. g is bounded, and both f and h are absolutely integrable.

2. f and g are bounded, and both g and h are absolutely integrable.

3. g and h are bounded, and both f and g are absolutely integrable.

4. There is a real number c such that f (σ ) , g(σ ) , and h(σ ) are all zerowhenever σ < c .4

5. There is a real number c such that f (σ ) , g(σ ) , and h(σ ) are all zero for c < σ .

6. For two of these functions, say f and g , there is a positive constant c such that f (σ )
and g(σ ) are both zero whenever |σ | > c .

24.4 Computing Convolutions
“Computing a convolution” can mean one of two things. It may mean “evaluating f ∗ g(x)
for a specific value of x ”. In practice, it is more likely to mean “finding a formula (or set of
formulas) for f ∗ g(x) that is valid for all real values of x ”.

Either way, the basic algebraic properties should be used to reduce the work required to
compute the necessary integrals. Where appropriate, use the distributive property to break the
one integral into two or more simpler integrals, and, for each case, decide whether it would be
easier to set up and compute∫ ∞

−∞
f (s)g(x − s) ds or

∫ ∞

−∞
g(s) f (x − s) ds .

Both integrals give the same result (remember, f ∗ g = g ∗ f ), but one might occasionally be
easier to set up or evaluate.

Setting up the integral for the actual computation of f ∗ g is usually fairly straightforward
when at least one of the functions is not “piecewise defined” (i.e., when either f (x) or g(x)
is described by a single manageable formula for all real values of x ). If both functions are
piecewise defined, however, then f ∗ g can be expected to also be piecewise defined, and a
certain amount of bookkeeping becomes necessary to keep track of all the various pieces to the
final formulas describing the convolution.

One approach to computing the convolution of two piecewise-defined functions f and g
is outlined below. In this approach, we simplify the bookkeeping by sketching the graphs of

4 Such functions are said to be causal and play an important role in many applications.
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f (s)g(x − s) for certain choices of x . The making of these sketches is partially based on the
observation that

g(x − s) = g(−(s − x)) .

This means that the graph of g(x − s) , as a function of s , is the translation by x of the graph
of g(−s) , which, itself, is the reflection (across s = 0 ) of the graph of the original function
g(s) . It is the relative positions of the various “pieces” of the graphs of g(x − s) and f (s) that
determine the intervals for the various formulas describing f ∗ g .

In the following, we refer to the singularities in the functions or their graphs. In practice,
a function “has a singularity at x0 ” if there is something “unusual” about the function around
x0 , with the precise meaning of “unusual” dependent on the interests of those involved. Here,
we are interested in manipulating formulas, so here “ f (x) has a singularity at x0 ” means that
the formula we are using to compute f (x) changes at x = x0 .

The Procedure (Illustrated)

The procedure consists of a series of steps. We will illustrate these steps by finding the formula
for f ∗ g where

f (s) =
{
0 if s < 1

s if 1 < s

and

g(s) =
{
2s2 if 0 < s < 1

0 otherwise
.

(Note: This procedure is for computing f ∗ g when f and g each has, at most, a finite number
of singularities. Modifications are needed if f or g has an infinite number of singularities.)

Step 1: Sketch the graph of each function (as a function of s) , and note where the singularities
of each occur. Also, determine whether you would prefer to compute f ∗ g(x)

as
∫ ∞

−∞
f (s)g(x − s) ds or as

∫ ∞

−∞
g(s) f (x − s) ds .

(The choice here is largely a matter of individual preference, which, in turn, is developed from
experience. The author’s experience is that it rarely makes much difference which is chosen.)

The graphs of the functions in our example have been sketched in figure 24.1. The
only singularity of f (s) is at s = 1 , while g(s) has singularities at s = 0 and
s = 1 .

y = f (s) y = g(s)

YY

SS0 0

11

11

22

Figure 24.1: Step 1 in computing f ∗ g(x) — graphing f (s) and g(s) separately.
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380 Convolution

We will proceed computing f ∗ g as
∫∞
−∞ f (s)g(x − s) ds .

(If, instead,
∫∞
−∞ g(s) f (x − s) ds is chosen, then the roles of f and g in the

following steps should be interchanged.)

Step 2: Sketch the graph of g(−s) (the reflection of g(s) ), and note where this graph has
singularities.

The graph of g(−s) from our example has been sketched in figure 24.2. The only
singularities in g(−s) are at s = −1 and s = 0 .

−1 x − 1 x − 0
y = g(−s) y = g(x − s)

Y

SS0

1

2

Figure 24.2: Steps 2 and 3 in computing f ∗ g(x) — graphing g(−s) and g(x − s) .

Step 3: Sketch the translation of the previous graph by an arbitrary x (this will be the graph of
g(x − s) ), and note where this graph has singularities. Also, at this point, determine the general
set of formulas describing g(x − s) .

The graph of g(x− s) from our example has also been sketched in figure 24.2. The
only singularities in g(x − s) are at s = x − 1 and s = x .

Replacing the s with x − s in the set of formulas for g(s) gives us

g(x − s) =
{
2(x − s)2 if 0 < x − s < 1

0 otherwise

=
{
2(x − s)2 if x − 1 < s < x

0 otherwise
.

Step 4: Superimpose the graphs of f (s) and g(x−s) with x chosen so that all the singularities
of g(x − s) are to the left of all the singularities of f (s) . Do not choose a specific value for
x , but do determine the maximum possible value for x here. Then:

a. Sketch the graph of the product f (s)g(x − s) , and note where this product has singu-
larities. (This graph can be rather crude; just be sure you can identify the singularities.)

b. Using this sketch and the formulas for f (s) and g(x − s) , determine the formula for
f (s)g(x − s) over each of the intervals bounded by the singularities just found.

c. Finally, compute the formula for

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds
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x − 1 x − 0

f (s)

g(x − s)

f (s)g(x − s)

The graphs:

S1

Figure 24.3: Step 4 in computing f ∗ g(x) — superimposing g(x − s) on f (s) to help
obtain f (s)g(x − s) when all singularities of g(x − s) are to the left of all
singularities of f (s) .

for this case. Write this formula down some place safe along with the values of x for
which it is valid.

The graphs of f (s) , g(x − s) , and f (s)g(x − s) from our example have been
sketched in figure 24.3 for the case where x < 1 . Clearly, f (s)g(x − s) = 0 for
all values of s . Thus, when x < 1 ,

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds =

∫ ∞

−∞
0 ds = 0 .

Step Next: “Slide” the graph of g(x − s) to the right (i.e., increase the value of x ) until a
singularity in the graph of this function “passes” a singularity in the graph of f (s) . Sketch the
resulting graph of g(x − s) with the graph of f (s) , and determine the largest x can be before
another pair of singularities “pass each other”. Then:

a. Sketch the graph of the product f (s)g(x−s) , notingwhere this product has singularities.
(Again, this graph can be rather crude provided you can identify the singularities.)

b. Using this sketch and the formulas for f (s) and g(x − s) , determine the formula for
f (s)g(x − s) over each of the intervals bounded by the singularities just found.

c. Finally, compute the formula for

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds

for this case. Write this formula down some place safe along with the values of x for
which it is valid.

The graphs of f (s) , g(x − s) , and f (s)g(x − s) from our example have been
sketched in figure 24.4 for the case where 1 < x < 2 . The singularities in
f (s)g(x − s) are at s = 1 and s = x . Using the graph and the above formulas
for f (s) and g(x − s) ,

f (s)g(x − s) =

⎧⎪⎪⎨⎪⎪⎩
0 if s < 1

2s(x − s)2 if 1 < s < x

0 if x < s

.
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x − 1 x − 0

f (s)

g(x − s)

f (s)g(x − s)

The graphs:

S1

Figure 24.4: Step 5 in computing f ∗ g(x) — superimposing g(x − s) on f (s) to help
obtain f (s)g(x − s) when one singularity of g(s) is to the right of one
singularity of f (s) .

Thus, for 1 < x < 2 ,

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds

=
∫ 1

−∞
0 ds +

∫ x

1
2s(x − s)2 ds +

∫ ∞

x
0 ds

= · · · =
(
1

6
x + 1

2

)
(x − 1)3 .

Subsequent Steps: Repeat “Step Next” until all possible cases have been accounted for (i.e.,
until all the singularities in the graph of g(x − s) are to the right of all the singularities in the
graph of f (s) ).

The graphs of f (s) , g(x − s) , and f (s)g(x − s) from our example have been
sketched in figure 24.5 for the case where 2 < x . The only singularities in
f (s)g(x − s) are at s = x − 1 and s = x . Using the graph and the above

x − 1 x − 0

f (s)

g(x − s)

f (s)g(x − s)

The graphs:

S1

Figure 24.5: Step 6 in computing f ∗ g(x) — superimposing g(x − s) on f (s) to help
obtain y = f (s)g(x − s) when all singularities of g(s) are to the right of all
singularities of f (s) .
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formulas for f (s) and g(x − s) ,

f (s)g(x − s) =

⎧⎪⎪⎨⎪⎪⎩
0 if s < x − 1

2s(x − s)2 if x − 1 < s < x

0 if x < s

.

Thus, for 2 < x ,

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds

=
∫ x−1

−∞
0 ds +

∫ x

x−1
2s(x − s)2 ds +

∫ ∞

x
0 ds

= · · · = 2

3
x − 1

2
.

Repeating Step Next is no longer possible since both singularities in the graph of
g(x − s) are now to the right of the one singularity in the graph of f (s) .

Last Step: Combining the results of the previous steps, write out the complete set of formulas
for f ∗ g(x) .

By the above steps, the complete set of formulas for f ∗ g(x) is

f ∗ g(x) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if x < 1(

1

6
x + 1

2

)
(x − 1)3 if 1 < x < 2

2

3
x − 1

2
if 2 < x

.

This convolution is sketched in figure 24.6.

5
6

X0 1 2

Figure 24.6: Graphing f ∗ g(x) .

?�Exercise 24.5: Show that the convolution of the step function with itself, step ∗ step , is
the ramp function,

ramp(x) =
{
0 if x < 0

x if 0 < x
.

Also, sketch the ramp function and explain how it got its name.
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384 Convolution

24.5 Existence, Smoothness, and Derivatives
of Convolutions

Existence and Continuity
If you compare the graph of f ∗g in figure 24.6 to the graphs of f and g in figure 24.1, youwill
probably notice that, while the graphs of f and g clearly contain jumps, the graph of f ∗ g
appears to be continuous. This illustrates something you should come to expect: Typically,
the convolution of any two piecewise continuous functions will be continuous, provided the
convolution exists.

To get an intuitive feeling for why this is so, let’s consider the case where both f and g
are nonnegative real-valued functions. Then, for each x ,

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds

= “area enclosed by the graph of f (s)g(x − s) and the S–axis ”.

So, for any two real values x0 and x1 , the difference between f ∗ g(x0) and f ∗ g(x1) will be
the difference in the areas corresponding to the graphs of f (s)g(x0 − s) and f (s)g(x1 − s) .
But, if you think about it, you should normally expect these two graphs to be rather similar if
x0 and x1 are close to each other. After all, the graph of g(x1 − s) will just be the graph of
g(x0 − s) shifted to the left or right by a distance of |x1 − x0| . So the corresponding net areas
— and hence, the convolutions f ∗ g(x0) and f ∗ g(x1) — should also be about the same
whenever x0 and x1 are about the same.

!�Example 24.4: In particular, consider the convolution of the step function with itself,
step ∗ step(x) . Let 0 < x0 < x1 with x1 being just a little bit larger than x0 . The graphs of
step(s) step(x − s) for x = x0 and x = x1 have been sketched in figure 24.7. Observe that
these two graphs differ only over the interval (x0, x1) . Though the difference in the graphs
is significant over this interval, the corresponding area is only that of a rectangle of height
one and width x1 − x0 . Thus,

step ∗ step(x1) =
∫ x1

0
1 ds

=
∫ x0

0
1 ds +

∫ x1

x0
1 ds

x0 x1

step(s) step(x0 − s)

step(s) step(x1 − s)

The graphs:

S0

1

Figure 24.7: Graph of step(s) step(x0 − s) and step(s) step(x1 − s) when 0 < x0 < x1 .
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= step ∗ step(x0)
+ [

area of rectangle of height 1 and width x1 − x0
]

= step ∗ step(x0) + x1 − x0 .

So clearly,
lim

x1→x+
0

step ∗ step(x1) = step ∗ step(x0)

and

lim
x0→x−

1

step ∗ step(x0) = step ∗ step(x1) .

Of course, not only are the intuitive arguments given above that f ∗ g(x0) is close to
f ∗ g(x1) when x0 is close to x1 rather nonrigorous, they are meaningless if the enclosed areas
are not finite (i.e., if the convolutions do not exist).

These two issues — existence and continuity — were previously (and more rigorously)
discussed in chapter 18 for functions more generally defined by

ψ(x) =
∫ ∞

−∞
h(x, s) ds .

A convolution of two functions,

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds ,

is just a special case of this. Employing the results of that discussion, we can easily obtain
(see exercise 24.17 at the end of this chapter) the following theorem describing fairly general
conditions ensuring that a convolution exists and is continuous.

Theorem 24.3
Let f and g be two piecewise continuous functions on � . Then f ∗ g is a well-defined and
continuous function on the real line if, for each real value x0 , there is a corresponding interval
(a, b) and a corresponding function h0 such that

1. a < x0 < b ,

2. h0 is in A , and

3. for every (x, s) in the strip (a, b)× (−∞,∞) ,

| f (s)g(x − s)| ≤ |h0(s)| .

A few common situations where the conditions in the above theorem can be verified (see
exercise 24.18 at the end of this chapter) are given in the next corollary.

Corollary 24.4
Suppose f and g are two piecewise continuous functions on the real line. Then f ∗g exists and
is a continuous function on � whenever any one of the following sets of conditions holds:

1. One of the two functions is absolutely integrable, and the other is bounded.

2. One of the two functions vanishes outside of some finite interval.
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386 Convolution

3. There is a real number c such that f (σ ) and g(σ ) are both zero whenever c < σ .

4. There is a real number c such that f (σ ) and g(σ ) are both zero whenever c > σ .

You may be somewhat surprised, however, to learn that f and g both being in A is not
enough to guarantee that f ∗ g exists or is continuous (see exercise 24.22 at the end of this
chapter).

Smoothness and Differentiation
The fact that, typically (if it exists), the convolution of two piecewise continuous functions is
continuous is a particular case of a broader observation that, typically (if it exists), the convolution
of any two functions is “smoother” than either of the two functions. For example, if f is
piecewise continuous and g is continuous and piecewise smooth, then f ∗ g , if it exists, can
be expected to be smooth. The formula relating the derivative of f ∗ g to corresponding
convolution of the derivative is easy to derive. Ignoring, for the moment, questions about
integrability, existence, etc.,

( f ∗ g)′(x) = d

dx

∫ ∞

−∞
f (s)g(x − s) ds

=
∫ ∞

−∞
∂

∂x
[ f (s)g(x − s)] ds

=
∫ ∞

−∞
f (s)g′(x − s) ds = f ∗ g′(x) .

By “commutativity”, we might then expect that

f ∗ g′ = ( f ∗ g)′ = (g ∗ f )′ = g ∗ f ′ = f ′ ∗ g ,

provided, of course, that f is “suitably differentiable”.
To determine when the above derivations are valid let us again turn back to the end of

chapter 18. There we discussed differentiating

ψ(x) =
∫ ∞

−∞
h(x, s) ds

where h was a relatively arbitrary function of two variables. A convolution,

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds ,

is just a special case. In particular, corollary 18.21 on page 268 applies, and yields the following
theorem.

Theorem 24.5
Let f and g be two functions on � with f being piecewise continuous and g being both con-
tinuous and piecewise smooth. Assume that, for each x0 on the real line, there is a corresponding
finite interval (a, b) and two functions h0 and h1 such that

1. a < x0 < b ,

2. both h0 and h1 are in A , and
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3. for every (x, s) in the strip (a, b)× (−∞,∞) ,

| f (s)g(x − s)| ≤ |h0(s)| and
∣∣ f (s)g′(x − s)

∣∣ ≤ |h1(s)| .

Then f ∗ g is a well-defined and smooth function on the real line. Moreover,

( f ∗ g)′ = f ∗ (g′) = (
g′) ∗ f .

A few cases where the conditions given in this last theorem are easily verified are given in
the next corollary.

Corollary 24.6
Let f and g be piecewise continuous functions on � with g also being continuous and
piecewise smooth. Then f ∗ g is a well-defined and smooth function on the real line, and

( f ∗ g)′ = f ∗ (g′) = (
g′) ∗ f

whenever any one of the following sets of conditions holds:

1. f is absolutely integrable, and both g and g ′ are bounded.

2. f is bounded, and both g and g′ are absolutely integrable.

3. One of the two functions vanishes outside of some finite interval.

4. There is a real constant c such that f (σ ) and g(σ ) are both zero whenever c < σ .

5. There is a real constant c such that f (σ ) and g(σ ) are both zero whenever c > σ .

It is true (though we won’t prove it) that, under reasonable “integrability conditions”, the
convolution of two piecewise continuous and piecewise smooth functions is continuous and
piecewise smooth. Without the continuity of g , however, we doNOT have ( f ∗g)′ = f ∗(g′) !
This is illustrated in the next two exercises.

?�Exercise 24.6: Compute

ex ∗ step(x) , (ex ∗ step(x))′ and ex ∗ step′(x) ,

and verify that
(ex ∗ step(x))′ �= ex ∗ step′(x) .

?�Exercise 24.7: Show that, for every function f in A , the convolution f ∗ step is
continuous and piecewise smooth, and that

( f ∗ step)′ = f .

Extending the above discussion to cases involving second and higher order derivatives is
just a matter of repeatedly applying the above results. For future reference, here are two of the
results that can be derived by repeated applications of theorem 24.5.

Theorem 24.7
Let f be a piecewise continuous function on � , and let g be a smooth function on � whose
derivative is piecewise smooth. Assume that, for each x0 on the real line, there is a corresponding
finite interval (a, b) and three functions h0 , h1 , and h2 such that
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1. a < x0 < b ,

2. h0 , h1 , and h2 are all in A , and

3. for every (x, s) in the strip (a, b)× (−∞,∞) ,

| f (s)g(x − s)| ≤ |h0(s)| ,
∣∣ f (s)g′(x − s)

∣∣ ≤ |h1(s)| ,

and ∣∣ f (s)g′′(x − s)
∣∣ ≤ |h2(s)| .

Then f ∗ g is a well-defined and smooth function on the real line whose derivative is smooth.
Moreover,

( f ∗ g)′′ = f ∗ (g′′) = (
g′′) ∗ f .

Theorem 24.8
Let f be a piecewise continuous function on � and g an infinitely smooth function on � .
Assume that, for each x0 on the real line, there is a corresponding finite interval (a, b) and
functions h0 , h1 , h2 , . . . such that

1. a < x0 < b ,

2. h0 , h1 , h2 , . . . are all in A , and

3. for each nonnegative integer n and every (x, s) in the strip (a, b)× (−∞,∞) ,∣∣∣ f (s)g(n)(x − s)
∣∣∣ ≤ |hn(s)| .

Then f ∗ g is a well-defined, infinitely smooth function on the real line. Moreover,

( f ∗ g)(n) = f ∗ (g(n)) = (
g(n)) ∗ f for n = 1, 2, 3, . . . .

24.6 Convolution and Fourier Analysis
Fourier Transforms
By now you may have forgotten just what led to our discussion of convolution. It was our
derivation of equation (24.1) on page 372, which we can now write as

F −1[FG] = f ∗ g where f = F −1[F] and g = F −1[G] . (24.3)

From our discussion there and exercise 24.1, we know this equation is valid (and the product
FG is absolutely integrable) whenever both F and g are in A or both f and G are in A .
Though we didn’t note it then, we should now observe that the same assumptions ensure that,
for each real value t , f (s)g(t − s) is the product of a bounded function with an absolutely
integrable function of s . Thus, f (s)g(t − s) is also an absolutely integrable function of s ,
assuring us that

f ∗ g(x) =
∫ ∞

−∞
f (s)g(x − s) ds

is a well-defined, continuous function of x on the entire real line.
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Notice, too, that these same assumptions (both F and g being in A or both f and G
being in A ) also ensure that the product f g is absolutely integrable and that, for each real
value of ω , F(s)G(ω − s) is an absolutely integrable function of s . This, in turn, assures us
that F ∗ G is well defined and continuous on the real line. Moreover, after looking back at our
derivation of equation (24.1), it should be clear that a very similar derivation leads to

F [ f g] = F ∗ G where F = F [ f ] and G = F [g] (24.4)

under the same assumptions.
While we’re at it, we should also consider the case where, say, both g and G are in A

(such as, for example, when g is aGaussian function). Recall that each classically transformable
function f can be written as f = f1 + f2 where f1 is in A and f2 is in T . This, of course,
means that F = F1 + F2 where F1 = F [ f1] is in T and F2 = F [ f2] is in A . By the
observations just made, you can easily verify that the product of any one of the functions

F1 , F2 , f1 or f2

with any real translation of either
G or g

is absolutely integrable. Moreover,

F −1[FG] = F −1[(F1 + F2)G] = F −1[F1G] + F −1[F2G]

= f1 ∗ g + f2 ∗ g = ( f1 + f2) ∗ g = f ∗ g

and

F [ f g] = F [( f1 + f2) g] = F [ f1g] + F [ f2g]

= F1 ∗ G + F2 ∗ G = (F1 + F2) ∗ G = F ∗ G .

Obviously, similar results can be derived when both f and F are in A .
For future reference, let us officially summarize everything we’ve just verified.

Theorem 24.9 (first theorem on convolution identities)
Let f , g , F , and G be classically transformable functions with F = F [ f ] and G = F [g] .
Assume that any one of the following holds:

1. Both F and g are in A .

2. Both f and G are in A .

3. Both g and G are in A .

4. Both f and F are in A .

Then all of the following hold:

1. The products f g and FG are absolutely integrable.

2. The convolutions f ∗ g and F ∗ G exist and are classically transformable.

3. F [ f g] = F ∗ G and F −1[FG] = f ∗ g .
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We will refer to equations F [ f g] = F ∗G and F −1[FG] = f ∗ g as the convolution
identities. It can also be shown that these identities are valid as long as the functions involved
are simply bounded (and classically transformable). The full proof of this will have to wait until
chapter 29 after we develop a little more machinery (namely, the “fundamental identity” and
“identity sequences”), but we will go ahead and state (and use) this important theorem.

Theorem 24.10 (second theorem on convolution identities)
Let f , g , F , and G all be bounded, classically transformable functions with F = F [ f ] and
G = F [g] . Then

1. the products f g and FG are absolutely integrable;

2. the convolutions f ∗ g and F ∗ G exist and are classically transformable, and

3. F [ f g] = F ∗ G and F −1[FG] = f ∗ g .

It is possible to have two classically transformable functions whose product or convolution
is not classically transformable (again, see exercise 24.22 at the end of this chapter). In practice,
though, such situations rarely arise.

?�Exercise 24.8: Using convolution, show that

F −1
[
2 sinc(2πω)

3+ i2πω

]∣∣∣∣
t

=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

0 if t < −1
1

3
e−3t

[
e3t − e−3

]
if −1 < t < 1

1

3
e−3t

[
e3 − e−3

]
if 1 < t

.

Fourier Series

Suppose we have two piecewise continuous functions f and ψ with ψ being absolutely
integrable on � and f being periodic with period p . Remember, f can then be expressed as
its Fourier series,

F.S. [ f ]|t =
∞∑

k=−∞
fk e

i2πωkt

where

ωk = k

p
and fk = 1

p

∫ p

0
f (t) e−i2πωk t dt .

Since f is bounded and ψ is absolutely integrable, the convolution of the two, f ∗ ψ , is a
well-defined function on the real line. In fact, since both f and ψ are piecewise continuous,
we know f ∗ ψ is continuous. Notice also that, because f has period p ,

f ∗ ψ(x − p) =
∫ ∞

−∞
f ((x − p)− s)ψ(s) ds

=
∫ ∞

−∞
f (x − s − p)ψ(s) ds

=
∫ ∞

−∞
f (x − s)ψ(s) ds = f ∗ ψ(x)
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for all real x . So f ∗ψ is also periodic with period p and is, itself, describable in terms of its
Fourier series,

f ∗ ψ(t) = F.S. [ f ∗ ψ]|t =
∞∑

k=−∞
ck e

i2πωk t

where

ck = 1

p

∫ p

0
f ∗ ψ(t) e−i2πωk t dt = 1

p

∫ p

0

(∫ ∞

−∞
f (t − s)ψ(s) ds

)
e−i2πωk t dt .

The order of integration in this last double integral can be switched (see theorem 18.22 on
page 268). Doing so, and doing a few other simple manipulations, gives us

ck = 1

p

∫ ∞

−∞
ψ(s)

∫ p

0
f (t − s) e−i2πωkt dt ds

=
∫ ∞

−∞
ψ(s) e−i2πωks

(
1

p

∫ p

0
f (t − s) e−i2πωk(t−s) dt

)
ds . (24.5)

But the inner integral is easily seen to be the k th Fourier coefficient for f ,

1

p

∫ p

0
f (t − s) e−i2πωk(t−s) dt = 1

p

∫ −s+p

−s
f (τ ) e−i2πωkτ dτ = fk .

Plugging this back into equation (24.5) and letting Ψ = F [ψ] , we get a particularly simple
formula for the ck’s ,

ck =
∫ ∞

−∞
ψ(s) e−i2πωks fk ds = fk

∫ ∞

−∞
ψ(s) e−i2πωks ds = fk Ψ (ωk) .

To summarize:

Theorem 24.11
Let f be a piecewise continuous function with period p and Fourier series

F.S. [ f ]|t =
∞∑

k=−∞
fk e

i2πωk t ,

and let ψ be an absolutely integrable, piecewise continuous function on the real line. Then
the convolution f ∗ ψ is a continuous, periodic function with period p . Moreover, letting
Ψ = F [ψ] ,

F.S. [ f ∗ ψ]|t =
∞∑

k=−∞
fk Ψ (ωk) e

i2πωk t .

Additional Exercises

24.9. Find f ∗ g(x) for each of the following choices of f (x) and g(x) , if the convolution
exists. If it does not exist, say so.

a. f (x) = step(x)e−3x , g(x) = e−2x

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

392 Convolution

b. f (x) = step(x)e−3x , g(x) = e−5x

c. f (x) = step(x)e−3x , g(x) = sin(x)

d. f (x) = x2 , g(x) = x2 − 4

e. f (x) = pulse3(x) , g(x) = x2 − 4

f. f (x) = x pulse3(x) , g(x) = x3

g. f (x) = step(x) , g(x) = 1

1+ x2

h. f (x) = 3x + 4 , g(x) = e−x2

i. f (x) = e4x , g(x) = e−x2

j. f (x) = e−α|x | , g(x) = eβx with 0 < β < α

24.10 a. Compute pulseα ∗ sin(x) for arbitrary α > 0 .

b. Suppose g is not the zero function, but f ∗ g is the zero function. Is it necessarily
true that f must be the zero function? (Give a reason for your answer!)

24.11. Assume the convolution f ∗ g exists, and let α be any real number. Show that

f (s) ∗ g(s − α)
∣∣
x = f ∗ g(x − α) .

24.12 a. Verify that
f (x) ∗ ei2παx = F(α)ei2παx

whenever α is a real number, f is in A , and F = F [ f ] .

b. Let α , f , and F be as in the previous part of this exercise. What additional condition
on f will ensure that f (x) ∗ cos(2παx) = F(α) cos(2παx) .

c. Using results just derived, evaluate the following:

i. e−x2 ∗ ei2πx ii. e−x2 ∗ cos(2πx)
iii. e−x2 ∗ sin(2πx) iv. e−3|x | ∗ eiπx
v.
[
e−x step(x)

] ∗ cos(6πx)
24.13. Verify that theorem 24.1 on the associativity of convolution follows from theorem 18.23

on page 269.

24.14. Using corollary 18.24 on page 269, prove corollary 24.2 on the associativity of convo-
lution for each of the following cases:

a. f and g are in A , and h is bounded.

b. There is a real constant c such that f (σ ) , g(σ ) , and h(σ ) are all zero whenever
c < σ . (Hint: Find a triangle outside of which f (t)g(s − t)h(x − s) vanishes.)

c. For two of these functions, say f and g , there is a positive constant c such that
f (σ ) and g(σ ) are both zero whenever |σ | > c .
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24.15. Let α be a fixed positive value and β some other real value. For each of the following,
determine the values of β (relative to α ) for which the indicated convolution exists,
and evaluate the convolution for those values of β .

a.
[
e−αx step(x)

] ∗ [e−βx step(x)
]

b.
[
e−αx step(x)

] ∗ [eβx step(−x)]
24.16. Evaluate each of the following convolutions if it exists. If it does not exist, say so.

a. pulse2 ∗ step(x)
b. ramp ∗ ramp(x)
c.
[
e2x step(x)

]
∗
[
e5x rect(0,2)(x)

]
d.
[
e2x step(x)

]
∗
[
e8x rect(2,3)(x)

]
e.
[
e2x step(x)

]
∗
[(
3e5x rect(0,2)(x)

)
−
(
6e8x rect(2,3)(x)

)]
f.
[
x2 pulse1(x)

]
∗ [x rect(1,4)(x)]

24.17. Use corollary 18.19 on page 265 to derive theorem 24.3 on the existence and continuity
of convolution.

24.18. Let f and g be two piecewise continuous functions on the real line. For each case
below, confirm that f ∗ g exists and is continuous by applying theorem 24.3 after first
verifying that, for each point x0 of the real line, there is a corresponding interval (a, b)
and a corresponding function h0 such that

1. a < x0 < b ,

2. h0 is in A , and

3. for every (x, s) in the strip (a, b)× (−∞,∞) ,

| f (s)g(x − s)| ≤ |h0(s)| .

a. One of the two functions is absolutely integrable, and the other is bounded.

b. One of the two functions vanishes outside of some finite interval.

c. There is a real constant c such that f (σ ) and g(σ ) are both zero whenever c < σ .

24.19. Using convolution, find each of the following:

a. F

[
1

(2+ i t)(4+ i t)

]∣∣∣∣
ω

b. F −1
[

1

(3+ i2πω)(5− i2πω)

]∣∣∣∣
t

c. F −1
[
sinc(6πω)

6+ i2πω

]∣∣∣∣
t

d. F
[
sinc2(2π t)

]∣∣∣
ω

e. F

[
1

(
9+ 4π2t2

)
(4− i2π t)

]∣∣∣∣
ω

f. F

[
1

(α − i2π t)2

]∣∣∣∣
ω

where 0 < α

g. F

[
1

(
α2 + 4π2t2

)2

]∣∣∣∣∣
ω

where 0 < α h. F −1[e−2π |ω| sinc(2πω)
]∣∣∣
t
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24.20. Using convolution, find a classically transformable solution to each of the following
differential equations:

a.
dy

dt
− 4y = pulse1(t)

b.
d2y

dt2
− 9y = e−3t step(t)

24.21. Let f , g , h , F , G , and H be bounded, classically transformable functions with
F = F [ f ] , G = F [g] , and H = F [h] . Using theorem 24.10 on page 390, show
that the triple convolutions f ∗ (g ∗ h) and ( f ∗ g) ∗ h are well defined and that

f ∗ (g ∗ h) = ( f ∗ g) ∗ h .

24.22. For each positive integer n , let fn be the function

fn(x) =
{
2n if n < x < n + 2−2n

0 otherwise
,

and define the functions f and g by

f (x) =
∞∑
n=1

fn(x) and g(x) = f (−x) .

a. Sketch the graph of fn for n = 1 , n = 2 , and 3 .

b. Sketch the graphs of f and g .

c. From the sketches just done, it should be clear that f and g are piecewise continuous.
Verify that they are also absolutely integrable by verifying that∫ ∞

−∞
|g(x)| dx =

∫ ∞

−∞
| f (x)| dx = 1 .

(Hint: You may want to review the discussion of geometric series in example 4.1 on
page 42.)

d. Show that, even though f and g are both in A , their convolution f ∗ g is not a
well-defined function in A . In particular, show that

f ∗ g(0) = ∞ .

Are there any other points at which f ∗ g is infinite?

e. Show that f ∗ g (1/2) = 0 .

f. Show that f ∗ g(x) is finite whenever 0 < x < 1/2 . What happens to the value of
f ∗ g(x) as x → 0+ ?
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Correlation, Square-Integrable
Functions, and the Fundamental
Identity of Fourier Analysis

The three main topics in this chapter involve integral formulas that are very similar to the
convolution formula. So you could view this chapter as a continuation of the one on convolution.

The first integral formula will define correlation, an operation often used in applications to
measure certain similarities between two functions. This operation is so much like convolution
that we’ll be able to prove some of the major results regarding correlation by simply referring
to analogous results already proven for convolution.

One thing we will discover is that applications of correlation often involve integrals of
squares of functions. This will naturally lead to a brief discussion of functions whose squares
are absolutely integrable and the derivation of equations analogous to the Parseval and Bessel
equalities derived late in chapter 13 for Fourier series.

Finally, we will discuss an identity that will play a fundamental role in further developing
the mathematics of Fourier analysis. It, too, is closely related to convolution, and will be a major
tool in confirming the one yet unproven theorem on the convolution identities, theorem 24.10.

25.1 Correlation
Cross-Correlation
Let f and g be two functions on the real line. If it exists, the correlation (also called the
cross-correlation) of f with g , denoted by either f � g or f (x) � g(x) , is the function given
by1

f � g(x) =
∫ ∞

−∞
f ∗(s)g(s + x) ds . (25.1a)

Letting σ = s + x , we obtain the equivalent formula

f � g(x) =
∫ ∞

−∞
f ∗(σ − x)g(σ ) dσ . (25.1b)

For f � g(x) to exist for every real value x , the above integrals must be well defined (and
finite) for every such x . Thus, verifying that f � g exists for a given choice of f and g will
1 Warning: The notation used for correlation varies widely from author to author. Some, for example, prefer using
ρ f g where we are using f � g .

395
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396 Correlation, Square-Integrable Functions, and the Fundamental Identity

usually mean verifying that the product f (s)g(s + x) is a piecewise continuous and absolutely
integrable function of s for each real value x .

Two facts should be readily apparent from the above definitions. One is that correlation
does not commute. In general, f � g �= g � f . Instead,

g � f (x) = [ f � g(−x)]∗ (25.2)

provided the correlations exist.

?�Exercise 25.1: Verify equation (25.2).

Another obvious fact is that the operations of correlation and convolution are very similar.
Indeed, comparing the definitions of the two leads to the following lemma.

Lemma 25.1 (relation between correlation and convolution)
Let f and g be two functions on the real line. If either f (x) � g(x) or f ∗(−x) ∗ g(x) exists,
then both exist and

f (x) � g(x) = f ∗(−x) ∗ g(x) . (25.3)

?�Exercise 25.2: Prove lemma 25.1.

Because of the relation between correlation and convolution, every result described in
chapter 24 for convolutions can be rephrased as an analogous result for correlations. To keep
this chapter relatively short, we’ll leave to the interested reader the task of compiling a complete
list of all the correlation analogs of results from chapter 24.

Still, we should at least determine the analogs to the Fourier convolution identities (see
page 388). As usual, we start by letting f and g be classically transformable functions with
F = F [ f ] and G = F [g] . Assuming the appropriate Fourier convolution identity holds, we
see that

F [ f � g(t)]|ω = F
[
f ∗(−t) ∗ g(t)]∣∣

ω
= H(ω)G(ω) (25.4)

where H(ω) = F
[
f ∗(−t)]∣∣

ω
. Using near-equivalence and the complex conjugation identities

(theorem 21.4 on page 324), we then find that

H(ω) = F
[
f ∗(−t)]∣∣

ω
= F −1[ f ∗(t)

]∣∣
ω

= (
F [ f (t)]|ω

)∗ = F∗(ω) .

With this, equation (25.4) becomes

F [ f � g(t)]|ω = F∗(ω)G(ω) .

This equation is one of the correlation identities. The other correlation identities can be obtained
in a similar fashion or using near-equivalence. For reference, here is the complete list of the
correlation identities:

F [ f � g] = F∗G , (25.5a)

F −1[F∗G
] = f � g , (25.5b)

F
[
f ∗g
] = F � G , (25.5c)

and

F −1[F � G] = f ∗g . (25.5d)
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Explicit conditions under which these identities hold can be derived from the corresponding
theorems for c onvolution (theorems 24.9 a nd 24.10, see page 389). 2 Since we will be using it
soon, we’ll state the analog to the second theorem on the convolution identities, theorem 24.10.

Theorem 25.2 (second theorem on correlation identities)
Let f , g , F , and G all be bounded, classically transformable functions with F = F [ f ] and
G = F [g] . Then

1. the products f ∗g and F∗G are absolutely integrable;

2. the correlations f � g and F � G exist and are classically transformable, and

3. all the correlation identities in equation set (25.5) are valid.

?�Exercise 25.3: What’s the first theorem on correlation identities?

Auto-Correlation
It is somewhat interesting to see what happens to the correlation identities when f and g are
the same function. When this is the case,

f ∗g = f ∗ f = | f |2 and F∗G = F∗F = |F |2 ,

and the correlation identities become

F [ f � f ] = |F |2 , (25.6a)

F −1[|F |2
]

= f � f , (25.6b)

F
[
| f |2

]
= F � F , (25.6c)

and

F −1[F � F] = | f |2 (25.6d)

where, naturally, F = F [ f ] .
It is common to refer to the correlation of a function f with itself, f � f , as the auto-

correlation of f . Accordingly, we will refer to the above identities as the auto-correlation
identities. Explicit conditions under which they are valid are given in the next theorem, which
is simply theorem 25.2 with f = g .

Theorem 25.3 (auto-correlation identities)
Let f and F be bounded, classically transformable functions with F = F [ f ] . Then

1. | f |2 and |F |2 are absolutely integrable functions;
2. the auto-correlations f � f and F � F exist and are classically transformable, and

3. all the auto-correlation identities of equation set (25.6) are valid.

2 Many authors refer to a statement that identities (25.5a) through (25.5d) hold as aWiener–Khintchine theorem.
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398 Correlation, Square-Integrable Functions, and the Fundamental Identity

Now suppose f and F are as in the last theorem, and recall that the Fourier transform of
an absolutely integrable function is bounded by the integral of the absolute value of that function
(theorem 19.6 on page 282). Then, for every real value t ,∣∣∣F −1[|F |2

]∣∣∣
t

∣∣∣ ≤
∫ ∞

−∞
|F(ω)|2 dω = F −1[|F |2

]∣∣∣
0

.

With two applications of identity (25.6b), this yields,

| f � f (t)| =
∣∣∣F −1[|F |2

]∣∣∣
t

∣∣∣ ≤ F −1[|F |2
]∣∣∣
0

= f � f (0) ,

telling us that themaximum value of | f � f (t)| must occur at t = 0 . In fact, somewhat stronger
results can be derived using a version of the Schwarz inequality that we will discuss in the next
section. Using that inequality, you can easily prove the following theorem (see exercise 25.12).

Theorem 25.4
The auto-correlation of a piecewise continuous function f exists if and only if∫ ∞

−∞
| f (x)|2 dx < ∞ .

Moreover, if the auto-correlation exists (and f is not the zero function), then

| f � f (x)| < f � f (0) whenever x �= 0 .

So any auto-correlation of a nontrivial function has its maximum at the origin and only at
the origin. It is this property that makes correlation so useful in many applications. To illustrate
this, here is a brief and highly simplified discussion of the mathematics of radar detection.

!�Example 25.1 (a very simplifiedmodel of radar range detection): To detect the distance
between a radar installation and some “target” (an incoming missile, a speeding car, etc.),
the radar device sends out an electromagnetic pulse that, as a function of time t , can be
described as a real-valued, piecewise continuous, and absolutely integrable function f (t) .
(This function actually describes what would be detected at the radar site. At any other
location the pulse detected would be given by A f (t − �t) with A being the attenuation
factor (a constant between 0 and 1 ) and �t being the length of time it takes the radar pulse
to travel to that location.)

At the same time, the radar installation is also measuring the corresponding electro-
magnetic radiation it receives. Some of this radiation is “noise” (ambient radiation from the
environment, reflections of the radar pulse off nearby trees, etc.) and some is the reflection
of the transmitted pulse off the target. The resulting signal detected is given by

g(t) = A f (t − 2�t) + η(t)

where A is some attenuation factor, �t is the length of time it takes the radar pulse to travel
between the radar site and the target, and η is a real-valued function describing the ambient
noise. Initially, the value of �t is not known. That is the information you want to extract
from your measurements.

Part of the difficulty is that the noise, η(t) , may be masking the reflected radar pulse,
A f (t − 2�t) . Typically, the exact formula for η(t) cannot be predicted. However, it is also
typical for the random fluctuations in the noise to “average out” to some fixed value η0 over
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any reasonable time period. This means that, if we take the correlation of the noise with our
pulse, we should expect to get

f � η(t) =
∫ ∞

−∞
f (t)η(t) dt =

∫ ∞

−∞
f (t)η0 dt = αη0

where

α =
∫ ∞

−∞
f (t) dt .

This assumes the effective duration of f is large enough for the fluctuations in η to “average
out”. Assuming so, then taking the correlation of g with f yields

f � g(t) = f (t) � [A f (t − 2�t) + η(t)]
= A[ f (t) � f (t − 2�t)] + f � η(t) = A[ f (t) � f (t − 2�t)] + αη0 .

Now observe that

f (t) � f (t − 2�t) =
∫ ∞

−∞
f ∗(s)g(s − 2�t + t) ds

=
∫ ∞

−∞
f ∗(s)g(s + [t − 2�t]) ds = f � f (t − 2�t) .

Consequently, the correlation of f with g can be expressed as

f � g(t) = A f � f (t − 2�t) + 2αη0 ,

Since A , α , η0 , and �t are all constants, the maximum value of | f � g(t)| must be at
the same t where f � f (t − 2�t) is maximum. According to theorem 25.4 this is only
when t − 2�t = 0 — that is, when t = 2�t . So, if we observe that f � g(t) achieves its
maximum value at some time t0 (this can be done electronically), then we know t0 = 2�t .
Dividing through by 2 gives us �t , the time it takes the radar pulse to travel between the
radar site and the target, and multiplying this time by the velocity of the radar pulse (i.e., the
speed of light) gives us the distance from the site to the target.

25.2 Square-Integrable/Finite Energy Functions
Definitions and Basic Facts
A function f on the real line is said to be square integrable (on � ) if and only if∫ ∞

−∞
| f (x)|2 dx (25.7)

exists and is finite. After, recalling that the norm of f over the interval (−∞,∞) is given by

‖ f ‖ =
[∫ ∞

−∞
| f (x)|2 dx

]1/2
(provided the integral is well defined— see chapter 11), we see that it is also appropriate to refer
to square-integrable functions as finite normed functions. Additionally, in some applications,
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400 Correlation, Square-Integrable Functions, and the Fundamental Identity

the energy in the process described by f is given by expression (25.7). So square-integrable
functions are also called finite energy functions.

In chapter 11 we saw that∣∣∣∣∫ b

a
f (x)g∗(x) dx

∣∣∣∣ ≤
∫ b

a
| f (x)g(x)| dx

≤
(∫ b

a
| f (x)|2 dx

)1/2 (∫ b

a
|g(x)|2 dx

)1/2
whenever f and g are piecewise continuous functions on a finite interval (a, b) (see the
Schwarz inequality, theorem 11.2 on page 135, and its proof). Letting a → −∞ and b → ∞
gives us yet another version of the Schwarz inequality.

Lemma 25.5 (Schwarz inequality)
Let f and g be two piecewise continuous, square-integrable functions on the real line. Then
the products f g and f g∗ are absolutely integrable functions on the real line, and∣∣∣∣∫ ∞

−∞
f (x)g∗(x) dx

∣∣∣∣ ≤
∫ ∞

−∞
| f (x)g(x)| dx

≤
(∫ ∞

−∞
| f (x)|2 dx

)1/2 (∫ ∞

−∞
|g(x)|2 dx

)1/2
.

With this version of the Schwarz inequality, it is easy to confirm that any linear combination
of square-integrable functions is also square integrable.

Corollary 25.6
The set of all piecewise continuous, square-integrable functions on the real line is a linear space;
that is, any linear combination of two piecewise continuous, square-integrable functions on �

is another piecewise continuous, square-integrable function on the real line.

?�Exercise 25.4: Prove corollary 25.6.

Recall that the Schwarz inequality can be viewed as a generalization of the inequality
|u · v| ≤ |u| |v| where u and v are any two three-dimensional vectors. You may also recall
that |u · v| = |u| |v| if and only if one of the two vectors is a constant multiple of the other
(i.e., the angle between the two is 0 or π ). An analogous fact, important in many applications
involving correlation, also holds for square-integrable functions (and would have been proven
in earlier discussions of the Schwarz inequality had there been any need for it then).

Theorem 25.7 (Schwarz inequality)
Let f and g be two piecewise continuous, square-integrable functions on the real line. Then
the products f g and f g∗ are absolutely integrable functions on the real line, and

∣∣∣∣∫ ∞

−∞
f (x)g∗(x) dx

∣∣∣∣ ≤
(∫ ∞

−∞
| f (x)|2 dx

)1/2 (∫ ∞

−∞
|g(x)|2 dx

)1/2
(25.8)

with equality holding if and only if one of the functions is a constant multiple of the other.
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PROOF: From lemma 25.5, we already know inequality (25.8) holds. Also, it readily follows
from exercise 11.9 on page 142 that∣∣∣∣∫ ∞

−∞
f (x)g(x) dx

∣∣∣∣ =
(∫ ∞

−∞
| f (x)|2 dx

)1/2 (∫ ∞

−∞
|g(x)|2 dx

)1/2
(25.9)

whenever either function is a constantmultiple of the other. Consequently, all we need to verify is
that one function is a constant multiple of the other, say g = λ f for some constant λ , whenever
equation (25.9) holds.

So assume equation (25.9) holds. For convenience, let

A =
(∫ ∞

−∞
| f (x)|2 dx

)1/2
and B =

(∫ ∞

−∞
|g(x)|2 dx

)1/2
,

and let R and θ be the magnitude and principal argument for the integral of f g∗ ,∫ ∞

−∞
f (x)g∗(x) dx = Reiθ .

Observe that we only need to consider the case where neither A nor B is the zero function
(otherwise either f or g is automatically “ 0 times the other”). Also note that, in terms of A ,
B , and R , equation (25.9) is

R = AB .

Now, using the foresight of the author, let λ = αeiθ where α = A/B . Then

| f − λg|2 = ( f − λg)( f ∗ − λ∗g∗)

= | f |2 + |λ|2 |g|2 − λ∗ f g∗ − λ f ∗g

= | f |2 + α2 |g|2 − α
[
e−iθ f g∗ + eiθ f ∗g

]
,

and thus,∫ ∞

−∞
| f (x)− λg(x)|2 dx =

∫ ∞

−∞
| f (x)|2 dx + α2

∫ ∞

−∞
|g(x)|2 dx

− α

[
e−iθ

∫ ∞

−∞
f (x)g∗(x) dx + eiθ

∫ ∞

−∞
f ∗(x)g(x) dx

]
= A2 + α2B2 − α

[
e−iθ

(
eiθ R

)
+ eiθ

(
eiθ R

)∗]
= A2 + α2B2 − 2αR

= A2 +
(
A

B

)2
B2 − 2

(
A

B

)
AB

= 0 .

Cutting out the middle, this last set of equalities is simply∫ ∞

−∞
| f (x)− λg(x)|2 dx = 0 ,

which, clearly, is only possible if f = λg .

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

402 Correlation, Square-Integrable Functions, and the Fundamental Identity

Fourier Transforms and Square-Integrable Functions
You should realize that most, if not all, classically transformable functions that commonly
arise in practice are bounded, as are their Fourier transforms. After all, if f is a classically
transformable function, then it is the sum of an absolutely integrable function fA and the Fourier
transform of an absolutely integrable function. Since Fourier transforms of absolutely integrable
functions are automatically bounded, f can be unbounded only if its absolutely integrable part,
fA , is unbounded. But functions that are both unbounded and absolutely integrable are rather
uncommon in “real world” applications. Indeed, the only such functions we’ve seen were
pathologies to help illustrate where naive intuition might lead us astray (as in exercise 18.16 on
page 271 and exercise 24.22 on page 394).

So what has this to do with square-integrable functions? Well, suppose f is some function
arising from some “real world” application, and you have reason to believe it is classically
transformable. You may not know the formula for f (that happens in the real world), but it is a
pretty safe bet that it and its Fourier transform F are both bounded functions. Now look back at
theorem 25.3 on page 397. It tells us | f |2 and |F |2 are absolutely integrable, which is just one
way of saying both f and F are square integrable. Consequently, classically transformable
functions that arise in practice can usually be assumed to be square integrable.3

Take another look at theorem 25.3. Not only does it tell us that f and F are square
integrable, it tells us that F

[| f |2] = F � F . Since the left-hand side of this equation is the
Fourier transform of an absolutely integrable function, both sides describe a function that is well
defined and continuous everywhere. In particular, we can plug in the point 0 . But

F
[
| f |2

]∣∣∣
0

=
∫ ∞

−∞
| f (t)|2 e−i2π ·0·t dt =

∫ ∞

−∞
| f (t)|2 dt

and

F � F(0) =
∫ ∞

−∞
F∗(ω)F(ω + 0) dω =

∫ ∞

−∞
|F(ω)|2 dω .

Thus, since F
[| f |2] = F � F ,∫ ∞

−∞
| f (t)|2 dt = F

[
| f |2

]∣∣∣
0

= F � F(0) =
∫ ∞

−∞
|F(ω)|2 dω .

This gives us:

Theorem 25.8 (Bessel’s equality)
If f and F are bounded, classically transformable functions with F = F [ f ] , then both f
and F are square integrable, and∫ ∞

−∞
| f (t)|2 dt =

∫ ∞

−∞
|F(ω)|2 dω . (25.10)

Equation (25.10) is known as Bessel’s equality (for square-integrable functions on the real
line).4 In terms of norms it can also be written as

‖ f ‖ = ‖F‖ . (25.10 ′)

3 It also turns out that every square-integrable function is “Fourier transformable” using the more general theory of
Fourier transforms discussed in part IV of this text. That, along with the fact that square-integrable functions have
finite “energy” (equivalently, “norms”), makes the class of square-integrable functions particularly important in real
world applications (and abstract mathematics).
4 Don’t call it Bessel’s equation. Bessel’s equation is something altogether different.

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

Square-Integrable/Finite Energy Functions 403

Just as the auto-correlation identities are special cases of the more general correlation
identities, Bessel’s equality is a special case of a more general identity involving two classically
transformable functions f and g and their Fourier transforms F and G . Assuming all these
functions are bounded, theorem 25.2 on correlation assures us that∫ ∞

−∞
f ∗(t)g(t) dt = F

[
f ∗g
]∣∣
0

= F � G(0) =
∫ ∞

−∞
F∗(ω)G(ω) dω ,

giving us:

Theorem 25.9 (Parseval’s equality)
Suppose f , g , F , and G are all bounded, classically transformable functions with F = F [ f ]
and G = F [g] . Then the products f ∗g and F∗G are absolutely integrable, and∫ ∞

−∞
f ∗(t)g(t) dt =

∫ ∞

−∞
F∗(ω)G(ω) dω . (25.11)

Equation (25.11) is known as Parseval’s equality (for square-integrable functions on the
real line). Using the inner product notation from chapter 11, Parseval’s equality can also be
written as

〈 g f 〉 = 〈 G F 〉 .

Keep in mind that the general validity of both Parseval’s and Bessel’s equalities follows
from theorem 25.2, and that theorem, in turn, is based on the corresponding convolution theorem,
theorem 24.10, whichwill not be proven until chapter 29. In themeantime, wewill optimistically
assume the necessary theorems supporting Parseval’s and Bessel’s equalities can be proven, and
we will see what can be done using these equalities.

Integration Using Parseval’s and Bessel’s Equalities
As the next examples illustrate, Parseval’s and Bessel’s equalities can simplify the computation
of some integrals.

!�Example 25.2: Using Bessel’s equality,∫ ∞

−∞
sinc2(2π t) dt =

∫ ∞

−∞
|sinc(2π t)|2 dt

=
∫ ∞

−∞
|F [sinc(2π t)]|ω|2 dω =

∫ ∞

−∞

∣∣∣ 1
2
pulse1(ω)

∣∣∣2 dω .

But, ∣∣∣ 1
2
pulse1(ω)

∣∣∣2 =
⎧⎨⎩
1

4
if −1 < ω < 1

0 otherwise

⎫⎬⎭ = 1

4
pulse1(ω) .

So, ∫ ∞

−∞
sinc2(2π t) dt =

∫ ∞

−∞
1

4
pulse1(ω) dω = 1

4

∫ 1

−1
dω = 1

4
· 2 = 1

2
.
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404 Correlation, Square-Integrable Functions, and the Fundamental Identity

!�Example 25.3: Using Parseval’s identity and tables of transforms, we have∫ ∞

−∞
1

(2+ i2π t)(3− i2π t)
dt =

∫ ∞

−∞

( 1

2− i2π t

)∗ ( 1

3− i2π t

)
dt

=
∫ ∞

−∞

(
e−2ω step(ω)

)∗ (
e−3ω step(ω)

)
dω .

But, as is easily verified,(
e−2ω step(ω)

)∗ (
e−3ω step(ω)

)
= e−5ω step(ω) .

So, ∫ ∞

−∞
1

(2+ i2π t)(3− i2π t)
dt =

∫ ∞

−∞
e−5ω step(ω) dω =

∫ ∞

0
e−5ω dω = 1

5
.

A somewhat deeper application of Bessel’s identity is given in the next subsection.

Duration and Bandwidth for Square-Integrable Functions
Given a square-integrable function f (x) it is common to define the quantities E and �x by

E = ‖ f ‖2 =
∫ ∞

−∞
| f (x)|2 dx

and

�x =
[
1

E

∫ ∞

−∞
x2 | f (x)|2 dx

]1/2
.

As already noted, in many applications E corresponds to the “energy” in the process described
by f . The value �x (which can be infinite) gives a measure of both the width of the graph
of f and, as demonstrated in the following theorem and example, can be used to determine an
effective duration bound for f .5

Theorem 25.10
Suppose f is a square-integrable function on � . Let

E =
∫ ∞

−∞
| f (x)|2 dx and �x =

[
1

E

∫ ∞

−∞
x2 | f (x)|2 dx

]1/2
.

Then, for any α > 1 , ∫ α�x

−α�x
| f (x)|2 dx ≥ α2 − 1

α2
E

and ∫ −α�x

−∞
| f (x)|2 dx +

∫ ∞

α�x
| f (x)|2 dx ≤ 1

α2
E .

For a rather simple proof of this theorem, see exercise 25.14 at the end of this chapter.

5 Those acquainted with probability theory should observe that we can view | f (x)|2 /E as a probability density
function, and that, using this probability density function, �x is the standard deviation of |x| from 0 .
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!�Example 25.4: Remember that an “effective duration bound” Xeff for a function f
is a length such that the values of f (x) are “significant” only when x is in the interval
(−Xeff, Xeff) . For a square-integrable function f , it is often appropriate to choose X eff so
that the energy in f over (−Xeff, Xeff) is some significant percentage of the total energy in
f . Thus, if by significant percentage we mean, say, 99%, then we want to choose X eff so
that ∫ Xeff

−Xeff
| f (x)|2 dx ≥ 99

100
E where E =

∫ ∞

−∞
| f (x)|2 dx .

According to theorem 25.10, we can do this by choosing Xeff = α�x where

�x =
[
1

E

∫ ∞

−∞
x2 | f (x)|2 dx

]1/2
and

α2 − 1

α2
= 99

100
,

which, as you can easily see, means choosing Xeff to be at least 10�x . Notice that this also
means that∥∥ f − f pulse10�x

∥∥2 =
∫ ∞

−∞
∣∣ f (x)− f (x) pulse10�x (x)

∣∣2 dx
=
∫ −10�x

−∞
| f (x)|2 dx +

∫ ∞

10�x
| f (x)|2 dx ≤ 1

102
E .

?�Exercise 25.5: What should α be to ensure that∥∥ f − f pulseα�x

∥∥2 ≤ 1

10
E

where f is a square-integrable function and E and �x are as above?

Relation between Duration and Bandwidth Measures

Since the bandwidth of a function is simply the duration of the Fourier transform of that function,
the formulas above provide means for measuring both the effective duration and the effective
bandwidth of any square-integrable, classically transformable function. We’ll give the explicit
formulas for these measures in the next theorem, the bandwidth theorem for square-integrable
functions (also called the uncertainty principle).

Theorem 25.11 (bandwidth theorem / uncertainty principle)
Suppose f and F are bounded, classically transformable functions with F = F [ f ] , and let

�t =
[
1

E

∫ ∞

−∞
t2 | f (t)|2 dt

]1/2
and �ω =

[
1

E

∫ ∞

−∞
ω2 |F(ω)|2 dω

]1/2
where

E =
∫ ∞

−∞
| f (t)|2 dt =

∫ ∞

−∞
|F(ω)|2 dω .

Further assume that neither f nor F is the zero function, and that either

1. �t or �ω is infinite,

or that
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406 Correlation, Square-Integrable Functions, and the Fundamental Identity

2. ωF(ω) is classically transformable, and both f ′ and ωF(ω) are bounded,
or that

3. t f (t) is classically transformable, and both F ′ and t f (t) are bounded.

Then
�t �ω ≥ 1

4π
(25.12)

with equality holding if and only if

f (t) = Ae−γ t2

for some pair of constants A and γ with γ > 0 .

Most of the details of the proof will be developed shortly in a series of exercises. A few
observations are in order, however, before starting those exercises. The first is that, since f and
F are bounded, classically transformable functions with F = F [ f ] , theorem 25.8 assures us
that they are square-integrable functions and that the formula(s) given for E are valid and finite.
The second observation is that inequality (25.12) cannot hold if f or F is the zero function.
After all, if f or its transform, F , is the zero function, then both must be the zero function and
wewould obviously have �t �ω = 0 instead of inequality (25.12). That is why we insisted that
neither f nor F be the zero function. It also ensures that the integrals defining �t and �ω
are either positive or are infinite. A third observation is that, if either �t and �ω is infinite,
then so is their product, and the claim of the theorem, inequality (25.12), follows trivially.

Proving the bandwidth theorem under either of the other two sets of assumptions is a bit
more tricky. In the following exercises, we’ll assume the second set holds. (To prove the
theorem assuming the third set holds, just repeat what follows with the roles of f and F
reversed.) Before starting these exercises, however, let’s make one more observation that will
be useful for these exercises: According to the second set of assumptions, ωF(ω) is classically
transformable. Thus, by theorem 22.1 on page 333, we know f is continuous and piecewise
smooth, and that f ′ is classically transformable.

?�Exercise 25.6 (proof of the bandwidth theorem): In the following, let f , F , E , �t ,
and �ω be as in theorem 25.11, and assume that condition set (2) in that theorem holds.
Since we have already considered the cases where either �t or �ω is infinite or zero, go
ahead and assume both are finite and positive. For convenience, let

g(t) = | f (t)|2 and G = F [g] .

(Don’t forget to verify that any identity used is valid under the given circumstances.)

a: Verify that
E2 = ∣∣F [tg′(t)

]∣∣
0

∣∣2
by using the appropriate differential identities to obtain

F
[
tg′(t)

]∣∣
0 = −E .

b: Using the above result and the Schwarz inequality, show that

E ≤ 4(�t)2
∫ ∞

−∞
∣∣ f ′(t)

∣∣2 dt
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with equality holding if and only if

f (t) = Ae−γ t2

for some pair of constants A and γ with γ > 0 . (To show γ must be real, it may help
to first show that

d

dt

∣∣∣e−γ t2
∣∣∣2 = 2

∣∣∣e−γ t2 2γ te−γ t2
∣∣∣

if and only if γ is real.)

c: Using a differential identity and an appropriate identity from this chapter, show that∫ ∞

−∞
∣∣ f ′(t)

∣∣2 dt = (2π�ω)2E .

d: Finally, using the results just derived, confirm that

�t �ω ≥ 1

4π

with equality holding if and only if f is the Gaussian described in part b of this exercise
set.

Refinements

Our measures of duration and bandwidth can be refined by taking into account the fact that the
actual intervals of effective durations might be centered about points other than the origin. We
do this by defining the center x̄ of the (effective) interval of duration for f (x) by

x̄ = 1

E

∫ ∞

−∞
x | f (x)|2 dx .

The corresponding measure of duration is then given by

�x =
[
1

E

∫ ∞

−∞
(x − x̄)2 | f (x)|2 dx

]1/2
.

As before, E is the square of the norm of f .6

By straightforward use of translation we can easily “refine” the theorems just developed to
take into account the possibly off-centered intervals of effective duration. Those refined versions
are given below, with the proofs being left to the reader.

Theorem 25.12
Suppose f is a square-integrable function on � and let

E =
∫ ∞

−∞
| f (x)|2 dx .

If

x̄ = 1

E

∫ ∞

−∞
x | f (x)|2 dx and �x =

[
1

E

∫ ∞

−∞
(x − x̄)2 | f (x)|2 dx

]1/2
6 Again, those acquainted with probability should verify for themselves that | f (x)|2 /E can be treated as a probability
density function for a real random variable x , and that x̄ and �x are then, respectively, the expected value and
standard deviation of x .
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408 Correlation, Square-Integrable Functions, and the Fundamental Identity

are finite, then, for any α > 1 ,∫ x̄+α�x

x̄−α�x
| f (x)|2 dx ≥ α2 − 1

α2
E

and ∫ x̄−α�x

−∞
| f (x)|2 dx +

∫ ∞

x̄+α�x
| f (x)|2 dx ≤ 1

α2
E .

Theorem 25.13 (bandwidth theorem / uncertainty principle)
Suppose f and F are bounded, classically transformable functions with F = F [ f ] , and let

t̄ = 1

E

∫ ∞

−∞
t | f (t)|2 dt , �t =

[
1

E

∫ ∞

−∞
(
t − t̄

)2 | f (t)|2 dt
]1/2

,

�ω = 1

E

∫ ∞

−∞
ω | f (ω)|2 dω and �ω =

[
1

E

∫ ∞

−∞
(ω − ω̄)2 |F(ω)|2 dω

]1/2
where

E =
∫ ∞

−∞
| f (t)|2 dt =

∫ ∞

−∞
|F(ω)|2 dω .

Assume these integrals exist and are finite. Assume further that neither f nor F is the zero
function and that either

1. ωF(ω) is classically transformable, and both f ′ and ωF(ω) are bounded.
or that

2. t f (t) is classically transformable, and both F ′ and t f (t) are bounded.

Then
�t �ω ≥ 1

4π

with equality holding if and only if

f (t) = Aei2πω̄t e−γ (t−t̄)2

for some pair of constants A and γ with γ > 0 .

?�Exercise 25.7 a: Prove theorem 25.12 using translation and theorem 25.10.

b: Prove theorem 25.13 using translation and theorem 25.11.
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25.3 The Fundamental Identity
The main identity of this section may seem rather innocuous and less useful than the other
equations we’ve derived thus far. Truth is, it is not an identity you commonly see in applications,
at least not in the form given here. However, it will play a fundamental role in further developing
the basic mathematics of Fourier analysis. In particular, it will be useful in verifying several
major theorems we have delayed proving, and, along with certain facts concerning Gaussian
functions, it will lead to a new definition for Fourier transforms that will allow us to view many
more functions of interest as being “Fourier transformable”.

We’ll first state the fundamental identity and then, in a little bit, discuss when this identity
is valid.

Let f , g , F , and G be classically transformable functions with, as usual, F = F [ f ]
and G = F [g] . The fundamental identity (of Fourier analysis) is∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
f (y)G(y) dy . (25.13a)

Observe that this identity can also be expressed as∫ ∞

−∞
F [ f ]|x g(x) dx =

∫ ∞

−∞
f (y)F [g]|y dy (25.13b)

or as ∫ ∞

−∞
F(x)F −1[G]|x dx =

∫ ∞

−∞
F −1[F]|y G(y) dy . (25.13c)

You should also notice that here it is impossible to follow the convention of t denoting
the variable in the “untransformed” functions and ω denoting the variable in the “transformed”
functions. While we are on the subject, it may be wise to observe that the variables appearing in
the fundamental identity are all variables internal to the integrals (i.e., they are dummy variables).
So the variables appearing on one side of the identity have no direct relationshipwith the variables
appearing on the other side. We can, just as correctly, write the fundamental identity as∫ ∞

−∞
F(s)g(s) ds =

∫ ∞

−∞
f (s)G(s) ds .

Using different symbols for the internal variables, however, will simplify keeping track of the
formulas involved in some of the manipulations we will be doing later.

The astute reader may also notice a similarity between the fundamental identity and Parse-
val’s equality. In fact, each can be derived from the other. However, because of the importance
of the fundamental identity to the basic development of the advanced theory of Fourier analysis,
and because we will use the fundamental identity to verify theorems from which we obtained
Parseval’s equality, we will derive our results for the fundamental identity independently.

Some conditions under which the fundamental identity does hold are described in the next
theorem.

Theorem 25.14 (first theorem on the fundamental identity of Fourier analysis)
Let f , g , F , and G be classically transformable functions with F = F [ f ] and G = F [g] .
Then the products f G and Fg are absolutely integrable, and∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
f (y)G(y) dy
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410 Correlation, Square-Integrable Functions, and the Fundamental Identity

whenever any one of the following sets of conditions holds:

1. Both f and g are absolutely integrable.

2. Both F and G are absolutely integrable.

3. Both g and G are absolutely integrable.

4. Both f and F are absolutely integrable.

Wewill confirm this theorem’s claims assuming that either the first or third set of conditions
holds. The proofs assuming the second or fourth sets of conditions are very similar and will be
left as exercises.

PROOF (theorem 25.14, assuming f and g are absolutely integrable): Since f and g are
absolutely integrable, F and G are the bounded functions given by

F(x) =
∫ ∞

−∞
f (y) e−i2πxy dy and G(y) =

∫ ∞

−∞
g(x) e−i2πxy dx .

Thus, Fg and f G , being products of absolutely integrable functions with bounded functions,
are each absolutely integrable. Moreover∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞

(∫ ∞

−∞
f (y) e−i2πxy dy

)
g(x) dx

=
∫ ∞

−∞

∫ ∞

−∞
f (y)g(x) e−i2πxy dy dx

and ∫ ∞

−∞
f (y)G(y) dy =

∫ ∞

−∞
f (y)

(∫ ∞

−∞
g(x) e−i2πxy dx

)
dy

=
∫ ∞

−∞

∫ ∞

−∞
f (y)g(x) e−i2πxy dx dy .

Reviewing corollary 18.24 on page 269 (concerning interchanging the order of integration of
double integrals over the XY–plane), we see that this is one of the cases where the order of
integration can be interchanged (in that corollary let g(x) , h(y) , v(s) , and φ(x, y) be g(x) ,
f (y) , 1 , and e−i2πxy , respectively). So,∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞

∫ ∞

−∞
f (y)g(x) e−i2πxy dy dx

=
∫ ∞

−∞

∫ ∞

−∞
f (y)g(x) e−i2πxy dx dy =

∫ ∞

−∞
f (y)G(y) dy .

?�Exercise 25.8: Prove theorem 25.14 assuming both F and G are absolutely integrable.

PROOF (theorem 25.14, assuming g and G are absolutely integrable): In this case we use
the fact that, because f is classically transformable, it and its transform, F , can be written as

f = fA + fT and F = FT + FA
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The Fundamental Identity 411

where fA and FA are absolutely integrable functions and

FT = F [ fA] and FA = F [ fT ] .

From the first part of this theorem (proven above), we already know that, since fA and g are
absolutely integrable, ∫ ∞

−∞
FT (x)g(x) dx =

∫ ∞

−∞
fA(y)G(y) dy .

Likewise, from the second part (proven in exercise 25.8), we know that, since FA and G are
absolutely integrable, ∫ ∞

−∞
FA(x)g(x) dx =

∫ ∞

−∞
fT (y)G(y) dy .

So, ∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
[FT (x)+ FA(x)] g(x) dx

=
∫ ∞

−∞
FT (x)g(x) dx +

∫ ∞

−∞
FA(x)g(x) dx

=
∫ ∞

−∞
fA(y)G(y) dy +

∫ ∞

−∞
fT (y)G(y) dy

=
∫ ∞

−∞
[ fA(y)+ fT (y)]G(y) dy =

∫ ∞

−∞
f (y)G(y) dy .

?�Exercise 25.9: Prove theorem 25.14 assuming both f and F are absolutely integrable.

Some other conditions under which the fundamental identity holds are given in the next
theorem. It is closely related to the second theorem on convolutions (theorem 24.10 on page
390) and will be proven, along with theorem 24.10, in chapter 29.

Theorem 25.15 (second theorem on the fundamental identity of Fourier analysis)
Let f , g , F , and G be bounded, classically transformable functions with F = F [ f ] and
G = F [g] . Then the products f G and Fg are absolutely integrable, and∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
f (y)G(y) dy .

The really important applications of the fundamental identity will have to wait, but in the
following example we will show how this identity can be used to reduce the work in evaluating
certain integrals.

!�Example 25.5: Consider evaluating∫ ∞

−∞
2 sinc(2πx)

3− i x
dx .

We know

2 sinc(2πx) = F
[
pulse1(y)

]∣∣
x and F

[ 1

3− i x

]∣∣∣
y

= 2πe−6πy step(y) .

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

412 Correlation, Square-Integrable Functions, and the Fundamental Identity

So, by the fundamental identity,∫ ∞

−∞
2 sinc(2πx)

3− i x
dx =

∫ ∞

−∞
2 sinc(2πx)

1

3− i x
dx

=
∫ ∞

−∞
F
[
pulse1(y)

]∣∣
x

1

3− i x
dx

=
∫ ∞

−∞
pulse1(y)F

[ 1

3− i x

]∣∣∣
y
dy

=
∫ 1

−1
2πe−6πy step(y) dy = 2π

∫ 1

0
e−6πy dy .

This last integral, unlike the integral we began with, is easily evaluated. Evaluating it (and
cutting out the middle of the above sequence of equalities) leaves us with∫ ∞

−∞
2 sinc(2πx)

3− i x
dx = 1

3

[
1− e−6π

]
.

?�Exercise 25.10: Show that ∫ ∞

−∞
[sinc(2πx)]2 dx = 1

2
.

Additional Exercises

25.11. Using either the integral formula for correlation or its relation with convolutions, find
f � g(x) for each of the following choices of f (x) and g(x) :

a. f (x) = e−3x step(x) , g(x) = ei2πx

b. f (x) = ei2πx , g(x) = e−3x step(x)

c. f (x) = e−3x step(x) , g(x) = e−3x step(x)

25.12. Prove theorem 25.4 on page 398 using the version of the Schwarz inequality given in
theorem 25.7 on page 400.

25.13. Evaluate each of the following integrals using either Bessel’s or Parseval’s equality:

a.
∫ ∞

−∞
sinc(2παx) sinc(2πβx) dx where 0 < α ≤ β

b.
∫ ∞

−∞
sinc(2πx)

1+ x2
dx c.

∫ ∞

−∞
1

(6+ i2πx)2
dx

d.
∫ ∞

−∞
1

(
π2 + x2

)2 dx e.
∫ ∞

−∞
x2

(
π2 + x2

)2 dx

f.
∫ ∞

−∞
1

(3+ i2πx)(5− i2πx)
dx g.

∫ ∞

−∞
1

(3+ i2πx)(5+ i2πx)
dx
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25.14. Suppose f is a square-integrable function, and E and �x are as in theorem 25.10
on page 404. Assume �x is finite and nonzero. In addition, let α > 1 and, for
convenience, let

Eα =
∫ α�x

−α�x
| f (x)|2 dx , Xα =

[
1

Eα

∫ α�x

−α�x
x2 | f (x)|2 dx

]1/2
,

Eα =
∫ −α�x

−∞
| f (x)|2 dx +

∫ ∞

α�x
| f (x)|2 dx ,

and

ξα =
[
1

Eα

∫ −α�x

−∞
x2 | f (x)|2 dx + 1

Eα

∫ ∞

α�x
x2 | f (x)|2 dx

]1/2
.

a. Verify the following system of equalities and inequalities:

Eα + Eα = E ,

(Xα)
2 Eα + (ξα)

2 Eα = (�x)2E ,

Xα ≤ α�x ≤ ξα .

b. Using the above system, show that

Eα ≤ 1

α2
E and Eα ≥ α2 − 1

α2
E .

c. Now verify the claims in theorem 25.10.

25.15. Let ε be any (small) positive value and consider the function

f (x) =
{

0 if −1 < x < 1

|x |−(3+ε)/2 otherwise
.

a. Verify that f is square integrable and compute E and �x (where E and �x are
as in theorem 25.10).

b. Show that, for all α > 1 ,∫ −α�x

−∞
| f (x)|2 dx +

∫ ∞

α�x
| f (x)|2 dx = 1

α2+ε
EM

where M is some constant between 0 and 1 . Compare this expression to the bounds
in theorem 25.10.

25.16. For each of the functions given below,

1. verify that the function and its Fourier transform are square integrable;

2. compute the measures of duration and bandwidth (�t and �ω as defined in
theorem 25.11 on page 405), and

3. show that �t �ω ≥ (4π)−1 , as claimed in the bandwidth theorem.

a. pulse1(t) b. e−4π t2 c.
1

π2 + t2
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414 Correlation, Square-Integrable Functions, and the Fundamental Identity

25.17. Let f and h be two classically transformable functions, and consider the equation∫ ∞

−∞
f (x)h(x) dx =

∫ ∞

−∞
F [ f ]|y F −1[h]|y dy .

Verify that this equation is equivalent to the fundamental identity of Fourier analysis
by

a. deriving this equation from the fundamental identity,

b. and then deriving the fundamental identity from this equation.

25.18. Determine some conditions under which the equation in the previous problem is valid.

25.19. Let f , h , F , and H be classically transformable functions with F = F [ f ] and
H = F [h] . Verify that the equation∫ ∞

−∞
f (x)h(x) dx =

∫ ∞

−∞
F(y)H(−y) dy

is equivalent to the fundamental identity of Fourier analysis.

25.20. Derive the fundamental identity of Fourier analysis from the identity

F −1[FH ] = f ∗ h
where F = F [ f ] and H = F [h] . (Start by letting G = h .)

25.21. Evaluate the following integrals using the fundamental identity of Fourier analysis.
(Yes, they are the very same integrals as in exercise 25.13.)

a.
∫ ∞

−∞
sinc(2παx) sinc(2πβx) dx where 0 < α ≤ β

b.
∫ ∞

−∞
sinc(2πx)

1+ x2
dx c.

∫ ∞

−∞
1

(6+ i2πx)2
dx

d.
∫ ∞

−∞
1

(
π2 + x2

)2 dx e.
∫ ∞

−∞
x2

(
π2 + x2

)2 dx

f.
∫ ∞

−∞
1

(3+ i2πx)(5− i2πx)
dx g.

∫ ∞

−∞
1

(3+ i2πx)(5+ i2πx)
dx
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Identity Sequences

Before going much further in our study of Fourier analysis, we need to develop a set of analytical
tools called “identity sequences”. Except for providing approximations to the delta function
(more on that in later chapters), these are not things often used in day-to-day applications. Their
importance, rather, are as tools for further developing and justifying the Fourier analysis that is
used in day-to-day applications. They will be essential in chapter 29 when we finally prove the
few major theorems, such as the fundamental theorem on invertibility, that we could not prove
earlier. In particular, using identity sequences we will derive a subtle “test for equality” that (1)
will help us validate those major theorems, and (2) will provide, along with the fundamental
identity from chapter 25, the starting point for the development of a much more general (and
useful) theory of Fourier analysis.

The basic ideas behind identity sequences are so simple that some people have trouble
grasping them. So we will first illustrate these ideas employing a very simple identity sequence.
Following that, we’ll define and discuss identity sequences in general. Finally, we will examine
the identity sequences that will be of greatest value to us in later chapters, the Gaussian identity
sequences. By the way, while developing Gaussian identity sequences, we will also describe the
set of “exponentially integrable” functions. This set will ultimately replace the set of classically
transformable functions as the set of functions that can be “Fourier transformed” using the more
general theory of part IV.

26.1 An Elementary Identity Sequence
For each ε > 0 , let φε be the following scaled pulse function:

φε(s) = 1

2ε
pulseε(s) =

⎧⎨⎩
1

2ε
if −ε < s < ε

0 otherwise
.

The set of these φε’s form what we will be calling an identity sequence. The main property
for all identity sequences can be derived for this particular set using the mean value theorem
for integrals (theorem 4.3 on page 41). That theorem pointed out that, if f is any uniformly
continuous, real-valued function on a finite interval (α, β) , then there is a point s̄ in the interval
[α, β] such that ∫ β

α

f (s) ds = f (s̄) [β − α] .

415
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416 Identity Sequences

So suppose f is a continuous, real-valued function on � . For any point x on the real
line and any ε > 0 , the mean value theorem assures us that there is a corresponding point s̄ε
between x − ε and x + ε such that∫ ∞

−∞
f (s) φε(s − x) ds =

∫ ∞

−∞
f (s)

1

2ε
pulseε(s − x) ds

= 1

2ε

∫ x+ε

x−ε

f (s) ds

= 1

2ε
f (s̄ε) [(x + ε) − (x − ε)] = f (s̄ε) .

Since x − ε ≤ s̄ε ≤ x + ε , we clearly have s̄ε → x as ε → 0 . Thus,

lim
ε→0+

∫ ∞

−∞
f (s) φε(s − x) ds = lim

ε→0+ f (s̄ε) = f (x) . (26.1)

It is this equation that makes the set of φε’s defined above an “identity sequence”.
Do observe that, in the above, we did not need f to be continuous over the entire real

line. The same computations give equation (26.1) even if f is only continuous on some interval
(a, b) containing x . We just have to start with ε small enough that a < x − ε and x + ε < b .

You should also realize that we assumed f is real valued simply so we could apply the
mean value theorem. If f is a complex-valued, continuous function on (a, b) with real part
u and imaginary part v , then u and v are, themselves, real-valued, continuous functions on
(a, b) , and by the above,

lim
ε→0+

∫ ∞

−∞
f (s) φε(s − x) ds = lim

ε→0+

∫ ∞

−∞
[u(s)+ iv(s)] φε(s − x) ds

= lim
ε→0+

∫ ∞

−∞
u(s) φε(s − x) ds

+ i lim
ε→0+

∫ ∞

−∞
v(s) φε(s − x) ds

= u(x)+ iv(x)

= f (x) .

Reviewing what we have just derived, we find we have proven the following theorem.

Theorem 26.1
For each ε > 0 , let φε be the scaled pulse function

φε(s) = 1

2ε
pulseε(s) .

Then, for any piecewise continuous function f on the real line,

lim
ε→0+

∫ ∞

−∞
f (s) φε(s − x) ds = f (x)

whenever x is a point at which f is continuous.

As the next example shows, we can (in theory at least) use this theorem to recover the
formula for a function f (s) if we know the formulas for certain integrals of f . In practice,
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An Elementary Identity Sequence 417

we’ll rarely have need to do such a thing, but the example illustrates an important principle,
namely, that any piecewise continuous function can be completely defined by a suitable set of
integrals involving that function.

!�Example 26.1: Let’s find the formula f (x) for the function satisfying∫ x+ε

x−ε

f (s) ds = 6x2ε + 2ε3 whenever − ∞ < x < ∞ and ε > 0 .

Theorem 26.1 tells us that, for each real value x ,

f (x) = lim
ε→0+

∫ ∞

−∞
f (s) φε(s − x) ds

= lim
ε→0+

∫ ∞

−∞
f (s)

1

2ε
pulseε(s − x) ds = lim

ε→0+
1

2ε

∫ x+ε

x−ε

f (s) ds .

Plugging in the given formula for this last integral yields

f (x) = lim
ε→0+

1

2ε
[6x2ε + 2ε3] = lim

ε→0+[3x2 + ε2] ,

which, of course, means that f (x) = 3x2 .

Two corollaries of theorem 26.1 follow. The first describes a test for determining when two
functions, which may have been defined by different means, are really the same. Similar tests
will play important roles in verifying the fundamental theorem on invertibility and in developing
a more general theory for Fourier analysis.

Corollary 26.2
Let f and g be two piecewise continuous functions on the real line. Then f = g if and only
if ∫ ∞

−∞
f (s) pulseε(s − x) ds =

∫ ∞

−∞
g(s) pulseε(s − x) ds (26.2)

for every ε > 0 and every point x on the real line.

PROOF: Obviously, if f = g , then equation (26.2) holds for every real x and ε > 0 .
Now assume equation (26.2) holds for all real x and positive ε . We need to show that

f (x) = g(x) for every point x at which f and g are continuous. So let x be such a point.
By our assumption and theorem 26.1, we have

f (x) = lim
ε→0

∫ ∞

−∞
f (s)

1

2ε
pulseε(s − x) ds

= lim
ε→0

1

2ε

∫ ∞

−∞
f (s) pulseε(s − x) ds

= lim
ε→0

1

2ε

∫ ∞

−∞
g(s) pulseε(s − x) ds

= lim
ε→0

∫ ∞

−∞
g(s)

1

2ε
pulseε(s − x) ds = g(x) .
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418 Identity Sequences

The second corollary, which is a corollary of the above corollary, describes a variation of
the above “test for equality” that will be useful in the next chapter. That it follows from the
previous corollary should be apparent as soon as you realize that the set of φ’s used in the
following includes all the pulse functions used in the previous corollary.

Corollary 26.3
Let f and g be two piecewise continuous functions on the real line. Then f = g if and only
if ∫ ∞

−∞
f (s)φ(s) ds =

∫ ∞

−∞
g(s)φ(s) ds (26.3)

for every piecewise continuous function φ such that the products f φ and gφ are absolutely
integrable.

?�Exercise 26.1: Verify corollary 26.3 using corollary 26.2.

26.2 General Identity Sequences
Definitions
For convenience, we’ll let {ψγ }γ0γ=α denote any indexed set of functions—with the ψγ ’s being
the functions and the indexing parameter γ starting at α and going to, but not including, the
limit point γ0 (which is usually 0 or ∞ ). For example, {pulseε}0ε=1 denotes the set of all
pulse functions with half-widths (the ε’s ) less than or equal to 1 .

Now suppose we have some set S of functions of interest. (For example, S might be the
set of all piecewise continuous functions on the real line.) We will say that a given {ψγ }γ0γ=α is
an identity sequence1 (for S ) if and only if

lim
γ→γ0

∫ ∞

−∞
f (s)ψγ (s − x) ds = f (x) (26.4)

whenever f is a function in S and x is a point at which f is continuous. Implicit in this
definition is that the above limit is taken “over the indexing set”. In particular, if the starting
point is α = 1 and the limit point is γ0 = 0 , then the above limit is the one-sided limit

lim
γ→0+

∫ ∞

−∞
f (s)ψγ (s − x) ds = f (x) .

!�Example 26.2: In the previous section we saw that, for any piecewise continuous function
f and any real point x at which f is continuous,

lim
ε→0+

∫ ∞

−∞
f (s)

1

2ε
pulseε(s − x) ds = f (x) .

Thus, one identity sequence for the set of all piecewise continuous functions on the real line
is {

1

2ε
pulseε

}0
ε=1 .

1 We are using the term “sequence” somewhat incorrectly since we are not requiring the set of γ ’s be a true sequence;
that is, we are not requiring that the γ ’s , themselves, form a set that can be indexed by the positive integers. It would
be more proper to call these sets of functions something like “parameterized identity sets”, but we won’t.
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General Identity Sequences 419

A few comments should be made about S , the set of functions “of interest”. While all sorts
of esoteric sets can be considered as interesting, for us S will usually be something mundane
like “the set of all bounded, piecewise continuous functions on � ” or “the set of all classically
transformable functions”. In every case where we specify S , the following will hold:

1. S is a linear space of functions. That is, if f and g are two functions “of interest”, then
so is any linear combination of f and g .

2. Each function in S is continuous over some partitioning of the real line. That is, if f
is any function “of interest” and (a, b) is any finite interval, then f is well defined and
continuous at all but, at most, a finite number of points in (a, b) .

3. All nontrivial real translations and scalings of functions in S are also in S . That is, if
f is any function “of interest” and α is any nonzero real number, then the translation of
f by α , f (x − α) , and the variable scaling of f by α , f (αx) , are also “functions of
interest”.

Often, it will be so obvious that these conditions hold that we won’t explicitly note the fact.
Also, when we are discussing identity sequences in general without explicitly specifying the set
S — as in the next paragraph — then we will implicitly assume the above conditions hold.

Let’s get back to equation (26.4),

f (x) = lim
γ→γ0

∫ ∞

−∞
f (s)ψγ (s − x) ds .

Yes, the above integral looks much like a convolution integral (or the closely related correlation
integral). We also want to observe that, with x = 0 , this equation becomes

f (0) = lim
γ→γ0

∫ ∞

−∞
f (s)ψγ (s) ds .

Now consider the limit of f ∗ψγ at a point x where f is continuous. By our last observation
(using f (x − s) in place of f (s) )

lim
γ→γ0

f ∗ ψγ (x) = lim
γ→γ0

∫ ∞

−∞
f (x − s)ψγ (s) ds = f (x − 0) = f (x) .

Conversely (assuming f is continuous at x ), if

lim
γ→γ0

f ∗ ψγ (x) = f (x) ,

then, with x = 0 , we have

f (0) = lim
γ→γ0

f ∗ ψγ (0) = lim
γ→γ0

∫ ∞

−∞
f (s)ψγ (s) ds ,

from which we see (after a simple change of variables) that, for any other x at which f is
continuous,

lim
γ→γ0

∫ ∞

−∞
f (s)ψγ (s − x) ds = lim

γ→γ0

∫ ∞

−∞
f (σ + x)ψγ (σ ) dσ = f (0+ x) = f (x) .

What we have just done is to show that two other equations could have been used in place of
equation (26.4) in our definition of identity sequences. Using these equations instead of equation
(26.4) will simplify some of our work later on. For reference let us summarize what we’ve just
shown in the following theorem.
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420 Identity Sequences

Theorem 26.4 (definitions for identity sequences)
An indexed set of functions on the real line {ψγ }γ0γ=α is an identity sequence for some set of
functions S if and only if one of the following conditions holds:

1. For each f in S and each real value x at which f is continuous,

lim
γ→γ0

∫ ∞

−∞
f (s)ψγ (s − x) ds = f (x) .

2. For each f in S that is continuous at 0 ,

lim
γ→γ0

∫ ∞

−∞
f (s)ψγ (s) ds = f (0) .

3. For each f in S and each real value x at which f is continuous,

lim
γ→γ0

f ∗ ψγ (x) = f (x) .

Moreover, if any one of these conditions holds, then they all hold.

Generating Identity Sequences
To help us figure out how to generate additional (and more useful) identity sequences, let us look
at some of the geometric aspects of the one identity sequence we already know about, namely,
{φε}0ε=1 where

φε(s) = 1

2ε
pulseε(s) .

To begin, note that each φε can be viewed as a scaling by 1/ε of φ1 and its variable,

φε(s) = 1

2ε
pulseε(s) =

⎧⎨⎩
1

2ε
if −ε < s < ε

0 otherwise

⎫⎬⎭
= 1

ε

⎧⎨⎩
1

2
if −1 < 1

ε
s < 1

0 otherwise

⎫⎬⎭ = 1

ε
φ1

(
1

ε
s
)

.

Moreover, the graph of φ1 encloses a region of unit area,∫ ∞

−∞
φ1(s) ds = 1

2

∫ ∞

−∞
pulse1(s) ds = 1

2

∫ 1

−1
ds = 1 .

Finally, notice (figure 26.1a) what the graphs of these φε’s look like as ε approaches its
limiting value, 0 . For each ε , the graph of φε also encloses a region of unit area, but as
ε → 0 , the graphs become thinner and taller, and appear to be approaching an “infinitely tall
and infinitesimally narrow spike” at the origin.

With a little thought, youmay come to suspect that other identity sequences can be generated
by suitably scaling a single “base” function whose graph encloses a region of unit area. Pursuing
that suspicion (and replacing 1/ε with γ ) leads to the following theorem. It also turns out that,
whenever you generate an identity sequence via the process described in the theorem, then, as
γ → ∞ , the graphs of the functions in the sequence appear to approach an “infinitely tall and
narrow spike enclosing unit area” at the origin.
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−1−1 11

ε = 1 11

ε = 2

ε = 4

(a) (b)

Figure 26.1: Some functions in two identity sequences — (a) 1
2ε pulseε for various values

of ε , and (b) the basic triangle function, tri , from example 26.3.

Theorem 26.5
Let � be any piecewise continuous function that vanishes outside of some finite interval and
satisfies ∫ ∞

−∞
�(s) ds = 1 .

For each γ > 0 let
ψγ (s) = γ�(γ s) .

Then {ψγ }∞γ=1 is an identity sequence for the set of all piecewise continuous functions on � .

!�Example 26.3: For the base function � , use the triangle function,

tri(s) =

⎧⎪⎪⎨⎪⎪⎩
1+ s if −1 < s < 0

1− s if 0 < s < 1

0 otherwise

.

The graph of tri is sketched in figure 26.1b. Clearly, tri is piecewise continuous and vanishes
outside the interval (−1, 1) . Moreover,∫ ∞

−∞
tri(s) ds = “area under the triangle” = 1 .

So, theorem 26.5 assures us that {γ tri(γ s)}∞γ=1 is an identity sequence for the set of all
piecewise continuous functions on the real line. That is, if f is any piecewise continuous
function on � and x is any point at which f is continuous, then

lim
γ→∞

∫ ∞

−∞
f (s) γ tri(γ [s − x]) ds = f (x) .

?�Exercise 26.2: Sketch the graphs of γ tri(γ s) for γ = 2 , γ = 4 , and γ = 8 where tri
is the triangle function from example 26.3.
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422 Identity Sequences

Theorem 26.5 gives a method for generating an identity sequence {ψγ }∞γ=1 from a suitable
“base function” � . It turns out that, if we are willing to restrict our set of “functions of interest”
somewhat, then we can relax the requirement that � vanish outside some finite interval. That
will be the case with the “Gaussian identity sequences” discussed in the next section. As a result,
we can generate many, many theorems similar to theorem 26.5. What’s more, a great many of
these theorems can be proven following the same basic approach. Since this is the case, and
since Gaussian identity sequences will play a more significant role in the rest of this book than
the identity sequences of theorem 26.5, the proof of theorem 26.5 will be left as an exercise to
be done after a more general discussion of similar theorems and the proof of the main theorem
in the next section.

26.3 Gaussian Identity Sequences
Gaussian identity sequences are simply identity sequences consisting of suitable scalings of
Gaussian functions (we’ll give a formal definition later). Currently, we are interested in such
identity sequences because of the role they will play in developing the classical theory. Later,
we will also find that the results discussed here are important in developing a much more general
theory for the Fourier transform.

We will need to restrict the set of “functions of interest” somewhat to use Gaussian identity
sequences. Because of that, we will now introduce two concepts that generalize the notions
of a function being bounded and being absolutely integrable. These concepts, “exponential
boundedness” and “exponential integrability”, will enable us to identify the functions of interest
for much of the rest of this text.

Exponentially Bounded and Integrable Functions
Let f be a function defined on the real line. We will say f is exponentially bounded (on the
real line) if and only if there are real constants B and α such that

| f (x)| ≤ Beα|x | for all real values of x . (26.5)

Of course, B must be nonnegative (positive, actually, unless f is the zero function), but α can
be negative. We should also note the following:

1. If inequality (26.5) holds for one given value of α , then it holds for all greater values of
α (because eα1|x | ≤ eα2|x | whenever α1 ≤ α2 ).

2. If f is merely bounded on the real line, then it is automatically exponentially bounded
(because inequality (26.5) then holds with α = 0 ).

3. If f is piecewise continuous and inequality (26.5) holds for some α > 0 , then, for any
β > α , ∫ ∞

−∞
| f (x)| e−β|x | dx ≤

∫ ∞

−∞
Beα|x |e−β|x | dx

= 2B
∫ ∞

0
e−(β−α)x dx = 2B

β − α
< ∞ .

So f (x)e−β|x | is absolutely integrable on the real line whenever β > α .
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The last observation is especially significant to us. It describes “exponential integrability”,
a property that will be more important than mere exponential boundedness. To be precise, we
will say a function f is exponentially integrable (on the real line) if and only if it is continuous
over some partitioning of � and there is a real value β such that

f (x)e−β|x |

is absolutely integrable on the real line.2 From the above observations we know that any ex-
ponentially bounded, piecewise continuous function is automatically exponentially integrable.
We should also observe that every piecewise continuous, absolutely integrable function f on
the real line is automatically exponentially integrable (because, then, f (x)e−β|x | with β = 0
is absolutely integrable).

?�Exercise 26.3: Which of the following are exponentially bounded on the real line:

sin(x) , e3x , x2 , e−x2 , ex
2

?

?�Exercise 26.4: Verify that |x |−1/2 is not exponentially bounded, but is exponentially
integrable on the real line.

As was the case with absolutely integrable functions, there are a number of simple but
useful facts regarding exponentially integrable functions. Some that we will be using soon (and
without comment) are described in the following lemmas. Most are direct analogs of lemmas
for absolutely integrable functions from chapter 18.

Lemma 26.6
If f is any exponentially integrable function and α is any nonzero real number, then the
functions f (αx) and f (x − α) are also exponentially integrable.

Lemma 26.7
Any finite linear combination of exponentially integrable functions is exponentially integrable.

Lemma 26.8
If f is exponentially integrable and g is exponentially bounded and piecewise continuous, then
the product f g is exponentially integrable.

Lemma 26.9
If f is any exponentially integrable and piecewise continuous function, and γ and α are any
two real numbers with γ > 0 , then the function

f (x)e−γ (x−α)2

is in A , the set of absolutely integrable, piecewise continuous functions on � . Moreover, if f
is also exponentially bounded, then

lim
x→±∞ f (x)e−γ (x−α)2 = 0 .

2 Recall: A function is continuous over a partitioning of � if and only if that function has only a finite number of
discontinuities in each finite interval (s ee the dis cus s i on of dis c ontinuous functions s t arting on page 20). This i s a
weaker condition than piecewise continuity, and one for which, thus far, we have had little need. However, in part IV
we will need to know that results derived in this chapter apply using this weaker condition.
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We’ll prove the first of these lemmas and leave the confirmation of the rest as exercises.

PROOF (of lemma 26.6): Since f is exponentially integrable, there is a β > 0 such that
f (x)e−β|x | is absolutely integrable. So, using β̂ = β |α| and an obvious change of variables,∫ ∞

−∞
| f (αx)| e−β̂|x | dx =

∫ ∞

−∞
| f (αx)| e−β|αx | dx = 1

|α|

∫ ∞

−∞
| f (s)| e−β|s| ds ,

which is finite. Hence, f (αx)e−β̂|x | is absolutely integrable, and f (αx) is exponentially
integrable.

Verifying that f (x − α) is exponentially integrable begins with an obvious change of
variables, ∫ ∞

−∞
| f (x − α)| e−β|x | dx ≤

∫ ∞

−∞
| f (s)| e−β|s+α| ds . (26.6)

Now, by basic arithmetic and the triangle inequality,

|s| = |s + α − α| ≤ |s + α| + |α| .

Consequently, |s + α| ≥ |s| − |α| . From this and the fact that β > 0 , we have

−β |s + α| ≤ −β |s| + β |α| and e−β|s+α| ≤ e−β|s|eβ|α| .

Using this last inequality in the right-hand side of equation (26.6) gives us∫ ∞

−∞
| f (x − α)| e−β|x | dx ≤ eβ|α|

∫ ∞

−∞
| f (s)| e−β|s| ds .

Because of our choice for β , this last integral is finite. Hence, f (x − α)e−β|x | is absolutely
integrable, which, in turn, means that f (x − α) is exponentially integrable.

?�Exercise 26.5 a: Prove lemma 26.7.

b: Prove lemma 26.8.

c: Prove lemma 26.9.

Let me end this discussion of exponentially integrable functions with an observation and
a comment. The observation is that every classically transformable function is exponentially
integrable (see the next exercise). So any result we obtain concerning exponentially integrable
functions also applies to classically transformable functions.3 The comment is that, eventually,
we will discover that the set of exponentially integrable functions is also the set of all “Fourier
transformable” functions using themore general theorywewill develop (with the aid ofGaussian
identity sequences) in part IV of this text.

?�Exercise 26.6: Show that every classically transformable function is also exponentially
integrable.

3 On the other hand, as you’ll see in exercise 26.14 at the end of this chapter, there are classically transformable
functions that are not exponentially bounded.
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Gaussian Identity Sequences
We can now state the main theorem of this section. Its proof will be given later in this chapter
after we discuss the general problem of verifying an identity sequence.

Theorem 26.10
For every γ > 0 , let ψγ be the scaled Gaussian

ψγ (s) = γ e−π(γ s)2 .

Then {ψγ }∞γ=1 is an identity sequence for the set of all exponentially integrable functions on
the real line. That is,

lim
γ→∞

∫ ∞

−∞
f (s) γ e−π(γ (s−x))2 ds = f (x) (26.7)

whenever f is an exponentially integrable function on the real line and x is a point on the real
line at which f is continuous.

For obvious reasons, the identity sequence described in the above theorem will be referred
to as a “Gaussian identity sequence”. Note that, using the substitution σ = πγ 2 , we can also
write equation (26.7) as

lim
σ→∞

∫ ∞

−∞
f (s)

√
σ

π
e−σ(s−x)2 ds = f (x) .

So theorem 26.10 also tells us that {√
σ

π
e−σ s2

}∞
σ=1

is an identity sequence for the set of exponentially integrable functions. Similarly, it should be
clear that the substitutions α = γ 2 and ε = γ−2 lead to other identity sequences, namely,{√

α e−απs2
}∞

α=1 and

{
1√
ε
exp
(
−π

ε
s2
)}0

ε=1
.

We’ll refer to all of these as “Gaussian identity sequences”.
At this point you probably have a good notion of what a Gaussian identity sequence is. For

the sake of having a formal definition, we will say {φσ }σ0σ=α is a Gaussian identity sequence if
and only if, for each indexing parameter σ and real value s ,

φσ (s) = √
A(σ ) e−π A(σ) s2

where A(σ ) is some positive-valued function that approaches +∞ as the parameter σ ap-
proaches σ0 . Using the substitution γ = A(σ ) and theorem 26.10, it is easy enough to verify
that all Gaussian identity sequences are, in fact, identity sequences for the set of all exponentially
integrable functions on the real line.

Gaussian identity sequences will provide tools for analyzing formulas involving classically
transformable functions and for extending the theory so that any exponentially integrable function
is “Fourier transformable”. In particular, in chapter 29wewillfind a “test for equality”, analogous
to that given in corollary 26.2 on page 417 (withGaussians instead of pulse functions), thatwill be
especially useful in verifying the fundamental theorem on invertibility and the major theorems
on the differential identities from chapter 22. Other identity sequences can be used, but the
many nice properties of Gaussian functions will make Gaussian identity sequences the preferred
identity sequences for our future work.

But, at this time, we had better verify that Gaussian identity sequences are, in fact, identity
sequences.
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26.4 Verifying Identity Sequences
The Four-Step Path
Let us consider the problem of verifying that some given “sequence” of functions, say, {ψγ }∞γ=1 ,
is an identity sequence for some set S of functions. By theorem 26.4 on page 420 we know it
suffices to show that

lim
γ→∞

∫ ∞

−∞
f (s)ψγ (s) ds = f (0) (26.8)

for every f in S that is continuous at 0 . This is fairly easily done when the ψγ ’s are pulse
functions and f is continuous on an interval containing 0 (as in theorem 26.1 on page 416).
For less simple cases it is often (but not always) convenient to remember that this equation is
equivalent to

lim
γ→∞

∣∣∣∣ f (0) −
∫ ∞

−∞
f (s)ψγ (s) ds

∣∣∣∣ = 0 ,

which, itself, can be verified by showing that, for any given ε > 0 , there is a corresponding γε

such that4 ∣∣∣∣ f (0) −
∫ ∞

−∞
f (s)ψγ (s) ds

∣∣∣∣ ≤ ε whenever γ > γε . (26.9)

Proving this, in turn, can often be broken down to four steps:

1. First simplify the problem by showing that inequality (26.9) is equivalent to∣∣∣∣∫ ∞

−∞
g(s)ψγ (s) ds

∣∣∣∣ ≤ ε whenever γ > γε (26.10)

for some suitable function g that is continuous and vanishes at s = 0 . (Consequently,
to show that {ψγ }∞γ=1 is an identity sequence for S , it suffices to show that there is a
γε > 0 such that inequality (26.10) holds.)

2. Verify that, because of the continuity of g , there is a δ > 0 such that∣∣∣∣∫ δ

−δ

g(s)ψγ (s) ds

∣∣∣∣ ≤ ε

3
for all γ > 1 .

3. Verify that there is then a γε > 0 such that, whenever γ > γε ,∣∣∣∣∫ ∞

δ

g(s)ψγ (s) ds

∣∣∣∣ ≤ ε

3
and

∣∣∣∣∫ −δ

−∞
g(s)ψγ (s) ds

∣∣∣∣ ≤ ε

3
.

4. Finally, observe that, whenever γ > γε ,∣∣∣∣∫ ∞

−∞
g(s)ψγ (s) ds

∣∣∣∣ ≤
∣∣∣∣∫ −δ

−∞
g(s)ψγ (s) ds

∣∣∣∣ +
∣∣∣∣∫ δ

−δ

g(s)ψγ (s) ds

∣∣∣∣
+
∣∣∣∣∫ ∞

δ

g(s)ψγ (s) ds

∣∣∣∣
≤ ε

3
+ ε

3
+ ε

3
= ε .

This, as noted in step 1, confirms that {ψγ }∞γ=1 is an identity sequence for S .
4 You may want to review the Refresher on Limits (see page 27).
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The approach to “verifying an identity sequence” outlined above will be a convenient
approach to verifying the identity sequences of greatest interest to us. You should realize,
however, that it is not always applicable, and that, even when it is, there may be easier ways to
prove that a given {ψγ }∞γ=1 is an identity sequence for some set S of functions.5

Proof of Theorem 26.10
To illustrate these steps — and to prove theorem 26.10 — let us consider the case where

ψγ (x) = γ e−π(γ x)2

and f (x) is any exponentially integrable function on the real line continuous at x = 0 . As just
discussed, we need to show that, for every ε > 0 , there is a corresponding γε > 0 such that
inequality (26.9) holds. For our choice of ψγ , inequality (26.9) is∣∣∣∣ f (0) −

∫ ∞

−∞
f (s) γ e−π(γ s)2 dx

∣∣∣∣ ≤ ε whenever γ > γε . (26.11)

So let ε be some positive (but small) value, and let’s proceed, step by step, to verify that
there is a corresponding γε > 0 such that (26.11) holds.

Step 1: Using, say, equation (23.2) on page 353, we see that∫ ∞

−∞
γ e−π(γ s)2 ds = 1 for every γ > 0 . (26.12)

So,

f (0) = f (0)
∫ ∞

−∞
γ e−π(γ s)2 ds =

∫ ∞

−∞
f (0) γ e−π(γ s)2 ds

and

f (0) −
∫ ∞

−∞
f (s) γ e−π(γ s)2 ds =

∫ ∞

−∞
f (0) γ e−π(γ s)2 ds −

∫ ∞

−∞
f (s) γ e−π(γ s)2 ds

=
∫ ∞

−∞
[ f (0)− f (s)] γ e−π(γ s)2 ds

=
∫ ∞

−∞
g(s) γ e−π(γ s)2 ds

where g(s) = f (0) − f (s) . Thus, verifying that inequality (26.11) holds for some γε > 0 is
equivalent to verifying that∣∣∣∣∫ ∞

−∞
g(s) γ e−π(γ s)2 ds

∣∣∣∣ ≤ ε whenever γ > γε (26.13)

for some γε > 0 .
Do note that g , being a linear combination of exponentially integrable functions, is also

exponentially integrable. Moreover, because f (x) is continuous at 0 , so is g(x) , and

g(0) = lim
s→0

g(s) = lim
s→0

[ f (0)− f (s)] = 0 .

5 In fact, those acquainted with the Lebesgue theory can often verify equation (26.8) using a much simpler two-step
approach involving the dominated convergence theorem.
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Step 2: We just saw that g(s) → 0 as s → 0 . So there must be a positive distance δ such
that

|g(s)| < ε

3
whenever − δ < s < δ .

This, along with equation (26.12), means that∫ δ

−δ

|g(s)| γ e−π(γ s)2 ds ≤
∫ δ

−δ

ε

3
γ e−π(γ s)2 ds <

ε

3
·
∫ ∞

−∞
γ e−π(γ s)2 ds = ε

3
.

Thus, for all γ > 0 ,∣∣∣∣∫ δ

−δ

g(s) γ e−π(γ s)2 ds

∣∣∣∣ ≤
∫ δ

−δ

|g(s)| γ e−π(γ s)2 ds <
ε

3
. (26.14)

Step 3: Since g is exponentially integrable, we can choose a positive value β such that
|g(s)| e−β|s| is absolutely integrable on the real line. With such a choice for β we know that
the integrals ∫ ∞

δ

|g(s)| e−βs ds and
∫ −δ

−∞
|g(s)| eβs ds

are finite.
Now let’s consider ∫ ∞

δ

|g(s)| γ e−π(γ s)2 ds ,

which we will rewrite as∫ ∞

δ

|g(s)| e−βshγ (s) ds with hγ (s) = γ e−π(γ s)2+βs .

By completing the square, we can rewrite hγ as a shifted Gaussian,

hγ (s) = γ exp

(
−πγ 2

(
s − β

2πγ 2

)2
+
(

β

2πγ 2

)2)
That is,

γ Aγ

h(δ)

sγ δ S0

Figure 26.2: The shifted Gaussian
h(s) when sγ < δ .

h(s) = γ Aγ e
−πγ 2(s−sγ )2

where

Aγ = exp

(
β2

4πγ 2

)
and

sγ = β

2πγ 2
.

Choosing γ large enough that

β

2πγ 2
< δ

ensures that sγ < δ and, thus, also ensures that h(δ) is the maximum value of h(s) on (δ,∞)

(see figure 26.2). Thus, as long as we choose γ as above∫ ∞

δ

|g(s)| γ e−π(γ s)2 ds =
∫ ∞

δ

|g(s)| e−βshγ (s) ds ≤ hγ (δ)

∫ ∞

δ

|g(s)| e−βs ds .
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Combine this with the fact that

lim
γ→∞ hγ (δ) = lim

γ→∞ γ e−π(γ δ)2eβδ = eβδ lim
γ→∞ γ e−πδ2γ 2 = 0 ,

and we get

lim
γ→∞

∫ ∞

δ

|g(s)| γ e−π(γ s)2 ds = 0 .

This means there is some large value for γ , call it γ +
ε , such that∫ ∞

δ

|g(s)| γ e−π(γ s)2 ds <
ε

3
whenever γ > γ+

ε .

By virtually identical computations, we can obviously show there is also a positive value
γ−
ε such that ∫ −δ

−∞
|g(s)| γ e−π(γ s)2 ds <

ε

3
whenever γ > γ−

ε .

Taking γε to be the larger of γ−
ε and γ+

ε , we then have, for γ > γε ,∣∣∣∣∫ −δ

−∞
g(s) γ e−π(γ s)2 ds

∣∣∣∣ ≤
∫ −δ

−∞
|g(s)| γ e−π(γ s)2 ds <

ε

3

and ∣∣∣∣∫ ∞

δ

g(s) γ e−π(γ s)2 ds

∣∣∣∣ ≤
∫ ∞

δ

|g(s)| γ e−π(γ s)2 ds <
ε

3
.

Step 4: Let γ > γε where γε is as above. From the last two inequalities and inequality
(26.14) we know that∣∣∣∣∫ ∞

−∞
g(s) γ e−π(γ s)2 ds

∣∣∣∣ ≤
∣∣∣∣∫ −δ

−∞
g(s) γ e−π(γ s)2 ds

∣∣∣∣ +
∣∣∣∣∫ δ

−δ

g(s) γ e−π(γ s)2 ds

∣∣∣∣
+
∣∣∣∣∫ ∞

δ

g(s) γ e−π(γ s)2 ds

∣∣∣∣
<

ε

3
+ ε

3
+ ε

3
= ε .

Thus, as noted in step 1,∣∣∣∣ f (0) −
∫ ∞

−∞
f (s) γ e−π(γ s)2 ds

∣∣∣∣ ≤ ε whenever γ > γε ,

which was all we needed to confirm that{
γ e−(γ x)2

}∞
γ=1

is, as claimed in theorem 26.10, an identity sequence for the set of exponentially integrable
functions.
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Verifying Other Identity Sequences
It is not at all difficult to modify the above proof of theorem 26.10 so as to obtain a proof of, say,
theorem 26.5 on page 421. The only significant changes, aside from replacing

ψγ (s) = γ e−π(γ s)2 with ψγ (s) = γ�(γ s) ,

are in the second and third steps.
The main change in the second step is to take into account the fact that, because � is not

necessarily a positive function, the integral of
∣∣φγ

∣∣ is not necessarily 1. So let
B =

∫ ∞

−∞
|�(x)| dx ;

verify that 1 ≤ B < ∞ , and choose the δ so that

|g(s)| < ε

3B
whenever − δ < s < δ .

You should then have no trouble verifying that∣∣∣∣∫ δ

−δ

g(s) ψγ (s) ds

∣∣∣∣ < ε

3
for all γ > 0 .

The necessary modifications to the third step are also simple. You use the fact that �
vanishes outside of some interval to show the existence of a γ +

ε and a γ−
ε such that, in fact,∫ ∞

δ

∣∣g(s) ψγ (s)
∣∣ ds +

∫ −δ

−∞
∣∣g(s) ψγ (s)

∣∣ ds = 0 whenever γ > γ+
ε .

I’ll leave the details to you.

?�Exercise 26.7: Prove theorem 26.5 on page 421.

(Also see exercise 26.16 at the end of this chapter.)

26.5 An Application (with Exercises)
We will illustrate here how identity sequences can be used by going way back to the topic
of Fourier series and completing the proof of an equality from chapter 13. Other significant
applications of Gaussian identity sequenceswill be in described in chapter 29 (and exercise 26.20
at the end of this chapter).

Parseval’s Equality for Fourier Series
Let us finish the proof of theorem 13.15 on page 170 (Parseval’s equality for Fourier series).
That theorem concerned the inner product of two periodic, piecewise continuous functions f
and g with a common period p and Fourier series

F.S. [ f ]|t =
∞∑

k=−∞
fk e

i2πωk t and F.S. [g]|t =
∞∑

k=−∞
gk e

i2πωk t .
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Recall that the inner product of the periodic functions f and g is given by

〈 f g 〉 =
∫
period

f (t)g∗(t) dt .

The claim of the theorem was that

1.
∞∑

k=−∞
fkg

∗
k converges absolutely, and

2. 〈 f g 〉 = p
∞∑

k=−∞
fkg

∗
k .

We already know this claim is true with the additional assumption that g is continuous
and piecewise smooth (see lemma 13.14 on page 169). What’s more, you can easily verify
that the arguments showing the absolute convergence of

∑∞
k=−∞ fkg∗

k given in the proof of
lemma 13.14 remain valid when g is merely piecewise continuous. So all we really need to
verify is Parseval’s equality itself,

〈 f g 〉 = p
∞∑

k=−∞
fkg

∗
k .

To do so, let {ψα}∞α=1 be the Gaussian identity sequence with

ψα(x) = √
α e−παx2 ,

and consider g ∗ ψα for each α ≥ 1 . From theorem 24.11 on page 391 we know g ∗ ψα is a
continuous, periodic function with period p and Fourier series

F.S. [g ∗ ψα]|t =
∞∑

k=−∞
gk F [ψα]|ωk ei2πωkt =

∞∑
k=−∞

gk exp
(
−π

α
ωk

2
)
ei2πωkt .

But, as we well know, ψα is also a smooth function with an absolutely integrable derivative.
Hence g∗ψ must also be a smooth function (see corollary 24.6 on page 387), and lemma 13.14,
mentioned above, assures us that

〈 f g ∗ ψα 〉 = p
∞∑

k=−∞
fk
[
gk exp

(
−π

α
ωk

2
)]∗

= p
∞∑

k=−∞
fkg

∗
k exp

(
−π

α
ωk

2
)

. (26.15)

The next major portion of the proof is in going through the details of showing

lim
α→∞ 〈 f g ∗ ψα 〉 = 〈 f g 〉 (26.16)

and

lim
α→∞

∞∑
k=−∞

fkg
∗
k exp

(
−π

α
ωk

2
)

=
∞∑

k=−∞
fkg

∗
k . (26.17)

These details are left to you. (It is in showing that equation (26.16) holds that we use the fact
that we have a Gaussian identity sequence.)
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?�Exercise 26.8: Prove equation (26.16). Start by verifying that

〈 f g ∗ ψα 〉 =
∫ p

0

∫ ∞

−∞
f (t)g∗(t − s)ψα(s) ds dt .

Then apply some of the general integration results discussed in the last sections of chapters
7 and 18 along with the fact that {ψα}∞α=1 is a Gaussian identity sequence to show that

lim
α→∞ 〈 f g ∗ ψα 〉 = lim

α→∞

∫ ∞

−∞
ψα(s)

[∫ p

0
f (t)g∗(t − s) dt

]
ds

=
∫ p

0
f (t)g∗(t) dt .

?�Exercise 26.9: Prove equation (26.17).

Finally, combining equations (26.16), (26.17), and (26.15), we get

〈 f g 〉 = lim
α→∞ 〈 f g ∗ ψα 〉

= p lim
α→∞

∞∑
k=−∞

fkg
∗
k exp

(
−π

α
ωk

2
)

= p
∞∑

k=−∞
fkg

∗
k ,

confirming that Parseval’s equality holds.

Additional Exercises

26.10. Let f be a piecewise continuous function on the real line, and let x be a point at which
f has a jump discontinuity. Show that

lim
ε→0+

∫ ∞

−∞
f (s)

1

2ε
pulseε(s − x) ds = 1

2

[
lim
h→x− f (h) + lim

h→x+ f (h)

]
= “the midpoint of the jump at x” .

26.11. Using theorem 26.1 on page 416, find the formulas for f , g , and h , respectively,
assuming the following equations hold for every real value x and every ε > 0 :

a.
∫ x+ε

x−ε

f (s) ds = 6εx

b.
∫ x+ε

x−ε

g(s) ds = 2 cos(x) sin(ε)

c.
∫ x+ε

x−ε

h(s) ds =

⎧⎪⎪⎨⎪⎪⎩
0 if x ≤ −ε

x + ε if −ε ≤ x ≤ ε

2ε if ε ≤ x
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26.12. Verify that every polynomial is exponentially bounded on the real line.

26.13 a. For what real values of α is |x |α exponentially bounded on the real line?

b. For what real values of α is |x |α exponentially integrable on the real line?

26.14 Find or construct a piecewise continuous, absolutely integrable function on � that is
not exponentially bounded, thereby showing that there are classically transformable
functions that are not exponentially bounded. (You might consider a sequence of
increasingly narrow, yet taller, pulses along the positive real line.)

26.15. Using a suitable Gaussian identity sequence, find the formulas for f and g , re-
spectively, assuming the following equations hold for each real value x and each
γ > 0 :

a.
∫ ∞

−∞
f (s) e−πγ (s−x)2 ds = 4x√

γ

b.
∫ ∞

−∞
g(s) e−πγ (s−x)2 ds = 1√

γ
exp
(

π

γ
(1− 2γ x)

)
26.16. Let � be any absolutely integrable function on the real line that satisfies∫ ∞

−∞
�(x) dx = 1 ,

and, for each γ > 0 , let
ψγ (x) = γ�(γ x) .

Using the four-step path, show that {ψγ }∞γ=1 is an identity sequence for the set of all
bounded, piecewise continuous functions.

26.17. Let f be an exponentially integrable function, and let x be a point at which f has a
jump discontinuity. Show that

lim
γ→∞

∫ ∞

−∞
f (s) γ e−πγ 2(s−x)2 dx = 1

2

[
lim
h→x− f (h) + lim

h→x+ f (h)

]
= “the midpoint of the jump at x” .

26.18. Show that {2γ sinc(2γπs)}∞γ=1 is an identity sequence for each set S of functions
given below. That is, confirm that

lim
γ→∞

∫ ∞

−∞
f (s)2γ sinc(2γπ [s − x]) ds = f (x)

whenever f is in the given set S and x is any point on the real line at which f
is continuous. Do not try using the four-step path. Instead, start by using Parseval’s
equality or the fundamental identity of Fourier analysis as indicated.

a. S is the set of all bounded, classically transformable functions whose Fourier trans-
forms are bounded. (Assume Parseval’s equality is valid here.)

b. S = A ∩ T , the set of all absolutely integrable functions that are also Fourier
transforms of absolutely integrable functions. (Use the fundamental identity.)
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434 Identity Sequences

26.19 a. Suppose f and F are bounded, classically transformable functionswith F = F [ f ] .
Assuming Parseval’s equality is valid, and using results from the previous problem,
show that

f (t) = lim
γ→∞

∫ γ

−γ

F(ω) ei2πωt dω

for each t in � at which f is continuous.

b. Using the above, evaluate

lim
γ→∞

∫ γ

−γ

sinc(ω) dω .

26.20 a. Assume f and F are classically transformable functions with F = F [ f ] and f
in A . Show that

lim
ε→0+

∫ ∞

−∞
e−εω2

F(ω) ei2π tω dω = f (t)

without using “invertibility”. (Hint: See if the fundamental identity of Fourier analysis
applies.)

b. Using this and theorem 18.18 on page 265, prove the fundamental theorem on invert-
ibility, theorem 19.5 on page 279. (Be careful to not use “invertibility” or any other
results that have not yet been proven, such as Parseval’s equality from theorem 25.9.)
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Generalizing the Classical Theory:
A Naive Approach

Many functions encountered in everyday applications — including all nonzero constant func-
tions, periodic functions, exponentials, and polynomials— are not classically transformable. As
a result, the purely classical theory for Fourier transforms is too limited to be of much practical
value. Fortunately, there is a more general theory under which many more functions, including
all of those mentioned above, are “Fourier transformable”. This theory, which we will refer to as
the “generalized theory” since it generalizes the classical theory, will be developed, as rigorously
and completely as we can, in part IV of this text.

Admittedly, however, a reasonably rigorous and complete development of the generalized
theory is a significant undertaking and may require more time or effort than some readers may
wish to spend at this point in their careers. This chapter is for those readers. Here wewill develop
elements of the generalized theory by using mathematical entities called “delta functions”. Al-
though not truly functions in the classical sense, delta functions can, with some precautions, be
treated as functions and can be used to derive a generalized theory inwhich constants and periodic
functions are “Fourier transformable”. They will also allow us to obtain a useful generalization
of the classical concept of differentiation.

Of course, with a naive theory some of the basic concepts must be naively defined. One of
those is that of “Fourier transformability”. Basically, something is Fourier transformable if its
Fourier transform can be defined in some legitimate manner. Ultimately, that legitimate manner
will be described in part IV. Until then, you can view the set of Fourier transformable functions
as consisting of all classically transformable functions along with everything we add in this
chapter.

27.1 Delta Functions
Derivation of the Working Definition
Let a be some real number and suppose (i.e., pretend) that the Fourier transform of ei2πat can
be defined, somehow. Denote this transform, F

[
ei2πat

]
, by δa . Observe that, if g is any other

transformable function with G = F [g] , then, naively using a convolution identity,

F
[
g(t)ei2πat

]∣∣∣
ω

= G ∗ δa(ω) =
∫ ∞

−∞
G(ω − s)δa(s) ds .

435
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436 Generalizing the Classical Theory: A Naive Approach

On the other hand, using a translation identity,

F
[
g(t)ei2πat

]∣∣∣
ω

= G(ω − a) .

Combining these two computations gives us∫ ∞

−∞
G(ω − s)δa(s) ds = G(ω − a) .

For convenience, let ω be fixed and define φ by φ(s) = G(ω− s) . The last equation can then
be written as ∫ ∞

−∞
φ(s)δa(s) ds = φ(a) . (27.1)

Since G and ω are fairly arbitrary, so is φ (though we should limit ourselves to φ’s that are
continuous at a to ensure that φ(a) is well defined).

Equation (27.1) was derived assuming δa exists and is the Fourier transform of ei2πat .
Conversely, as it turns out, equation (27.1) describes a property that can define δa . Since there
are advantages to defining δa via this property, we will do so.

The Working Definition
Let a be some real number. The delta function at a , denoted by δa , is the “function” such that,
if φ is any function on the real line continuous at a , then∫ ∞

−∞
φ(s)δa(s) ds = φ(a) . (27.2)

For convenience, the delta function at 0 will often be referred to as the delta function and will
be denoted by δ (i.e., δ = δ0 ).

Youmaywonder whywe define a delta function δa this way instead of just giving a formula
for computing the values of δa(x) for different values of x . Here’swhy: No such formula exists.
Indeed, strictly speaking, there is no function satisfying the above definition for δa . We will
verify this in a little bit when we try to visualize delta functions.

Delta Functions as Generalized Functions
It turns out that a delta function corresponds to something we will be calling a generalized
function in the next part of this book. For now, think of a generalized function f as something
for which the integral ∫ ∞

−∞
φ(s) f (s) ds

somehow “makes sense” whenever φ is a suitably continuous and integrable function on the real
line. When dealing with delta functions, “suitably continuous and integrable” can be interpreted
to simply mean “continuous at whatever points we have delta functions”.1

Since generalized functions might only be defined in terms of integrals, we must use those
integrals to determine when two expressions describe the same generalized function. Think back
on the integral test described in corollary 26.3 on page 418 for determining when two piecewise

1 Yes, this is all pretty vague. If you really want to know what it means for the integral to “make sense” and when a
given φ is “suitably continuous and integrable”, then you will have to read chapters 31 and 32.
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Delta Functions 437

continuous functions are equal. Similarly, to test whether two generalized functions f and g
are the same, we see if ∫ ∞

−∞
φ(s) f (s) ds =

∫ ∞

−∞
φ(s)g(s) ds (27.3)

for every suitably integrable and continuous function φ . If so, we then view f and g as being
the same and write f = g .

!�Example 27.1: Let’s compare δa with the translation of δ by a where a is some fixed
real number. Assume φ is any function on the real line that is continuous at a . Then, by the
definition of δa , ∫ ∞

−∞
φ(s)δa(s) ds = φ(a) .

Using the change of variable x = s − a , we also have∫ ∞

−∞
φ(s)δ(s − a) ds =

∫ ∞

−∞
φ(x + a)δ(x) dx = φ(0+ a) = φ(a) .

Thus, ∫ ∞

−∞
φ(s)δ(s − a) ds =

∫ ∞

−∞
φ(s)δa(s) ds

for every function φ on the real line that is continuous at a . This tells us that, as generalized
functions, δ(s − a) = δa(s) .

(The fact that every delta function is a translation of the delta function will be used often
and without comment in many of our later discussions.)

?�Exercise 27.1 a: Show that δ is even. That is, show that δ(−s) = δ(s) as a generalized
function. (Remember, this means you must show that∫ ∞

−∞
φ(s)δ(−s) ds =

∫ ∞

−∞
φ(s)δ(s) ds

for every function φ on the real line that is continuous at 0 .)

b: Is δa even if a �= 0 ?

Visualizing Delta Functions
An identity sequence provides an effective means for visualizing delta functions. Let a be any
real value, and let {ψγ }γ0γ=α be any identity sequence for some set of continuous functions on
� . Observe that, if φ is any of these continuous functions, then

lim
γ→γ0

∫ ∞

−∞
φ(s)ψγ (s − 0) ds = φ(0) =

∫ ∞

−∞
φ(s)δ(s) ds .

Because of this, it is often claimed that the delta function is the limit of an identity sequence.
We’ll soon see that, within the confines of the classical theory, there are problems with this claim.
But there is no harm in viewing the functions in the identity sequence as approximations to the
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δ

−δ1

3
2 δ−1

2δ3

(a) (b)

Figure 27.1: Delta functions — (a) viewed as a limit of pulse functions, and (b) graphically
represented using vertical arrows.

delta function. Indeed, in many applications a delta function can be interpreted as shorthand for
a computationally tedious employment of an identity sequence.

Let us choose one of our favorite identity sequences, say, {φε}0ε=1 where
φε(x) = 1

2ε
pulseε(x) .

As noted in the previous paragraph, φε can be viewed as a function approximating δ when ε is
close to 0 . For such values of ε the corresponding values of φε(x) are large when x is inside
the small interval (−ε, ε) and are zero outside this interval. Moreover, each of these graphs
encloses a region of unit area (see figure 27.1a) and looks like a very tall “spike” above x = 0 .
Similar graphs are obtained using other standard identity sequences. Because of this, the delta
function is often visualized as being zero everywhere except at the origin, at which its graph has
“an infinitely high, infinitesimally narrow spike of unit area”.

Aside from being mathematically questionable, an infinitely high, infinitesimally narrow
spike of unit area is very difficult to graph accurately. As an alternative, it is standard practice to
graphically represent the delta function by an upward pointing unit arrow starting on the X–axis
at x = 0 . More generally, the graphical representation of βδa(x) is a vertical arrow of length
|β| starting on the X–axis at x = a . It points upward if β > 0 and downward if β < 0
provided β is real (see figure 27.1b). If β is complex, then we graphically represent the real
and imaginary parts of βδa(x) , Re[β]δa(x) and Im[β]δa(x) , on separate coordinate systems.

Now you can see why we did not attempt to give a formula for computing the values of
δ(x) for various values of x . If such a formula did exist, and if our above “graphs” are accurate,
then that formula would have to be δ(x) = 0 whenever x �= 0 (that would also be the formula
if our graphs are not accurate — see exercise 27.15 at the end of this chapter). But then∫ ∞

−∞
φ(s)δa(s) ds =

∫ 0

−∞
φ(s) · 0 ds +

∫ ∞

0
φ(s) · 0 ds = 0

for any function φ on the real line. In particular, using φ(x) = cos(x) and our working
definition of δ (equation (27.2)), this last equation implies that

1 = cos(0) =
∫ ∞

−∞
cos(s)δ(s) ds = 0 !

Obviously then, the claim that “ δ(x) is a function that vanishes whenever x �= 0 ” should not
be taken too seriously.
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Analysis with the Delta Function
For the rest of this chapter we will adopt the naive view that delta functions exist and, at least
within integrals, can be treated as fairly ordinary “integrable” functions (with extraordinary
properties). We will also view them as being Fourier transformable, and will assume that the
identities we showed to be valid for all classically transformable functions remain valid for all
Fourier transformable functions. Naturally, all the results naively derived here will be justified
in our more complete discussions in part IV.

By the way, in all of the following a is some real number.

Fourier Transforms

By the integral formulas for the Fourier transforms and the working definition for the delta
functions,

F [δa]|ω =
∫ ∞

−∞
δa(t) e

−i2π tω dt = e−i2πaω

and

F −1[δa]|t =
∫ ∞

−∞
δa(ω) e

i2πωt dω = ei2πat .

Inverting these equations gives

F −1[e−i2πaω] = δa and F
[
ei2πat

]
= δa .

(The first, of course, is equivalent to F −1[ei2πaω] = δ−a .)
In particular, since δ = δ0 ,

F [δ] = 1 = F −1[δ] and F [1] = δ = F −1[1] .

It is now a simple matter to find the Fourier transforms of all sines and cosines.

!�Example 27.2: For any real value a ,

F [sin(2πat)] = F
[
1

2i

(
ei2πat − e−i2πat

)]
= 1

2i

(
F
[
ei2πat

]
− F

[
ei2π(−a)t

])
= 1

2i
[δa − δ−a] .

?�Exercise 27.2: Show that, for any real value a ,

F [cos(2πat)] = 1

2
[δa + δ−a] .

Convolution

If f is any piecewise continuous function on the real line and a is any point at which f is
continuous, then, by the definitions of convolution and the delta function,

f ∗ δa(x) =
∫ ∞

−∞
f (x − s)δa(s) ds = f (x − a) .

In other words, the convolution of f with δa is just f translated by a . In particular then,

f ∗ δ = f ∗ δ0 = f .
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440 Generalizing the Classical Theory: A Naive Approach

Multiplication

Let f be a function continuous at a , and consider the two products f δa and f (a)δa . (Note
the difference. The first is a product of the function f with the delta function. The second is the
product of the value of f at a with the delta function.) If φ is any other function continuous
at a , then ∫ ∞

−∞
φ(s)[ f (s)δa(s)] ds =

∫ ∞

−∞
[φ(s) f (s)]δa(s) ds = φ(a) f (a)

and ∫ ∞

−∞
φ(s)[ f (a)δa(s)] ds =

∫ ∞

−∞
[φ(s) f (a)]δa(s) ds = φ(a) f (a) .

Thus, ∫ ∞

−∞
φ(s)[ f (s)δa(s)] ds =

∫ ∞

−∞
φ(s)[ f (a)δa(s)] ds

for every function φ that is continuous at a . But this means that

f δa = f (a)δa

(recall the discussion accompanying equation (27.3)). In other words, the product of a delta
function at a with some function is the same as the product of that delta function with the value
of that function at a .

!�Example 27.3: Two simple examples:

(x2 − 2)δ3(x) = (32 − 2)δ3(x) = 7 δ3(x)

and
xδ(x) = 0 · δ(x) = 0 .

Various Integrals

Assume f is continuous at a . Then, by the definition,∫ ∞

−∞
f (x)δa(x) dx = f (a) .

In particular, using the constant function f (x) = 1 , we have∫ ∞

−∞
δa(x) dx =

∫ ∞

−∞
f (x)δa(x) dx = f (a) = 1 .

Now let (r, s) be any subinterval of the real line with neither r nor s equaling a , and
consider computing ∫ s

r
f (x)δa(x) dx .

To apply our definition of the delta function we need to convert this to an integral over the entire
real line, say, by using the rectangle function over (r, s) ,

rect(r,s)(x) =
{
1 if r < a < s

0 otherwise
.
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Doing so, we find that∫ s

r
f (x)δa(x) dx =

∫ ∞

−∞
rect(r,s)(x) f (x)δa(x) dx

= rect(r,s)(a) f (a) =
{
1 · f (a) if r < a < s

0 · f (a) otherwise
.

Thus, provided a �= r and a �= s ,∫ s

r
f (x)δa(x) dx =

{
f (a) if r < a < s

0 otherwise
.

!�Example 27.4: Consider the integral of just the delta function over the interval (−∞, x)
where x is any nonzero real number. By the above, with a = 0 ,∫ x

−∞
δ(s) ds =

∫ x

−∞
1 · δ(s) ds =

{
1 if −∞ < 0 < x

0 otherwise

}
= step(x) .

Continuing the computations started in the last example leads to some equations (the equa-
tions in the next exercise) suggesting that the delta function is, in some sense, the derivative of the
step function. This, in turn, suggests that we should re-examine our concept of differentiation.
We’ll carry out this re-examination later in this chapter.

?�Exercise 27.3: Let γ be any real number, and let (a, b) be a finite interval with neither
a nor b equaling γ . Verify the following:

a:
∫ x

−∞
δγ (s) ds = step(x − γ )

b:
∫ b

a
δγ (s) ds = step(b − γ ) − step(a − γ ) = rect(a,b)(γ )

27.2 Transforms of Periodic Functions
In example 27.2 and exercise 27.2, we found the Fourier transforms of sine and cosine functions
by rewriting them in terms of complex exponentials and using the fact that F

[
ei2πat

] = δa
whenever a is a real number. Obviously, the same approach can be used to find the Fourier
transform of any function that can be written as a linear combination of corresponding complex
exponentials.

But remember, any “reasonable” periodic function can be represented by its Fourier series,
and this Fourier series is just a (possibly infinite) linear combination of complex exponentials.

So let p be some positive value, and let f be any “reasonable” periodic function with
period p and Fourier series

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t .
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As you doubtlessly recall, the corresponding “frequencies” and Fourier coefficients are given by

ωk = k

p
and ck = 1

p

∫
period

f (t) e−i2πωk t dt .

Since we are assuming f is “reasonable”, we can write

f (t) =
∞∑

k=−∞
ck e

i2πωkt .

Taking the Fourier transform of both sides, and computing the transform of the series in a
somewhat naive manner, we have

F [ f ] = F

[ ∞∑
k=−∞

ck e
i2πωk t

]

=
∞∑

k=−∞
F
[
ck e

i2πωk t
]

=
∞∑

k=−∞
ckF

[
ei2πωk t

]
=

∞∑
k=−∞

ck δωk .

The naivety is in assuming that the transform of the infinite sum is the infinite sum of the
transforms. Eventually (in chapter 36) we will verify that this method for finding the Fourier
transform (or inverse transform) is valid whenever f is anything that can be represented by its
complex exponential Fourier series. And, in the spirit of the chapter we are currently in, we will
go ahead and assume our naive computations are valid.

Before working an example, let us note some of the various ways of writing out the above
results. First of all, the above formula for F [ f ] can also be written as

F [ f ]|ω =
∞∑

k=−∞
ck δ(ω − ωk) .

In addition, if we let �ω = 1/p , then

ωk = k

p
= k�ω for k = 0, ±1, ±2, ±3, . . . ,

and the above formulas for F [ f ] become

F [ f ] =
∞∑

k=−∞
ck δk�ω and F [ f ]|ω =

∞∑
k=−∞

ck δ(ω − k�ω) .

!�Example 27.5: Consider the saw function from example 12.1 on page 146,

saw3(t) =
{

t if 0 < t < 3

saw3(t − 3) in general
.

Since saw3 is piecewise smooth, we know it equals its Fourier series (as piecewise continuous
functions). Thus, using the Fourier series computed in example 12.1,

saw3(t) = 3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2πωk t where ωk = k

3
,
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0
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Figure 27.2: The (a) real part and (b) imaginary part of the Fourier transform of saw3 .

and

F [saw3(t)] = F

[
3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2πωk t

]

= F
[3
2

]
+

∞∑
k=−∞
k �=0

F
[ 3i

2πk
ei2πωkt

]

= 3

2
F [1] +

∞∑
k=−∞
k �=0

3i

2πk
F
[
ei2πωk t

]
= 3

2
δ +

∞∑
k=−∞
k �=0

3i

2πk
δωk .

Equivalently, this result can also be written as either

F [saw3] = 3

2
δ +

∞∑
k=−∞
k �=0

3i

2πk
δk/3

or

F [saw3]|ω = 3

2
δ(ω) +

∞∑
k=−∞
k �=0

3i

2πk
δ
(
ω − k

3

)
.

The graphical representation of this transform has been sketched in figure 27.2.

?�Exercise 27.4: Show that

F −1[saw3] = 3

2
δ +

∞∑
k=−∞
k �=0

3i

2πk
δ−k/3 = 3

2
δ −

∞∑
n=−∞
n �=0

3i

2πn
δn/3 .

The third or fourth time you compute a Fourier transform of a periodic function, you will
probably find yourself skipping a few steps and simply “converting” the Fourier series for the
given function directly to the corresponding series of delta functions for the Fourier transform
or inverse Fourier transform of the given function. That’s fine, provided you continue to realize
what you are skipping. In fact, for a couple of reasons, it’s worthwhile to explicitly describe the
appropriate conversions in the following “quasi-theorem”.
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444 Generalizing the Classical Theory: A Naive Approach

Quasi-Theorem on Transforms of Periodic Functions
Let f be periodic with period p and Fourier series

F.S. [ f ]|x =
∞∑

k=−∞
ck e

i2πωk x .

Then, letting �y = 1/p ,

F [ f ] =
∞∑

k=−∞
ck δk�y and F −1[ f ] =

∞∑
k=−∞

c−k δk�y .

?�Exercise 27.5: Derive (naively) the formulas for F [ f ] and F −1[ f ] in the above quasi-
theorem starting with the assumption that

f (x) =
∞∑

k=−∞
ck e

i2πωk x .

You may have noticed that we are being a little vague concerning f in our quasi-theorem.
We are not insisting that it be piecewise continuous. We are not even explicitly stating that f
is a function! This vagueness reflects the fact that, eventually (in chapter 36), the claims of this
quasi-theorem will be verified assuming very general assumptions concerning the nature of f .

27.3 Arrays of Delta Functions
Regular Arrays
According to the quasi-theorem in the previous subsection, the Fourier transforms of periodic
functions can all be expressed as infinite series of delta functions. Such expressions are tradi-
tionally referred to as “arrays of delta functions”.

To be a little more precise, a regular array of delta functions with spacing �x is any
expression of the form

∞∑
k=−∞

ck δk�x

where the ck’s are constants — called the coefficients of the array — and the �x — called the
spacing of the array — is some positive value. (The “regularity” refers to the “regularity of the
spacing”.) For example, the Fourier transform of the saw function in example 27.5,

3

2
δ +

∞∑
k=−∞
k �=0

3i

2πk
δk/3 ,

is a regular array of delta functions with spacing 1/3 . Similarly, the Fourier transform of
cos(2π t) ,

1

2

[
δ1 + δ−1

]
(see exercise 27.2), is a regular array of delta functions with spacing 1 since

1

2

[
δ1 + δ−1

] =
∞∑

k=−∞
ck δk�x
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�x

1
1

−2 −1 0 01 2
(a) (b)

Figure 27.3: Two arrays of delta functions — (a) the array for example 27.6 and (b) the
comb function with spacing �x .

where

�x = 1 and ck =
⎧⎨⎩

1

2
if k = ±1

0 otherwise
.

Two other arrays are sketched in figure 27.3.
At this time, we are interested in regular arrays of delta functions simply because they arise

when we compute the Fourier transforms of periodic functions. Later, in part V, we will also
find them playing a major role in the Fourier analysis of “sampled data”.

Computing the Fourier transforms of regular arrays of delta functions is easy. Simply
compute the transform term by term (again, the validity of this will be confirmed in chapter 36).

!�Example 27.6: The array sketched in figure 27.3a is

f =
∞∑

k=−∞
1

4
|k| δk/2 .

Its Fourier transform is

F [ f ]|y = F

[ ∞∑
k=−∞

1

4
|k| δk/2

]∣∣∣∣∣
y

=
∞∑

k=−∞
F
[
1

4
|k| δk/2

]∣∣∣
y

=
∞∑

k=−∞
1

4
|k|F [δk/2]∣∣y =

∞∑
k=−∞

1

4
|k| e−i2π(k/2)y .

Via the substitution n = −k , this becomes

F [ f ]|y =
∞∑

n=−∞
1

4
|n| ei2πωn y where ωn = n

2
.

Likewise,

F −1[ f ]|y = F −1
[ ∞∑
k=−∞

1

4
|k| δk/2

]∣∣∣∣∣
y

=
∞∑

k=−∞
1

4
|k|F −1[δk/2]∣∣y =

∞∑
k=−∞

1

4
|k| ei2πωk y where ωk = k

2
.
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446 Generalizing the Classical Theory: A Naive Approach

The results of such computations look like Fourier series for periodic functions. In partic-
ular, each series obtained in the last example looks like a Fourier series for a periodic function
having period p = 2 (since, in general, ωk = k/p ). With incredible luck, you might even
recognize a resulting series as the Fourier series of some well-known function. In practice, of
course, this rarely happens. For example, the last series above does not correspond to any Fourier
series we derived in our discussions of the classical Fourier series (part II of this book). In fact,
because the coefficients are increasing as k increases, you can show that this “Fourier series”
cannot correspond to any piecewise continuous function on the real line (see exercise 27.19 at
the end of this chapter). Just what it is the “Fourier series” of will have to remain a mystery until
chapter 36 where we will seriously discuss periodic “generalized” functions.

Periodic, Regular Arrays and the Comb Function
It is quite possible for regular arrays to also be periodic. For example, the comb function with
spacing �x , sketched in figure 27.3b and given by

comb�x =
∞∑

k=−∞
δk�x ,

is a rather simple regular array with spacing �x . Moreover, if you shift it by �x , you end up
with what you started with (do this visually with the figure). So comb�x is also periodic with
period �x .

Our main interest in periodic, regular arrays will be in the role they play in “sampling” and
the “discrete” theory of Fourier analysis. Since this discussion won’t occur until chapter 39,
we will delay a more complete discussion of these arrays and their transforms until chapter 38.
Still, computing the Fourier transform of a relatively simple periodic, regular array

f =
∞∑

k=−∞
fk δk�t

can easily be done with the material we’ve already developed. In fact, we have two ways to
compute this transform:

1. We can compute F = F [ f ] the same way we can compute the Fourier transform of
any regular array:

F(ω) = F

[ ∞∑
k=−∞

fk δk�t

]∣∣∣∣∣
ω

=
∞∑

k=−∞
fk F [δk�t ]|ω =

∞∑
k=−∞

fk e
−i2πk�t ω .

This, after the substitution n = −k , gives us the Fourier series for F .
2. On the other hand, because it is periodic, f can be represented by its Fourier series,

f (t) =
∞∑

n=−∞
cn e

i2πωnt .

We can then compute F = F [ f ] by transforming this series:

F = F

[ ∞∑
n=−∞

cn e
i2πωnt

]
=

∞∑
n=−∞

cnF
[
ei2πωnt

]
=

∞∑
n=−∞

cn δωn .

This gives an explicit formula for F as an array of delta functions. Since such a formula
is usually preferred over the Fourier series representation, this approach to computing
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The Generalized Derivative 447

F is the one normally recommended. Admittedly, a little more work is required — the
period p must be determined, and the Fourier coefficients of f must be computed. But
p is usually obvious once you’ve sketched the array f , and the computation of each
Fourier coefficient,

cn = 1

p

∫
period

f (t) e−i2πωnt dt ,

is easily done using the original delta function array formula for f (you may assume
the integration can be done term by term).

Do observe that, since both of the above approaches are valid, the Fourier transform (and,
similarly, the inverse Fourier transform) of any periodic, regular array will be another periodic,
regular array of delta functions.

?�Exercise 27.6: Let �t be a positive constant. Using the second method described above,
show that the Fourier series of comb�t is

∞∑
n=−∞

�ω ei2πn�ω t where �ω = 1

�t
.

Then show that
F [comb�t ] = �ω comb�ω .

27.4 The Generalized Derivative
Re-examining Differentiation
For reasons soon to be obvious, we will begin referring to the derivative as defined in chapter 3
(and elementary calculus) as the classical derivative. That is, the classical derivative of a
piecewise differentiable function f is the function f ′ given by

f ′(x) = lim
�x→0

f (x + �x) − f (x)

�x
.

Since we will be especially interested in integrals involving derivatives, let’s also recall that, as
long as f is also continuous on the real line,

f (b) − f (a) =
∫ b

a
f ′(x) dx whenever − ∞ < a < b < ∞ . (27.4)

So important is this fact that we often call its statement “the fundamental theorem of calculus”.
It is also important to recall that this equation fails to hold if f has a discontinuity between a
and b . This was dramatically illustrated in example 3.6 on page 23 where we saw that, because
the classical derivative of the step function is 0 ,

step(b) − step(a) = 1 �= 0 =
∫ b

a
step′(x) dx whenever a < 0 < b .
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448 Generalizing the Classical Theory: A Naive Approach

I am reminding you of all this because, thanks to the delta function, we can now refine our
concept of differentiation so as to account for discontinuities in the functions being differentiated.
To see this, look back at exercise 27.3 b on page 441. There, letting γ = 0 , you found that

step(b) − step(a) =
∫ b

a
δ(x) dx whenever − ∞ < a < b < ∞

and neither a nor b is 0 . The similarity between this equation and equation (27.4) suggests
that the delta function can, in a sense, be viewed as a “derivative” of the step function. Of
course, it’s not the classical derivative— the classical derivative of the step function is still 0 —
so let’s call this new type of derivative something else, say, the “generalized” derivative (since
it involves the delta function, which is a generalized function) and, to distinguish it from the
classical derivative, let’s denote the generalized derivative of step by D step .

To be a little more general, if we go back to exercise 27.3 b on page 441, we see that, for
any real value γ and any finite interval (a, b) with neither a nor b equaling γ ,

step(b − γ ) − step(a − γ ) =
∫ b

a
D[step(x − γ )] dx

provided we define “the generalized derivative of step(x − γ ) ” by

D[step(x − γ )] = δγ (x) .

Let us do so.
To be even more general, here is our goal: For each piecewise smooth function f we want

to find another “function” Df satisfying

f (b) − f (a) =
∫ b

a
D f (x) dx (27.5)

whenever (a, b) is a finite interval with endpoints at which f is continuous (so f (a) and f (b)
are well defined). This Df will be referred to as the “generalized derivative” of f .

Defining the Generalized Derivative
There are two classes of functions for whichwe already know the corresponding Df ’s satisfying
equation (27.5). One is the set of all piecewise smooth functions that are also continuous on the
real line. After all, if f is such a function, then equation (27.4) holds, and that is the same as
equation (27.5) with Df = f ′ . This then is how we will define the generalized derivative for a
continuous, piecewise smooth function. It’s just that function’s classical derivative.

The other set is the set of step functions. As we just saw, if f is a step function, then
equation (27.5) holds if we choose Df to be the delta function at the point where f has its
jump discontinuity. And it is not difficult to see that, if f is a constantmultiple of a step function,
say, f (x) = c step(x − γ ) , then equation (27.5) holds if Df is cδγ , which, we should note,
is just the product of the delta function at the point where f has its jump with the value of the
jump in f at that point.

All of this suggests that the generalized derivative of any piecewise smooth function will
account for any jump in that function if that derivative has a term consisting of a delta function at
each point where the function has a jump, with that delta function beingmultiplied by the value of
the jump. So it seems reasonable for the generalized derivative of any piecewise smooth function
to be the classical derivative modified by the addition of the suggested linear combination of
delta functions. Let’s try that.
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The Generalized Derivative 449

To be precise: Suppose f is any piecewise smooth function on the real line, and let
{. . ., x1, x2, x3, . . .} be the set of all points at which f has discontinuities (this set may be
empty). The generalized derivative of f , denoted by Df , is defined by

Df = f ′ +
∑
k

jk δxk

where f ′ is the classical derivative of f , the summation is taken over all points at which f is
discontinuous, and, for each k in the summation, jk is the jump in f at xk .

Do note that the above summation “over all points at which f is discontinuous” has no
terms if f is continuous on the real line. Thus, if f is a continuous and piecewise smooth
function on the real line, then the above formula for Df reduces to Df = f ′ .

!�Example 27.7: Let f (x) = x3 . Its classical derivative is f ′(x) = 3x2 . Since f is
obviously continuous on the real line

Df (x) = f ′(x) = 3x2 .

!�Example 27.8: Let f (x) = step(x − 4) . The classical derivative is simply

step′(x − 4) =

⎧⎪⎨⎪⎩
d

dx
0 if x < 4

d

dx
1 if 4 < x

⎫⎪⎬⎪⎭ =
⎧⎨⎩0 if x < 4

0 if 4 < x

⎫⎬⎭ = 0 .

There is one jump discontinuity, a jump of 1 at x = 4 . So,

Df = f ′ +
∑
k

jk δxk = 0 + 1δ4 = δ4 .

!�Example 27.9: Let

f (x) =
{
1+ x2 if x < 0

4− x2 if 0 < x
.

This is a piecewise smooth function with one discontinuity, at x = 0 . The jump in the
function at the discontinuity is

j0 = lim
x→0+ f (x) − lim

x→0− f (x)

= lim
x→0+

[
4− x2

]
− lim

x→0−

[
1+ x2

]
= 3 .

The classical derivative is easily found,

f ′(x) =

⎧⎪⎨⎪⎩
d

dx
[x2 + 1] if x < 0

d

dx
[4− x2] if 0 < x

⎫⎪⎬⎪⎭ =
{

2x if x < 0

−2x if 0 < x
.

So

Df (x) = f ′(x) +
∑
k

jk δxk (x) =
{
2x if x < 0

−2x if 0 < x

}
+ 3δ(x) .
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?�Exercise 27.7: Let a and b be two real numbers and verify the following:

a: D rect(a,b) = δa − δb (assuming a < b )

b: D pulsea = δ−a − δa (assuming 0 < a )

?�Exercise 27.8: Confirm the following:

a: D[x3 step(x − 2)] = 3x2 step(x − 2) + 8δ2(x)

b: D[x3 rect(0,2)(x)] = 3x2 rect(0,2)(x) − 8 δ2(x)

Basic Identities for the Generalized Derivative
The Identities

Not too surprisingly, many of those identities and rules for derivatives from elementary calculus
are also valid, suitably reinterpreted, for the generalized derivative. Some thatwill be particularly
useful to us are described in the next theorem.

Theorem 27.1 (elementary identities for the generalized derivative)
Let f and g be two piecewise smooth functions on � , and let α and β be two constants. All
of the following then hold:

1. (linearity) D[α f + βg] = αDf + βDg .

2. (generalized product rule) If g is continuous, then D[ f g] = [Df ]g + f [g ′] .
3. (generalized fundamental theorem of calculus) If −∞ < α ≤ β < ∞ and f is

continuous at both α and β , then∫ β

α

Df (x) dx = f (β) − f (α) .

4. (generalized integration by parts) If −∞ < α ≤ β < ∞ , f is continuous at both α
and β , and g is continuous on the real line, then∫ β

α

Df (x) g(x) dx = f (x)g(x)
∣∣β
α

−
∫ β

α

f (x) g′(x) dx .

5. (limited chain rule) If g(x) = f (αx−β) where α and β are real and α is nonzero,
then Dg(x) = αDf (αx − β) .

The first, second, and last identities in this theorem can often simplify the computation of
generalized derivatives. The third identity, the generalized fundamental theorem of calculus, is
the identity we hopedwould be satisfied whenwe defined the generalized derivative. In addition,
that identity combined with the generalized product rule leads to the integration by parts identity
in the theorem, and that, in turn, will play a big role when we discuss the generalized differential
identities for Fourier transforms.2

Before discussing the proof of our theorem, let’s see how some of these identities, espe-
cially the product rule, can simplify some computations (provided we remember the generalized
derivatives of certain basic discontinuous functions— the rectangle, step, and pulse functions—
and that the product of a continuous function g with a delta function δa simplifies to g(a)δa ).

2 More general versions of some of these identities can be derived, but we won’t need them, and I am trying to keep
this chapter relatively short. If you want the more general versions, read part IV of this book.
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!�Example 27.10: Let

f (x) =

⎧⎪⎪⎨⎪⎪⎩
x2 if −2 < x < 2

4 if 2 < x < 3

0 otherwise

.

Observe that f (x) can also be written as

f (x) = x2 rect(−2,2)(x) + 4 rect(2,3)(x) .

Using linearity, the product rule, and the results of exercise 27.7, we have

Df (x) = D
[
x2 rect(−2,2)(x) + 4 rect(2,3)(x)

]
= D

[
x2 rect(−2,2)(x)

]
+ 4D rect(2,3)(x)

= 2x rect(−2,2)(x) + x2 D rect(−2,2)(x) + 4[δ2(x) − δ3(x)]
= 2x rect(−2,2)(x) + x2[δ−2(x) − δ2(x)] + 4δ2(x) − 4δ3(x) .

But, as noted just before this example,

x2[δ−2(x) − δ2(x)] = x2δ−2(x) − x2δ2(x)

= (−2)2δ−2(x) − (2)2δ2(x) = 4δ−2(x) − 4δ2(x) .

So,
Df (x) = 2x rect(−2,2)(x) + 4δ−2(x) − 4δ2(x) + 4δ2(x) − 4δ3(x)

= 2x rect(−2,2)(x) + 4δ−2(x) − 4δ3(x) .

?�Exercise 27.9: Using linearity and the product rule, verify that

D
[
x3 rect(0,2)(x)

]
= 3x2 rect(0,2)(x) − 8 δ2(x) .

Proving Theorem 27.1

PROOF (linearity claim of theorem 27.1): Let {. . ., x0, x1, x2, . . .} be the set of all points
at which either f or g has discontinuities, and, for each of these xk’s , let jk and Jk denote,
respectively, the jump in f and the jump in g at xk (with the jump being 0 if the corresponding
function is continuous at xk ). We then have

Df = f ′ +
∑
k

jk δxk and Dg = g′ +
∑
k

Jk δxk .

Obviously, {. . ., x0, x1, x2, . . .} is also the set of all points at which α f + βg can have
discontinuities. Letting Jk be the jump in α f + βg , we see that

Jk = lim
x→x+

k

[α f (x)+ βg(x)] − lim
x→x−

k

[α f (x)+ βg(x)]

= α

[
lim
x→x+

k

f (x)− lim
x→x−

k

f (x)

]
+ β

[
lim
x→x+

k

g(x)− lim
x→x−

k

g(x)

]
= α jk + β Jk .
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So, applying the definition of the generalized derivative to α f + βg along with the above
computations and the linearity of the classical derivative, we have

D[α f + βg] = [α f + βg]′ +
∑
k

Jk δxk

= α f ′ + βg′ +
∑
k

[α jk + β Jk]δxk

= α

[
f ′ +

∑
k

jk δxk

]
+ β

[
g′ +

∑
k

Jk δxk

]
= αDf + βDg .

For the rest of the proof we only need to be concerned with the discontinuities of f . So,
to avoid needless repetition, for the rest of this section, {. . ., x0, x1, x2, . . .} will denote the set
of all distinct points at which f has discontinuities, and, for each of these xk’s , jk will be the
corresponding jump in f .

PROOF (product rule of theorem 27.1): Since g is continuous, the xk’s are also the only
points at which the product f g can have discontinuities. Letting Jk be the jump in f g at xk ,
observe that

Jk = lim
x→x+

k

f (x)g(x) − lim
x→x−

k

f (x)g(x)

=
[
lim
x→x+

k

f (x) − lim
x→x−

k

f (x)

]
g(xk) = jk g(xk) .

Thus,
g
∑
k

jk δxk =
∑
k

jk g δxk =
∑
k

jk g(xk) δxk =
∑
k

Jk δxk .

Using this, the relation between classical and generalized derivatives, and the classical product
rule, we get

D[ f g] = [ f g]′ +
∑
k

Jk δxk

= [ f ′]g + f [g′] + g
∑
k

jk δxk

=
[
f ′ +

∑
k

jk δxk

]
g + f [g′] = [Df ]g + f [g′] .

For the rest of our proof we will restrict ourselves to cases where f has only a finite
number of discontinuities, and leave the cases where f has an infinite number of discontinuities
as exercises (exercises 27.23 and 27.24). This will allow us to simplify our discussion slightly,
while still illustrating the fundamental ideas, one of which is described in the next lemma.

Lemma 27.2
Suppose f is a piecewise smooth function on � with only a finite number N of discontinuities,
say, at x1, x2, . . ., and xN . Then

f (x) = h(x) +
N∑
k=1

jk step(x − xk) (27.6)
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where h is a piecewise smooth function that is continuous on the entire real line. Moreover,

f ′ = h′ and Df = h′ +
N∑
k=1

jk δxk . (27.7)

PROOF: Let h be the piecewise smooth function given by

h(x) = f (x) −
N∑
k=1

jk step(x − xk) . (27.8)

Since the xk’s are the only points at which f or the above step functions are discontinuous,
they are also the only points at which h can be discontinuous. It should also be pretty clear that
the jumps in h due to jumps in f will be canceled out by the corresponding jumps in the step
functions. After all,

jump in h at xn = lim
x→x+

n

h(x) − lim
x→x−

n

h(x)

= lim
x→x+

n

[
f (x) −

N∑
k=1

jk step(x − xk)

]

− lim
x→x−

n

[
f (x) −

N∑
k=1

jk step(x − xk)

]
= lim

x→x+
n

f (x) − lim
x→x−

n

f (x)

−
N∑
k=1

jk

[
lim
x→x+

n

step(x − xk) − lim
x→x−

n

step(x − xk)

]

= jn −
N∑
k=1

jk

{
1 if k = n

0 if k �= n

}

= jn − jn

= 0 .

Thus, h is continuous (which, we’ll note for use in the near future, also means that Dh = h ′ ).
Solving equation (27.8) for f gives us

f (x) = h(x) +
N∑
k=1

jk step(x − xk) .

Moreover, because of the linearity of the derivatives and the known formulas for the derivatives
of the step functions,

f ′(x) = h′(x) +
N∑
k=1

jk step
′(x − xk) = h′(x)

and

Df (x) = Dh(x) +
N∑
k=1

jk D step(x − xk) = h′(x) +
N∑
k=1

jk δxk (x) .
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The main reason for assuming, above, that f only has a finite number of discontinuities
is to avoid dealing with the possibility that

∑
k jk step(x − xk) might be an infinite summation

that diverges. This is not a serious problem. One way to deal with it is described at the end of
this chapter in exercise 27.23. Using the results of that exercise you can then redo the following
proofs even when f has infinitely many discontinuities (see exercise 27.24).

Now, utilizing the lemma just proven, let’s see about verifying the rest of theorem 27.1.

PROOF (fundamental theorem of calculus from theorem 27.1, assuming f has finitely many
discontinuities): Using equation (27.6) and the relations in line (27.7), we see that∫ b

a
D f (x) dx =

∫ b

a

[
h′(x) +

N∑
k=1

jkδxk (x)

]
dx

=
∫ b

a
h′(x) dx +

N∑
k=1

jk

∫ b

a
δxk (x) dx .

But h is continuous. So the classical fundamental theorem of calculus assures us that∫ b

a
h′(x) dx = h(b) − h(a) ,

while exercise 27.3 b tells us that∫ b

a
δxk (x) dx = step(b − xk) − step(a − xk) for k = 1, 2, . . . , N .

Combining these three equations, and recalling the relation between f and h (equation (27.6)),
we find that∫ b

a
D f (x) dx = h(b)− h(a) +

N∑
k=1

jk[step(b − xk) − step(a − xk)]

=
[
h(b)+

N∑
k=1

jk step(b − xk)

]
−
[
h(a) +

N∑
k=1

jk step(a − xk)

]

= f (b) − f (a) .

Confirming the generalized integration by parts formula is now a snap.

PROOF (integration by parts identity of calculus from theorem 27.1, assuming f has finitely
many discontinuities): Using the generalizations of the fundamental theorem of calculus and
product rule just obtained, we see that

f (x)g(x)
∣∣b
a =

∫ b

a
D[ f (x)g(x)] dx =

∫ b

a
[Df (x) g(x)+ f (x) g′(x)] dx .

So,

f (x)g(x)
∣∣b
a =

∫ b

a
D f (x) g(x) dx +

∫ b

a
f (x) g′(x) dx .

Solving for the first integral in the last equation then yields∫ b

a
D f (x) g(x) dx = f (x)g(x)

∣∣b
a −

∫ b

a
f (x) g′(x) dx .
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The proof of the chain rule formula in theorem 27.1 is left as a relatively simple exercise.

?�Exercise 27.10 (chain rule formula from theorem 27.1, assuming f has finitely many
discontinuities): Let α and β be real numbers with α being nonzero.

a: Assume α > 0 , and let g(x) = step(αx + β − γ ) where γ is any real number. Letting
ν = γ/α − β/α , verify that

i: g(x) = step(x − ν) ,

ii: Dg = δν , and

iii: Dg(x) = α D step|αx+β−γ . (Use the results from exercise 27.14 c at the end of this
chapter.)

b: Verify that Dg(x) = α D step|αx+β−γ when g(x) = step(αx + β − γ ) , γ is any real
number, and α < 0 .

c: Finish verifying the chain rule formula in theorem 27.1 assuming f has only a finite
number of discontinuities.

Extending the Generalized Derivative
Higher Order Derivatives

Higher order generalized derivatives of a function f — D2 f , D3 f , etc. — are defined in the
obvious manner:

D2 f = D[Df ] , D3 f = D
[
D2 f

] = D[D[Df ]] , . . . .

!�Example 27.11: In exercise 27.25 a, you show that D ramp = step . So,

D2 ramp = D[D ramp] = D step = δ .

?�Exercise 27.11: Show that D3[x2 step(x)] = 2δ(x) .

More General Generalized Derivatives

Thus far, we have said nothing about “the generalized derivative of the delta function, Dδ ”.
We could not. Our definition for generalized differentiation presupposes that the function being
differentiated is piecewise smooth. And the delta function is not piecewise smooth. It’s not even
a true function.

Nonetheless, I assure you that “ Dδ ” can be reasonably defined, as can the generalized
derivative of any other Fourier transformable function. We will see this in chapter 34. Naively,
you can think of Dδ as that “thing” such that∫ ∞

−∞
φ(x)Dδ(x) dx = −φ′(0) (27.9)

whenever φ is a function that is smooth at x = 0 (see exercise 27.27 on page 462). But don’t
bother trying to visualize this as we did the delta function. That pushes our naive theory beyond
its reasonable limits. And if you find yourself dealing with things like Dδ on a regular basis,
then it is time to break down and learn the generalized theory in part IV of this text. Otherwise
the math just starts looking too mystical.
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?�Exercise 27.12: Occasionally, it is suggested that Dδ can be viewed as the limit of the
generalized derivatives of an identity sequence. Try doing so using the identity sequence of
pulses from page 438.

The Generalized Fourier Differential Identities
Let’s now redoourfirst derivation of aFourier differential identity using the generalized derivative
instead of the classical derivative.

We start by assuming f is an absolutely integrable, piecewise smooth function on the real
line. For simplicity, let’s further assume that, taking the limit over the set of the points where f
is continuous,

lim
t→±∞ f (t) = 0 .

For each positive integer k , choose two real numbers ak ≤ −k and bk ≥ k at which f is
continuous. The generalized integration by parts formula tells us that, for each of these k’s ,∫ bk

ak
D f (t) e−i2πωt dt = f (t) e−i2πωt

∣∣∣bk
ak

−
∫ bk

ak
f (t)

∂

∂t
e−i2πωt dt

= f (bk) e
−i2πωbk − f (ak) e

−i2πωak

+ i2πω
∫ bk

ak
f (t) e−i2πωt dt .

Clearly though, as k → ∞ ,

ak → −∞ , f (ak) → 0 , bk → ∞ and f (bk) → 0 .

So, if we let k → ∞ , the above equation of integrals reduces to∫ ∞

−∞
Df (t) e−i2πωt dt = 0 − 0 + i2πω

∫ ∞

−∞
f (t) e−i2πωt dt ,

which we immediately recognize as being

F [Df ]|ω = i2πω F(ω) where F = F [ f ] . (27.10)

This formula looks just like the first differential formula derived for the Fourier transform
(equation (22.1) on page 332), only with Df replacing f ′ . In deriving equation (27.10),
however, we only assumed the following:

1. f is piecewise smooth.

2. f is absolutely integrable.

3. f (t) → 0 as t → ±∞ .

There is another similarity between equations (27.10) and (22.1) on page 332. In both
cases, a more careful analysis can show that the identities hold under much weaker assumptions.
In fact, we will discover in chapter 34 that all the assumptions listed above can be replaced
with the single assumption that f is Fourier transformable. Not even piecewise smoothness is
required, at least, not once we’ve figured out how to define the generalized derivative for Fourier
transformable functions (such as the delta function) that are not piecewise smooth.
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The Generalized Derivative 457

Here is the complete theorem describing the generalized Fourier differential identities (in-
cluding the one just derived above). Except for minor differences in terminology, it is the same
as theorem 34.12 on page 599, which we will later prove using the more advanced theory of
generalized functions.

Theorem 27.3 (generalized Fourier differential identities)
Let f and F be Fourier transformable with F = F [ f ] , and let n be any positive integer.
Then

F
[
Dn f

]∣∣
ω

= (i2πω)n F(ω) , (27.11a)

F −1[DnF
]∣∣
t = (−i2π t)n f (t) , (27.11b)

F −1[ωn F(ω)] =
(

1

i2π

)n
Dn f , (27.11c)

and

F
[
tn f (t)

] =
(
− 1

i2π

)n
DnF . (27.11d)

!�Example 27.12: In example 22.3 on page 336 we unsuccessfully attempted to find the
Fourier transform of t2(1+ t2)−1 using the observation that

t2

1+ t2
= t f (t) where f (t) = t

1+ t2

and the fact, derived earlier, that the Fourier transform of this f is

F(ω) =
⎧⎨⎩ iπe2πω if ω < 0

−iπe−2πω if 0 < ω
.

Since F is piecewise smooth and is clearly Fourier transformable (in fact F is clearly in
A ), theorem 27.3 assures us that

F

[
t2

1+ t2

]∣∣∣∣
ω

= F [t f (t)]|ω = − 1

i2π
DF(ω) .

Moreover, because F is piecewise smooth and has its only discontinuity at ω = 0 , we know
that

DF(ω) = F ′(ω) + j0 δ(ω)

where F ′(ω) is the classical derivative of F , and j0 is the jump in F at ω = 0 .
Using the above formula for F(ω) we see that

F ′(ω) =
⎧⎨⎩ i2π2e2πω if ω < 0

i2π2e−2πω if 0 < ω

⎫⎬⎭ = i2π2e−2π |ω|

and
j0 = lim

ω→0+ F(ω) − lim
ω→0− F(ω)

= lim
ω→0+ −iπe−2πω − lim

ω→0− iπe
2πω = −i2π .

So
DF(ω) = F ′(ω) + j0 δ(ω) = i2π2e−2π |ω| − i2π δ(ω) ,
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and thus,

F

[
t2

1+ t2

]∣∣∣∣
ω

= − 1

i2π
DF(ω) = −πe−2π |ω| + δ(ω) .

?�Exercise 27.13: Redo the last example using the product rule and the observation that

F(ω) = iπe2πω step(−ω) − iπe−2πω step(ω) .

Oddly enough, while we cannot yet adequately describe (or even define) the generalized
derivatives of the delta function, we can easily describe their transforms. They are, as the next
example shows, simple polynomials.

!�Example 27.13: Letting f = δ (so F = F [δ] = 1 ), identity (27.11a) becomes

F
[
Dnδ

]∣∣
ω

= (i2πω)n · 1 = (i2πω)n .

Convolution and Generalized Derivatives
In chapter 24 (see theorem 24.5 on page 386 and its corollary) we saw that the convolution of
two suitably integrable, piecewise smooth functions f and g is a smooth function. Moreover,

( f ∗ g)′ = f ∗ (g′) provided g is continuous .

You probably now suspect that D( f ∗ g) = f ∗ Dg whether or not g is continuous. For
particular choices of f and g this is easily verified.

!�Example 27.14: Let f be any function in A . In exercise 24.7 on page 387 we saw that
f ∗ step is continuous and piecewise smooth (so, D( f ∗ step) = ( f ∗ step)′ ). We also saw
that

( f ∗ step)′ = f .

But we now know
f = f ∗ δ = f ∗ D step .

So,
D( f ∗ step) = ( f ∗ step)′ = f ∗ D step .

More generally, the following theorem can be proven.

Theorem 27.4
Let f and g be any two Fourier transformable functions. If f ∗ g and f ∗ Dg exist, then
D( f ∗ g) = f ∗ Dg .

In the spirit of this chapter, here is a slightly naive proof.

PROOF (naive): Let F = F [ f ] and G = F [g] . Using one of the generalized Fourier
differentiation identities, we see that

F [D( f ∗ g)]|ω = i2πωF [ f ∗ g]|ω = i2πω[F(ω)G(ω)] = F(ω)[i2πωG(ω)] .
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Taking the inverse transform of the left- and right-hand sides of this string of equalities then
gives

D( f ∗ g) = F −1[F(ω)[i2πωG(ω)]]
= F −1[F(ω)] ∗ F −1[i2πωG(ω)] = f ∗ Dg .

(The naivety lies in assuming that these convolutions and products of generalized functions
are valid, that the expected rules of associativity and commutativity hold as they were employed,
and that the classical Fourier convolution identities hold using the generalized versions of con-
volution and multiplication. These assumptions will be validated in part V of this book, where
we will also re-prove the above theorem — see lemma 35.4 on page 627.)

Additional Exercises

27.14 a. What value should c be so that δ(3x) = cδ(x) ?

b. In general, what should c be so that δ(bx) = cδ(x) assuming b is a fixed nonzero
real value?

c. Assume a and b are fixed real values with b �= 0 . What values should c and γ be
so that δa(bx) = cδγ (x) ?

27.15. Using your favorite identity sequence, verify the claim that, if the delta function, δ ,
were a function continuous at some nonzero point x0 , then δ(x0) = 0 .

27.16. For each of the following, find the Fourier transform, and sketch the graphical repre-
sentation of the transform found:

a. ei8π t b. cos(6π t)

c. sin(6π t) d. sin2(6π t)

e. ei6π t cos(6π t) f. 1 + 2δ(t) − e−|t |

27.17. Evaluate/simplify each of the following expressions:

a.
∫ ∞

−∞
x2δ(x) dx b.

∫ ∞

−∞
x2δ3(x) dx

c.
∫ ∞

−∞
x2δ3(2x − 5) dx d. x2 ∗ δ(x)

e. x2 ∗ δ3(x) f. x2δ(x)

g. x2δ3(x) h.
∫ 5

0
x2δ3(x) dx

i.
∫ ∞

5
x2δ3(x) dx
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11

−1

11 22 −1−1 TT

(a) (b)

Figure 27.4: Two and a half periods of (a) evensaw(t) , the even sawtooth function, and (b)
oddsaw(t) , the odd sawtooth function for exercises 27.18 c and 27.18 d.

27.18. Find the Fourier transform for each of the following periodic functions, and sketch the
real and imaginary parts of the resulting array of delta functions. (Note: You found the
Fourier series for these functions in exercise 12.3 on page 150.)

a. f (t) =

⎧⎪⎪⎨⎪⎪⎩
0 if −1 < t < 0

1 if 0 < t < 1

f (t − 2) in general

b. g(t) =
{

et if 0 < t < 1

g(t − 1) in general

c. evensaw(t) , the even sawtooth function sketched in figure 27.4a

d. oddsaw(t) , the odd sawtooth function, sketched in figure 27.4b

e. |sin(2π t)|
27.19. Using the Bessel’s inequality derived in exercise 12.4 on page 150, show that neither

of the two series obtained in example 27.6 on page 445 can be the Fourier series for
any piecewise continuous, periodic function.

27.20. Sketch each of the following regular arrays of delta functions, and compute their Fourier
transforms:

a.
∞∑

k=−∞
k3 δ3k b.

∞∑
k=−∞

4k2

1+ k2
δk/2

27.21. Based on the methods discussed in this chapter for computing the Fourier transforms
of periodic functions and regular arrays, justify the following two claims:

a. If f is periodic with period p , then F [ f ] is a regular array of delta functions with
spacing 1/p . (Compare this statement with the quasi-theorem on page 444.)

b. If f is a regular array of delta functions with spacing �t , then F [ f ] is periodic
with period 1/�t .

27.22. Sketch

f =
∞∑

k=−∞
(−1)k δk

and convince yourself that f is a periodic and regular array of delta functions. Then
find the Fourier series of f , and compute F [ f ] using this series.
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27.23. Assume f is a piecewise smooth function on the real line with infinitely many discon-
tinuities. Let {. . ., x1, x2, x3, . . .} be the set of all points at which f is discontinuous.
For each of these xk’s , let jk be the jump in f at xk and let

hk(x) =
{
step(x − xk)− 1 if xk < 0

step(x − xk) if 0 ≤ xk
.

(In the following, the summations are over “all discontinuities of f ”.)

a. Sketch the graph of hk for each of the following cases:

i. xk < 0 ii. 0 ≥ xk

b. Verify that only a finite number of terms in∑
k

jkhk(x)

are nonzero for each real value x . (Hence, this infinite summation converges and
defines a piecewise continuous function on the real line.)

c. Let
g = f −

∑
k

jkhk .

Verify that g is piecewise smooth and continuous on the real line.

27.24. Some of the claims made in this chapter were confirmed only for the cases where the
discontinuous functions had only finitely many discontinuities. Using the results of the
previous exercise and naively assuming

D
∑
k

jkhk =
∑
k

jk Dhk ,

verify the following for the cases where the discontinuous function has an infinite
number of discontinuities.

a. The generalized fundamental theorem of calculus given in theorem 27.1 on page 450.

b. The integration by parts formula given in theorem 27.1 on page 450.

c. The limited chain rule formula given in theorem 27.1 on page 450.

27.25. Sketch the graph of each of the following functions. Then find both the classical and
the generalized derivative for the function just graphed.

a. ramp(x)

b. g(x) =
{
x3 if −1 < x < 2

0 otherwise

c. h(x) =

⎧⎪⎪⎨⎪⎪⎩
x if x < −1
x2 if −1 < x < 2

x3 if 2 < x

d. f (x) =

⎧⎪⎪⎨⎪⎪⎩
0 if −1 < x < 0

1 if 0 < x < 1

f (x − 2) in general
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27.26. Using either the limited chain rule or the generalized product rule (or both), find the
generalized derivatives of the following:

a. e−3x step(x) b. e3x step(2− x)

c. ramp(x) rect(1,3)(x) d.
1

3+ i2πx
pulse3(x)

e.
∞∑

k=−∞
rect(0,1)(x − 2k) (compare with problem 27.25 d, above)

27.27. Give a (naive) justification for equation (27.9) on page 455 using the generalized inte-
gration by parts identity and our working definition of the delta function.

27.28. Compute the following second derivatives:

a. D2[x3 step(2− x)
]

b. D2[(x2 − 4) pulse2(x)
]

27.29. Using the generalized Fourier differential identities listed in theorem 27.3, find the
Fourier transforms of

a.
t

3− i2π t
b. t sin(6π t)

c. t2 + 3t − 4 d. D2δ3(t)

27.30. Each of the following differential equations has a classically transformable solution
(assuming the derivatives are generalized derivatives). Find those solutions.

a.
dy

dt
+ 3y = δ(t)

b.
d2y

dt2
− 9y = δ(t)

c.
d2y

dt2
− 4

dy

dt
+ 3y = δ(t)
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Fourier Analysis in the Analysis
of Systems

Let us pause in our development of the theory of Fourier transforms to see how these transforms
might be useful in applications. Rather than closely examine any particular application, however,
we will discuss the analysis appropriate for a large class of problems in which the goal is to
predict the outputs of various physical or mathematical devices based on the expected inputs.
Consequently, our discussion will remain somewhat general.

28.1 Linear, Shift-Invariant Systems
Systems, Linearity, and Shift Invariance
Many physical systems (such as telescopes and radios) convert some type of input into some sort
of output (for example, an optical telescope will convert a given optical image into an enlarged
optical image, and a radio will convert radio waves into sound waves). Mathematically, these
various inputs and outputs can often be described by functions on the real line, which, naturally,
we will refer to as input functions and output functions, respectively. The action of the physical
system can then be modeled by the operator that converts the various input functions into the
corresponding output functions. Following standard practice, we will refer to this operator as a
“system”. Thus, as far as we are concerned in this chapter, a system is an operator. Its domain is
the set of all possible input functions, and its range is the set of all possible output functions.

Given a system S , we will indicate that y is the output function corresponding to input
function x (we will also refer to y as the response of the system to x ) via

y = S[x] or S : x �→ y .

Occasionally, it will be convenient to denote both the input and corresponding output functions
by the same basic symbol with subscripts distinguishing between the input and output ( I for
input and O for output),

fO = S[ f I ] or S : gI �→ gO .

Since a system is just an operator, we can view all known operators as “systems”. In
particular, the Fourier transform and the generalized derivative from chapter 27,

fO = F [ f I ] and fO = D[ f I ] = DfI ,

are systems. Other basic operators give us other systems.

463
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!�Example 28.1: Let a be some fixed, positive value. The corresponding “amplification by
a factor of a” system A is simply “multiply by a”,

A : f (t) �−→ a f (t) .

So, for each input f I , the corresponding output is fO = A[ f I ] = a f I .
In particular, if a = 4 and f (t) = e−3t step(t) , then

A[ f ]|t = 4e−3t step(t) .

For future use, here are a few more systems:

Q : f (t) �−→ [ f (t)]2 (28.1)

I : f (t) �−→
∫ t

0
f (s) ds (28.2)

K : f (t) �−→ f ∗ pulse1(t) (28.3)

?�Exercise 28.1: Let f (t) = e−3t step(t) and, using the above definitions, compute

F [ f ]|t , D[ f ]|t , Q[ f ]|t , I[ f ]|t and K[ f ]|t .

Not all systems are amiable to the sort of analysis we are about to develop. To help identify
those that are amiable, we will introduce the ideas of system “linearity” and “shift invariance”.

Linearity we know about. A system (operator) S is linear if and only if

S[α f + βg] = αS[ f ]+ βS[g]
for every pair of input functions f and g , and every pair of constants α and β .

The system S is shift invariant if, whenever f I and gI are input functions related by
gI (t) = f I (t − a)

for some real constant a , then the corresponding outputs fO = S[ f I ] and gO = S[gI ] are
also related by

gO(t) = fO(t − a) .

If the inputs and outputs are viewed as functions of time, then shift invariance simply means that
the only effect of delaying the input by a certain length of time is to delay the output by the same
length of time.1

Sometimes the above formulas defining the shift-invariance of S are abbreviated as

fO(t) = S[ f I (t)] �⇒ fO(t − a) = S[ f I (t − a)]

for every real value a and input function f I . This is fine so long as we keep in mind that the
“ t ” appearing with fO is a true variable, while the “ t ” appearing with f I is a dummy (i.e.,
internal) variable. On occasion, to avoid possible confusion and the stupid mistakes that could
result, we will use another symbol for the internal variable, say, τ , and express the above as

S[ f I (τ − a)]|t = S[ f I (τ )]|t−a .

For the rest of this sectionwewill mainly consider systems that are linear and shift invariant.
For obvious reasons, the systems satisfying these properties are commonly referred to as linear,
shift-invariant systems. For equally obvious reasons, it is standard practice to further abbreviate
our terminology and refer to these systems as LSI systems.

1 Warning: While the term “shift invariant” is in widespread use for the property just described, so are other terms,
including “translation invariant”, “time invariant”, “stationary”, and “fixed”.
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!�Example 28.2: Let Q be the system given by formula (28.1). This system is not linear.
We can easily verify this by taking, say, α = 2 , β = 0 , f (t) = t , and g(t) = 0 . Then

Q[α f + βg] = Q[2t] = (2t)2 = 4t2 ,

while

αQ[ f ] + βQ[g] = 2Q[t] = 2t2 .

Clearly then,
Q[α f + βg] �= αQ[ f ] + βQ[g] .

However, this system is shift invariant. To verify this, suppose f I and gI are any two
input functions related by

gI (t) = f I (t − a)

for some real constant a . Then

fO(t) = Q[ f I ]|t = [ f I (t)]2
and so

fO(t − a) = [ f I (t − a)]2 .

But also,
gO(t) = Q[gI ]|t = [gI (t)]2 = [ f I (t − a)]2 .

Comparing the above formulas for gO(t) and fO(t − a) , we see that

gO(t) = [ f I (t − a)]2 = fO(t − a) .

!�Example 28.3: Let I be the system with formula (28.2). Given any two functions f and
g , and constants α and β , the linearity of integration gives us

I[α f + βg]|t =
∫ t

0
[α f (s)+ βg(s)] ds

= α

∫ t

0
f (s) ds + β

∫ t

0
g(s) ds = αI[ f ]|t + βI[g]|t .

So I is a linear system.
On the other hand, if we take, say, f (t) = 3t2 and a = 1 , we see that

I[ f (τ − a)]|t =
∫ t

0
f (s − a) ds

=
∫ t

0
3(s − 1)2 ds

= (s − 1)3
∣∣∣t
s=0 = (t − 1)3 − (−1)3 ,

while

I[ f (τ )]|t−a =
∫ t−a

0
f (s) ds

=
∫ t−1

0
3s2 ds

= s3
∣∣∣t−1
s=0 = (t − 1)3 .
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Thus, for this function f and constant a ,

I[ f (τ − a)]|t �= I[ f (τ )]|t−a ,

showing that I is not shift invariant.

!�Example 28.4: The system K defined by formula (28.3) is a LSI system. To verify this,
let f and g be any two input functions, and let α and β be any two constants. By the
linearity of convolution,

K[α f + βg] = [α f + βg] ∗ pulse1
= α f ∗ pulse1 + βg ∗ pulse1 = αK[ f ] + βK[g] ,

confirming that K is linear. Moreover, if a is any fixed real value,

K[ f (τ − a)]|t = f (t − a) ∗ pulse1(t)

=
∫ ∞

−∞
f ((t − s)− a) pulse1(s) ds

=
∫ ∞

−∞
f ((t − a)− s) pulse1(s) ds

= f ∗ pulse1(t − a)

= K[ f (τ )]|t−a .

So this system is also shift invariant.

For reasons that will become obvious in a few pages, systems for which the output is the
convolution of the input with some fixed function — such as in the last example — can often
be expected in applications. Given this last example, you should have no trouble verifying that
such systems are both linear and shift invariant.

?�Exercise 28.2: Let h be some fixed function on the real line, and let S be the system
whose output is given by the convolution of the input with h ,

S[ f ] = f ∗ h .

Show that S is linear and shift invariant. (Also, what is the domain of such a system?)

Operational Continuity
In much of what follows, we will need whatever system is at hand, call it S , to satisfy one more
property, namely, that if { fγ }γ0γ=1 is any sequence of input functions converging to some input
function, then

S
[
lim

γ→γ0
fγ
]

= lim
γ→γ0

S
[
fγ
]

. (28.4)

We’ll refer to this property as operational continuity and refer to any system S for which the
above statement holds as being operationally continuous.
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In particular, supposewehave a linear, operationally continuous system S , and a convergent
infinite series ∞∑

k=1
ck φk(t) (28.5)

where each ck is a constant and each φk is an input function for S . Strictly speaking, the
linearity of S only assures us that

S
[

N∑
k=1

ck φk(t)

]
=

N∑
k=1

ckS[φk(t)] for N = 1, 2, 3, . . . .

Combine this with the operational continuity of S , however, and we get

S
[ ∞∑
k=1

ck φk(t)

]
= S

[
lim
N→∞

N∑
k=1

ck φk(t)

]

= lim
N→∞S

[
N∑
k=1

ck φk(t)

]

= lim
N→∞

N∑
k=1

ckS[φk(t)] =
∞∑
k=1

ckS[φk(t)] .

So linearity along with operational continuity allows us to write

S
[ ∞∑
k=1

ck φk(t)

]
=

∞∑
k=1

ckS[φk(t)] .

We will find this important on at least a couple of occasions.
Though important, operational continuity is not something we will test for in this chapter.

And one reason we will not test for it is that we cannot; in the above definition of operational
continuity, I neglected to explain just what

lim
γ→γ0

fγ

means when the fγ ’s are functions instead of numbers. As you may recall, this was an issue
when we discussed the convergence of partial sums of Fourier series in chapter 13. There we
found it necessary to develop three different notions for convergence: pointwise convergence,
uniform convergence, and convergence in the norm. Unfortunately, our sequences now may
involve such things as delta functions, and developing a rigorous notion of convergence for these
sequences would take us deep into part IV of this text.

Fortunately, LSI systems that are not operationally continuous rarely, if ever, arise in prac-
tice. That is probably why so many other authors assume operational continuity without com-
ment.2 So, for the rest of this chapter, let us pretend that all LSI systems of interest are opera-
tionally continuous, that all classically convergent limits and series are convergent in whatever
sense we need, and that we may naively use equation (28.4) whenever convenient. After all, in
this chapter we are illustrating applications of Fourier analysis, not rigorously developing the
theory.

2 Or else they can’t imagine systems not being operationally continuous. Cynical mathematicians, however, can.
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Differential Equations and Systems, Part I
Consider the differential equation

dy

dt
+ 3y = f . (28.6)

This is a simple first order, linear, nonhomogeneous differential equation relating two functions
y and f . As you can easily verify (exercise 28.4 on page 476), the process of computing f
from any given function y can be viewed as a linear, shift-invariant system. In applications,
however, you are rarely interested in computing f from y . Instead, you are more likely to
know f and need to find a corresponding function y satisfying the above equation.

One such solution can easily be found using Fourier transforms whenever f is Fourier
transformable. Letting Y = F [y] and F = F [ f ] , and using the Fourier differential identities,
we can quickly convert the above differential equation relating y and f to an algebraic equation
relating Y and F :

F
[
dy

dt
+ 3y

]∣∣∣
ω

= F [ f ]|ω
�⇒ i2πωY (ω) + 3Y (ω) = F(ω)

�⇒ (i2πω + 3)Y (ω) = F(ω) .

Dividing through by i2πω + 3 , we get

Y (ω) = F(ω)

i2πω + 3
= 1

3+ i2πω
F(ω) .

Therefore,
y = F −1[Y ] = F −1[ 1

3+ i2πω
F(ω)

]
,

which, after application of a well-known convolution identity, can be written as

y = F −1[ 1

3+ i2πω

]
∗ F −1[F(ω)] = h ∗ f

where

h(t) = F −1[ 1

3+ i2πω

]∣∣∣
t

= e−3t step(t) .

Rewriting h ∗ f in integral form, we obtain the following two equivalent formulas for y(t) :

y(t) =
∫ ∞

−∞
f (t − s)e−3s step(s) ds =

∫ ∞

0
f (t − s)e−3s ds

and

y(t) =
∫ ∞

−∞
f (s)e−3(t−s) step(t − s) ds = e−3t

∫ t

−∞
f (s)e3s ds .

Observe that the above process for computing y from f can be viewed as as system with
f being the input function and y the output function. Further observe that this process reduces
to computing a convolution,

y = h ∗ f where h(t) = e−3t step(t) . (28.7)

So, as you verified in exercise 28.2, this system is linear and shift invariant.
You should also note that there was nothing special about the differential equation we

started with. Clearly, if we have any other nth order, linear differential equation with constant
coefficients,

an
dn y

dtn
+ an−1

dn−1y
dtn−1 + · · · + a1

dy

dt
+ a0y = f , (28.8)
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and take the Fourier transform of both sides, we get

P(ω)Y (ω) = F(ω)

where Y = F [y] , F = F [ f ] , and P is some polynomial (in the above, P(ω) = i2πω+ 3 ).
As long as 1/P(ω) is classically transformable, we can continue the process described above (with
P(ω) replacing i2πω + 3 ) to obtain

y = h ∗ f where h = F −1
[

1

P(ω)

]
.

Consequently, whenever 1/P(ω) is classically transformable, this process for finding a solution
y to differential equation (28.8) can be treated as a LSI system with input f and output y . We
will refer to this system as the LSI system corresponding to the differential equation. We will
have more to say about solving these systems after discussing impulse response and transfer
functions.

Before going on, let me point out that the above process only gives one particular solution
to the given differential equation. The general solution to equation (28.8), as you should recall
from a course in differential equations, is given by

ygen = yp + yh

where yp is any particular solution and yh is the general solution (containing arbitrary constants)
to the corresponding homogeneous equation,

an
dn y

dtn
+ an−1

dn−1y
dtn−1 + · · · + a1

dy

dt
+ a0y = 0 .

For the differential equation we started with, equation (28.6), the corresponding homogeneous
equation is

dy

dt
+ 3y = 0 .

As you can easily verify, the general solution to this equation is

yh(t) = ce−3t

where c is an arbitrary constant. So the general solution to equation (28.6) is

y(t) = h ∗ f (t) + ce−3t where h(t) = e−3t step(t)

and c is an arbitrary constant.

28.2 Computing Outputs for LSI Systems
Input Response and Transfer Functions
As noted a few pages ago, one can often expect the output of a LSI systems to be the convolution
of the input with some fixed function. To help see why, let us first derive a formula for the output
of a LSI system when the input is a convolution.
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Lemma 28.1
Let S be a LSI system with a piecewise continuous input function g . Suppose f is another
piecewise continuous function for which the convolution f ∗ g exists and is an input function
for S . Then

S[ f ∗ g] = f ∗ S[g] . (28.9)

Let me remind you that we are taking a somewhat naive approach to operational continuity
and the convergence of limits and integrals in this chapter. Strictly speaking, we should have
conditions in this lemma regarding the convergence of theRiemann sumsdefining the convolution
integrals, along with a precise definition of just what “convergence” means here. Since this was
not done, we really should admit that our proof is not completely rigorous (we’ll call it naive),
and really illustrates how this lemma would be proven if it were rigorously stated.

PROOF (naive): Recalling that an integral on (−∞,∞) can be written as the limit of
Riemann sums (see page 246), we have, for each real value τ ,

f ∗ g(τ ) =
∫ ∞

−∞
f (s)g(τ − s) ds = lim

�s→0

∞∑
k=−∞

f (sk)g(τ − sk)�s

where sk = k�s . Plugging this into the system and using the operational continuity, linearity,
and shift invariance of S , we see that

S[ f ∗ g(τ )]|t = S
[
lim

�s→0

∞∑
k=−∞

f (sk)g(τ − sk)�s

]∣∣∣∣∣
t

= lim
�s→0

S
[ ∞∑
k=−∞

f (sk)g(τ − sk)�s

]∣∣∣∣∣
t

= lim
�s→0

∞∑
k=−∞

f (sk)S[g(τ − sk)]|t �s

= lim
�s→0

∞∑
k=−∞

f (sk)S[g(τ )]|t−sk �s ,

for each real value t . However, the last formula above is just another limit of Riemann sums
and, thus, yields another integral,

lim
�s→0

∞∑
k=−∞

f (sk)S[g(τ )]|t−sk �s =
∫ ∞

−∞
f (s)S[g(τ )]|t−s ds ,

which just happens to be the convolution integral for f and S[g] . Thus, the above sequence
of equalities reduces to

S[ f ∗ g(τ )]|t =
∫ ∞

−∞
f (s)S[g(τ )]|t−s ds = f ∗ S[g] (t) .

The main reason for assuming f and g are piecewise continuous in the lemma above was
so we could use the classical notion of an integral being the limit of a Riemann sum in the proof.
In fact, identity (28.9) can be shown to hold for more general choices for f and g . Of particular
interest is the case where one of these functions is the delta function. We’ll state the result and
leave the (naive) proof as an exercise (exercise 28.5 at the end of this chapter).
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Lemma 28.2
Suppose S is a LSI system for which the delta function, δ , is an input function. Then, for any
piecewise continuous input function f ,

S[δ ∗ f ] = S[δ] ∗ f

provided the convolution S[δ] ∗ f exists.

Now suppose we know the output of an LSI system when the input is the delta function.
Following standard conventions, we will call this output the impulse response function (for the
system S ) and denote it by h . That is,

h = the impulse response function for S = S[δ] .

Recall, also, that f = δ ∗ f for any piecewise continuous function on � . Combining this with
our last lemma, we see that, for any piecewise continuous input function f ,

S[ f ] = S[δ ∗ f ] = S[δ] ∗ f = h ∗ f

(provided the convolution h ∗ f exists). In practice, this often means we can compute the
outputs corresponding to all inputs of interest by simply convolving the input functions with the
impulse response function. Thus, in a sense, the impulse response function tells us everything
we need to know about the system.

Up to now in this chapter, we’ve hardly said anything about Fourier analysis. We can rectify
that by defining the transfer function H for a LSI system S to be the Fourier transform of the
system’s impulse response function. That is,

H = the transfer function for S = F [h]

where

h = S[δ] .

Now let F = F [ f ] . By the above, we know S[ f ] = h ∗ f . Taking the Fourier transform of
this, we get

F [S[ f ]] = F [h ∗ f ] = F [h]F [ f ] = HF .

Thus,
S[ f ] = F −1[HF] .

This gives us another way to compute the output of a LSI system, provided, of course, the
functions involved are Fourier transformable and the product HF exists and is transformable.

We’ve just derived some important relations. Let us preserve them in a theorem.

Theorem 28.3
Suppose S is a LSI system with impulse response function h and transfer function H . Let f
be any (piecewise continuous) input function.3 Then the corresponding output is given by

S[ f ] = h ∗ f (28.10)

provided this convolution exists. Alternatively, if f is Fourier transformable and the product
HF is Fourier transformable, then

S[ f ] = F −1[HF] where F = F [ f ] . (28.11)

3 Using a more general theory it can be verified that piecewise continuity is not necessary.
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It may be tempting to assume every LSI system has both an impulse response function and
a transfer function. In practice, this often seems to be the case simply because so many of the
LSI systems we commonly encounter have both impulse response and transfer functions. In
fact, though, it is easy to define a LSI system not having one or the other of these two functions.
We’ll demonstrate this in the next two examples. For both we will use the function exp

(
πx2

)
,

which is not Fourier transformable. Certainly, it is not classically transformable (you can verify
this), nor is it even Fourier transformable using the more general theory developed in part IV of
this text (you’ll have to trust me on this).

!�Example 28.5: Let S be the system given by

S[ f ]|t = eπ t
2 ∗ f (t) .

Since this system is givenby a convolution, weknow it is linear and shift invariant. The domain
of this system is the set of all functions on � for which the convolution with exp

(
π t2
)
exists.

This includes the delta function. So this system has an impulse response function, namely,

h(t) = S[δ]|t = eπ t
2 ∗ δ(t) = eπ t2 .

However, because this h is not Fourier transformable, it makes no sense to talk about this
system’s transfer function, H = F [h] .

!�Example 28.6: Now define another system S by the formula

S[ f ]|t = F −1[eπω2
F(ω)

]∣∣∣
t

where F = F [ f ] . (28.12)

The domain of this system (i.e., the set of all valid input functions) consists of all Fourier
transformable functions such that the products of their Fourier transforms with exp

(
πω2

)
are

also Fourier transformable. In particular, the function 2 sinc(2π t) is a valid input function
because the product of its Fourier transform, pulse1(ω) , with exp

(
πω2

)
is the absolutely

integrable function

eπω2
pulse1(ω) =

{
eπω2

if −1 < ω < 1

0 otherwise
.

So,

S[2 sinc(2πτ)]|t = F −1[eπω2
pulse1(ω)

]∣∣∣
t

=
∫ 1

−1
eπω2

ei2πωt dω ,

which, though not easily evaluated, is a well-defined integral for each real value t .
On the other hand, if f (t) = δ(t) , then F(ω) = 1 and

eπω2
F(ω) = eπω2

,

which is not Fourier transformable. So the delta function is not a valid input for this system,
and it makes no sense to refer to an impulse response function, h = S[δ] , for this system.

Strictly speaking, this system does not have a transfer function either. After all, it hardly
makes sense to have the transform of the impulse response function when there is no impulse
response function. However, if you compare equations (28.11) and (28.12), you will see that
exp
(
πω2

)
plays the role of the transfer function in computing the output from this system. (If

systems such as this played a significant role in applications, we would broaden our definition
of transfer functions to include such role players. But they don’t, so we won’t.)
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Differential Equations and Systems, Part II
Let us reconsider the problem of solving

dy

dt
+ 3y = f ,

only this time let us first find the impulse response function and transfer function for the corre-
sponding LSI system S : f �→ y .

Since the impulse response function h is the output (denoted above by y) corresponding
to a delta function input (denoted above by f ), we can find h by solving

dh

dt
+ 3h = δ

using the process described in the previous subsection on differential equations (see page 468).
First we take the Fourier transform of both sides of this equation,

F
[
dh

dt
+ 3h

]∣∣∣
ω

= F [δ]|ω
�⇒ i2πωH(ω) + 3H(ω) = 1

�⇒ (i2πω + 3)H(ω) = 1 .

Dividing through by i2πω + 3 gives us the transfer function,

H(ω) = 1

i2πω + 3
= 1

3+ i2πω
.

Taking the inverse Fourier transform of this then gives us the impulse response function,

h(t) = F −1[H ]|t = F −1[ 1

3+ i2πω

]∣∣∣
t

= e−3t step(t) .

Now suppose we want a solution to

dy

dt
+ 3y = f

for some given f . Sincewe’ve just found the impulse response function h for the corresponding
LSI system S : f �→ y , we can compute a solution using

y = h ∗ f where h(t) = e−3t step(t) ,

provided the convolution exists. (Notice that this is the same solution, formula (28.7), as obtained
on page 468.) On the other hand, if we don’t like this particular formula and f is Fourier
transformable and the product exists and is transformable, then we can compute our solution via

y = F −1[HF] where F = F [ f ] .

In particular, one solution to
dy

dt
+ 3y = e4t

is

y(t) = h ∗ f (t) =
∫ ∞

−∞
h(s) f (t − s) ds

=
∫ ∞

−∞
e−3s step(t)e4(t−s) ds

=
∫ ∞

0
e−3se4t e−4s ds = e4t

∫ ∞

0
e−7s ds = 1

7
e4t .
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On the other hand, using y = h ∗ f to solve

dy

dt
+ 3y = sinc(2π t)

yields

y(t) =
[
e−3t step(t)

]
∗ sinc(2π t) = · · · =

∫ ∞

0
e−3s sinc(2π(t − s)) ds , (28.13)

which, though valid, is not a particularly nice integral for computation. So, let’s try using the
transfer function. Here,

F(ω) = F [sinc(2π t)]|ω = 1

2
pulse1(ω) .

So,
y(t) = F −1[HF]|t = F −1[ 1

3+ i2πω
· 1
2
pulse1(ω)

]∣∣∣
t

.

Fortunately for us, this product is absolutely integrable. Consequently, we can compute this
inverse transform via the integral formula,

y(t) = 1

2

∫ ∞

−∞
1

3+ i2πω
pulse1(ω) e

i2πωt dω = 1

2

∫ 1

−1
1

3+ i2πω
ei2πωt dω . (28.14)

Again we obtain an integral we cannot evaluate by elementary means. So, if we want to compute
values for y(t) for specific choices of t , we will have to numerically evaluate either the integral
in formula (28.13) or in formula (28.14). Of the two, the latter may be a better choice for
numerical integration since it is an integral over a finite interval.

Frequency Response and Periodic Inputs
Complex Exponential Inputs and Outputs

There is often a close relation between the transfer function of a LSI system and the outputs
corresponding to complex exponential inputs. This relation is easily derived using the output
relation (28.11) (i.e.,S[ f ] = F −1[HF] ) with

f (t) = ei2π�ωt

where �ω denotes any fixed real value. Assuming the transfer function H is continuous at �ω
and recalling that

F
[
ei2π�ωt] = δ�ω and H · δ�ω = H(�ω) δ�ω ,

we see that
S
[
ei2π�ωτ

]∣∣∣
t

= F −1[HF]|t
= F −1[H · δ�ω]|t
= F −1[H(�ω) δ�ω]|t = H(�ω)F −1[δ�ω]|t .

But F −1[δ�ω]|t = ei2π�ωt . Plugging that into the above gives the following theorem.

Theorem 28.4
Let S be a LSI system with transfer function H . Then, for each real value �ω at which H is
continuous,

S
[
ei2π�ωτ

]∣∣∣
t

= H(�ω) ei2π�ωt . (28.15)
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Equation (28.15) says that the only effect the system has on an input consisting of a complex
exponential with frequency ω is to scale the amplitude by a factor of H(ω) .4 Using this, we
can quickly compute the response of the system to a complex exponential input of any frequency,
providedwe have the transfer function H . For this reason, many authors also refer to the transfer
function as the frequency response function.

There are LSI systems whose transfer functions are not sufficiently continuous for us to
apply theorem 28.4 (see exercise 28.10 at the end of this chapter), but these tend to be systems
for which equation (28.15) would be of little value anyway (again, see exercise 28.10).

Periodic Inputs

One nice application of equation (28.15) is the computation of the response of a system to a
periodic input. To see this, let f be any reasonable periodic functionwith period p . Remember,
such a function can be represented by its Fourier series,

f (t) = F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t

where

ωk = k

p
and ck = 1

p

∫
period

f (t) e−i2πωk t dt .

Now let S be any LSI system for which periodic functions are valid inputs, and let H , as
usual, denote the corresponding transfer function. Then, if f is as above,

S[ f ]|t = S
[ ∞∑
k=−∞

ck e
i2πωkτ

]∣∣∣∣∣
t

=
∞∑

k=−∞
ckS
[
ei2πωkτ

]∣∣∣
t

.

According to equation (28.15), this reduces to

S[ f ]|t =
∞∑

k=−∞
ck H(ωk)e

i2πωk t

provided H is continuous at each ωk .

Experimentally Determining Transfer Functions

Suppose we have some mysterious physical system and the means of measuring the output
corresponding to any applied input. For example, this system may be an unfamiliar electric
circuit, and we can measure the voltage at some point corresponding to an applied voltage at
some other point in the circuit. Suppose, further, that we are fairly certain this physical system
can be described mathematically as a LSI system having some, yet unknown, impulse response
function h and transfer function H .

Given all this, it is natural to ask:

Can we make the system less mysterious by using our measurements to determine
h or H ?

Well, since h is the output function corresponding to a delta function input, we could try to
determine the function h(t) by generating an input to our physical system that can be described

4 Another way of saying this, for those acquainted with eigenfunctions and eigenvalues, is that complex exponentials
are eigenfunctions for the system and that, for each frequency ω , H(ω) is the eigenvalue corresponding to the
eigenfunction ei2πωt .
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by the delta function and then measuring the corresponding output. So, for an electric circuit, we
would need to generate a time varying voltage whose formula is the delta function, V (t) = δ(t) .
Unfortunately, such “delta function inputs” are very difficult, if not impossible, to generate in the
real world.5 Even generating a good approximation to the delta function may be problematic.
On the other hand, sinusoidal inputs of fixed frequencies can often be generated fairly easily
(and accurately). With the help of equation (28.15) it then becomes a simple exercise to compute
H from the measured outputs to these sinusoidal inputs.

?�Exercise 28.3: For the following, assume S is a LSI system for whichwe have determined,
via measurements, that

S[cos(2πωτ)]|t = e−ω cos(2πωt) for each ω ≥ 0 .

a: Derive
S[sin(2πωτ)]|t = e−ω sin(2πωt) for each ω ≥ 0

using the shift invariance of S . (Remember, sin(2πωt) = cos(2πωt − π/2) .)

b: Using the above, the linearity of S , and equation (28.15), show that the transfer function
for this system is

H(ω) = e−|ω| .

(Consider the cases ω ≥ 0 and ω < 0 separately.)

Additional Exercises

28.4. Let A and B be any two constants. Verify that

S : y �−→ B
dy

dt
+ Ay

is an LSI system.

28.5. Using the identity sequence {
1

2ε
pulseε

}0
ε=1

alongwith properties of the delta function and the naive notion of operational continuity,
show that lemma 28.2 on page 471 follows from lemma 28.1. Note: Go ahead and
assume that “convolution with f ” is operationally continuous. That is, assume

lim
ε→0

[
f ∗ gε

] = f ∗
[
lim
ε→0

gε

]
provided all the convolutions exist.

5 Actually, this may be rather fortunate.
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28.6. Let S : f �→ y be the system corresponding to the differential equation

dy

dt
− 6y = f .

a. Find the transfer function, H(ω) , and the impulse response function, h(t) , for this
system.

b. Using either H or h , find a solution to each of the following differential equations.
(One or more of your answers may have to be left in integral form.)

i.
dy

dt
− 6y = 24e2t

ii.
dy

dt
− 6y = 20 sin(2t)

iii.
dy

dt
− 6y = sinc(t)

iv.
dy

dt
− 6y = −6 step(t)

28.7. Three second order differential equations are given below. For each find the trans-
fer function H and impulse response function h for the corresponding LSI system
S : f �→ y . Also, for each equation, write out two expressions for a solution y —one
in terms of h and one in terms of H .

a.
d2y

dt2
+ 7

dy

dt
+ 10y = f

b.
d2y

dt2
− 10

dy

dt
+ 29y = f

c.
d2y

dt2
+ 10

dy

dt
+ 25y = f

28.8. Let α be some positive constant. Determine the impulse response function h and the
transfer function H for the corresponding “time delay” system

S : f (t) �−→ f (t − α) .

28.9. Let S be a system with transfer function

H(ω) = A pulse�(ω)

where A and � arefixed, positive constants. (Such a system is called an ideal low-pass
filter.)

a. Describewhat this systemdoes to each input of the form f (t) = ei2πωt . In particular,
why might � be called the “cut-off frequency”, and why might A be called the
“amplification”?

b. Find the corresponding impulse response function.

c. Assume A = 6 and � = 9/2 . Compute the following outputs for this low-pass
filter.

i. S[sin(4π t)] ii. S[sin(10π t)]
iii. S[10 sinc(10π t)] iv. S[saw1(t)]
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478 Systems Analysis

28.10. Let S be the system

S : f (t) �−→
∫ ∞

−∞
f (s) ds .

a. Verify that this is a LSI system.

b. Find both the impulse response function and the transfer function for this system.

c. Does the domain of this system include nonzero periodic functions? (Why?)

d. Why would it not be appropriate to refer to the transfer function of this system as the
“frequency response” function for this system?

28.11. Let S be an LSI system with transfer function H . For each nonnegative real number
�ω , let

f�ω(t) = S[cos(2π�ωt)] and g�ω(t) = S[sin(2π�ωt)]

a. Verify that

g�ω(t) = f�ω
(
t − 1

4�ω
)

.

b. Show that, for each �ω ≥ 0 ,

H(�ω) = f�ω(0) + ig�ω(0)
and

H(−�ω) = f�ω(0) − ig�ω(0) .
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29
Gaussians as Test Functions, and Proofs
of Some Important Theorems

There are two major reasons for this chapter. One is to finally confirm those few important
theorems that we’ve been using with only a promise of proof “sometime in the future”: the
fundamental theorem on invertibility, the main theorems on the differentiation identities, the
second theoremon the fundamental identity, and the second theoremon the convolution identities.
The other is to introduce some basic concepts that will later lead to a much more general and
powerful theory ofFourier analysis. In particular, you should note the “Gaussian test for equality”
in the next section and the way we use it with the fundamental identity to prove the theorems on
invertibility and differential identities. It will be these ideas and procedures that will be expanded
upon in part IV of this book to obtain the more general theory.

29.1 Testing for Equality with Gaussians
For each of those big theorems we want to validate, it will be necessary to verify that two
different formulas (say, F [ f ′]|ω and i2πωF [ f ]|ω ) describe the same function. While we
could explicitly use Gaussian identity sequences to do this, we will find it convenient to hide our
use of these identity sequences in the test described in the following theorem.

Theorem 29.1 (Gaussian test for equality)
Let f and g be two exponentially integrable functions. Then f = g if and only if∫ ∞

−∞
f (x)φ(x) dx =

∫ ∞

−∞
g(x)φ(x) dx (29.1)

for every Gaussian function φ .

PROOF: Obviously, if f = g , then equation (29.1) holds for every Gaussian function φ .
Now suppose equation (29.1) holds whenever φ is a Gaussian, and let {φγ }∞γ=1 be a

Gaussian identity sequence, say, with

φγ (x) = γ e−π(γ x)2 .

Then, for each real t and γ ≥ 1 , we must also have∫ ∞

−∞
f (x)φγ (x − t) dx =

∫ ∞

−∞
g(x)φγ (x − t) dx (29.2)

479
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480 Gaussian as Test Functions, and Important Theorems

since each φγ (x − t) is a Gaussian function of x . Combining this with the fact that {φγ }∞γ=1
is an identity sequence for the set of exponentially integrable functions (see theorem 26.10 on
page 425) gives us

f (t) = lim
γ→∞

∫ ∞

−∞
f (x)φγ (x − t) dx = lim

γ→∞

∫ ∞

−∞
g(x)φγ (x − t) dx = g(t)

for each t at which f and g are continuous. Thus f = g .

Keep in mind that every classically transformable function is exponentially integrable. So
we can certainly employ these tests whenever f and g are classically transformable.1

29.2 The Fundamental Theorem on Invertibility
The Theorem
Recall that we first defined the Fourier integral transforms,

FI [ f ]|x =
∫ ∞

−∞
f (y) e−i2πxy dy and F −1

I [G]|x =
∫ ∞

−∞
G(y) ei2πxy dy

where f and G are any two functions from A , the set of all piecewise continuous, absolutely
integrable functions on the real line.2

One important theorem in chapter 19 was left unproven. That was the fundamental theorem
on invertibility (theorem 19.5 on page 279), which asserted the following:

If f and F are two functions in A , then

F = FI [ f ] ⇐⇒ F −1
I [F] = f .

Though left unproven, this has been a very important and useful theorem. Indeed, our very
definitions of the Fourier transforms, F and F −1, require this theorem to be true.

As a step towards proving this theorem (and to illustrate a pattern that will be repeated
many times later), we will divide this theorem into the following two complementary lemmas.

Lemma 29.2 (invertibility of the direct transform)
If f and F are two functions in A , then

F = FI [ f ] �⇒ F −1
I [F] = f .

Lemma 29.3 (invertibility of the inverse transform)
If f and F are two functions in A , then

F = FI [ f ] ⇐� F −1
I [F] = f .

1 Because of the role Gaussians play in “testing for equality”, we will begin referring to Gaussians as “test functions”
in part IV of this book.
2 You may want to quickly review chapter 19 at this time.
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The Fundamental Theorem on Invertibility 481

We’ll prove the first lemma in detail, and leave the details of the second for you. There are
three major elements to the proof of either:

1. Confirming, without assuming the fundamental theorem on invertibility, that the claim
of the complementary lemma holds when the functions are Gaussians. We will refer to
the lemma in which we state this claim as the “associated lemma”.

2. Using versions of the fundamental identity to “move” the transform operations from
fairly arbitrary functions to Gaussian functions.

3. Using the Gaussian test for equality.

Since we have already discussed the test for equality, let us briefly discuss that “associated
lemma” and the appropriate versions of the fundamental identities.

The Associated Lemma and the Fundamental Identities
Here is the associated lemma. Observe that it is basically the same as lemma 29.3 (the comple-
ment to lemma 29.2) with “Gaussians” replacing “functions in A ”.

Lemma 29.4
If φ is a Gaussian, then FI

[
F −1
I [φ]] = φ .

(Before we prove this lemma, you should go back to page 359 and re-read the notes on the
derivations of the formulas for the Fourier transforms of Gaussians.)

PROOF: Suppose φ is a Gaussian. By definition (i.e., equation (23.9) on page 356 with
γ = απ ), φ can be expressed as

φ(x) = A e−απ(x−ξ)2

where A and ξ are two complex constants and α > 0 . Now let Φ = F −1
I [φ] . Recalling the

definition of the integral transforms, as well as equation (23.14) from theorem 23.2 on page 360
(and the discussion just before that theorem), we see that

Φ(y) = F −1
I [φ]|y =

∫ ∞

−∞
A e−απ(x−ξ)2 ei2πxy dx

= A
1√
α
ei2πξ y exp

(
−π

α
y2
)

= A
√
β ei2πξ ye−πβy2

where, for convenience, we’ve let β = 1/α . Invoking theorem23.2 again (using equation (23.19))
and recalling our definitions, we find that, for all x in � ,

FI
[
F −1
I [φ]]∣∣x = FI [Φ]|x

= A
√
β

∫ ∞

−∞
ei2πξ ye−βπy2 e−i2πxy dy

= A
√
β · 1√

β
exp
(
−π

β
(x − ξ)2

)
= A e−απ(x−ξ)2

= φ(x) .
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482 Gaussian as Test Functions, and Important Theorems

This is where the fundamental identity of Fourier analysis becomes especially important;
so you may want to review our discussion of this identity in chapter 25. In particular, to finish
proving the fundamental theorem on invertibility, we will need to know the fundamental identity
is applicable using the integral transforms and Gaussians, and that it can be derived without
using the fundamental theorem on invertibility. That is the claim of the next lemma.

Lemma 29.5 (fundamental identities with integral transform and Gaussians)
Assume ψ is any function in A , and let φ be either a Gaussian or a Fourier integral transform
of a Gaussian. Then the product of either of these functions with the direct or inverse Fourier
integral transform of the other is absolutely integrable. Moreover,∫ ∞

−∞
FI [ψ]|x φ(x) dx =

∫ ∞

−∞
ψ(y)FI [φ]|y dy

and ∫ ∞

−∞
F −1
I [ψ]|x φ(x) dx =

∫ ∞

−∞
ψ(y)F −1

I [φ]|y dy .

I will leave the details of proving this lemma to you after making two observations:

1. From the previous lemma and the integral formulas for the transforms of Gaussians, we
know that the statement

φ is either a Gaussian or a Fourier integral transform of a Gaussian

is completely equivalent to

φ and its Fourier integral transforms are Gaussians.

2. The computations in proving the identities in the above lemma are virtually identical to
those in the proof of the first part of theorem 25.14 on page 409.

?�Exercise 29.1: Prove lemma 29.5 without using the invertibility of the transforms.

Proof of the First Lemma on Invertibility (Lemma 29.2)

Remember: Both f and F are in A , and F = FI [ f ] . Our goal is to show that F −1
I [F] = f .

To do this, let φ be any Gaussian function. By the second fundamental identity in lemma 29.5,
the definition of F , and then the other fundamental identity from lemma 29.5,∫ ∞

−∞
F −1
I [F]|x φ(x) dx =

∫ ∞

−∞
F(y)F −1

I [φ]|y dy

=
∫ ∞

−∞
FI [ f ]|y F −1

I [φ]|y dy =
∫ ∞

−∞
f (x)FI

[
F −1
I [φ]]∣∣x dx .

But in the associated lemma, we saw that FI
[
F −1
I [φ]] = φ whenever φ is a Gaussian. So the

above reduces to ∫ ∞

−∞
F −1
I [F]|x φ(x) dx =

∫ ∞

−∞
f (x)φ(x) dx .

Since this equation holds for every Gaussian φ , our Gaussian test for equality (theorem 29.1)
assures us that

F −1
I [F] = f .
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The Fourier Differential Identities 483

?�Exercise 29.2: Finish the proof of the fundamental theorem on invertibility by proving
lemma 29.2.

29.3 The Fourier Differential Identities
In chapter 22 we derived several differential identities for Fourier transforms, and we verified
these identities under various conditions (see lemmas 22.5 through 22.8, starting on page 339).
We also stated, but did not prove, two theorems (theorems 22.1 and 22.2, starting on page 333)
asserting that these identities held under much more general conditions. Our goal here is to
finish the proofs of these two theorems.

If you check back, you will find that either theorem 22.1 or theorem 22.2 can be obtained
from the other via near-equivalence. That being the case, let us concentrate on proving just one
of these theorems, say, theorem 22.1. Let us further simplify our discussion by splitting that
theorem into the following two “complementary sub-theorems”.

Lemma 29.6 (first sub-theorem on the differential identities)
Let f and F be two classically transformable functions with F = F [ f ] . If f is contin-
uous and piecewise smooth, and f ′ is classically transformable, then x F(x) is classically
transformable, and

F
[
f ′]∣∣

x = i2πx F(x) .

Lemma 29.7 (second sub-theorem on the differential identities)
Let f and F be two classically transformable functions with F = F [ f ] . If x F(x) is classi-
cally transformable, then f is continuous and piecewise smooth, f ′ is classically transformable,
and

F −1[i2πyF(y)]|x = f ′(x) .

There will be noteworthy similarities between our proofs of these two sub-theorems and
our proof of the fundamental theorem on invertibility. An “associated lemma” stating that the
differential identities hold when the functions are Gaussians will first be verified. Also, we will
again employ the fundamental identity to “move” transforms from fairly arbitrary functions to
the test functions. On the other hand, there will be some analysis specifically related to the fact
that we are dealing with derivatives. In particular, we will look more closely at integration by
parts. Once we’ve discussed these topics, the proofs of the sub-theorems will proceed quickly.

The Associated Lemma
In this case, the associated lemma is just the observation that we already know the differential
identities hold when the functions are Gaussians. Since you can easily (re)verify this using the
properties of Gaussians and lemmas 22.5 through 22.8, we will simply state the two identities
we will use in our final proof.

Lemma 29.8
If φ is any Gaussian function, then φ , φ ′ , and xφ(x) are smooth, absolutely integrable
functions with

d

dy
F [φ]|y = F [−i2πx φ(x)]|y and F −1[φ′]∣∣

y = −i2πyF −1[φ]|y .
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484 Gaussian as Test Functions, and Important Theorems

From the secondpart of theorem25.14on the fundamental identity (page 409), weknow that,
if f , F , g , and G are classically transformable functions with F = F [ f ] and G = F [g] ,
then Fg and f G are absolutely integrable, and∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
f (y)G(y) dy

provided both g and G are absolutely integrable. This will certainly be the case if either g
or G is a Gaussian. Moreover, as you can easily verify from the formulas for the transforms
of Gaussians and the previous lemma, both g and G will be absolutely integrable if either is a
Gaussian, a derivative of aGaussian, or a product of aGaussianwith a polynomial. Consequently,
we are already assured that the following lemma holds.

Lemma 29.9 (fundamental identities with Gaussians)
Let ψ be any classically transformable function, and assume φ is either a Gaussian function,
the derivative of a Gaussian function, or a Gaussian function multiplied by a polynomial. Then
the product of either function with a Fourier transform of the other is absolutely integrable.
Moreover, ∫ ∞

−∞
F [ψ]|x φ(x) dx =

∫ ∞

−∞
ψ(y)F [φ]|y dy

and ∫ ∞

−∞
F −1[ψ]|x φ(x) dx =

∫ ∞

−∞
ψ(y)F −1[φ]|y dy .

Some Integral/Differential Results
Here are a few results concerning differentiation we will find useful.

Lemma 29.10
If g is exponentially integrable, then the function

f (x) =
∫ x

0
g(s) ds

is exponentially bounded.

PROOF: First observe that, for any real x and positive β ,

| f (x)| =
∣∣∣∣∫ x

0
g(s) ds

∣∣∣∣
≤
∫ |x |

−|x |
|g(s)| ds

=
∫ |x |

−|x |
|g(s)| e−β|s|eβ|s| ds ≤ eβ|x |

∫ |x |

−|x |
|g(s)| e−β|s| ds .

Now, because g is exponentially integrable, we can choose β so that

A =
∫ ∞

−∞
|g(s)| e−β|s| ds < ∞ .
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The Fourier Differential Identities 485

Consequently, for every real value x , the previous sequence of inequalities can be continued as
follows:

| f (x)| ≤ eβ|x |
∫ |x |

−|x |
|g(s)| e−β|s| ds ≤ eβ|x |

∫ ∞

−∞
|g(s)| e−β|s| ds = Aeβ|x | .

Lemma 29.11 (integration by parts with Gaussians)
Let f be a continuous, piecewise smooth function on the real line, and assume f ′ is exponen-
tially integrable. Then f is exponentially bounded, and∫ ∞

−∞
f ′(x)φ(x) dx = −

∫ ∞

−∞
f (x)φ′(x) dx

whenever φ is a Gaussian.

PROOF: From lemma 29.10 and the fact that

f (x) − f (0) =
∫ x

0
f ′(s) ds ,

we know f is exponentially bounded.
Now let φ be any Gaussian. As noted in lemma 26.9 on page 423, the exponential bound-

edness of f ensures that the product f φ is absolutely integrable and that

lim
x→±∞ f (x)φ(x) = 0 .

So, applying the integration by parts formula from theorem 4.2 on page 40, we have∫ ∞

−∞
f ′(x)φ(x) dx = lim

b→∞
a→−∞

∫ b

a
f ′(x)φ(x) dx

= lim
b→∞
a→−∞

[
f (x)φ(x)

∣∣b
a −

∫ b

a
f (x)φ′(x) dx

]

= −
∫ ∞

−∞
f (x)φ′(x) dx .

To use the above integration by parts formula we need to know that f is continuous and
piecewise smooth. Sometimes, though, the real problem is verifying that a given function is
continuous and piecewise smooth. That, to indicate a particularly pertinent example, is the
difficult part in the proof of the second sub-theorem we are trying to confirm. To simplify our
task, we will isolate those “hard bits” in the following lemma and corollary.

Lemma 29.12
Assume h is a piecewise continuous and exponentially integrable function on � . Then h is a
constant function if and only if ∫ ∞

−∞
h(x)φ′(x) dx = 0 (29.3)

for every Gaussian function φ .
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486 Gaussian as Test Functions, and Important Theorems

Letting the h in this lemma be given by h = f − g and observing that the equation∫ ∞

−∞
h(x)φ′(x) dx =

∫ ∞

−∞
[ f (x)− g(x)]φ′(x) dx = 0

is equivalent to ∫ ∞

−∞
f (x)φ′(x) dx =

∫ ∞

−∞
g(x)φ′(x) dx ,

immediately gives the following corollary .

Corollary 29.13
Let f and g be two piecewise continuous, exponentially integrable functions. Then f and g
differ by a constant if and only if∫ ∞

−∞
f (x)φ′(x) dx =

∫ ∞

−∞
g(x)φ′(x) dx (29.4)

for every Gaussian function φ .

The proof of this lemma requires a little wily reasoning.

PROOF (of lemma 29.12): Obviously, if h is a constant function and φ is any Gaussian,
then h is continuous, h′ = 0 , and the integration by parts formula applies, yielding∫ ∞

−∞
h(x)φ′(x) dx = −

∫ ∞

−∞
h′(x)φ(x) dx = 0 .

Now assume equation (29.3) holds for every Gaussian φ .
Recall that any shifted Gaussian is another Gaussian. So, if φ is any Gaussian and t is

any real number, then the function φ(x + t) is another Gaussian function of x with derivative
φ′(x + t) . Consequently, our assumption implies that∫ ∞

−∞
h(x)φ′(x + t) dx = 0 (29.5)

for every Gaussian function φ and every real value t .
Now let φ be any fixed Gaussian, and define the function Ψ by

Ψ (t) =
∫ ∞

−∞
h(x − t)φ(x) dx .

Of course, by a simple change of variables, this is the same as

Ψ (t) =
∫ ∞

−∞
h(x)φ(x + t) dx .

Using corollary 18.21 on page 268 regarding the derivatives of integrals with parameters, you
can easily verify that Ψ is a smooth function on � and that

Ψ ′(t) =
∫ ∞

−∞
∂

∂t
h(x)φ(x + t) dx =

∫ ∞

−∞
h(x)φ′(x + t) dx .

From equation (29.5), we know this last integral vanishes for every real t . So Ψ is a smooth
function with Ψ ′ = 0 . This means Ψ must be a constant; consequently Ψ (t) = Ψ (0) for each
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The Fourier Differential Identities 487

real value t . Writing “Ψ (t) = Ψ (0) ” in terms of h and φ , and recalling how φ was chosen,
we see that ∫ ∞

−∞
h(x − t)φ(x) dx =

∫ ∞

−∞
h(x)φ(x) dx

for every Gaussian φ and every real value t . The Gaussian test for equality now applies and
assures us that, as exponentially integrable functions of x ,

h(x − t) = h(x) for each t in � .

Now let x0 be a point at which h is continuous. Choosing t so that s = x0− t , the above
equation tells us that, at any point s where h is continuous,

h(s) = h(x0) .

Remember, however, that an exponentially integrable function has at most a finite number of
(nontrivial) discontinuities in each finite interval. So, even if we suppose s0 is a point at which
h is not continuous, we still have intervals (a, s0) and (s0, b) over which the above equation
holds. Thus,

lim
s→s0

h(s) = lim
s→s0

h(x0) = h(x0) ,

telling us that the supposed discontinuity is trivial. So h has no nontrivial discontinuities. It is
continuous and

h(s) = h(x0) for all − ∞ < s < ∞ .

Proving the Sub-Theorems on Differentiation
We can now, with very little difficulty, prove our sub-theorems on the differential identities,
lemmas 29.6 and 29.7. For convenience, we’ll restate each theorem just before proving it.

First Sub-Theorem on the Differential Identities (lemma 29.6)
Let f and F be two classically transformable functions with F = F [ f ] . If f is contin-
uous and piecewise smooth, and f ′ is classically transformable, then x F(x) is classically
transformable, and

F
[
f ′]∣∣

x = i2πx F(x) .

PROOF: Let φ be any Gaussian. Then, using the fundamental identities, integration by parts,
and a differential identity from the associated lemma,∫ ∞

−∞
F
[
f ′]∣∣

x φ(x) dx =
∫ ∞

−∞
f ′(y)F [φ]|y dy

= −
∫ ∞

−∞
f (y)

d

dy
F [φ]|y dy

= −
∫ ∞

−∞
f (y)F [−i2πx φ(x)]|y dy

= −
∫ ∞

−∞
F [ f ]|x (−i2πx)φ(x) dx .
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488 Gaussian as Test Functions, and Important Theorems

Thus, for every Gaussian φ ,∫ ∞

−∞
F
[
f ′]∣∣

x φ(x) dx =
∫ ∞

−∞
[i2πx F(x)]φ(x) dx ,

which, by our Gaussian test for equality (theorem 29.1), implies that F [ f ′]|x = i2πx F(x) .
Moreover, since x F(x) is the transform of a classically transformable function, it must, itself,
be classically transformable.

Second Sub-Theorem on the Differential Identities (lemma 29.7)
Let f and F be two classically transformable functions with F = F [ f ] . If x F(x) is classi-
cally transformable, then f is continuous and piecewise smooth, f ′ is classically transformable,
and

F −1[i2πyF(y)]|x = f ′(x) .

PROOF: Since yF(y) is classically transformable, so is i2πyF(y) . Now let

h(t) = F −1[i2πyF(y)]|t .

As the transform of a classically transformable function, h is classically transformable and,
hence, piecewise continuous. From elementary calculus, we know the function g given by

g(x) = f (0) +
∫ x

0
h(t) dt

is a continuous and piecewise smooth function on the real line with

g(0) = f (0) and g′(x) = h(x) = F −1[i2πyF(y)]|x .

This also shows that g′ is the transform of a classically transformable function and, therefore,
is classically transformable, itself.

Notice that we would have proven everything we are trying to prove if g can be replaced
by f in the last two sentences. Thus, it will now suffice to verify that f = g .

Let φ be any Gaussian. Since g is continuous and piecewise smooth, we can use the
integration by parts formula (along with the above formula for g ′ and one of the fundamental
identities) as follows:∫ ∞

−∞
g(x)φ′(x) dx = −

∫ ∞

−∞
g′(x)φ(x) dx

= −
∫ ∞

−∞
F −1[i2πyF(y)]|x φ(x) dx

= −
∫ ∞

−∞
F(y) i2πyF −1[φ]|y dy .

But F = F [ f ] , and, from lemma 29.8, we know −i2πyF −1[φ]|y = F −1[φ′]|y . Using
this in the last integral above, followed by applications of the fundamental identities and the
invertibility of the transforms, yields∫ ∞

−∞
g(x)φ′(x) dx =

∫ ∞

−∞
F [ f ]|y F −1[φ′]∣∣

y dy

=
∫ ∞

−∞
f (x)F

[
F −1[φ′]]∣∣∣

x
dx =

∫ ∞

−∞
f (x)φ′(x) dx .
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The Fundamental and Convolution Identities of Fourier Analysis 489

Thus ∫ ∞

−∞
g(x)φ′(x) dx =

∫ ∞

−∞
f (x)φ′(x) dx

for every Gaussian function φ . Corollary 29.13 then assures us that f and g differ by some
constant. However, we have already observed that f (0) = g(0) , so the constant by which f
and g differ must be zero. Hence, f = g .

29.4 The Fundamental and Convolution Identities
of Fourier Analysis

For the rest of this chapter wewill concentrate on proving the validity of the fundamental identity
of Fourier analysis and the Fourier convolution identities when all the functions involved are
bounded (theorem 25.15 on page 411 and theorem 24.10 on page 390). Our approach will be to
confirm the fundamental identity first, and then derive the convolution identities as a corollary.3

The first theorem on the fundamental identity (theorem 25.14) will be an important tool
in the analysis that follows. We will also find an identity sequence and the transform of that
sequence, described immediately below, very helpful.

A Unitary Sequence and Integrability
Let us take the Gaussian identity sequence {ψα}∞α=1 where

ψα(x) = √
α e−απx2 ,

and construct the corresponding sequence {uα}∞α=1 of Fourier transforms of the ψα’s . That is,
for each α ≥ 1 ,

uα(x) = F [ψα]|x = F
[√
α e−απy2

]∣∣∣
x

= exp
(
−π

α
x2
)

.

You might have noticed that each of these uα’s is a Gaussian function. It’s also worth noting
that, for each real value x ,

lim
α→∞ uα(x) = lim

α→∞ exp
(
−π

α
x2
)

= e0 = 1 ,

and that, whenever x is real and 1 ≤ α < σ < ∞ ,

0 < uα(x) = exp
(
−π

α
x2
)

≤ exp
(
−π

σ
x2
)

= uσ (x) < 1 .

A relatively simple (but surprisingly useful) identity involving the integral of the uα’s with
an arbitrary classically transformable function f can be derived from the fact that the transforms
of the uα’s form an identity sequence. First of all, since the uα’s are Gaussians, we know the
fundamental identity applies (see lemma 29.9), and so∫ ∞

−∞
uα(x) f (x) dx =

∫ ∞

−∞
F [ψα]|x f (x) dx =

∫ ∞

−∞
ψα(y)F(y) dy (29.6)

3 Because I found it easier to do that way.
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490 Gaussian as Test Functions, and Important Theorems

where, as usual, F = F [ f ] . Then, because {ψα}∞α=1 is an identity sequence for the set of
exponentially integrable functions (and all classically transformable functions are exponentially
integrable), we have

lim
α→∞

∫ ∞

−∞
uα(x) f (x) dx = lim

α→∞

∫ ∞

−∞
ψα(y)F(y) dy = F(0)

provided F is continuous at 0 . Notice that this equation holds whether or not f is absolutely
integrable. However, if f is absolutely integrable, then

F(0) =
∫ ∞

−∞
f (x) e−i2π0x dx =

∫ ∞

−∞
f (x) dx

and equation (29.6) tells us the not-very-surprising fact that

lim
α→∞

∫ ∞

−∞
uα(x) f (x) dx =

∫ ∞

−∞
f (x) dx . (29.7)

Now consider

lim
α→∞

∫ ∞

−∞
uα(x) |g(x)| dx

where g is any exponentially integrable, piecewise continuous function. Because each uα is
a Gaussian function, we know each product uα |g| is absolutely integrable. So each of the
integrals in the above limit is well defined and finite. If g , itself, happens to be absolutely
integrable, then equation (29.7) holds with f = |g| ,

lim
α→∞

∫ ∞

−∞
uα(x) |g(x)| dx =

∫ ∞

−∞
|g(x)| dx .

On the other hand, if g is not absolutely integrable, then it is fairly easy to verify that

lim
α→∞

∫ ∞

−∞
uα(x) |g(x)| dx = ∞

(see exercise 29.3, below). Consequently, if
∫∞
−∞ uα(x) |g(x)| dx converges to a finite value as

α → ∞ , then g cannot be not absolutely integrable.
Restating these observations and derivations in a more grammatically acceptable manner

gives us the following lemma.

Lemma 29.14
Let g be an exponentially integrable function on the real line. Then g is absolutely integrable
if and only if there is a finite number B such that

lim
α→∞

∫ ∞

−∞
exp
(
−π

α
x2
)

|g(x)| dx = B .

Moreover, if g is absolutely integrable, then

lim
α→∞

∫ ∞

−∞
exp
(
−π

α
x2
)
g(x) dx =

∫ ∞

−∞
g(x) dx .

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

The Fundamental and Convolution Identities of Fourier Analysis 491

?�Exercise 29.3: Let g be an exponentially integrable function on the real line.

a: Verify that

∫ √
α

−√
α

exp
(
−π

α
x2
)

|g(x)| dx ≥ e−π
∫ √

α

−√
α

|g(x)| dx whenever α > 0 .

b: Using the result of the previous exercise, show that, if g is not absolutely integrable,
then

lim
α→∞

∫ ∞

−∞
exp
(
−π

α
x2
)

|g(x)| dx = ∞ .

By the way, {uα}∞α=1 is an example of a unitary sequence. Basically, a unitary sequence is
a “sequence” of functions that converges to 1 , the unit constant function, in such a way that a
lemma similar to lemma 29.14 holds using that “sequence”.

The Fundamental Identity of Fourier Analysis
The second theorem on the fundamental identity (theorem 25.15 on page 411) asserted that the
identity holds when all the functions are bounded. We now have the tools for verifying this. So
let us again state the theorem and begin its proof.

Second Theorem on the Fundamental Identity (theorem 25.15)
Let f , g , F , and G be bounded, classically transformable functions with F = F [ f ] and
G = F [g] . Then the products f G and Fg are absolutely integrable, and∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
f (y)G(y) dy .

Much of this theorem follows from the first theorem on the fundamental identity (theo-
rem 25.14 on page 409), which stated that the fundamental identity held when certain pairs of
functions were in A , the set of absolutely integrable, piecewise continuous functions. Conse-
quently, the first thing we want to do is to figure out exactly what remains to be proven.

To do this, suppose f , g , F , and G are bounded, classically transformable functions
with F = F [ f ] and G = F [g] . Since every classically transformable function can be written
as the sum of a function from A with a function from T , the set of transforms of functions
from A , we can express f and g as

f = fA + fT and g = gA + gT

where fA and gA are from A and fT and gT are from T .
Observe that fT and gT , being transforms of absolutely integrable functions, must be

bounded. But, by assumption, f and g are bounded functions. Thus, fA and gA , each being
the difference of a pair of bounded functions ( fA = f − fT and gA = g − gT , respectively),
must also be bounded functions. Similar arguments confirm that the functions

F [ fA] , F [ fT ] , F [gA] and F [gT ]

are also bounded functions on the real line.
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492 Gaussian as Test Functions, and Important Theorems

Now expand the integrals of Fg and f G in terms of fA , gA , fT , and gT . Ignoring the
question of integrability for the moment, we naively get∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
F [ fA + fT ]|x [gA(x)+ gT (x)] dx

=
∫ ∞

−∞
F [ fA]|x gA(x) dx +

∫ ∞

−∞
F [ fA]|x gT (x) dx

+
∫ ∞

−∞
F [ fT ]|x gA(x) dx +

∫ ∞

−∞
F [ fT ]|x gT (x) dx

(29.8)

and∫ ∞

−∞
f (y)G(y) dy =

∫ ∞

−∞
[ fA(y)+ fT (y)]F [gA + gT ]|y dy

=
∫ ∞

−∞
fA(y)F [gA]|y dy +

∫ ∞

−∞
fA(y)F [gT ]|y dy

+
∫ ∞

−∞
fT (y)F [gA]|y dy +

∫ ∞

−∞
fT (y)F [gT ]|y dy .

(29.9)

From theorem 25.14, we know the products

F [ fA] gA , F [ fT ] gT , fAF [gA] and fT F [gT ]

are absolutely integrable, and that∫ ∞

−∞
F [ fA]|x gA(x) dx =

∫ ∞

−∞
fA(y)F [gA]|y dy

and ∫ ∞

−∞
F [ fT ]|x gT (x) dx =

∫ ∞

−∞
fT (y)F [gT ]|y dy .

Comparing the integrals in these equations to the integrals in the expansions of the integrals of
Fg and f G in equations (29.8) and (29.9), we find that all we need to show now is that the
products

F [ fA] gT , F [ fT ] gA , fT F [gA] and fT F [gA]

are absolutely integrable, and that∫ ∞

−∞
F [ fA]|x gT (x) dx =

∫ ∞

−∞
fA(y)F [gT ]|y dy

and ∫ ∞

−∞
F [ fT ]|x gA(x) dx =

∫ ∞

−∞
fT (y)F [gA]|y dy .

This, in turn, is guaranteed by the next lemma.

Lemma 29.15
Suppose F = F [ f ] and g = F −1[G] where f and G are two bounded functions in A .
Then the products Fg and f G are absolutely integrable and∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
f (y)G(y) dy .
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The Fundamental and Convolution Identities of Fourier Analysis 493

Before we prove this lemma, you should verify that the second theorem on the fundamental
identity does follow from the lemma by doing the next exercise.

?�Exercise 29.4: Assume lemma 29.15 holds.

a: Let fA be a bounded function in A , and let gT be a function in T whose Fourier
transform is bounded. Show that the products F [ fA] gT and fAF [gT ] are absolutely
integrable, and that∫ ∞

−∞
F [ fA]|x gT (x) dx =

∫ ∞

−∞
fA(y)F [gT ]|y dy .

b: Let gA be a bounded function in A , and let fT be a function in T whose Fourier
transform is bounded. Show that the productsF [ fT ] gA and fT F [gA] are absolutely
integrable, and that∫ ∞

−∞
F [ fT ]|x gA(x) dx =

∫ ∞

−∞
fT (y)F [gA]|y dy .

c: Prove theorem 25.15, the second theorem on the fundamental identity (restated on
page 491).

With the proof of theorem 25.15 reduced to proving lemma 29.15, our goal has become
the proof of that lemma. To make this proof a little more manageable, we’ll prove portions
of the lemma in the following two “sub-lemmas”. The first describes the results of a sequence
of computations that we will need more than once. The second verifies that our functions are
square integrable.

Lemma 29.16
Let f , g , F , and G be bounded, classically transformable functions with F = F [ f ] and
G = F [g] . Assume, further, that f is absolutely integrable. Then the product f G is absolutely
integrable and

lim
α→∞

∫ ∞

−∞
F(x)g(x) exp

(
−π

α
x2
)
dx =

∫ ∞

−∞
f (y)G(y) dy .

PROOF: First of all, we know the product f G is absolutely integrable because it is the
product of an absolutely integrable function with a bounded function, as is (we note in passing)
the product of g with any Gaussian function.

For convenience and for each α > 0 , let

uα(x) = exp
(
−π

α
x2
)

and ψα(y) = F [uα]|y = √
α e−απx2

(as in the previous subsection), and consider the integral of Fguα over the real line. Because
both f and guα are absolutely integrable, the first theorem on the validity of the fundamental
identity (theorem 25.14 on page 409) tells us that the fundamental identity can be applied as
follows:∫ ∞

−∞
F(x)g(x)uα(x) dx =

∫ ∞

−∞
F [ f ]|x g(x)uα(x) dx =

∫ ∞

−∞
f (y)F [guα]|y dy .
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494 Gaussian as Test Functions, and Important Theorems

Moreover, because uα is a Gaussian, we know the transform of guα can be computed (see
theorem 24.9 on page 389) by convolution,

F [guα]|y = G ∗ ψα(y) =
∫ ∞

−∞
G(y − s)ψα(s) ds .

Combining the last two equations, we get∫ ∞

−∞
F(x)g(x)uα(x) dx =

∫ ∞

−∞
f (y)

∫ ∞

−∞
G(y − s)ψα(s) ds dy

=
∫ ∞

−∞

∫ ∞

−∞
f (y)G(y − s)ψα(s) ds dy . (29.10)

Since f and ψα are absolutely integrable and G is bounded, corollary 18.24 on page 269
applies, assuring us that the order of integration in the last double integral can be switched. Thus∫ ∞

−∞
F(x)g(x)uα(x) dx =

∫ ∞

−∞

∫ ∞

−∞
f (y)G(y − s)ψα(s) dy ds =

∫ ∞

−∞
Φ(s)ψα(s) ds

where

Φ(s) =
∫ ∞

−∞
f (y)G(y − s) dy .

It is easily verified (using corollary 18.19 on page 265, the boundedness of G , and the fact
that f is in A ) that Φ(s) is a well-defined, bounded, continuous function with

Φ(0) =
∫ ∞

−∞
f (y)G(y) dy .

It should also be recalled that {ψα}∞α=1 is a Gaussian identity sequence. So

lim
α→∞

∫ ∞

−∞
F(x)g(x)uα(x) dx = lim

α→∞

∫ ∞

−∞
Φ(s)ψα(s) ds

= Φ(0)

=
∫ ∞

−∞
f (y)G(y) dy .

Lemma 29.17
Let h and H be bounded, classically transformable functions with H = F [h] . Also assume
that either h or H is absolutely integrable. Then both h and H are square integrable, and∫ ∞

−∞
|H(x)|2 dx =

∫ ∞

−∞
|h(y)|2 dy .

We’ll verify this lemma assuming h is absolutely integrable, and leave the “nearly equiv-
alent” proof of this lemma’s validity when H is absolutely integrable to the interested reader.

PROOF (assuming h is absolutely integrable): Applying the previous lemma (with f = h
and G = h∗ ), we find both that f G is absolutely integrable and that, letting F = F [ f ] and
g = F −1[G] ,

lim
α→∞

∫ ∞

−∞
F(x)g(x) exp

(
−π

α
x2
)
dx =

∫ ∞

−∞
f (y)G(y) dy . (29.11)
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But
f G = hh∗ = |h|2 , F = F [h] = H ,

and, by one of the conjugation identities (theorem 21.4 on page 324),

g = F −1[h∗] = (F [h])∗ = H∗ .

Thus, |h|2 , being f G , is absolutely integrable (i.e., h is square integrable). Furthermore, since
Fg = HH∗ = |H |2 , equation (29.11) is equivalent to

lim
α→∞

∫ ∞

−∞
|H(x)|2 exp

(
−π

α
x2
)
dx =

∫ ∞

−∞
|h(y)|2 dy .

Now we can apply lemma 29.14 on page 490 (with g = |H |2 and B = ∫∞
−∞ |h(y)|2 dy ),

confirming immediately that |H |2 is absolutely integrable (so H is square integrable), and that∫ ∞

−∞
|H(x)|2 dx = lim

α→∞

∫ ∞

−∞
|H(x)|2 exp

(
−π

α
x2
)
dx =

∫ ∞

−∞
|h(y)|2 dy .

We can now finish proving our main lemma, lemma 29.15, which (in case you forgot) is:

Suppose F = F [ f ] and g = F −1[G] where f and G are two bounded functions
in A . Then the products Fg and f G are absolutely integrable, and∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
f (y)G(y) dy .

PROOF (of lemma 29.15): From lemma 29.17, we know F and g are square-integrable
functions on the real line. According to the Schwarz inequality (lemma 25.7 on page 400) then,
the product of these two square integrable functions, Fg , is absolutely integrable. Consequently,
as we saw in lemma 29.14 on page 490,∫ ∞

−∞
F(x)g(x) dx = lim

α→∞

∫ ∞

−∞
F(x)g(x) exp

(
−π

α
x2
)
dx .

But lemma 29.16 tells us that the product f G is absolutely integrable and that

lim
α→∞

∫ ∞

−∞
F(x)g(x) exp

(
−π

α
x2
)
dx =

∫ ∞

−∞
f (y)G(y) dy .

So both Fg and f G are absolutely integrable, and∫ ∞

−∞
F(x)g(x) dx = lim

α→∞

∫ ∞

−∞
F(x)g(x) exp

(
−π

α
x2
)
dx =

∫ ∞

−∞
f (y)G(y) dy .

The Convolution Identities
The following corollary of our second theorem on the fundamental identity (theorem 25.15,
restated on page 491) is essentially the theorem on convolution we wanted to prove earlier
(theorem 24.10 on page 390). Deriving it from theorem 25.15 requires just a little more work.
The details of that work, along with the verification that the desired theorem on convolution
follows, will be left as exercises.
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496 Gaussian as Test Functions, and Important Theorems

Corollary 29.18 (Fourier convolution identity)
Assume f , h , F , and H are all bounded, classically transformable functions with F = F [ f ]
and H = F [h] . Then

1. the product f h is absolutely integrable;

2. the convolution F ∗ H exists and is classically transformable,

and

3. F [ f h] = F ∗ H .

?�Exercise 29.5: Prove corollary 29.18 by doing the following:

a: Use theorem 25.15 to show that the product f h is in A , thus allowing us to write, for
each ω in � ,

F [ f h]|ω =
∫ ∞

−∞
f (y)G(y) dy where G(y) = h(y) e−i2πωy .

b: Then confirm that F −1[G]|x = H(ω − x) .

c: Finally, verify that theorem 25.15 assures us both that F ∗ H exists and that

F [ f h] = F ∗ H .

(This also shows that F ∗ H , being the transform of a classically transformable function,
is also classically transformable. In fact, since f h is in A , F ∗ H must be in T .)

?�Exercise 29.6: Verify that theorem 24.10 on page 390 follows from the last corollary and
near-equivalence.

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

Part IV

Generalized Functions
and Fourier Transforms
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30
A Starting Point
for the Generalized Theory

The theory we have developed thus far for the Fourier transform (the “classical theory”) provides
a number of mathematical tools that could be useful in solving many problems of real interest
— provided those problems only involve classically transformable functions. Unfortunately,
this is rarely the case. Even fairly simple real-world problems are likely to involve constant
functions, polynomials, and exponential functions, none of which can be “Fourier transformed”
using the classical theory. Sincewewant to deal with such functions, let us now turn our attention
to finding a more general way of defining the Fourier transform.

30.1 Starting Points
Suppose f is a classically transformable function. By the fundamental identity, we know∫ ∞

−∞
F [ f ]|x φ(x) dx =

∫ ∞

−∞
f (y)F [φ]|y dy

for each Gaussian function φ . Suppose, further, that F is some other exponentially integrable
function and that ∫ ∞

−∞
F(x)φ(x) dx =

∫ ∞

−∞
f (y)F [φ]|y dy

whenever φ is a Gaussian. Since the right-hand sides of these two equations are the same, so
are the left-hand sides. Thus, for each Gaussian function φ ,∫ ∞

−∞
F(x)φ(x) dx =

∫ ∞

−∞
F [ f ]|x φ(x) dx .

This, according to our Gaussian test for equality (theorem 29.1 on page 479), tells us that
F = F [ f ] . In other words, we have just proven the following lemma.

Lemma 30.1
Let f and F be two exponentially integrable functions with f being classically transformable.
Then F = F [ f ] if and only if∫ ∞

−∞
F(x)φ(x) dx =

∫ ∞

−∞
f (y)F [φ]|y dy for each Gaussian φ . (30.1)

499
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500 A Starting Point for the Generalized Theory

This lemma gives us a test for determining if one function is the transform of another.
Admittedly, it is not a test you are likely to use much within the classical theory.1 Look closely,
however, at the integral on the right side of equation (30.1). Since φ is a Gaussian function, so is
F [φ] . Consequently, this integral is well defined whenever f is any exponentially integrable
function, not just when f is classically transformable.

This raises a question: Does this test give us a means for defining Fourier transforms of
functions that are not classically transformable?

Let us propose a definition based on this test, and then see if it works.

A Proposed Definition for the Fourier Transform
Let f be any piecewise continuous, exponentially integrable function on the real line. Its Fourier
transform F = F [ f ] is defined to be the function that satisfies∫ ∞

−∞
F(x)φ(x) dx =

∫ ∞

−∞
f (y)F [φ]|y dy

for every Gaussian function φ .

Let us see what we obtain as the Fourier transform of the constant function f = 1 using
this definition. For convenience (and to anticipate notation we’ll develop later), let δ denote
the Fourier transform of 1 , δ = F [1] , as defined by the proposed definition. That is, δ(x) is
defined as the function that satisfies∫ ∞

−∞
δ(x)φ(x) dx =

∫ ∞

−∞
1 · F [φ]|y dy (30.2)

for each Gaussian φ . We can greatly simplify the integral on the right once we realize that it is
just the integral for the inverse Fourier transform of F [φ] at 0 ,∫ ∞

−∞
1 · F [φ]|y dy =

∫ ∞

−∞
F [φ]|y ei2π0·y dy = F −1[F [φ]]|0 = φ(0) .

With this, equation (30.2) becomes∫ ∞

−∞
δ(x)φ(x) dx = φ(0) (30.3)

for each Gaussian function φ . In particular then,∫ ∞

−∞
δ(x)e−x2 dx = e−02 = 1 . (30.4)

Equation (30.3) describes integrals involving δ . To find a more explicit formula for δ(x) ,
let us try using equation (30.3) along with a Gaussian identity sequence, say{

γ e−π(γ s)2
}∞

γ=1 .

Because this is an identity sequence,

δ(x) = lim
γ→∞

∫ ∞

−∞
δ(s) γ e−π(γ (s−x0))2 ds

1 Though, if you re-examine the work we did in chapter 29, you will find that this test was surreptitiously incorporated
into our proofs of the fundamental theorem on invertibility and the differentiation identities.
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for every real value x at which δ is continuous. Combined with equation (30.3), this yields

δ(x) = lim
γ→∞

∫ ∞

−∞
δ(s) γ e−π(γ (s−x))2 ds

= lim
γ→∞ γ e−π(γ (0−x))2 = lim

γ→∞ γ e−π(γ x)2

for every real value x at which δ is continuous. Even if you don’t recognize this last limit, you
can easily compute it for x �= 0 via L’Hôpital’s rule:

lim
γ→∞ γ e−π(γ x)2 = lim

γ→∞
γ

eπ(γ x)2
= lim

γ→∞
1

2πγ x2eπ(γ x)2
= 0 !

So (after removing the trivial discontinuity at x = 0 ), δ must be zero everywhere on the real
line. Consequently, ∫ ∞

−∞
δ(x)e−x2 dx =

∫ ∞

−∞
0 · e−x2 dx = 0 (30.5)

in complete disagreement with equation (30.4)!
I hope the disagreement between equations (30.4) and (30.5) disturbs you. It means that,

unless we are willing to accept “ 0 = 1 ”, we must conclude that our proposed method for
defining the Fourier transform of 1 is flawed. And I will tell you how it is flawed: Our proposed
definition requires the existence of a function that, in fact, might not exist. If, for example, there
were an exponentially integrable function δ that satisfied equation (30.2) for each Gaussian φ ,
then both equation (30.4) and equation (30.5) would hold. Since equations (30.4) and (30.5)
cannot both be true (unless 1 = 0 ), the function δ cannot exist.

So why are we wasting time on an idea that fails? Because, as it turns out, it does not
completely fail. The proposed definition does work for some functions. It certainly works
when f is classically transformable, and it can be shown to work if f is any square-integrable
function. More importantly, we will discover that, if we relax our requirement of F being a
function in the classical sense, then the proposed definition (suitably modified) does “work”
when f is any exponentially integrable function. That is, we can use the proposed definition to
define Fourier transforms of arbitrary exponentially integrable functions—but only after suitably
generalizing our basic notions of “functions” and “integration” and developing the necessary
theory for understanding and manipulating these “generalized functions and integrals”. This will
be a significant undertaking, but the end result will be an incredibly useful and elegant set of
tools for dealing with a wide variety of problems in the sciences and engineering.

Exactlywhat ismeant by a “generalized function”will be described in chapter 32. The start-
ing point leading to that discussion is the realization that any exponentially integrable function
f is completely determined by the values of all the integrals of the form∫ ∞

−∞
f (s)φ(s) ds

where φ can be any Gaussian. That, essentially, is what our Gaussian test for equality tells us.
Moreover, if we know the values of all such integrals, then we can find the value of f (x) for
each real x by

f (x) = lim
γ→∞

∫ ∞

−∞
f (s)φγ (s − x) ds

where
{
φγ

}∞
γ=1 is any Gaussian identity sequence.
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502 A Starting Point for the Generalized Theory

Likewise, a “generalized function f ” will be something determined by all the values of
something analogous to the integrals of the form∫ ∞

−∞
f (s)φ(s) ds

where φ is any Gaussian. In particular, we will discover that the Fourier transform of 1 is
defined by an equation analogous to equation (30.3).

Additional Exercises

30.1. For each of the following choices of f , show that there is no exponentially integrable,
piecewise continuous function F such that∫ ∞

−∞
F(x)φ(x) dx =

∫ ∞

−∞
f (y)F [φ]|y dy

for every Gaussian function φ :

a. f (y) = ei2πy

b. f (y) = y
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31
Gaussian Test Functions

Because of the role of Gaussian functions in the Gaussian test for equality (theorem 29.1 on
page 479), it is natural to refer to Gaussians as “test functions” for determining the equality of
two formulas. Other functions can be used as test functions (see corollary 26.3 on page 418),
but, because Fourier transforms of Gaussians are also Gaussian functions, Gaussians were more
convenient for our work in chapter 29. On the other hand, derivatives and linear combinations of
Gaussian functions are seldom purely Gaussian. That will make using just Gaussians as our test
functions somewhat awkward in the next few chapters. So, in this chapter, we will use Gaussians
to generate a larger collection of “test functions” (called, appropriately enough, the “Gaussian
test functions”), and we will verify that this expanded set satisfies a number of properties that
will be important in our development of the generalized theory.

31.1 The Space of Gaussian Test Functions
There are two stages in developing the complete set of Gaussian test functions. The first is to
define the “base” Gaussian test functions. As the name suggests, these functions make up the
base set of functions from which we will construct all other Gaussian test functions.

Base Gaussian Test Functions
A function φ on the real line will be called a base Gaussian test function if and only if it can be
given by the formula

φ(x) = Axne−γ (x−ζ )2 (31.1)

where A and ζ are fixed complex values, n is any nonnegative integer, and γ > 0 .
If n is zero, then the above is just a formula for our beloved Gaussians. So the set of all

base Gaussian test functions includes all Gaussian functions. Moreover, since A can be zero,
the zero function is a base Gaussian test function (an important, though not very exciting, test
function). On the other hand, nonzero constant functions, polynomials, and exponentials are not
base Gaussian test functions.

Other formulas could just as easily have been used to define base Gaussian test functions.
All we need to do is to replace the above formula for the Gaussianwith any of the other equivalent
formulas listed back in lemma 23.1 on page 356. That gives us the following lemma.

503
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504 Gaussian Test Functions

Lemma 31.1
Let φ be a function on � . If any one of the following statements is true, then all are true.

1. φ is a base Gaussian test function.

2. There is a positive constant γ , a nonnegative integer n , and complex constants A and
ζ such that

φ(x) = Axne−γ (x−ζ )2 for − ∞ < x < ∞ .

3. There is a positive constant γ , a nonnegative integer n , a complex constant B , and real
constants a and λ such that

φ(x) = Bxneiλx e−γ (x−a)2 for − ∞ < x < ∞ .

4. There is a positive constant γ , a nonnegative integer n , a complex constant C , and real
constants b and µ such that

φ(x) = Cxneµx e−γ (x−ib)2 for − ∞ < x < ∞ .

5. There is a positive constant γ , a nonnegative integer n , and complex constants D and
σ such that

φ(x) = Dxneσ x e−γ x2 for − ∞ < x < ∞ .

Moreover, if the above hold, then

ζ = a + ib , λ = 2bγ , µ = 2aγ , σ = µ+ iλ ,

B = Aeγ b
2−i2abγ , C = Ae−γ a2−i2abγ and D = Ae−γ ζ 2 .

The next lemma lists a number of easily verified facts we will later find useful.

Lemma 31.2 (some properties of base Gaussian test functions)
All of the following hold:

1. Every Gaussian is a base Gaussian test function.

2. Every base Gaussian test function is a bounded, smooth, and absolutely integrable func-
tion on the real line.

3. The product of any baseGaussian test functionwith any exponentially integrable function
is absolutely integrable on the real line.

4. If φ is a base Gaussian test function, then so is each of the following:

(a) φψ where ψ is also any base Gaussian test function.

(b) Cxkeσ xφ(x) where C and σ are any two complex numbers and k is any non-
negative integer.

(c) φ(ax) where a is any nonzero real value.

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

The Space of Gaussian Test Functions 505

5. If φ is a base Gaussian test function, then each of the following is a linear combination
of base Gaussian test functions:

(a) φ(x − ξ) where ξ is any real number.

(b) φ(m) where m is any positive integer.

(c) F [φ] .

(d) F −1[φ] .

Little needs to be said about confirming the first three statements above — the first was an
observation made just after defining base Gaussian test functions, and the next two statements
follow immediately from what we already know about Gaussians. We’ll go ahead and verify
parts 4a and 5a, and leave the verification of the rest to you.

PROOF (that φψ is a baseGaussian test functionwhenever φ and ψ are any two baseGaussian
test functions): From lemma 31.1, we know there are complex constants A , B , a , and b ,
nonnegative integers k and m , and positive values κ and λ such that

φ(x) = Axkeaxe−κx2 and ψ(x) = Bxmebxe−λx2 .

So, by basic algebra,

φ(x)ψ(x) = Cxnecxe−γ x2

where C is the complex value AB , n is the nonnegative integer k+m , c is the complex value
a + b , and γ is the positive value κ + λ . Thus, as noted in lemma 31.1, the product φψ is a
base Gaussian test function.

PROOF (that φ(x − ξ) is a base Gaussian test function whenever φ is a base Gaussian test
function and ξ is a real number): From lemma 31.1, we know there are complex constants
A and η , and a nonnegative integer n such that

φ(x) = Axne−γ (x−η)2 .

So
φ(x − ξ) = A(x − ξ)ne−γ (x−ξ−η)2 = A(x − ξ)ne−γ (x−ζ )2

where ζ is the complex constant ξ + η . But the (x − ξ)n can be multiplied out,

(x − ξ)n = xn + cn−1xn−1 + · · · + c0 =
n∑

k=0
ck x

k

where the ck’s are computable complex numbers.1 Thus, letting Ak = Ack ,

φ(x − ξ) = A
n∑

k=0
ck x

ke−γ (x−ζ )2 =
n∑

k=0
Ak x

ke−γ (x−ζ )2 , (31.3)

which is a linear combination of base Gaussian test functions.

1 In fact, the binomial theorem tells us that ck = n!
k!(n − k)! (−ξ)n−k .
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506 Gaussian Test Functions

?�Exercise 31.1 a: Verify part 4b of lemma 31.2.

b: Verify part 4c of lemma 31.2.

?�Exercise 31.2: Show that the derivative of any base Gaussian test function is a linear
combination of base Gaussian test functions, and then verify part 5b of lemma 31.2.

?�Exercise 31.3: Finish proving lemma 31.2 by using the results of the above exercises
to show that F [φ] and F −1[φ] are linear combinations of base Gaussian test functions
whenever φ is a base Gaussian test function.

The Space of Gaussian Test Functions
Typically, a sum of base Gaussian test functions is not, itself, a base Gaussian test function.
This would make it inconvenient to use only base Gaussian test functions as our test functions.
So let us expand our set of test functions one last time by also throwing in all finite sums of
base Gaussian test functions. To be precise, let us define a function φ on the real line to be a
Gaussian test function if and only if

φ =
N∑
k=1

φk

where N is some positive integer and each φk is a base Gaussian test function.
The set of all Gaussian test functions will be denoted by � . In anticipation of the next

lemma, we will often refer to � as the (linear) space of Gaussian test functions.

Lemma 31.3
Any linear combination of Gaussian test functions is another Gaussian test function. (Hence,
� is a linear space of functions.)

PROOF: Let φ and ψ be any two Gaussian test functions, and let a and b be any two
constants. By definition, there are positive integers K and M , and base Gaussian test functions
φ1, . . . , φK , ψ1, . . . , and ψM such that

φ =
K∑
k=1

φk and ψ =
M∑
k=1

ψk .

So,

aφ + bψ = a
K∑
k=1

φk + b
M∑
k=1

ψk =
N∑
k=1

Ψk

where N = K + M and

Ψk =
{

aφk if k = 1, 2, . . . , K

bψk−K if k = K + 1, K + 2, . . . , N
.

As we saw in the last section, a constant times a base Gaussian test function is just another base
Gaussian test function. So each of the Ψk’s is a base Gaussian test function, and aφ + bψ is a
finite sum of base Gaussian test functions. Consequently, aφ+bψ satisfies the sole requirement
for being a Gaussian test function.
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A number of easily verified facts about Gaussian test functions will be important later.
Many that follow almost immediately from lemma 31.3 are listed in the next lemma.

Lemma 31.4 (some properties of Gaussian test functions)
The following all hold:

1. The set of Gaussian test functions contains all Gaussians and all base Gaussian test
functions.

2. Every Gaussian test function is a bounded, smooth, and absolutely integrable function
on the real line.

3. The product of any Gaussian test function with any exponentially integrable function is
absolutely integrable on the real line.

4. If φ is a Gaussian test function, then so is each of the following:

(a) Cxkeσ xφ(x) where C and σ are any two complex numbers and k is any non-
negative integer.

(b) φψ where ψ is also a Gaussian test function.

(c) φ(ax) where a is any nonzero real value.

(d) φ(x − ζ ) where ζ is any real number.

(e) φ(m) where m is any positive integer.

(f) F [φ] .

(g) F −1[φ] .

5. If φ is a Gaussian test function, then there are two Gaussian test functions Ψ + and Ψ−
such that φ = F

[
Ψ+] and φ = F −1[Ψ−] .

You should verify for yourself that all but the last statement in the above list are immediate
consequences of lemmas 31.2 and 31.3. And with those statements verified, confirmation of the
last statement becomes almost trivial. Simply choose Ψ + and Ψ− as follows:

Ψ+ = F −1[φ] and Ψ− = F [φ] .

Statements 4f and 4g of the lemma and the invertibility of the classical Fourier transforms then
assure us that Ψ+ and Ψ− are Gaussian test functions such that

F
[
Ψ+] = φ and F −1[Ψ−] = φ ,

as claimed in the last statement in the lemma.

31.2 On Using the Space of Gaussian Test Functions
There are two “meta-properties” of the Gaussian test functions that will make them very useful.
The first is that, as far as classical analysis is concerned, they are extremely nice functions. Take
another look at the second and third statements in the last lemma to see just how nice these
functions are. (While you are at it, go ahead and memorize the entire list of properties given in
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508 Gaussian Test Functions

that lemma. These facts, along with the fact that � is a linear space, will be more useful to us
than the actual formulas for the Gaussian test functions. Frankly, most of the generalized theory
we will develop can be developed using any set of functions for which a similar list can be given,
and it will normally be a good idea to avoid using explicit formulas for our test functions, simply
to reduce the temptation to complicate simple arguments with unnecessary computations.)

The other meta-property of our test functions is that several tests for equality can be con-
structed with the help of Gaussian test functions. To see this, let f and g be any two exponen-
tially integrable functions on � . Certainly, if f = g , then∫ ∞

−∞
f (x)φ(x) dx =

∫ ∞

−∞
g(x)φ(x) dx

for all φ in � . Conversely, if this last equation holds for each φ in � , then it certainly
holds whenever φ is simply a Gaussian (since � contains all Gaussian functions), and so, the
Gaussian test for equality described in theorem 29.1 on page 479 tells us that f = g . This gives
us the following version of our test for equality.

Theorem 31.5 (test function test for equality)
Let f and g be two exponentially integrable functions on � . Then f = g if and only if∫ ∞

−∞
f (x)φ(x) dx =

∫ ∞

−∞
g(x)φ(x) dx for each φ in � . (31.4)

The test just described in theorem 31.5 will be fundamental in our work on generalizing
the classical theory of functions. Combining it with the fundamental identity gives another test
for equality, this time involving Fourier transforms.

Theorem 31.6 (test function test for Fourier transforms)
Let f and F be two classically transformable functions. If any one of the following statements
is true, then all of the statements are true.

1. F = F [ f ] .

2. For each φ in � , ∫ ∞

−∞
F(x)φ(x) dx =

∫ ∞

−∞
f (y)F [φ]|y dy .

3. For each ψ in � ,∫ ∞

−∞
F(x)F −1[ψ]|x dx =

∫ ∞

−∞
f (y)ψ(y) dy .

PROOF: If the first statement is true, then the second and third statements follow immediately
by the fundamental identity of Fourier analysis (theorem 25.14 on page 409) and the fact that
Gaussian test functions and their Fourier transforms are absolutely integrable.

Now assume the second statement is true, and let φ be any Gaussian test function. Again
applying the fundamental identity of Fourier analysis, we have∫ ∞

−∞
f (y)F [φ]|y dy =

∫ ∞

−∞
F [ f ]|x φ(x) dx ,

which, combined with the second statement, tells us that∫ ∞

−∞
F(x)φ(x) dx =

∫ ∞

−∞
F [ f ]|x φ(x) dx
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for each φ in � . This, according to the test function test for equality (theorem 31.5), means
that F = F [ f ] . Thus the first statement holds, and as we just saw, since the first statement
holds, so does the third.

Finally, assume the third statement holds, and let φ be any Gaussian test function. Letting
ψ = F [φ] and applying the third statement and the invertibility of the classical Fourier transform
gives ∫ ∞

−∞
F(x)φ(x) dx =

∫ ∞

−∞
F(x)F −1[ψ]|x dx

=
∫ ∞

−∞
f (y)ψ(y) dy =

∫ ∞

−∞
f (y)F [φ]|y dy .

So the second statement also holds. And thus, as just proven, so then does the first.

Three more tests that are similar in spirit and which will be relevant later are partially
described in the following exercise.

?�Exercise 31.4: Partial statements for three “tests for equality” are given below. In each, f
and g are exponentially integrable functions, φ denotes an arbitrary Gaussian test function,
and ψ is a Gaussian test function related, somehow, to φ . For each partial statement,
determine the formula relating ψ to φ .

a: Let a be any real value. Then g(x) = f (x − a) if and only if∫ ∞

−∞
g(x)φ(x) dx =

∫ ∞

−∞
f (s)ψ(s) ds for each φ in � .

(Answer: ψ(s) = φ(s + a) )

b: Let a be any nonzero real value. Then g(x) = f (ax) if and only if∫ ∞

−∞
g(x)φ(x) dx =

∫ ∞

−∞
f (s)ψ(s) ds for each φ in � .

c: Assume f is continuous, piecewise smooth, and has an exponentially integrable deriva-
tive. Then g = f ′ if and only if∫ ∞

−∞
g(x)φ(x) dx =

∫ ∞

−∞
f (s)ψ(s) ds for each φ in � .

31.3 Two Other Test Function Spaces
and a Confession

Loosely speaking, a “space of test functions” is a linear space of “nice functions” that can be used
to construct various tests for equality such as that given in theorem 31.5. Just what is meant by
a “space of ‘nice functions’ ” depends on the goal at hand. Our goal is to develop a generalized
theory of functions that supports a more useful theory of Fourier transforms. So we will stick to
the space of Gaussian test functions.
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510 Gaussian Test Functions

There are other test function spaces that can be used to generalize the classical theory
of Fourier analysis. One you should be aware of is popularly known as the space of rapidly
decreasing test functions and is often denoted by S . A function φ is in S if and only if it
satisfies the following two conditions:

1. φ is an infinitely differentiable function on � .

2. xnφ(m)(x) is a bounded function on � for every pair of nonnegative integers n and m .

This is the space originally developed by Laurent Schwartz in his generalization of the classical
theory of Fourier analysis. It is also the test function spacemost other texts employ in developing
a generalized theory for Fourier transforms.

Another important test function space for us is the one we will call the space of very rapidly
decreasing test functions and will denote by H . A function φ is in H if and only if it satisfies
the following two conditions:

1. φ is a complex analytic function on the entire complex plane.2

2. For every α > 0 there is a corresponding finite constant Mα such that

|φ(x + iy)| ≤ Mα e
−α|x |

for all real values x and y with |y| ≤ α .

This space is of more recent development and is not yet widely known.
The “generalized theory of functions” based on using either � or H as a test function

space is a little more general than that based on S . For example, the Fourier transform of ex

can be defined using either � or H but not using just S .
On the other hand, the set of “generalized functions” we will develop in the next chapter

using � is identical to the set we would obtain using H . (For those acquainted with the
terminology: This is because � can be viewed as a dense subspace of H using the α-norms
that will be described in section 31.5.) Frankly, � is a stripped-down version of H whose use
allows me to streamline much of the early development of our “generalized theory of functions”.
For one thing, because we have explicit formulas for our test functions, we have less need for
some of the more general results from the theory of analytic functions on the complex plane.3

I must confess, however, that in many ways H is a better test function space than � . The
reasons are technical and not worth getting into here. Later, we will encounter a few difficulties
because we are using � instead of H , but we can wait until then to address those difficulties.4

31.4 More on Gaussian Test Functions
The topics in this section— simple multipliers, complex analysis with test functions, and bounds
on test functions — will become important at various points in our development of the algebra
and calculus of generalized functions. Since, however, the initial development of generalized
functions will not require the following material, you may want to first skim through this section
and then return to the necessary topics as the need arises.
2 “Analyticity” is described in section 6.4 starting on page 65. On several occasions we will note that a particular
function is “analytic”. For themost part, however, you need not worry if you do not find the significance of “analyticity”
apparent.
3 That is why you need not worry overmuch about the significance of “analyticity”.
4 Thus, in streamlining our initial development, we complicate the later development — there’s a moral lesson in this,
somewhere.
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Simple Multipliers
As was just noted (part 4 of lemma 31.4), the product hφ is a Gaussian test function whenever
φ is a Gaussian test function and h either is a Gaussian test function or is given by

h(x) = Cxkeσ x

where C and σ are any two complex numbers and k is any nonnegative integer. In particular,
then, the products

x2φ(x) , e3xφ(x) , 4xei2πxφ(x) and e−x2φ(x)

are all Gaussian test functions. Furthermore, if h is the sum of, say x 2 , e3x , and 4xei2πx ,
then

h(x)φ(x) = [
x2 + e3x + 4xei2πx

]
φ(x)

= x2φ(x) + e3xφ(x) + 4xei2πxφ(x)

= a sum of Gaussian test functions

= some Gaussian test function .

Continuing along these lines quickly leads to the next lemma.

Lemma 31.7
Let h be a linear combination of functions of the form

xnecxe−γ (x−ζ )2

where n is any nonnegative integer, c and ζ are any two complex constants, and γ is any
nonnegative real value. Then the product hφ is a Gaussian test function whenever φ is a
Gaussian test function.

?�Exercise 31.5: Prove the above lemma.

In light of the above lemma, let us agree to call a function h a simple multiplier for � if
and only if h is a linear combination of functions of the form

xnecxe−γ (x−ζ )2

where n is any nonnegative integer, c and ζ are any two complex constants, and γ is any
nonnegative real value. Using this terminology, the above lemma becomes:

Lemma 31.7 ′
Let h be a simple multiplier for � . Then hφ is a Gaussian test function whenever φ is a
Gaussian test function.

Clearly, all constants, all polynomials, all exponential functions, and all Gaussian test
functions are simple multipliers. Some other simple multipliers are described in exercise 31.12
on page 523. It should also be fairly easy to see that products and linear combinations of simple
multipliers are simple multipliers.

?�Exercise 31.6: Let g and h be simple multipliers for � , and let α and β be any
two constants. Verify that the product gh and the linear combination αg + βh are simple
multipliers for � .
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512 Gaussian Test Functions

Strictly speaking, the functions just discussed here should be referred to as “simple mul-
tipliers for the Gaussian test functions” (i.e., “for � ”), and not merely as “simple multipliers”.
This is because wewill later develop a somewhat broader definition for a “simple multiplier”, and
we will discover that different test function spaces have different corresponding sets of “simple
multipliers”. However, this won’t occur until chapter 35. Moreover, I will be able to assure
you then that all the results previously derived using the “simple multipliers for � ” can also be
obtained using, say, the “simple multipliers for H ”. So, at least until chapter 35, it won’t hurt
to use the term “simple multiplier” when we really mean “simple multiplier for � ”.

Some Complex Analysis with Gaussian Test Functions
Test Functions as Functions of a Complex Variable

Let’s go back and reconsider any one of those formulas describing an arbitrary base Gaussian
test function φ , say,

φ(s) = Asne−γ (s−ζ )2 for − ∞ < s < ∞ (31.5)

where A and ζ are complex constants, n is a nonnegative integer, and γ > 0 .
Up to this point, we have been considering Gaussian test functions as functions on the real

line. However, if we replace the variable s in equation (31.5) with the complex variable x+ iy ,
then we have a formula for a function on the complex plane,

φ(x + iy) = A(x + iy)ne−γ (x+iy−ζ )2 . (31.6)

Those who have had a course in complex analysis or have read about analyticity in section 6.4
will even recognize that this is an analytic function on � . Furthermore, you can easily verify that
any other formula given in lemma 31.1 for the above φ on � gives exactly the same function
on � when the real variable is replaced by a complex variable. That is, assuming φ is as above
and, say, D and σ are the complex constants such that

φ(s) = Dsneσ se−γ s2 for − ∞ < s < ∞ ,

then you can easily show via basic algebra that

D(x + iy)neσ(x+iy)e−γ (x+iy)2 = A(x + iy)ne−γ (x+iy−ζ )2

for every complex value x + iy .
What this means is that, in practice, we can treat our base Gaussian test functions as

analytic functions of a complex variable. And since all other Gaussian test functions are linear
combinations of base Gaussian test functions, we can also treat all Gaussian test functions as
analytic functions on � when the need arises.

You should realize that, strictly speaking, formulas (31.5) and (31.6) define two different
functions because the corresponding domains, � and � , respectively, are different. Perhaps
we should use a slightly different notation for the second function, say, adding a “subscript E ”,

φE (x + iy) = A(x + iy)ne−γ (x+iy−ζ )2 , (31.6 ′)

to indicate that this is an extension of φ to a function defined on all of � . Let us do this —
denote the extension of a test function φ to a function on � by φE —when there is a danger in
confusing the two. Usually though, this is not necessary, and we can safely use the same symbol
to denote both the original function defined on � and the extension, defined on � , obtained
by viewing the variable in the original function’s formula as an arbitrary complex value. Just
remember, if “φ is a test function”, then:
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1. Unless otherwise indicated, φ is a function on the real line.

2. Unless otherwise indicated, the variable in an expression such as “φ(s) ” should be
treated as an arbitrary real value.

3. In any expression involving φ with an explicitly complex variable, say, “φ(x + iy) ”,
the φ denotes the function on the complex plane obtained by replacing s by x + iy in
the formula for φ(s) (i.e., φ(x + iy) = φE (x + iy) ).

I should also point out that similar observations can bemade regarding the simplemultipliers
discussed in the previous section. Just look at the formulas defining simple multipliers. Clearly,
these formulas also define functions on the complex plane.

Complex Translation of Test Functions

Take another look at our proof, on page 505, that φ(x − ξ) is a linear combination of base
Gaussian test functions whenever φ is a base Gaussian test function and ξ is a fixed real
number. There we assumed ξ to be real simply because φ was only defined as a function on the
real line. But, as we just noted, we can treat our test functions as functions on � . So it makes
sense to consider φ(x − ξ) even when ξ is complex. Furthermore, the computations leading
to equation (31.3) can be repeated almost verbatim, yielding

φ(x − ξ) =
n∑

k=0
Ak x

ke−(x−ζ )2

for some integer n and some set of complex constants ζ , A0 , . . . , and An . Thus, if φ is any
base Gaussian test function and ξ is any fixed number, real or complex, then φ(x−ξ) is a linear
combination of base Gaussian test functions (and, hence, is a Gaussian test function). Combine
this with the fact that every Gaussian test function is a linear combination of base Gaussian test
functions, and we get the following addition to our list of properties of Gaussian test functions
(lemma 31.4 on page 507):

Lemma 31.8
If φ(x) is a Gaussian test function, then so is φ(x − ξ) when ξ is any complex constant.

Now recall something we observed after deriving the formulas for the Fourier transforms
of arbitrary Gaussians in chapter 23, namely, that the Fourier translation identities hold for
complex translations when the functions are Gaussians. To be precise, we saw that, if γ > 0 ,
g(t) = e−γ t2 , and G = F [g] , then

F
[
ei2πξ t g(t)

]∣∣∣
ω

= G(ω − ξ) (31.7)

for any fixed complex value ξ (see exercise 23.4 on page 359 and the discussion preceding it).
It is not hard to show that this observation also holds with “Gaussian test functions” replacing
“Gaussians”.

Theorem 31.9
Let ψ and Ψ be Gaussian test functions with Ψ = F [ψ] , and let a be any complex constant.
Then the functions ψ(x − a) and Ψ (x − a) are also in � , and the following identities hold:

F
[
ei2πatψ(t)

]∣∣∣
ω

= Ψ (ω − a) , (31.8a)

F −1[e−i2πaωΨ (ω)]∣∣∣
t

= ψ(t − a) , (31.8b)
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F −1[Ψ (ω − a)]|t = ei2πatψ(t) , (31.8c)

and

F [ψ(t − a)]|ω = e−i2πaωΨ (ω) . (31.8d)

In view of lemma 31.8 and the invertibility of the Fourier transform, we only need to
confirm equations (31.8a) and (31.8b). Naturally, we will go through the details of showing the
first equation holds, and leave the details of verifying the other as an exercise.

PROOF (of identity (31.8a)): First, assume φ is any base Gaussian test function. Let
Φ = F [φ] , and choose A , σ , n , and γ to be the constants (with A and σ complex, n a
nonnegative integer, and γ > 0 ) such that

φ(t) = Atneσ t e−γ t2 .

For convenience, let

β = σ

i2π
, g(t) = e−γ t2 and G(ω) = F [g(t)]|ω ,

so that
φ(t) = Atnei2πβt g(t) .

Applying equation (31.7), the chain rule, and a Fourier differential identity, we then see that

F
[
ei2πβt g(t)

]∣∣∣
ω

= G(ω − β) ,

and
Φ(ω) = F

[
Atnei2πβt g(t)

]∣∣∣
ω

= A
( i

2π

)n dn
dωn

G(ω − β) = A
( i

2π

)n
G(n)(ω − β) .

Now,
ei2πatφ(t) = ei2πat Atnei2πβt g(t) = Atnei2π(a+β)t g(t) .

So, by the same arguments used to compute Φ ,

F
[
ei2πatφ(t)

]∣∣∣
ω

= F
[
Atnei2π(a+β)t g(t)

]∣∣∣
ω

= A
(

i

2π

)n
G(n)(ω − (a + β))

= A
(

i

2π

)n
G(n)((ω − a)− β) = Φ(ω − a) .

Now let ψ be any Gaussian test function and let Ψ = F [ψ] . By definition, there is an
integer N and base Gaussian test functions φ1, φ2, …, and φN such that

ψ =
N∑
k=1

φk .

Then, letting Φk = F [φk] ,

Ψ (ω) = F [ψ(t)]|ω = F

[
N∑
k=1

φk(t)

]∣∣∣∣∣
ω

=
N∑
k=1

Φk(ω) .
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Since each φk is a base Gaussian test function, the results from the previous paragraph assure
us that

F
[
ei2πatφk(t)

]∣∣∣
ω

= Φk(ω − a) for k = 1, 2 . . . , N .

Thus,

F
[
ei2πatψ(t)

]∣∣∣
ω

= F

[
ei2πat

N∑
k=1

φk(t)

]∣∣∣∣∣
ω

=
N∑
k=1

F
[
ei2πatφk(t)

]∣∣∣
ω

=
N∑
k=1

Φk(ω − a) = Ψ (ω − a) .

?�Exercise 31.7: Verify equation (31.8b).

Analytic Conjugates

Finding the complex conjugate φ∗ of a function φ defined on just the real line is easy. Simply
take the complex conjugate of φ(x) assuming that x is an arbitrary real number. In practice,
this means taking the complex conjugate of every constant in the formula for φ . Consider, for
example, any base Gaussian test function φ (viewed as a function on just the real line). Let γ
be the positive constant, n the nonnegative integer, and A and ζ the complex values such that

φ(x) = Axne−γ (x−ζ )2

for all real values of x . The complex conjugate of φ , φ∗ , is then given by

φ∗(x) = φ(x)∗ = A∗xne−γ (x−ζ ∗)2 .

Notice that this function, φ∗ , is also a base Gaussian test function, and that, as an analytic
function on the complex plane, φ∗ is given by

φ∗(z) = A∗zne−γ (z−ζ ∗)2

where we now view z as an arbitrary complex value.
There is a subtle and sometimes confusing point here. If z is not a real value, then φ∗(z)

is not the same as [φ(z)]∗ . To see this, let z = x + iy . Then

φ∗(z) = A∗(x + iy)ne−γ (x+iy−ζ ∗)2 ,

while

[φ(z)]∗ =
[
A(x + iy)ne−γ (x+iy−ζ )2

]∗ = A∗(x − iy)ne−γ (x−iy−ζ ∗)2 .

In computing [φ(z)]∗ we have actually taken the complex conjugate of both the function’s
formula and the variable. Comparing the above two equations, we see that, in fact,

[φ(z)]∗ = φ∗(z∗) .

Replacing z with z∗ in this formula, and recalling that z∗∗ = z , leads to the correct relation
between φ∗(z) and [φ(z)]∗ ,

[φ(z∗)]∗ = φ∗(z∗∗) = φ∗(z) .
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516 Gaussian Test Functions

More generally, for any analytic function f on the complex plane, f ∗ will denote the
function given by

f ∗(z) = [ f (z∗)]∗ for all z in � .

To distinguish f ∗(z) from [ f (z)]∗ , we will refer to f ∗ as the analytic conjugate of f .
The following lemma, which extends the observations made a couple of paragraphs ago,

can be verified using the test for analyticity and the uniqueness theorem for analytic functions
discussed in section 6.4. The details will be left to the interested reader (exercise 31.14 at the
end of this chapter).

Lemma 31.10
Let f be an analytic function on the entire complex plane. Then its analytic conjugate, f ∗ ,
is the single analytic function on the complex plane that satisfies f ∗(x) = [ f (x)]∗ for all real
values of x .

It should be clear that

[ f + g]∗ = f ∗ + g∗ , ( f g)∗ = f ∗g∗ and
(
f ∗)∗

for any pair of functions f and g that are analytic on � . From this and the above discussion
we immediately obtain the next lemma.

Lemma 31.11
A function is a Gaussian test function if and only if its analytic conjugate is a Gaussian test
function.

Bounds on Test Functions
Because of the way Gaussian test functions are constructed from Gaussians, we know that the
value of any test function at a real point x must become very small very quickly as |x | increases.
This is described explicitly through a set of bounds that, on occasion, we will find useful.

To derive these bounds, let φ be anyGaussian test function, and let α be some real number.
Consider the function on � given by

eα|x |φ(x) .

Remember, both eαxφ(x) and e−αxφ(x) are Gaussian test functions. And, since Gaussian test
functions are bounded functions on the real line, there is a finite positive constant Mα larger
than either of these functions at any point on the real line. So, for any real value x ,

eα|x | |φ(x)| =
⎧⎨⎩e

−αx |φ(x)| if x ≤ 0

eαx |φ(x)| if 0 ≤ x

⎫⎬⎭ ≤
⎧⎨⎩Mα if x ≤ 0

Mα if 0 ≤ x

⎫⎬⎭ = Mα .

Dividing through by eα|x | gives us the next lemma.

Lemma 31.12 (simple bounds for test functions)
For each Gaussian test function φ and each real number α , there is a finite positive value Mα

such that
|φ(x)| ≤ Mαe

−α|x | for all x in � .

Similar bounds can be derived for Gaussian test functions evaluated at points in the complex
plane off of the real line. That derivation is left as an exercise.
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?�Exercise 31.8: Let φ be a Gaussian test function, and let α and β be two nonnegative
real values. Show there is a finite constant M such that

|φ(x + iy)| ≤ Me−α|x |

for each pair of real values x and y where |y| ≤ β . (First consider the case where φ is a
base Gaussian test function and use one of the formulas for such functions from lemma 31.1
on page 504.)

Notice that, when α = β , the inequality of this last exercise can be written as

|φ(x + iy)| eα|x | ≤ M

for each pair of real values x and y where |y| ≤ α . In other words, φ(x + iy)eα|x | is a
bounded function on the strip in the complex plane of all points that lie within a distance of α of
the real axis. In the next section, we will use these bounds to measure the similarities between
different test functions.

31.5 Norms and Operational Continuity∗

Norms
In developing the generalized theory, it is sometimes helpful to have very stringent rules for
determining when two test functions are “almost the same”. The rules we will use are based on
the “α-norms” defined in the next paragraph.

Let φ be a Gaussian test function, and let α be any nonnegative real number. The α-norm
of φ , denoted by ‖φ‖α , is the nonnegative real number given by

‖φ‖α = max
{
|φ(x + iy)| eα|x | : −∞ < x < ∞ and − α ≤ y ≤ α

}
.

In other words, ‖φ‖α is the maximum value of

|φ(x + iy)| eα|x |

over the strip in the complex plane of all points that lie within a distance α of the real axis.
(That this maximum exists and is finite can be easily verified using the properties of Gaussian
test functions and material normally developed in elementary calculus.)

!�Example 31.1: Let’s compute ‖φ‖α when

φ(x) = e−x2 and α = 4 .

Note that, for any pair of real numbers x and y ,∣∣∣e−(x+iy)2
∣∣∣ =

∣∣∣e−(x2−y2+i2xy)
∣∣∣ = e−x2 ey2

∣∣e−i2xy∣∣ = e−x2ey2 .

∗ This section is for the more advanced readers. “Less advanced” readers can skip it. They will just have to trust the
author a little more in a few sections later on.
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518 Gaussian Test Functions

So,
‖φ‖4 = max

{∣∣∣e−(x+iy)2
∣∣∣ e4|x | : −∞ < x < ∞, −4 ≤ y ≤ 4

}
= max

{
e−x2e4|x |ey2 : −∞ < x < ∞, −4 ≤ y ≤ 4

}
= max

{
e−x2e4|x | : −∞ < x < ∞

}
×max

{
ey

2 : −4 ≤ y ≤ 4
}

.

Of course,
max

{
ey

2 : −4 ≤ y ≤ 4
}

= e4
2 = e16 .

Observe, also, that

max
{
e−x2e4|x | : −∞ < x < ∞

}
= max

{
e−x2e4x : 0 ≤ x

}
= max

{
e4e−(x2−4x+4) : 0 ≤ x

}
= e4 max

{
e−(x−2)2 : 0 ≤ x

}
= e4 · 1 .

So the last formula for ‖φ‖4 reduces to
‖φ‖4 = e4e16 = e20 .

Keep in mind that ‖φ‖α is just the maximum value of

|φ(x + iy)| eα|x |

where x and y are any real numbers with |y| ≤ α . From this fact you should be able to quickly
confirm the claims in the next few lemmas.

Lemma 31.13
Assume φ is any Gaussian test function and α ≥ 0 . If M is a real number such that

|φ(x + iy)| eα|x | ≤ M

whenever x and y are two real numbers with |y| ≤ α , then ‖φ‖α ≤ M .

Lemma 31.14
If φ is any Gaussian test function and α ≥ 0 , then

|φ(x + iy)| eα|x | ≤ ‖φ‖α and |φ(x + iy)| ≤ e−α|x | ‖φ‖α .

whenever x and y are two real numbers with |y| ≤ α .

Lemma 31.15
If 0 ≤ α ≤ β < ∞ and φ is a Gaussian test function, then

‖φ‖α ≤ ‖φ‖β .

?�Exercise 31.9: Verify each of the above three lemmas.

You may recall that “norms”, in general, are expected to satisfy certain properties. The next
lemma asserts that our α-norms satisfy those properties.
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Lemma 31.16
Let α ≥ 0 , let φ and ψ be any two Gaussian test functions, and let c be any complex number.
Then

1. ‖φ + ψ‖α ≤ ‖φ‖α + ‖ψ‖α ,

2. ‖cφ‖α = |c| ‖φ‖α , and

3. 0 ≤ ‖φ‖α < ∞ with ‖φ‖α = 0 if and only if φ is the zero function.

PROOF: From the triangle inequality and lemma 31.14, above, we know that, if x and y are
any two real numbers with |y| ≤ α , then

eα|x | |φ(x + iy)+ ψ(x + iy)| ≤ eα|x | |φ(x + iy)| + eα|x | |ψ(x + iy)|
≤ ‖φ‖α + ‖ψ‖α .

Thanks to lemma 31.13, this confirms the first claim.
Verification of the second claim is straightforward,

‖cφ‖α = max
{
|cφ(x + iy)| eα|x | : −∞ < x < ∞,−α ≤ y ≤ α

}
= max

{
|c| |φ(x + iy)| eα|x | : −∞ < x < ∞,−α ≤ y ≤ α

}
= |c|max

{
|φ(x + iy)| eα|x | : −∞ < x < ∞,−α ≤ y ≤ α

}
= |c| ‖φ‖α .

Finally, the claim that 0 ≤ ‖φ‖α < ∞ follows immediately from the definition of the
α-norm and properties of Gaussian functions, as does the fact that ‖φ‖α = 0 whenever φ is
the zero function. On the other hand, if ‖φ‖α = 0 , then lemma 31.14 (with y = 0 ) tells us that

0 ≤ |φ(x)| ≤ e−α|x | ‖φ‖α = 0 for each − ∞ < x < ∞ ,

confirming that φ(x) = 0 for all real x .

Bounded Operations
Let O denote some operation, such as differentiation or Fourier transformation, that converts
each Gaussian test function φ into another Gaussian test function ψ = O[φ] . We will refer to
this operation as being (operationally) bounded (on � ) if and only if, for each α ≥ 0 , there are
corresponding nonnegative constants Mα and β = β(α) such that

‖O[φ]‖α ≤ Mα ‖φ‖β for each φ in � .

For reasons that will become evident later, we will also refer to such operations as being (oper-
ationally) continuous.

The “operational boundedness” of an operator O assures us that, in some ways at least, O
is well behaved. In particular, it assures us that O[φ] will be “small” whenever φ is a “small”
Gaussian test function (as determined by its α-norms). This, along with linearity, becomes
important when we try to generalize classical operations such as differentiation and Fourier
transformation. Fortunately, as we’ll see in the next lemma and theorem, many operations of
interest to us are operationally bounded.
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Lemma 31.17
Let O1 and O2 be two operationally bounded operations on � , and let a and b be two
constants. Then the composition O1 � O2 and the linear combination aO1 + bO2 , defined by

O1 � O2[φ] = O1 [O2[φ]] and [aO1 + bO2] [φ] = aO1[φ] + bO2[φ] ,

are operationally bounded.

PROOF: Because O1 and O2 are operationally bounded, we know that, for each α ≥ 0 ,
there are corresponding nonnegative real constants Aα , Bα , κ = κ(α) , and λ = λ(α) such
that

‖O1[φ]‖α ≤ Aα ‖φ‖κ and ‖O2[φ]‖α ≤ Bα ‖φ‖λ

for each Gaussian test function φ .
So let α be any nonnegative real number, and let φ be any Gaussian test function.
From the operational boundedness of O1 and O2 , we have

‖O1 � O2[φ]‖α = ‖O1 [O2[φ]]‖α

≤ Aα ‖O2[φ]‖κ(α)

≤ AαBκ(α) ‖φ‖λ(κ(α)) = Mα ‖φ‖β

where Mα = AαBκ(α) and β = λ(κ(α)) . Hence, the composition is operationally bounded.
Using inequalities from lemma 31.16, we see also that

‖aO1[φ] + bO2[φ]‖α ≤ |a| ‖O1[φ]‖α + |b| ‖O2[φ]‖α ≤ |a| Aα ‖φ‖κ + |b| Bα ‖φ‖λ

where κ = κ(α) and λ = λ(α) . Let Mα = |a| Aα + |b| Bα , and let β be the larger of κ and
λ . Then, using the inequality from lemma 31.15, we can extend the above string of inequalities
to

‖aO1[φ] + bO2[φ]‖α ≤ |a| Aα ‖φ‖β + |b| Bα ‖φ‖β = Mα ‖φ‖β .

Theorem 31.18
Each of the following operations on � is operationally bounded:

1. the Fourier transform

2. the inverse Fourier transform

3. multiplication by a fixed elementary multiplier

4. differentiation

5. translation by any fixed real or complex value

6. variable scaling by any fixed nonzero real number

7. analytic conjugation

The first and the third parts of this theorem are the most difficult to prove. We’ll prove those
parts and the fourth part (on differentiation). The proof of the second part is almost identical to
that of the first part and, so, will be omitted. The rest will be left as exercises.

Before getting into the details for each part, let us consider just what is needed to verify that
an operation O is operationally bounded. Suppose we can show that, for each α ≥ 0 , there are
corresponding constants Mα and β(α) such that

eα|x | ∣∣O[φ]|x+iy
∣∣ ≤ Mα ‖φ‖β(α)
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whenever φ is in � , and x and y are real numbers with |y| ≤ α . Lemma 31.13 then assures
us that

‖O[φ]‖α ≤ Mα ‖φ‖β(α) .

Consequently, to verify O is operationally bounded, it suffices to show that, for each α ≥ 0 ,
there are corresponding nonnegative real values Mα and β(α) such that

eα|x | ∣∣O[φ]|x+iy
∣∣ ≤ Mα ‖φ‖β(α)

for each Gaussian test function φ and each pair of real numbers x and y with |y| ≤ α . That
is how we will prove the claimed operational boundedness in the following.

PROOF (theorem 31.18, boundedness of the Fourier transform): Let φ be any Gaussian test
function and α any nonnegative real number. For convenience, let ψ = F [φ] and consider

eα|x | |ψ(x + iy)|
where x and y are two real numbers with |y| ≤ α . Since we will want to use the complex
translation identities, which are valid for Gaussian test functions, it is also convenient to let

α̂ =
⎧⎨⎩

α

2π
if x ≥ 0

− α

2π
if x < 0

,

and to observe that,

eα|x | |ψ(x + iy)| =
∣∣∣e−i2π(i α̂)xψ(x + iy)

∣∣∣ .

Using the complex translation identities in theorem 31.9 on page 513, we obtain

ψ(x + iy) = F
[
ei2π(−iy)tφ(t)

]∣∣∣
x

= F
[
e2πytφ(t)

]∣∣∣
x

,

and

eα|x | |ψ(x + iy)| =
∣∣∣e−i2π(i α̂)xF

[
e2πytφ(t)

]∣∣∣
x

∣∣∣ =
∣∣∣F [e2πy(t−i α̂)φ(t − i α̂)

]∣∣∣
x

∣∣∣ .

Fortunately for us, Fourier transforms ofGaussian test functions are given by the integral formula.
Using this, the above, and the fact that |y| ≤ α , we get

eα|x | |ψ(x + iy)| =
∣∣∣∣∫ ∞

−∞
e2πy(t−i α̂)φ(t − i α̂) e−i2π t x dt

∣∣∣∣
=
∣∣∣∣∫ ∞

−∞
φ(t − i α̂)e2πyte−i2π(yα̂+t x) dt

∣∣∣∣
≤
∫ ∞

−∞

∣∣∣φ(t − i α̂)e2πyt e−i2π(yα̂+t x)
∣∣∣ dt

≤
∫ ∞

−∞
|φ(t − i α̂)| e2πα|t | dt . (31.9)

After recalling the definition of α̂ and lemma 31.14 on page 518, we see that

|φ(t − i α̂)| =
∣∣∣φ(t ± i

α

2π

)∣∣∣ ≤ e−β|t | ‖φ‖β whenever
α

2π
< β .
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Combined with inequality (31.9), this gives

eα|x | |ψ(x + iy)| ≤
∫ ∞

−∞
e−β|t | ‖φ‖β e

2πα|t | dt

=
(∫ ∞

−∞
e−(β−2πα)|t | dt

)
‖φ‖β = 2

β − 2πα
‖φ‖β

whenever β > 2πα . In particular, letting β = 2πα + 1 , we see that, for each Gaussian test
function φ and each pair of real numbers x and y with |y| ≤ α ,

eα|x | ∣∣F [φ]|x+iy
∣∣ = eα|x | |ψ(x + iy)| ≤ 2 ‖φ‖2πα+1 .

PROOF (theorem 31.18, boundedness of multiplication by simple multipliers): Let h be any
simple multiplier. Using the definition of simple multipliers along with computations similar to
those done for lemma 31.1 on page 504, we can readily verify that h is a linear combination of
functions of the form

xne(c+ib)xe−γ x2

where n is a nonnegative integer and c , b , and γ are real constants with γ ≥ 0 . And from
lemma 31.17, we know that any linear combination of operationally bounded operations is,
itself, operationally bounded. So it will suffice to show “multiplication by h ” is operationally
bounded when

h(x) = xne(c+ib)xe−γ x2

for some nonnegative integer n and real values c , b , and γ with γ ≥ 0 .
Let α ≥ 0 , let φ be any Gaussian test function, and let x and y be any two real numbers

with |y| ≤ α . Using a little algebra and the triangle inequality,

|h(x + iy)| =
∣∣∣(x + iy)ne(c+ib)(x+iy)e−γ (x+iy)2

∣∣∣
= |(x + iy)|n

∣∣∣ecxe−byei(cy+bx)e−γ x2eγ y
2
eiγ 2xy

∣∣∣
≤ (|x | + |y|)n ecxe−bye−γ x2eγ y

2
,

which, because e−γ x2 ≤ 1 and |y| ≤ α , reduces to

|h(x + iy)| ≤ e|b|α+γα2(|x | + α)n e|c||x | . (31.10)

Observe now that, if |x | ≤ α , then

(|x | + α)n ≤ (α + α)n = 2nαn ≤ 2nαnen|x | ,

while, if α ≤ |x | ,
(|x | + α)n ≤ (|x | + |x |)n = 2n |x |n ≤ 2nen|x | .

Either way,
(|x | + α)n ≤ 2n(1+ αn)en|x | .

This, along with inequality (31.10), gives

eα|x | |h(x + iy)φ(x + iy)| ≤ eα|x |e|b|α+γα2
[
2n(1+ αn)en|x |

]
e|c||x | |φ(x + iy)|

≤ Aαe
β|x | |φ(x + iy)|
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Additional Exercises 523

where
Aα = 2n(1+ αn)e|b|α+γα2 and β = α + n + |c| .

But, from lemma 31.14 and the fact that |y| ≤ α ≤ β , we know

eβ|x | |φ(x + iy)| ≤ ‖φ‖β .

That, combined with the previous inequality, then yields

eα|x | |h(x + iy)φ(x + iy)| ≤ Aα ‖φ‖β .

PROOF (theorem 31.18, boundedness of differentiation): Let φ be any Gaussian test func-
tion. By one of the differentiation identities,

F
[
φ′]∣∣

x = i2πxF [φ]|x .

Thus,
φ′ = F −1[hF [φ]]

where h is the simple multiplier h(x) = i2πx . Letting Oh denote the operation of “multipli-
cation by h ”, we can rewrite this as a composition of three operations,

φ′ = F −1 � Oh � F [φ] .

Butwe already verified that these operations— F −1 , Oh , and F —are operationally bounded,
as are the compositions of operationally bounded operators (see lemma 31.17). So it immediately
follows that the operation of differentiation, being a composition of operationally bounded
operations, is operationally bounded.

?�Exercise 31.10: Prove translation is a bounded operation on � (part 5 of theorem 31.18)
by showing that, for any fixed complex value ζ = µ+ iν and any given α ≥ 0 ,

‖ψ‖α ≤ eα|µ| ‖φ‖α+|ν|

whenever φ and ψ are Gaussian test functions related by the formula ψ(s) = φ(s − ζ ) .

?�Exercise 31.11: Prove variable scaling by any fixed nonzero real value is a bounded
operation on � (part 6 of theorem 31.18).

Additional Exercises

31.12. Without using the results from section 31.4, determine which of the following are
always Gaussian test functions whenever φ is a Gaussian test function. Assume α is
an arbitrary positive constant and λ is an arbitrary complex constant.

a. eλxφ(x) b. sin(αx) φ(x)

c. cos(αx) φ(x) d. sinc(αx) φ(x)

e. f φ where f is any polynomial f. x−1φ(x)
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524 Gaussian Test Functions

g. sinh(αx) φ(x) h. ex
2
φ(x)

i. φ(3x) j. φ(i x)

k. Re[φ] , the real part of φ l. Im[φ] , the imaginary part of φ
31.13. Give some examples of functions that are not simple multipliers for the Gaussian test

functions. In other words, describe various choices for a function h such that hφ is
not a Gaussian test function for some Gaussian test function φ .

31.14. Suppose f is an analytic function on � . For each pair of real values x and y , let

u(x, y) = Re[ f (x + iy)] and v(x, y) = Im[ f (x + iy)] .

a. Observe that, by the definition of u and v ,

f (z) = u(x, y)+ iv(x, y) where z = x + iy .

What are the corresponding formulas for f (z∗) , f ∗(z) , and f ∗(z∗) ?

b. Using these formulas and either the Cauchy–Riemann equations or the test described
in theorem 6.1 on page 67, verify that the analytic conjugate of f is analytic.

c. Finish the proof of lemma 31.10 on page 516.

31.15. Let ψ and φ be two Gaussian test functions. Using the claims from lemma 31.4 on
page 507 and the observations made regarding complex conjugates of test functions
(as in lemma 31.11 on page 516), verify that each of the following is a Gaussian test
function:

a. ψ ∗ φ b. ψ � φ c. ψ∗ � φ

31.16. Assume f is a piecewise continuous, absolutely integrable function on � , and ψ and
φ are two Gaussian test functions. Verify the following:

a. f ∗ ψ is a bounded, continuous function on � .

b.
∫ ∞

−∞
[
f ∗ ψ(x)]φ(x) dx =

∫ ∞

−∞
f (x)

[
ψ∗ � φ(x)

]
dx .

(The next exercise is a more ambitious version of this exercise. The results from either
can be applied later in an exercise on generalizing convolution.)

31.17. Assume f is a piecewise continuous, exponentially integrable function on � , and ψ
and φ are two Gaussian test functions. Using the bounds described in lemma 31.12 on
page 516, verify the following:

a. f ∗ ψ is a continuous and exponentially bounded function on � .

b.
∫ ∞

−∞
[
f ∗ ψ(x)]φ(x) dx =

∫ ∞

−∞
f (x)

[
ψ∗ � φ(x)

]
dx .

31.18. Let α > 0 , and let φ be in � . Show that

lim
ε→0+ ‖φ − uεφ‖α = 0

assuming:

a. uε(x) = e−εx2 .

b. uε(x) = u(εx) where u is any simple multiplier satisfying u(0) = 1 .
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32
Generalized Functions

We are now ready to develop the basic elements of a generalized function theory that will
support, in a reasonably natural fashion, a much more general way of defining Fourier transforms.
Naturally, we do not want this new theory to be something completely different from what we
already know. It should extend the well-known classical theory of functions, and should, in spirit
and notation, be similar enough to the classical theory that we can begin using the new theory
with a minimum of psychological pain. This gives us the following design parameters for our
new theory:

1. The set of generalized functions should contain all classical functions of interest (in our
case, all exponentially integrable functions).

2. The basic familiar operations on functions — addition, multiplication, translation, dif-
ferentiation, and so forth — should extend in a fairly natural way to corresponding
operations with the generalized functions.

3. The generalized theory must agree with the classical theory whenever the classical theory
can be applied. For example, the generalized Fourier transform of e−|x | must be the
same as the classical Fourier transform of this function.

It turns out that generalized functions can be viewed as special cases of entities known as
“functionals”. Accordingly, our exposition begins with a definition and brief discussion of func-
tionals. Then, after modifying our notation slightly and imposing one or two new requirements,
we will be able to say exactly what generalized functions are and begin describing the basic
manipulations we can perform with them.

32.1 Functionals
Functions of Test Functions
Go back to the observation made at the end of chapter 30. That observation (slightly rephrased in
light of our discussion of Gaussian test functions) was that any exponentially integrable function
f is completely determined by the values of all integrals of the form

∫ ∞

−∞
f (x)φ(x) dx (32.1)

where φ is a Gaussian test function. Here is an expression in which we are keeping f fixed
and considering values resulting from various choices of φ . In other words, φ is the “variable”

525
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526 Generalized Functions

in this expression. So, if we define Γ by

Γ [φ] =
∫ ∞

−∞
f (x)φ(x) dx for each φ in 3 ,

then Γ is a “complex-valued function of Gaussian test functions”. Mathematicians refer to such
things, which treat test functions as input and yield complex values as output, as functionals.
That is, a functional Γ (on the test function space 3 ) is something that determines a particular
complex value for each φ in 3 . For now, we will let Γ [φ] represent the “value of Γ at φ ”.
Soon, though, we will adopt an alternative notation that will better serve us.

Let’s look at three particularly important sets of functionals on 3 .

!IExample 32.1 (functionals de�ned by functions): Let f be any fixed exponentially
integrable function on R . The corresponding functional Γ f is defined by

Γf [φ] =
∫ ∞

−∞
f (x)φ(x) dx for each φ in 3 .

In particular, for f (x) = 2x + 3 , we have the functional Γ2x+3 where, for each Gaussian
test function φ ,

Γ2x+3[φ] =
∫ ∞

−∞
(2x + 3)φ(x) dx .

?IExercise 32.1: Let Γ2x+3 be as above and verify each of the following:

a: Γ2x+3[φ] = 3
√
π when φ(x) = e−x2

b: Γ2x+3[φ] = 5
√
π when φ(x) = 2e−4(x−1)2

c: Γ2x+3[φ] = 8
√
π when φ(x) = e−x2 + 2e−4(x−1)2

!IExample 32.2 (evaluation functionals): Let a be some fixed complex number. The
“evaluation at a” functional Ea is given by

Ea[φ] = φ(a) for each φ in 3 .

In particular, we have the “evaluation at 0” functional E0 given by

E0[φ] = φ(0) for each φ in 3 .

?IExercise 32.2: Let Ea be as above and φ(x) = e−x2
. Verify each of the following:

a: E0[φ] = 1 b: E1[φ] = e−1 c: Ei [φ] = e

!IExample 32.3 (the norm functional): The norm functional N is the (square-integral)
norm introduced in chapter 11 for functions on the real line. That is,

N [φ] = ‖φ‖ =
[∫ ∞

−∞
|φ(x)|2 dx

]1/2

for each φ in 3 .

?IExercise 32.3: Let N be as above and verify each of the following:

a: N [φ] = 1
√

2
when φ(x) = e−2πx2

b: N [φ] = 1
√

2
when φ(x) = −e−2πx2
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Functionals 527

In the next section, we will see that our main interest is in those functionals that, in some
loose sense, can be thought of as being described by

Γ [φ] =
∫ ∞

−∞
f (x)φ(x) dx

for “some function-like thing f ”. (Those “function-like things” will be our “generalized func-
tions”.) To exclude those functionals that cannot be viewed in this manner, we will impose two
additional conditions: linearity and functional continuity.

Linearity for Functionals
As you probably guessed, a functional Γ on 3 is said to be linear if and only if

Γ [αφ + βψ] = αΓ [φ] + βΓ [ψ]

for every pair of Gaussian test functions φ and ψ , and every pair of constants α and β .
Let’s check for linearity in the previous examples.

!IExample 32.4: Let f be any fixed exponentially integrable function on R , and let Γ f

be the corresponding functional as defined in example 32.1. Given any two Gaussian test
functions φ and ψ , and any two constants α and β , we see that

Γf [αφ + βψ] =
∫ ∞

−∞
f (x)[αφ(x)+ βψ(x)] dx

= α

∫ ∞

−∞
f (x)φ(x) dx + β

∫ ∞

−∞
f (x)ψ(x) dx

= αΓf [φ] + βΓf [ψ] .

So all the functionals described in example 32.1 are linear.

!IExample 32.5: Let a be some fixed complex number, and let Ea be the corresponding
evaluation at a functional defined in example 32.2. Given any two Gaussian test functions
φ and ψ , and any two constants α and β , we see that

Ea[αφ + βψ] = αφ(a)+ βψ(a) = αEa[φ] + βEa[ψ] .

So all the evaluation functionals described in example 32.2 are linear.

!IExample 32.6: Let N be the norm functional, N [φ] = ‖φ‖ . From exercise 32.3, we
know

N
[

e−2πx2
]

+ N
[

−e−2πx2
]

= 1
√

2
+ 1

√
2

=
√

2 .

However,

N
[

e−2πx2
+

(

−e−2πx2
)]

= N [0] =
[∫ ∞

−∞
|0|2 dx

]1/2

= 0 .

So
N

[

e−2πx2
+

(

−e−2πx2
)]

6= N
[

e−2πx2
]

+ N
[

−e−2πx2
]

,

showing us that the norm functional is not linear (and will not correspond to a generalized
function).
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528 Generalized Functions

Continuity for Functionals
The basic idea of functional continuity is simple. A functional Γ is (functionally) continuous if
and only if the values Γ [φ] and Γ [ψ] are almost the same whenever the two test functions φ
and ψ are “almost the same”. What is not so simple is determining just what is meant by “the two
test functions are ‘almost the same’.” Fortunately, functional continuity need not be a big issue
for us, and most of our work can be done using a relatively naive understanding of functional
continuity. As long as we take a few simple precautions (to be described later), it is fairly
safe to assume that the functionals naturally arising in applications are functionally continuous.
Imposing functional continuity will mean that we cannot easily use classical functions that are
not exponentially integrable; in practice, though, this is not a serious limitation. On the other
hand, requiring functional continuity will allow us to compute derivatives of certain expressions
in a natural manner (to be discussed in section 32.5), and will allow us to avoid some of those
pathologies dreamt up by mathematicians simply to show that they can dream up strange things
(see, for example, exercise 32.25 at the end of this chapter).

For those who are interested, and for those few derivations requiring it, a precise definition
of functional continuity is given later in this chapter (section 32.6). For now, though, we will
accept the statement

A functional Γ is (functionally) continuous if and only if Γ [φ] and Γ [ψ] are
almost the same whenever φ and ψ are almost the same Gaussian test functions

as a working definition for functional continuity, and we will not worry about the precise mean-
ings of “almost the same” in this definition.

While on the subject, let me also assure you that all the functionals described thus far —
excluding the pathology given in exercise 32.25 — are functionally continuous. This will be
verified in section 32.6.

32.2 Generalized Functions
The Generalized Function Notation for Functionals
It will greatly simplify our work if we adopt a notation for “the value Γ [φ] ” that looks like
shorthand notation for

∫ ∞

−∞
f (x)φ(x) dx

for some fixed f . Accordingly, to each functional Γ on 3 we will associate some symbol,
say, f , and let f denote that functional with 〈 f , φ 〉 denoting “the value of Γ at φ ”. That is,

〈

f , φ
〉

= Γ [φ] .

This notation will be most convenient when Γ is both linear and functionally continuous. If
and only if this is the case, then f , as just defined, will be called a generalized function.

In other words, a generalized function f is a continuous, linear functional on the space of
Gaussian test functions with “the value of f at a test function φ ” being denoted by 〈 f , φ 〉
instead of f [φ] . This “generalized function notation” will allow us to describe the algebra,
calculus, and Fourier analysis of continuous, linear functionals so that these theories appear
similar to the well-known classical theories. Indeed, to some extent, the generalized function
notation will help hide the fact that we are actually dealing with functionals instead of functions.
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Generalized Functions 529

Looking back, you will find we have already described two sets of continuous, linear
functionals on 3 : the “evaluation functionals” defined in example 32.2 and the functionals
corresponding to exponentially integrable functions defined in example 32.1. (The linearity of
these functionals was confirmed in examples 32.4 and 32.5, and, for now, you are trusting me
that they are functionally continuous.) These will be rather important sets of functionals for us.
So, let us take a second look at these functionals and describe the standard generalized function
notation for them.

Evaluation Functionals and Delta Functions
Consider Ea , the evaluation at a functional for some point a on the complex plane. As a
generalized function, Ea is usually denoted by δa and is called the delta (generalized) function
at a . In other words, the delta function at a is that generalized function δa such that

〈

δa , φ
〉

= Ea[φ] = φ(a) for each φ in 3 .

Each δa is commonly referred to as a delta function. It is also standard practice to distinguish
the delta function at zero as being “the” delta function and to write it as δ instead of δ0 . So,
for each Gaussian test function φ ,

〈

δ , φ
〉

= φ(0) .

?IExercise 32.4: Let φ(x) = e−3x2
and verify each of the following:

a: 〈 δ2 , φ 〉 = e−12 b: 〈 δ , φ 〉 = 1 c: 〈 δi , φ 〉 = e3

Classical Functions and Generalized Functions
Classical versus Generalized Functions

Since we will be dealing with both generalized functions and classical functions, it may be
prudent to review the difference between these two types of entities.

A generalized function is a continuous, linear functional. If f denotes a generalized
function, then its domain is the space of test functions 3 , and a formula for f is a formula for
computing 〈 f , φ 〉 for each Gaussian test function φ . For example, a formula for δ2 is

〈

δ2 , φ
〉

= φ(2) for each φ in 3 .

What you have been calling a function since calculus is what we will start referring to as
a classical function. Thus, if f denotes a classical function, then its domain is some set of
numbers (in this book, R unless otherwise specified), and a formula for f is the formula for
computing f (x) for each number x in the domain.

Where necessary, I will try to indicate whether a given “ f ” is a generalized function or a
classical function either by using the adjective “generalized” or “classical”, or by giving adequate
clues as to its nature. For example, if I say something like “let f be a continuous function on
R ”, then you should realize that f is a classical function because I’ve just told you that its
domain is R and not 3 . On the other hand, if a certain entity is just referred to as “a function”
(e.g., the “delta function”), then it will be safer to assume it is a generalized function.

Fortunately, in practice, it is often unnecessary to carefully distinguish between classical
and generalized functions. This is due to the association between certain classical functions and
corresponding generalized functions described next.
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530 Generalized Functions

Classical Functions as Generalized Functions

We’ve seen that, if f is any exponentially integrable function on the real line, then Γ f , given
by

Γf [φ] =
∫ ∞

−∞
f (x)φ(x) dx for each φ in 3 ,

is a continuous, linear functional on 3 . When a functional is generated in this fashion, it is
standard practice to use the same symbol to denote the corresponding generalized function as
denoted the original classical function (in this case, “ f ”). Thus, using our generalized function
notation, we write

〈

f , φ
〉

=
∫ ∞

−∞
f (x)φ(x) dx for each φ in 3 (32.2)

where the “ f ” on the left denotes a generalized function (i.e., a continuous, linear functional
on 3 ) and the “ f ” on the right denotes the original classical function.

Any formula f (x) for the classical function f will also be used to denote the corresponding
generalized function. Keep in mind, however, that the formula for the corresponding generalized
function is not the classical formula f (x) but, instead, is the formula for computing 〈 f , φ 〉 ,

〈

f , φ
〉

=
〈

f (x) , φ(x)
〉

=
∫ ∞

−∞
f (x)φ(x) dx .

Using our generalized function notation, example 32.1 and exercise 32.1 become:

!IExample 32.7: Let f be the classical function given by the formula

f (x) = 2x + 3

where x is any real value. The corresponding generalized function, also denoted by either
f or 2x + 3 , is given by the formula

〈

f , φ
〉

=
〈

2x + 3 , φ(x)
〉

=
∫ ∞

−∞
(2x + 3)φ(x) dx

where φ is any Gaussian test function.

?IExercise 32.5: Let f be the function f (x) = 2x + 3 , and verify the following:

a: 〈 f , φ 〉 = 3
√
π when φ(x) = e−x2

b: 〈 2x + 3 , 2e−4(x−1)2 〉 = 5
√
π

c: 〈 f , φ 〉 = 8
√
π when φ(x) = e−x2 + 2e−4(x−1)2

The use of the same notation for functions and their corresponding generalized functions
underscores the fact that our generalized theory should be equivalent to the well-known classical
theory whenever the classical theory applies. It also supports the common practice of “identify-
ing” exponentially integrable functions with the generalized functions they generate; that is, in
practice, one often does not explicitly distinguish between the classical, exponentially integrable
function f and the corresponding generalized function f defined by equation (32.2). Under
this identification, the set of all exponentially integrable functions is treated as a subset of the set
of all generalized functions. While this is often a convenient practice, it is not without its pitfalls.
There are occasions where it is important to distinguish between “ f as a classical function” and
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Generalized Functions 531

“ f as a generalized function”. Still, this practice can simplify discussion and does reduce the
need for extra symbols, and so, with some trepidation on the part of the author, we will adopt it.

Convention (identifying exponentially integrable functions with generalized functions)
Exponentially integrable functions on the real line are automatically identified with their cor-
responding generalized functions. That is, if f is an exponentially integrable function on R ,
then f and its formula, f (x) , are also viewed as the generalized function given by

〈

f , φ
〉

=
〈

f (x) , φ(x)
〉

=
∫ ∞

−∞
f (x)φ(x) dx for each φ in 3

where the integral is computed using the formula for the classical function f .

Constants

Most people would agree that constant functions are the simplest things that can be viewed as
generalized functions. Of course, the two most noteworthy are the zero function, 0 , and the unit
function, 1 . As generalized functions, they are defined by

〈

0 , φ
〉

=
∫ ∞

−∞
0 · φ(x) dx = 0

and
〈

1 , φ
〉

=
∫ ∞

−∞
1 · φ(x) dx =

∫ ∞

−∞
φ(x) dx

where φ denotes an arbitrary Gaussian test function. We might as well also observe that, if c
is any constant and φ is any Gaussian test function, then

〈

c , φ
〉

=
∫ ∞

−∞
c · φ(x) dx = c

∫ ∞

−∞
φ(x) dx = c

〈

1 , φ
〉

.

?IExercise 32.6: Let φ(x) = e−x2
, and verify each of the following:

a: 〈 0 , φ 〉 = 0 b: 〈 1 , φ 〉 =
√
π c: 〈 3 , φ 〉 = 3

√
π

The Importance of Exponential Integrability

There are good reasons for limiting the above discussion to classical functions that are exponen-
tially integrable. For one thing, it ensures that the integrals remain finite.

!IExample 32.8: Consider trying to define a generalized function f by

〈

f , φ
〉

=
∫ ∞

−∞
f (x)φ(x) dx (32.3)

when f is the classical function f (x) = x−2 . In particular, consider evaluating 〈 f , φ 〉
for the Gaussian test function φ(x) = exp

(

−x2
)

. Since the functions are all positive and
even,

〈

x−2 , e−x2
〉

=
∫ ∞

−∞
x−2e−x2

dx ≥
∫ 1

0
x−2e−x2

dx ≥ e−1
∫ 1

0
x−2 dx .
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532 Generalized Functions

Unfortunately, this last integral is infinite. So equation (32.3) does not define a legitimate
functional on 3 when f (x) = x−2 , much less one which is continuous and linear. Conse-
quently, equation (32.3) does not give us a generalized function corresponding to the classical
function x−2 . (There are generalized function analogs to classical functions like x−2 . These
analogs, the “pole functions”, will be developed in chapter 37.)

Even if the integrals are all well defined and finite, you can be pretty certain that the formula

〈

f , φ
〉

=
∫ ∞

−∞
f (x)φ(x) dx (32.4)

does not define f as a generalized function when f is a classical function that is not expo-
nentially integrable. The reason is somewhat subtle — the functional won’t be functionally
continuous. There will be φ’s such that the 〈 f , φ 〉’s are relatively large even though the φ’s
are “small” Gaussian test functions. (For an illustration of this, see exercise 32.26 at the end of
this chapter.)

Consequently, we will use equation (32.4) to identify a classical function with a generalized
function if and only if the classical function is exponentially integrable. This makes it important
to be able to distinguish functions that are exponentially integrable from those that are not.
Sometimes, this is easy. Other times, we may find the following test helpful.

Lemma 32.1 (test for exponential integrability)
Let f be a classical function which is at least continuous on some partitioning of the real line,
and let l be any finite length. Then f is exponentially integrable if and only if there are finite
real constants M and β such that

∫ x+l

x
| f (s)| ds ≤ Meβ|x | for all − ∞ < x < ∞ . (32.5)

PROOF: First, assume f is exponentially integrable. Then, by definition, there is a finite
positive β such that f (x)e−β|x | is absolutely integrable. Noting that |s| ≤ |x | + l whenever
x ≤ s ≤ x + l , we see that
∫ x+l

x
| f (s)| ds =

∫ x+l

x
| f (s)| e−β|s|eβ|s| ds

≤
∫ x+l

x
| f (s)| e−β|s|eβ(|x |+l) ds ≤

[∫ ∞

−∞
| f (s)| e−β|s| ds

]

eβl eβ|x | ,

which gives inequality (32.5) once we’ve cut out the middle and let

M = eβl

∫ ∞

−∞
| f (s)| e−β|s| ds .

Now assume inequality (32.5) holds, and observe that
∫ ∞

0
| f (s)| e−(β+1)|s| ds =

∞
∑

k=0

∫ kl+l

kl

| f (s)| e−(β+1)s ds

≤
∞
∑

k=0

∫ kl+l

kl

| f (s)| e−(β+1)kl ds

=
∞
∑

k=0

e−(β+1)kl

∫ kl+l

kl

| f (s)| ds .
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Generalized Functions 533

Using inequality (32.5), we then get

∫ ∞

0
| f (s)| e−(β+1)|s| ds ≤

∞
∑

k=0

e−(β+1)kl Meβkl = M
∞
∑

k=0

e−kl = M
∞
∑

k=0

[

e−l
]k .

But this last summation is just a geometric series which, since e−l < 1 , we know converges

∫ ∞

0
| f (s)| e−(β+1)|s| ds < ∞ .

By similar arguments, we also have

∫ 0

−∞
| f (s)| e−(β+1)|s| ds < ∞ .

Thus, with α = β + 1 ,
∫ ∞

−∞
| f (x)| e−α|x | dx =

∫ 0

−∞
| f (s)| e−α|s| ds +

∫ ∞

0
| f (s)| e−α|s| ds < ∞ ,

confirming that f is exponentially integrable.

?IExercise 32.7: Let γ denote a real number. Verify that x γ is exponentially integrable if
and only if γ > −1 .

More on Defining and Denoting Generalized Functions
Defining Generalized Functions

In practice, a generalized function f is rarely defined as “the generalized function represen-
tation of a linear functional Γ ”. Instead, we usually define f directly by describing how to
evaluate 〈 f , φ 〉 for each Gaussian test function φ . For example, rather than defining the eval-
uation at zero functional, E0 , and then defining the delta function as the generalized function
corresponding to E0 , we can simply define the delta function δ to be the generalized function
satisfying

〈

δ , φ
〉

= φ(0) for each φ in 3 .

For brevity, we may even say something like “the delta function δ is the generalized function
given by

〈

δ , φ
〉

= φ(0) ,”

with the understanding that this formula describes how to compute 〈 δ , φ 〉 for each φ in 3 .
Of course, we should verify that any given formula for 〈 f , φ 〉 truly defines f as a

generalized function. Strictly speaking, this means verifying that the functional given by that
formula for 〈 f , φ 〉 is both functionally continuous and linear. Those who read section 32.6,
however, will realize that each linear functional we encounter outside of exercises 32.25 and
32.26 is functionally continuous. So they do not need to worry about verifying functional
continuity. And those who do not read section 32.6 will not have the tools to verify functional
continuity. They will just have to trust those who read that section (and he who wrote it) and
accept the fact that, in this text and in “real world applications”, there is little need to verify
functional continuity; it usually can (and will) be safely assumed.
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534 Generalized Functions

As a result, as far as we are concerned, verifying that a given f is a generalized function
amounts to verifying, with Γ [φ] = 〈 f , φ 〉 , that

Γ [αφ + βψ] = αΓ [φ] + βΓ [ψ]

for each pair of Gaussian test functions φ and ψ , and each pair of complex numbers α and β .
In terms of f and our generalized function notation, the above equation is

〈

f , αφ + βψ
〉

= α
〈

f , φ
〉

+ β
〈

f , ψ
〉

. (32.6)

Thus, when defining a generalized function f , we must assure ourselves one way or another
that equation (32.6) holds for each pair of Gaussian test functions φ and ψ , and each pair of
complex numbers α and β .

!IExample 32.9: Let’s try to define two generalized functions f and g by stating that
〈

f , φ
〉

= φ′(0) and
〈

g , φ
〉

= |φ(0)|2

for each Gaussian test function φ . We can verify f is a generalized function by simply
noting that, if φ and ψ are any two Gaussian test functions, and α and β are any two
complex numbers, then

〈

f , αφ + βψ
〉

= d

dx

[

αφ(x) + βψ(x)
]

∣

∣

∣

x=0

= αφ′(0) + βψ ′(0) = α
〈

f , φ
〉

+ β
〈

f , ψ
〉

.

On the other hand, the above does not define g as a generalized function. To show this, it
suffices to show that

〈

g , αφ + βψ
〉

6= α
〈

g , φ
〉

+ β
〈

g , ψ
〉

for some choice of α , β , φ , and ψ . In particular, using α = 2 , β = 0 , φ(x) = e−x2
,

and ψ(x) = 0 we see that

〈

g , 2φ
〉

=
∣

∣

∣2e02
∣

∣

∣

2
= 4 while 2

〈

g , φ
〉

= 2
∣

∣

∣e02
∣

∣

∣

2
= 2 .

So,
〈

g , 2φ
〉

6= 2
〈

g , φ
〉

,

and we cannot treat g as a generalized function.

While on the subject, let me again remind you that, strictly speaking, the formula for a
generalized function f is the formula for computing 〈 f , φ 〉 for each φ in 3 . This fact is
implicit whenever reference is made to any formula involving a generalized function whether or
not the formula for computing 〈 f , φ 〉 is explicitly stated. For example, if f is a generalized
function and “ f (x) = sin(x) ”, is stated, then it is to be understood that the statement is shorthand
for “ f is the generalized function satisfying

〈

f , φ
〉

=
∫ ∞

−∞
sin(x) φ(x) dx for each φ in 3 .”
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Basic Algebra of Generalized Functions 535

More on Notation

Because of our discussion so far, you may be viewing 〈 f , φ 〉 as shorthand for a “generalized
integral” over the real line of the product f φ , even when f is not a true function. Heuristically,
that is a good way to view 〈 f , φ 〉 . In fact, many authors write

∫ ∞

−∞
f (x)φ(x) dx instead of

〈

f , φ
〉

even when the generalized function f does not correspond to a classical function. That is why
you often find the delta function defined to be the function δ such that, “for each suitable φ ”,

∫ ∞

−∞
δ(x)φ(x) dx = φ(0) ,

even though, as we saw in chapter 30, there is no such (classical) function.
Along these same lines, it is fairly common to “attach” a variable to a generalized function

— writing δ(x) instead of δ , for example — even though there is no formula of x describing
that generalized function. The x (or whatever symbol is used) is employed as a dummy variable
to help the reader keep track of any manipulations being done and the relations between the
various generalized functions present. To give an example (which will make more sense after
we discuss products), the phrase “consider xδ ” could mean that we want to consider the product
of the delta function with some yet unknown function being denoted by x . But if we say
“consider xδ(x) ”, then it is clear that we really mean “consider the product of the function
f (x) = x with the delta function.”

Be warned, however, that the practices of writing
∫ ∞

−∞
f (x)φ(x) dx instead of

〈

f , φ
〉

and of attaching a variable to a generalized function are not without their dangers. They can lull
the unwary into treating something like the delta function as a true function, and that, taken too
seriously, can lead to the derivation of such nonsense as 0 = 1 (as in chapter 30).

Since “attaching variables” will help simplify and clarify some of our discussions, we will
do so — but only when it does help, and always keeping in mind that these are dummy variables.
However, we will not explicitly write 〈 f , φ 〉 as an integral unless f truly is a classical function
on the real line.

32.3 Basic Algebra of Generalized Functions
Equality

Remember, two generalized functions f and g are completely defined as soon as we know
how to find the values of 〈 f , φ 〉 and 〈 g , φ 〉 for each Gaussian test function φ . That being
the case, we naturally say f and g are equal, and write f = g , if and only if

〈

f , φ
〉

=
〈

g , φ
〉

for every φ in 3 .

!IExample 32.10: Let f be a generalized function and suppose

〈

f , φ
〉

= −
∫ ∞

0
φ′(x) dx
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536 Generalized Functions

for each Gaussian test function φ . Note that, for any Gaussian test function φ ,

〈

f , φ
〉

= −
∫ ∞

0
φ′(x) dx = −φ(x)

∣

∣

∞
0 = φ(0) =

〈

δ , φ
〉

.

Thus, f = δ .

?IExercise 32.8: Let f be the generalized function satisfying

〈

f , φ
〉

= −
∫ ∞

0
xφ′(x) dx

for each Gaussian test function φ . Show that f = step . (Try evaluating the above integral
using integration by parts.)

We should observe that, if f and g are two exponentially integrable functions, then the
“test function test for equality” in theorem 31.5 on page 508 tells us that f and g are the same
classical function if and only if

∫ ∞

−∞
f (x)φ(x) dx =

∫ ∞

−∞
g(x)φ(x) dx for every φ in 3 .

This last line is equivalent to

〈

f , φ
〉

=
〈

g , φ
〉

for every φ in 3 ,

which, by definition of generalized equality, is true if and only if f and g are equal as generalized
functions. Thus, whenever f and g are exponentially integrable functions,

f = g as classical functions ⇐⇒ f = g as generalized functions .

In other words, our concept of equality for generalized functions reduces to the classical concept
whenever the classical concept makes sense.

Addition
Suppose, for the moment, f and g are exponentially integrable functions. From basic calculus
we know

∫ ∞

−∞
[ f (x)+ g(x)]φ(x) dx =

∫ ∞

−∞
f (x)φ(x) dx +

∫ ∞

−∞
g(x)φ(x) dx

whenever φ is a Gaussian test function. Using the generalized function notation, this equation
is

〈

f + g , φ
〉

=
〈

f , φ
〉

+
〈

g , φ
〉

for each φ in 3 . (32.7)

Here, f + g is the classical sum of f and g ; that is, f + g is the classical function whose
value at each real x is given by f (x)+ g(x) .

Because it tells us how to compute 〈 f + g , φ 〉 for each Gaussian test function φ , equa-
tion (32.7) defines the generalized function corresponding to the classical sum of f and g .
However, the right-hand side of this equation remains well defined when we replace the classical
functions f and g with any two generalized functions f and g . So let’s try using this equation
to define “ f + g ” for any such pair of generalized functions. In other words, given any pair
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Basic Algebra of Generalized Functions 537

of generalized functions f and g , let’s define the generalized sum of f and g , which we will
cleverly denote by f + g , to be the generalized function satisfying

〈

f + g , φ
〉

=
〈

f , φ
〉

+
〈

g , φ
〉

for each φ in 3 . (32.8)

Of course, stating that the above defines f + g as a generalized function doesn’t make it
so. We should verify that this defines a generalized function. As discussed a few pages ago, this
means verifying that

〈

f + g , αφ + βψ
〉

= α
〈

f + g , φ
〉

+ β
〈

f + g , ψ
〉

whenever α and β are any two constants, and φ and ψ are any two Gaussian test functions.
To do so, first observe that, by the definition of the generalized sum and the fact that f and g
are, themselves, generalized functions,

〈

f + g , αφ + βψ
〉

=
〈

f , αφ + βψ
〉

+
〈

g , αφ + βψ
〉

=
[

α
〈

f , φ
〉

+ β
〈

f , ψ
〉 ]

+
[

α
〈

g , φ
〉

+ β
〈

g , ψ
〉 ]

.

The last line is just the sum of two linear combination of ordinary numbers. By elementary
algebra, this line equals

α
[ 〈

f , φ
〉

+
〈

g , φ
〉 ]

+ β
[ 〈

f , ψ
〉

+
〈

g , ψ
〉 ]

,

which, according to our definition of the generalized sum, is

α
〈

f + g , φ
〉

+ β
〈

f + g , ψ
〉

.

So,
〈

f + g , αφ + βψ
〉

= α
〈

f + g , φ
〉

+ β
〈

f + g , ψ
〉

whenever α and β are any two constants, and φ and ψ are any two Gaussian test functions,
verifying that f + g , as defined above, is a generalized function.

?IExercise 32.9: Verify that, by the above definition,
〈

δ(x)+ x2 , φ
〉

= φ(0) +
∫ ∞

−∞
x2φ(x) dx

for each Gaussian test function φ .

Simple Multiplication

There are some very nontrivial issues concerning the multiplication of two arbitrary generalized
functions. For that reason, we will hold off the general discussion until chapter 35 and concern
ourselves here with products in which one of the factors is a simple multiplier, as defined in the

and exponential functions, as well as the Gaussian test functions themselves.
To see how we will define these products (and why one factor will be assumed to be a

simple multiplier), consider the integral of the classical product of two exponentially integrable
functions f and h multiplied by a Gaussian test function φ . Then, of course,

∫ ∞

−∞
[h(x) f (x)]φ(x) dx =

∫ ∞

−∞
[ f (x)h(x)]φ(x) dx

=
∫ ∞

−∞
f (x) [h(x)φ(x)] dx .
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538 Generalized Functions

If h is a simple multiplier, then the product hφ is also a Gaussian test function, and we can
rewrite the above as

〈

h f , φ
〉

=
〈

f h , φ
〉

=
〈

f , hφ
〉

.

However, if h is not a simple multiplier, then hφ will not generally be a Gaussian test function,
and we may run into problems in trying to use the last equation (especially if h is not even a
classical function).

All of this suggests the following definition for simple products: Let f be any generalized
function and h any simple multiplier. The generalized products h f and f h are defined,
respectively, to be the generalized functions given by

〈

h f , φ
〉

=
〈

f , hφ
〉

and
〈

f h , φ
〉

=
〈

f , hφ
〉

for each φ in 3 . (Note that, while we’ve given separate definitions for h f and f h , these
definitions automatically ensure that h f = f h .)

The verification that this defines a generalized function is left to you.

?IExercise 32.10: Let h be any simple multiplier, and let f be any generalized function.
Verify that the generalized products h f and f h are generalized functions by showing that

〈

h f , αφ + βψ
〉

= α
〈

h f , φ
〉

+ β
〈

h f , ψ
〉

and
〈

f h , αφ + βψ
〉

= α
〈

f h , φ
〉

+ β
〈

f h , ψ
〉

for every pair of constants α and β , and every pair of Gaussian test functions φ and ψ .

From the discussion leading to our definition of generalized multiplication, it should be
clear that the generalized product of h with f is equivalent to the classical product of h with
f whenever h is a simple multiplier and f is a exponentially integrable function. This also
takes care of a potential ambiguity in our definition when both f and h are simple multipliers.
In this case we have two equations defining f h ,

〈

f h , φ
〉

=
〈

f , hφ
〉

and
〈

f h , φ
〉

=
〈

h , f φ
〉

where φ is an arbitrary Gaussian test function. But since simple multipliers are classical
functions, both of the above equations reduce to the same equation, namely

〈

f h , φ
〉

=
∫ ∞

−∞
f (x)h(x)φ(x) dx ,

assuring us that the two definitions for f h are completely equivalent and define the same
generalized function as we would have gotten by just multiplying f and h as classical functions.

The simplest simple multipliers, of course, are the constants. Moreover, if A is a constant,
f is a generalized function, and φ is any Gaussian test function, then, by the definition of the
generalized product and the linearity of the functional,

〈

A f , φ
〉

=
〈

f , Aφ
〉

= A
〈

f , φ
〉

.

In particular,
〈

0 f , φ
〉

= 0
〈

f , φ
〉

= 0 =
〈

0 , φ
〉

and
〈

1 f , φ
〉

= 1
〈

f , φ
〉

=
〈

f , φ
〉

,
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Basic Algebra of Generalized Functions 539

assuring us that the expected equalities

0 f = 0 and 1 f = f

hold for any generalized function f .
Let’s now look at some products in which the f is not a classical function. In the process,

we will also derive an identity that will simplify many computations involving delta functions.

!IExample 32.11 (products with delta functions): Assume a is any point on the complex
plane, and let δa be the delta function at a . If h is any simple multiplier, and φ is any
Gaussian test function, then, by the definitions of generalized products and delta functions,

〈

hδa , φ
〉

=
〈

δa , hφ
〉

= h(a)φ(a) .

But also, since h(a) is a constant,

h(a)φ(a) = h(a)
〈

δa , φ
〉

=
〈

h(a)δa , φ
〉

.

Thus,
〈

hδa , φ
〉

=
〈

h(a)δa , φ
〉

for each φ in 3 .

In other words, the generalized product of any simple multiplier h with a delta function at a
point a is simply the value of h at a times the delta function,

hδa = h(a)δa . (32.9)

For example,
(x2 − 1)δ3(x) = (32 − 1)δ3 = 8δ3(x)

and

exδiπ (x) = eiπδiπ (x) = −δiπ (x) .

?IExercise 32.11: Verify each of the following:

a: xδ(x) = 0 b: x2δ3(x) = 9δ3(x) c: sin
(

1
2 x

)

δπ (x) = δπ (x)

Properties of Addition and Multiplication

In doing algebra with classical functions, most people freely employ all sorts of well-known
properties (such as the associativity of addition) to simplify their work. Naturally, we want to
know the extent to which these properties hold when dealing with generalized functions.1

Let’s first verify that generalized addition is commutative. Let f and g be any two
generalized functions. By the definition of f + g and g + f , and the fact that the addition of
complex numbers is commutative, we have

〈

f + g , φ
〉

=
〈

f , φ
〉

+
〈

g , φ
〉

=
〈

g , φ
〉

+
〈

f , φ
〉

=
〈

g + f , φ
〉

for each Gaussian test function φ . Hence, f + g = g + f , confirming the commutativity of
generalized addition.

1 Admittedly, verifying all these properties for generalized functions is neither difficult, nor particularly exciting. Still,
it must be done.
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540 Generalized Functions

?IExercise 32.12: Let f , g , and h be any three generalized functions. Verify each of the
following:

a: f + (g + h) = ( f + g)+ h (associativity of addition)

b: f + 0 = f

Let’s now consider simple generalized multiplication.
We’ve already seen that the simple product is commutative, and that 0 f = 0 and 1 f = f

whenever f is a generalized function. To check whether the product is associative, let f be
any generalized function, and let g and h be two simple multipliers. Since the classical product
of any two simple multipliers is also a simple multiplier, we can form the generalized product
f (gh) . It is given by

〈

f (gh) , φ
〉

=
〈

f , (gh)φ
〉

where φ is any Gaussian test function. But, because the product (gh)φ is simply the classical
product of the functions g , h , and φ , we know (gh)φ = g(hφ) . So,

〈

f (gh) , φ
〉

=
〈

f , g(hφ)
〉

=
〈

f g , hφ
〉

=
〈

( f g)h , φ
〉

for each φ in 3 .

Thus, f (gh) = ( f g)h , at least when g and h are simple multipliers.

?IExercise 32.13: Extend the above discussion and show that

f (gh) = ( f g)h

whenever any two of these factors are simple multipliers.

At this point, you are doubtlessly wondering whether the generalized product distributes
over the generalized sum. Well, let g be any simple multiplier; let f and h be any two
generalized functions, and let φ be any Gaussian test function. Then, by the definitions,

〈

g( f + h) , φ
〉

=
〈

f + h , gφ
〉

=
〈

f , gφ
〉

+
〈

h , gφ
〉

=
〈

g f , φ
〉

+
〈

gh , φ
〉

=
〈

(g f )+ (gh) , φ
〉

.

So yes, we do have g( f + h) = (g f )+ (gh) whenever g is a simple multiplier, and f and h
are generalized functions.

Does addition distribute over multiplication? Do the next exercise and find out.

?IExercise 32.14: Let g and h be two simple multipliers, and let f be any generalized
function. Show that

(g + h) f = (g f ) + (h f ) .

Linear Combinations and Subtraction

Suppose f and g are any two generalized functions, and α and β are any two complex
numbers. From the above we know that the linear combination α f +βg , being the generalized
sum of two generalized functions each of which is the product of a constant with a generalized
function, is another generalized function. Moreover, for each φ in 3 ,

〈

α f + βg , φ
〉

=
〈

α f , φ
〉

+
〈

βg , φ
〉

= α
〈

f , φ
〉

+ β
〈

g , φ
〉

.

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

Some Consequences of Functional Continuity 541

Naturally, we will refer to the product (−1) f as the (generalized) negative of f , and
denote it by − f . Likewise, the (generalized) difference of f and g , denoted by f − g , is just
the linear combination f + (−1)g . Using the fact that addition distributes over multiplication,
we see that

g − g = 1g + (−1)g = [1 + (−1)]g = 0g = 0 ,

which should come as no surprise whatsoever.

?IExercise 32.15: Let f , g , and h be generalized functions. Verify that f = g + h if and
only if f − g = h .

32.4 Generalized Functions Based on Other Test
Function Spaces

I should point out that the precise meaning of “ f is a generalized function” depends somewhat
on the space of test functions being used (and the precise definition of functional continuity
depends on the criteria being used to determine when two test functions are “almost the same”).
In general, a “generalized function” is a continuous, linear functional on whatever space of test
functions is of interest. Because of our interests, that space of test functions will usually be 3 ,
the space of Gaussian test functions. On the few occasions where we need to refer to another
test function space, we will use H , the space of very rapidly decreasing test functions (see
section 31.3 on page 509). Fortunately, for reasons alluded to in section 31.3, we can treat the
generalized function theory based on 3 as being the same as that based on H .

32.5 Some Consequences of Functional Continuity∗

While a complete understanding of “functional continuity” will not be necessary for most of our
work, there will be a few occasions where knowing some consequences of functional continuity
will be useful. We’ll go ahead and derive some of those consequences here. Admittedly, many
of our derivations cannot yet be completely rigorous — we do not yet have the full definition of
functional continuity. Instead, we’ll use the intuitive understanding that, if f is a generalized
function, then the functional continuity requirement assures us that the values of 〈 f , φ 〉 and
〈 f , ψ 〉 are “almost the same” whenever φ and ψ are “almost the same test functions”. Later,
in section 32.6, we’ll see how to make our arguments rigorous.

A Simple Limit Lemma
Suppose f is some generalized function and φ is any Gaussian test function. Observe that

lim
ε→0+

e−επx2
φ(x) = e0φ(x) = φ(x) for each x in R .

∗ This is another section that can be skimmed through initially and read more carefully later as the need arises — and
that need won’t arise in the next few chapters.
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542 Generalized Functions

This suggests that, for small positive values of ε , e−επx2
φ(x) is “almost the same test function”

as φ(x) , with their difference shrinking to 0 as ε → 0+ . The functional continuity of f would
then imply that

〈

f (x) , e−επx2
φ(x)

〉

and
〈

f (x) , φ(x)
〉

are almost the same values, with their difference shrinking to 0 as ε → 0+ . In other words,
we should expect the following lemma to be true.

Lemma 32.2
For any generalized function f and any Gaussian test function φ ,

lim
ε→0+

〈

f (x) , e−επx2
φ(x)

〉

=
〈

f (x) , φ(x)
〉

.

This lemma is true and can easily be proven by anyone who reads section 32.6. So its proof
will be left as an exercise for those brave souls (exercise 32.29 at the end of this chapter).

Smoothness of Evaluated Functionals with Parameters
Recall how we’ve occasionally made use of the fact that, if Φ(x, λ) is a “sufficiently reasonable”
function of x and λ , then the function h given by

h(λ) =
∫ ∞

−∞
Φ(x, λ) dx

is a smooth function of the parameter λ , and

h′(λ) = d

dλ

∫ ∞

−∞
Φ(x, λ) dx =

∫ ∞

−∞

∂

∂λ
Φ(x, λ) dx .

For example, we used these facts in deriving the classical differentiation identities for Fourier
transforms in chapter 22. They are also applicable, in a limited sense, to the generalized theory.
To see this, suppose f is some fixed generalized function, and define the function h on R by

h(λ) =
〈

f (x) , e−3(x−λ)2
〉

for − ∞ < λ < ∞ .

If f happens to be a piecewise continuous and exponentially bounded function on R , then the
above formula for h can be written as

h(λ) =
∫ ∞

−∞
f (x)e−3(x−λ)2 dx ,

and the results from the last section of chapter 18 can be applied to show that h is a smooth
function on the real line whose derivative can be computed in a naive manner,

h′(λ) = d

dλ

∫ ∞

−∞
f (x)e−3(x−λ)2 dx =

∫ ∞

−∞
f (x)

∂

∂λ
e−3(x−λ)2 dx .

Using our generalized integral notation this can also be written as

h′(λ) = d

dλ

〈

f (x) , Ψ (x, λ)
〉

=
〈

f (x) ,
∂

∂λ
Ψ (x, λ)

〉

(32.10)

where
Ψ (x, λ) = e−3(x−λ)2 . (32.11)
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Some Consequences of Functional Continuity 543

(Yes, we could compute the partial derivative here, but that is not particularly relevant to the
point being made.)

Now, let us consider any expression of the form

h(λ) =
〈

f (x) , Ψ (x, λ)
〉

(32.12)

where f is a fixed generalized function and Ψ (x, λ) describes some “family of Gaussian test
functions continuously parameterized by λ ” (such as, for example, given by equation (32.11)).
When saying “Ψ (x, λ) describes some ‘family … parameterized by λ ’,” I mean that all of the
following hold:

1. The parameter λ can be any value in some given interval (a, b) .

2. For each fixed value of λ in (a, b) , Ψ (x, λ) is a Gaussian test function of x .

3. If λ0 is in (a, b) and λ is almost the same value as λ0 , then Ψ (x, λ) is “almost the
same” Gaussian test function as Ψ (x, λ0) .

Remember, we are using an intuitive notion of functional continuity, so use an intuitive notion
as to what the last condition means. I will assure you that this condition, more rigorously stated,
implies that

lim
λ→λ0

Ψ (x, λ) = Ψ (x, λ0) for each x in R . (32.13)

Since we are not assuming f is a classical function, we cannot appeal to results from
chapter 18 to show that h , as defined in equation (32.12), is continuous or to verify that an
equation similar to equation (32.10) holds. Still, if λ0 is any point in (a, b) and λ is almost
the same value as λ0 , then the third condition, above, says that

Ψ (x, λ) and Ψ (x, λ0)

are “almost the same test function”, and the functional continuity of f then ensures that

h(λ) =
〈

f (x) , Ψ (x, λ)
〉

and h(λ0) =
〈

f (x) , Ψ (x, λ0)
〉

are almost the same values. With a little thought, you’ll realize that this can happen for each λ0
in (a, b) only if h is continuous on (a, b) . Thus, the functional continuity of f ensures that
the evaluated functional in equation (32.12) is a continuous classical function of λ . That is, for
each λ0 in (a, b) ,

lim
λ→λ0

〈

f (x) , Ψ (x, λ)
〉

=
〈

f (x) , Ψ (x, λ0)
〉

.

Do observe that, according to equation (32.13), our last equation can also be written

lim
λ→λ0

〈

f (x) , Ψ (x, λ)
〉

=
〈

f (x) , lim
λ→λ0

Ψ (x, λ)

〉

.

Now consider the derivative of h at some point λ0 . By the definition of derivatives and
the linearity of generalized functions,

h′(λ0) = lim
1λ→0

1

1λ
[h(λ0 +1λ) − h(λ0)]

= lim
1λ→0

1

1λ

[ 〈

f (x) , Ψ (x, λ0 +1λ)
〉

−
〈

f (x) , Ψ (x, λ0)
〉 ]

= lim
1λ→0

〈

f (x) ,
1

1λ

[

Ψ (x, λ0 +1λ)− Ψ (x, λ0)
]

〉

.
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544 Generalized Functions

If

lim
1λ→0

〈

f (x) ,
1

1λ

[

Ψ (x, λ0 +1λ)− Ψ (x, λ0)
]

〉

=
〈

f (x) , lim
1λ→0

1

1λ

[

Ψ (x, λ0 +1λ)− Ψ (x, λ0)
]

〉

,

and if the resulting partial derivative of Ψ exists and is, itself, a Gaussian test function for
λ = λ0 , then

h′(λ0) =
〈

f (x) , lim
1λ→0

1

1λ

[

Ψ (x, λ0 +1λ)− Ψ (x, λ0)
]

〉

=
〈

f (x) ,
∂

∂λ
Ψ (x, λ)

∣

∣

∣

λ0

〉

,

and thus,
d

dλ

〈

f (x) , Ψ (x, λ)
〉

=
〈

f (x) ,
∂

∂λ
Ψ (x, λ)

〉

.

The preceding computations can be rigorously justified for a number of choices of Ψ after
a more complete development of functional continuity. Two choices that will be of particular
interest to us are given in the next two lemmas.

Lemma 32.3
Let

H(τ ) =
〈

f (x) , eστ xφ(x)
〉

where f is any fixed generalized function, σ is any fixed complex value, and φ is any fixed
Gaussian test function. Then H is a smooth function on the real line, and

H ′(τ ) =
〈

f (x) ,
∂

∂τ
eστ xφ(x)

〉

=
〈

f (x) , σ x eστ xφ(x)
〉

.

Lemma 32.4
Let

K (τ ) =
〈

f (x) , e−στ x2
h(x)

〉

where f is any fixed generalized function, σ is any fixed positive value, and h is any fixed
simple multiplier. Then K is a smooth function on (0,∞) , and

K ′(τ ) =
〈

f (x) ,
∂

∂τ
e−στ x2

h(x)
〉

=
〈

f (x) , − σ x2e−στ x2
h(x)

〉

.

Rigorous proofs of these two lemmas are developed in section 32.6.
There are two or so observations I would like to make regarding the function H defined in

lemma 32.3, above.
The first is that its formula is valid even if τ is treated as a complex variable. Those ac-

quainted with the theory of analytic functions on the complex plane and who have read section 6.4
should have no trouble verifying that this formula defines an analytic function on C .

?IExercise 32.16: For each complex value τ , let H(τ ) be as defined by the formula in
lemma 32.3. Verify that H is an analytic function on the complex plane.

Next, consider the last line in lemma 32.3, which can be written as

H ′(τ ) = σ
〈

f (x) , eστ x [xφ(x)]
〉

.
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Some Consequences of Functional Continuity 545

That same lemma then tells us that H ′ is a smooth function on R , with

H ′′(τ ) = σ
〈

f (x) ,
∂

∂τ
eστ x [xφ(x)]

〉

= σ 2
〈

f (x) , x2eστ xφ(x)
〉

.

Repeating this again and again and again …, leads to the next result.

Corollary 32.5
Let

H(τ ) =
〈

f (x) , eστ xφ(x)
〉

where f is any fixed generalized function, σ is any fixed complex value, and φ is any fixed
Gaussian test function. Then H is an infinitely differentiable function on the real line. Moreover,
for n = 1, 2, 3, . . . ,

H (n)(τ ) =
〈

f (x) ,
∂n

∂τn eστ xφ(x)

〉

= σ n 〈

f (x) , xneστ xφ(x)
〉

.

Obviously, a similar statement can be made regarding K from lemma 32.4.

Simple Tests for Equality
When we say two generalized functions f and g are equal, we mean

〈

f , φ
〉

=
〈

g , φ
〉

(32.14)

for every Gaussian test function φ . On occasion, explicitly verifying this for every φ in 3

is not so straightforward, and, on some of those occasions, we will find one of the following
lemmas useful. These lemmas assure us that equation (32.14) holds for all φ in 3 provided it
holds for certain choices of φ in 3 .

Lemma 32.6
Suppose f and g are two generalized functions satisfying

〈

f (x) , eσ x e−γ x2
〉

=
〈

g(x) , eσ x e−γ x2
〉

for every complex number σ and every positive value γ . Then f = g .

Lemma 32.7
Suppose f and g are two generalized functions satisfying

〈

f (x) , e−γ (x−ξ)2
〉

=
〈

g(x) , e−γ (x−ξ)2
〉

for every complex number ξ and every positive value γ . Then f = g .

Either lemma can easily be obtained as corollary of the other, so we will prove one, and
leave the proof of the other as an exercise.

PROOF (of lemma 32.6): To prove this lemma, it suffices to confirm that equation (32.14)
holds for an arbitrarily chosen Gaussian test function φ . Since such functions are sums of base
Gaussian test functions, and the formulas for base Gaussian test functions are relatively simple,
let’s first restrict our choices to base Gaussian test functions.
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546 Generalized Functions

Assume ψ is any base Gaussian test function. Then the formula for ψ can be written as

ψ(x) = Axnecx e−γ x2

where n is some nonnegative integer, A and c are complex constants, and γ is a positive
constant (see lemma 31.1 on page 504). Using these constants, define H to be the function

H(τ ) =
〈

f (x) , eτ x
[

Aecx e−γ x2
] 〉

.

By linearity and the basic assumption of the lemma we are proving, we also have

H(τ ) = A
〈

f (x) , e(τ+c)x e−γ x2
〉

= A
〈

g(x) , e(τ+c)x e−γ x2
〉

=
〈

g(x) , eτ x
[

Aecx e−γ x2
] 〉

.

Now, if n = 0 , then ψ(x) = Aecx e−γ x2
, and

〈

f , ψ
〉

=
〈

f (x) , e0·x
[

Aecx e−γ x2
] 〉

= H(0)

=
〈

g(x) , e0·x
[

Aecx e−γ x2
] 〉

=
〈

g , ψ
〉

.

On the other hand, if n > 0 , then we can apply corollary 32.5 and a little algebra, obtaining

〈

f , ψ
〉

=
〈

f (x) , Axnecx e−γ x2
〉

=
〈

f (x) , xne0·x
[

Aecx e−γ x2
] 〉

= H (n)(0)

=
〈

g(x) , xne0·x
[

Aecx e−γ x2
] 〉

=
〈

f (x) , Axnecx e−γ x2
〉

=
〈

g , ψ
〉

.

Thus,
〈

f , ψ
〉

=
〈

g , ψ
〉

for every base Gaussian test function ψ .
Now, let φ be any Gaussian test function. By definition, φ is a finite sum of base Gaussian

functions, say,

φ =
N

∑

k=1

ψk .

Using this, linearity, and the result from the previous paragraph, we have

〈

f , φ
〉

=

〈

f ,
N

∑

k=1

ψk

〉

=
N

∑

k=1

〈

f , ψk
〉

=
N

∑

k=1

〈

g , ψk
〉

=

〈

g ,
N

∑

k=1

ψk

〉

=
〈

g , φ
〉

.
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The Details of Functional Continuity 547

?IExercise 32.17: Prove lemma 32.7 using lemma 32.6.

Those acquainted with the theory of analytic functions on the complex plane can go further
and prove the following two theorems.

Theorem 32.8
Suppose f and g are two generalized functions satisfying

〈

f (x) , eαx e−γ x2
〉

=
〈

g(x) , eαx e−γ x2
〉

for each pair of real numbers α and γ with γ > 0 . Then f = g .

Theorem 32.9
Suppose f and g are two generalized functions satisfying

〈

f (x) , e−γ (x−a)2
〉

=
〈

g(x) , e−γ (x−a)2
〉

for each pair of real numbers a and γ with γ > 0 . Then f = g .

This last theorem is especially noteworthy because of its similarity to our classical Gaussian
test for equality (theorem 29.1 on page 479).

?IExercise 32.18 a: Using lemmas 32.3 and 32.6, prove theorem 32.8. (Start by showing

Ψ (ζ ) =
〈

h(x) , eζ x e−γ x2
〉

is an analytic function on the complex plane for any generalized function h and positive
value γ . Then use corollary 6.6 on page 70.)

b: Prove theorem 32.9.

32.6 The Details of Functional Continuity
Definition and Basic Examples
Recall our working definition of functional continuity: A functional Γ on 3 is functionally
continuous if and only if the values of Γ [φ] and Γ [ψ] are almost the same whenever φ and
ψ are “almost the same Gaussian test function”. There are many ways one might judge whether
two test functions are “almost the same”, but the one that has been found appropriate for this
theory is based on the α-norms developed in section 31.5 (starting on page 517). Basically, two
Gaussian test functions are viewed as being “almost the same” if and only if, in some sense, the
α-norms of their difference are all relatively small.

Consequently, the criteria for functional continuity must also be based on these α-norms.
Let Γ be a linear functional on the space of Gaussian test functions. We will call Γ

(functionally) continuous if and only if there are two nonnegative real constants M and a such
that

|Γ [φ]| ≤ M ‖φ‖a
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548 Generalized Functions

for every Gaussian test function φ . Functionals satisfying this inequality are also referred to as
being functionally bounded. Assuming this inequality holds, we have

|Γ [φ] − Γ [ψ]| = |Γ [φ − ψ]| ≤ M ‖φ − ψ‖a

for every pair of Gaussian test functions φ and ψ . So, if the difference between φ and ψ

is small as measured by the α-norm with α = a , so too is the difference between the values
Γ [φ] and Γ [ψ] .

For most cases of interest to us, we will be writing 〈 f , φ 〉 instead of Γ [φ] and trying to
verify that f is a generalized function. In terms of this notation, the above criteria for functional
continuity is that there are two nonnegative real constants, M and a such that

∣

∣

〈

f , φ
〉∣

∣ ≤ M ‖φ‖a

for every Gaussian test function φ . This then, along with linearity, is what we should verify to
show that a given f is a generalized function.

Verifying functional continuity for the cases we’ve already seen (classical functions and
delta functions) is fairly easy using an inequality from lemma 31.14 on page 518, namely that,
given any Gaussian test function φ and any nonnegative value a ,

|φ(x + iy)| ≤ e−a|x | ‖φ‖a (32.15)

whenever x and y are real values with |y| ≤ a .

!IExample 32.12: Let f be any exponentially integrable function on the real line. By
definition, there is a nonnegative real value a such that the function e−a|x | f (x) is absolutely
integrable. So if φ is any Gaussian test function,

∣

∣

〈

f , φ
〉∣

∣ =
∣

∣

∣

∣

∫ ∞

−∞
f (x)φ(x) dx

∣

∣

∣

∣

≤
∫ ∞

−∞
| f (x)| |φ(x)| dx

≤
∫ ∞

−∞
| f (x)| e−a|x | ‖φ‖a dx =

(∫ ∞

−∞
| f (x)| e−a|x | dx

)

‖φ‖a .

Thus, letting

M =
∫ ∞

−∞
| f (x)| e−a|x | dx

(which we know is finite because of our choice for a ), we have
∣

∣

〈

f , φ
〉∣

∣ ≤ M ‖φ‖a

for every Gaussian test function φ . This, since we already know linearity holds, tells us
that functional continuity also holds and, thus, completes our proof that every exponentially
integrable function is a generalized function.

?IExercise 32.19: Let ζ be any fixed point on the complex plane and verify that functional
continuity holds for the delta function at this point, δζ (thus completing the proof that the
delta functions are generalized functions).

So far, all the generalized functions we have seen are linear combinations of the sort of
generalized functions described in the above example and exercises. This makes the next lemma
rather significant to us.
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The Details of Functional Continuity 549

Lemma 32.10
Functional continuity holds for any linear combination of generalized functions.

PROOF: Let f and g be two generalized functions, and let α and β be any two constants.
Since functional continuity holds for f and g , there are real constants M1 , M2 , a1 , and a2
such that

∣

∣

〈

f , φ
〉∣

∣ ≤ M1 ‖φ‖a1
and

∣

∣

〈

g , φ
〉∣

∣ ≤ M2 ‖φ‖a2

for each φ in 3 . Let a be the larger of a1 and a2 . Then, as was noted in lemma 31.15 on
page 518,

‖φ‖a1
≤ ‖φ‖a and ‖φ‖a2

≤ ‖φ‖a .

Thus, with M = αM1 + βM2 and φ being any Gaussian test function, we see that
∣

∣

〈

α f + βg , φ
〉∣

∣ =
∣

∣α
〈

f , φ
〉

+ β
〈

g , φ
〉∣

∣

≤ α
∣

∣

〈

f , φ
〉∣

∣ + β
∣

∣

〈

g , φ
〉∣

∣

≤ αM1 ‖φ‖a1
+ βM2 ‖φ‖a2

≤ αM1 ‖φ‖a + βM2 ‖φ‖a = M ‖φ‖a .

Proving Lemmas 32.3 and 32.4
These two lemmas can be proven in much the same manner. We will prove the first one together.
As an exercise, you can prove the second one by yourself. To simplify matters slightly, we will
start with another lemma describing a bound we will use in proving lemma 32.3, and which you
may use it in proving lemma 32.4.

Lemma 32.11
Let λ and θ be complex values with |θ | ≤ 1 . Then

∣

∣

∣

1

θ

[

eλθ − 1
]

− λ

∣

∣

∣
≤ 1

2
|θ | |λ|2 e|λ| .

PROOF: Observe that

eλθ − 1 =
∫ θ

0
λeλs ds and λ = 1

θ

∫ θ

0
λ ds .

So,
1

θ

[

eλθ − 1
]

− λ = 1

θ

∫ θ

0
λeλs ds − 1

θ

∫ θ

0
λ ds

= 1

θ

∫ θ

0
λ

[

eλs − 1
]

ds

= 1

θ

∫ θ

0
λ

∫ s

0
λeλt dt ds = λ2

θ

∫ θ

0

∫ s

0
eλt dt ds . (32.16)

By assumption, |θ | ≤ 1 . So, when |t | ≤ |θ | ,

|λt | ≤ |λ| and
∣

∣eλt
∣

∣ ≤ e|λt | ≤ e|λ| .
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550 Generalized Functions

This and a little basic integration gives us

∣

∣

∣

∣

∫ θ

0

∫ s

0
eλt dt ds

∣

∣

∣

∣

≤
∫ |θ |

0

∫ s

0
e|λ| dt ds = 1

2
|θ |2 e|λ| ,

which, combined with equation (32.16), yields

∣

∣

∣

1

θ

[

eλθ − 1
]

− λ

∣

∣

∣ =
∣

∣

∣

∣

λ2

θ

∣

∣

∣

∣

[1

2
|θ |2 e|λ|

]

≤ 1

2
|θ | |λ|2 e|λ| .

Before starting on lemma 32.3’s proof, let’s recall the lemma’s statement:

Let
H(τ ) =

〈

f (x) , eστ xφ(x)
〉

where f is any fixed generalized function, σ is any fixed complex value, and φ
is any fixed Gaussian test function. Then H is a smooth function on the real line,
and

H ′(τ ) =
〈

f (x) ,
d

dτ
eστ xφ(x)

〉

=
〈

f (x) , σ x eστ xφ(x)
〉

.

PROOF (of lemma 32.3): For the moment, suppose we know that

lim
1τ→0

H(τ +1τ)− H(τ )

1τ
=

〈

f (x) , σ xeστ xφ(x)
〉

or, equivalently, that

lim
1τ→0

∣

∣

∣

H(τ +1τ)− H(τ )

1τ
−

〈

f (x) , σ xeστ xφ(x)
〉

∣

∣

∣ = 0 (32.17)

for each real value τ (and arbitrary choices of f , φ , and σ ). Either equation tells us that
the given H is differentiable (and hence, continuous) everywhere on the real line and that the
formula claimed in the lemma for H ′(τ ) is true. All that is then left to prove is the claimed
smoothness of H (i.e., that H ′ is continuous). But, since H ′ , itself, is then given by

H ′(τ ) =
〈

f (x) , eτ xψ(x)
〉

where ψ(x) = σ xφ(x) ,

the arguments that H is smooth also apply to H ′ . Thus, H ′ must also be continuous on R .
Consequently, to prove lemma 32.3, it will suffice to verify equation (32.17) for each real

value τ .
So let τ and 1τ be two real numbers, with τ being viewed as fixed, and 1τ being

viewed as a variable parameter. Since we will be taking the limit as 1τ → 0 , we may assume
0 < |1τ | < 1 . By linearity,

H(τ +1τ)− H(τ )

1τ
−

〈

f (x) , σ xφ(x)
〉

= 1

1τ

[〈

f (x) , eσ(τ+1τ)xφ(x)
〉

−
〈

f (x) , eστ xφ(x)
〉

]

−
〈

f (x) , σ xeστ xφ(x)
〉

=
〈

f (x) ,
( 1

1τ

[

eσ(1τ)x − 1
]

− σ x
)

eστ xφ(x)
〉

.
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For convenience, let’s rewrite this as

H(τ +1τ)− H(τ )

1τ
−

〈

f (x) , σ xφ(x)
〉

=
〈

f , Ψ1τ
〉

(32.18)

where Ψ1τ is the Gaussian test function

Ψ1τ (x) =
( 1

1τ

[

eσ(1τ)x − 1
]

− σ x
)

eστ xφ(x) .

Remember now, the functional continuity of f means there are two real numbers M and
a such that

∣

∣

〈

f , Ψ1τ
〉∣

∣ ≤ M ‖Ψ1τ‖a (32.19)

for each nonzero 1τ . Our next major goal is to obtain a useful bound for the right-hand side of
this inequality in terms of 1τ . To help find that bound, consider the formula for Ψ1τ (z) when
z is any complex value. Applying lemma 32.11 (with θ = 1τ and λ = σ z ), we see that

|Ψ1τ (z)| =
∣

∣

∣

( 1

1τ

[

eσ(1τ)z − 1
]

− σ z
)

eστ zφ(z)
∣

∣

∣

≤ 1

2
|1τ | |σ z|2 e|σ z| ·

∣

∣eστ zφ(z)
∣

∣ = |1τ | e|σ z| |ψ(z)|

where ψ is the Gaussian test function

ψ(z) = 1

2
σ 2z2eστ zφ(z) .

In particular, assume z = x + iy with |y| ≤ a . Then, letting A = e|σ ||a| ,

e|σ x+iy| ≤ e|σ |(|x |+|y|) ≤ e|σ |(|x |+|a|) = Ae|σ ||x | .

From this, the above inequality relating Ψ1τ and ψ , and lemma 31.14 on page 518, we get

|Ψ1τ (x + iy)| ea|x | ≤ |1τ | e|σ(x+iy)| |ψ(x + iy)| ea|x |

≤ |1τ | Ae|σ ||x | |ψ(x + iy)| ea|x |

= |1τ | A |ψ(x + iy)| e(a+|σ |)|x | ≤ |1τ | A ‖ψ‖a+|σ | .

Lemma 31.13 on page 518 then assures us that

‖Ψ1τ‖a ≤ |1τ | A ‖ψ‖a+|σ | .

Combining this with equation (32.18) and inequality (32.19) yields

∣

∣

∣

H(τ +1τ)− H(τ )

1τ
−

〈

f (x) , σ xeστ xφ(x)
〉

∣

∣

∣
=

∣

∣

〈

f , Ψ1τ
〉∣

∣

≤ M ‖Ψ1τ‖a ≤ |1τ | A ‖ψ‖a+|σ | ,

and so,

lim
1τ→0

∣

∣

∣

H(τ +1τ)− H(τ )

1τ
−

〈

f (x) , σ xeστ xφ(x)
〉

∣

∣

∣ ≤ lim
1τ→0

|1τ | A ‖ψ‖a+|σ | = 0 .

?IExercise 32.20: Prove lemma 32.4 on page 544.
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552 Generalized Functions

Additional Exercises

32.21. Several formulas for computing 〈 f , φ 〉 for an arbitrary Gaussian test function φ are
given below. For each, determine if the given formula defines a generalized function.
(You may assume functional continuity holds whenever the formula at least defines a
functional on 3 .)

a. 〈 f , φ 〉 =
∫ ∞

−∞
φ(3x) dx

b. 〈 f , φ 〉 =
∫ ∞

−∞
x2

F [φ]|x dx

c. 〈 f , φ 〉 =
∫ ∞

−∞
φ(i x) dx

d. 〈 f , φ 〉 =
∫ 1

0

∫ 1

0
φ(x + iy) dx dy

e. 〈 f , φ 〉 = |φ(0)|

f. 〈 f , φ 〉 = φ′(0)

32.22. Let f be a fixed generalized function, α a nonzero real number, and ζ some real or
complex number. Consider each of the following formulas for computing 〈 g , φ 〉 for
each Gaussian test function, and verify that each defines a generalized function g . (In
each, you may assume functional continuity holds.)

a. 〈 g , φ 〉 = 〈 f , F [φ] 〉 b. 〈 g , φ 〉 = 〈 f , F
−1[φ] 〉

c. 〈 g , φ 〉 = 〈 f (x) , φ
(

1

α
x
)

〉 d. 〈 g , φ 〉 = 〈 f (x) , φ(x + ζ ) 〉

e. 〈 g , φ 〉 = 〈 f , φ′ 〉

32.23. Which of the following classical functions are exponentially integrable and, hence, can
be directly treated as generalized functions?

a. any classically transformable function b. sin(x)

c. Arctan(x) d. e3|x | e. ex3

f. x3 − 4x2 + 8 g.
√

x h.
1

√
x

i.
1

√
x3

j. ln |x |

32.24. Verify that 2πδ = f where

〈

f , φ
〉

=
∫ 2π

0
φ
(

eiθ ) dθ for each φ in 3 .

(Doing this problem requires knowledge of Cauchy’s integral formula or residue theory
from complex variables.)
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Additional Exercises 553

32.25. (A pathology) Consider the functional Γ defined as follows:

1. For each base Gaussian test function φ(x) = Ax ne−γ (x−ζ )2 ,

Γ [φ] = Γ
[

Axne−γ (x−ζ )2
]

=

{

A if γ = 1

0 otherwise
.

2. For each finite summation of base Gaussian test functions φ1 +φ2 + · · · + φn ,

Γ [φ1 + φ2 + · · · + φn] = Γ [φ1] + Γ [φ2] + · · · + Γ [φn] .

(Note that, since all Gaussian test functions are finite summations of base Gaussian
functions, this does define Γ as a functional on 3 . In fact, it is a linear functional.)

Now consider the “sequence” of test functions

φγ (x) = e−γ x2
as γ → 1 .

Convince yourself that Γ is not functionally continuous by verifying that, while the
test functions φγ are clearly getting close to the test function φ1 as γ → 1 , the values
of Γ [φγ ] are not getting close to Γ [φ1] as γ → 1 .

32.26. In the following, let f (x) = exp
(

|x |3/2
)

and, for each positive integer n , let φn be

the Gaussian test function

φn(x) = An e−(x−n)2 where An = exp
(

−n
3/2

)

.

a. Is f exponentially integrable?

b. Does
〈

f , φ
〉

=
∫ ∞

−∞
exp

(

|x |3/2
)

φ(x) dx

define a linear functional on 3 ?

c i. Graph φn for several choices of n and, using these graphs, convince yourself that
the φn’s are “shrinking to 0 ” as n → ∞ .

ii. Show that ‖φn‖α → 0 as n → ∞ for any α ≥ 0 .

d. Show that 〈 f , φn 〉 6→ 0 as n → ∞ . (Hint: Split the above integral into integrals
over (−∞, n) and (n,∞) .)

e. Why does the result in the last part show that f does not define a continuous linear
functional on 3 ? (Hence, f cannot be viewed as a generalized function.)

32.27. Three ways of defining a generalized function corresponding to x −1 (which is a clas-
sical function, but is not exponentially integrable) are given below.

a i. Let φ any Gaussian test function and verify that

lim
ε→0+

[∫ −ε

−∞

1

x
φ(x) dx +

∫ ∞

ε

1

x
φ(x) dx

]

exists and is finite. (This limit is known as the Cauchy finite part of
∫ ∞
−∞ x−1φ(x) dx .)
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554 Generalized Functions

ii. Verify that f1 , defined by

〈

f1 , φ
〉

= lim
ε→0+

[∫ −ε

−∞

1

x
φ(x) dx +

∫ ∞

ε

1

x
φ(x) dx

]

,

is a generalized function (assume functional continuity holds).

b i. Show that
1

x

[

φ(x) − φ(0)e−x2
]

is absolutely integrable whenever φ is a Gaussian test function.

ii. Verify that f2 , defined by

〈

f2 , φ
〉

=
∫ ∞

−∞

1

x

[

φ(x) − φ(0)e−x2
]

dx ,

is a generalized function (assume functional continuity holds).

c. Verify that f3 , defined by

〈

f3 , φ
〉

= −
∫ ∞

−∞
ln |x |φ′(x) dx

is a generalized function (assume functional continuity holds).

d. Let f1 , f2 , and f3 be as above, and show that f1 = f2 = f3 . That is, verify that
〈

f1 , φ
〉

=
〈

f2 , φ
〉

=
〈

f3 , φ
〉

for each φ in 3 .

32.28. For the following, let f be a fixed, nonzero generalized function.

a. Show there must be a Gaussian test function ψ0 such that 〈 f , ψ0 〉 = 1 .

b. Let ψ0 be a fixed Gaussian test function such that 〈 f , ψ0 〉 = 1 , and let ψ be any
other Gaussian test function. Show there is a value β such that 〈 f , ψ−βψ0 〉 = 0 .

c. Suppose g is a generalized function such that, for any φ in 3 ,
〈

f , φ
〉

= 0 ⇐⇒
〈

g , φ
〉

= 0 .

Verify that g is a constant multiple of f (i.e., g = c f for some constant c ).

32.29. Prove lemma 32.2 on page 542. (Use the results of exercise 31.18 on page 524.)

32.30. Let f be a linear functional on 3 .

a. Assume f is also functionally continuous, and show that 〈 f , φn 〉 → 0 as n → ∞
whenever {φn}∞n=1 is any sequence of Gaussian test functions satisfying

lim
n→∞

‖φn‖α = 0 for all α ≥ 0 .

b. Now suppose 〈 f , φn 〉 → 0 as n → ∞ whenever {φn}∞n=1 is a sequence of
Gaussian test functions such that

lim
n→∞

‖φn‖α = 0 for all α ≥ 0 .

Show that f is functionally continuous.

32.31. Verify that the functionals in exercises 32.21 d and 32.27 b ii are both functionally
continuous.
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33
Sequences and Series
of Generalized Functions

Various sequences and infinite series of generalized functions will be appearing in the next
several chapters. We will find them useful in describing many generalized functions that cannot
be viewed as classical functions (delta functions, for example), and they can be used to extend
some classical formulas to formulas that cannot be derived using the classical theory alone.
Furthermore, the elements of one particularly important class of generalized functions are all
infinite series of delta functions. These are the “arrays of delta functions”, and they will play
major roles in at least three subsequent chapters.

33.1 Sequences and Limits
Limits of Sequences of Generalized Functions
Suppose { fγ }γ0

γ=α is a sequence of generalized functions.1 We will say this sequence is conver-
gent (in the generalized sense) if and only if there is a generalized function g such that

lim
γ→γ0

〈
fγ , φ

〉
=

〈
g , φ

〉
for each φ in 3 . (33.1)

Naturally, if it exists, then the generalized function g in the above equation is called the (gener-
alized) limit of the sequence. And, just as naturally, all the standard alternative ways of saying

the sequence { fγ }γ0
γ=α is convergent with limit g

are at our disposal when discussing generalized limits, including:

the sequence { fγ }γ0
γ=α converges, in the generalized sense, to g ,

lim
γ→γ0

fγ = g (in the generalized sense) ,

fγ → g as γ → γ0 (in the generalized sense) ,

and

g is the (generalized) limit of the fγ ’s as γ → γ0 .
1 As in chapter 26, we are using the term “sequence” for any indexed set of things whether or not the indices, themselves,

can be indexed by the positive integers. All we require for the indices in { fγ }γ0
γ=α is that the statement “as γ → γ0 ”

can be readily understood.

555
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556 Sequences and Series

It is worth noting that, using one of these alternatives, equation (33.1) becomes

lim
γ→γ0

〈
fγ , φ

〉
=

〈
lim
γ→γ0

fγ , φ
〉

for each φ in 3 .

As will be illustrated in the next example, the qualifying phrase “in the generalized sense”
helps prevent confusion when there are different ways of interpreting “the limit”. Sometimes,
for variety, we might say “as generalized functions” instead of “in the generalized sense”. And
sometimes, if there is no significant danger of confusion, we may just omit any qualifying phrase.

!IExample 33.1: For each ε > 0 , let hε be the classical function

hε(x) = 1

2ε
pulseε(x) .

In chapter 26, we saw that {hε}0
ε=1 is an identity sequence and that

lim
ε→0

∫ ∞

−∞
φ(x)hε(x) dx = lim

ε→0

1

2ε

∫ ε

−ε
φ(x) dx = φ(0)

whenever φ is a piecewise continuous function on R . In particular then, for each Gaussian
test function φ ,

lim
ε→0

〈
hε , φ

〉
= lim

ε→0

∫ ∞

−∞
φ(x)hε(x) dx = φ(0) =

〈
δ , φ

〉
.

Thus, in the generalized sense,
lim
ε→0

hε = δ .

However, as classical, piecewise continuous functions,

lim
ε→0

hε = 0

because, for each nonzero real value x ,

lim
ε→0

hε(x) = lim
ε→0

1

2ε
pulseε(x) = 0 .

(If this last statement is not obvious, reread the discussion on generating identity sequences
starting on page 420 or look ahead at figure 33.1a on page 566.)

?IExercise 33.1: Convince yourself that the generalized limit of any Gaussian identity
sequence is the delta function.

The next lemma assures us that at least some of the manipulations commonly performed
using classical limits are valid with the generalized limit.

Lemma 33.1
Assume {

fγ
}γ0
γ=α and

{
gγ

}γ0
γ=α

are two convergent sequences of generalized functions. Then, for any two constants a and b ,
and any simple multiplier h ,

{
a fγ + bgγ

}γ0
γ=α and

{
h fγ

}γ0
γ=α
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Sequences and Limits 557

are also convergent. Moreover,

lim
γ→γ0

[
a fγ + bgγ

]
= a lim

γ→γ0
fγ + b lim

γ→γ0
gγ and lim

γ→γ0

[
h fγ

]
= h lim

γ→γ0
fγ .

PROOF: Since { fγ }γ0
γ=α and {gγ }γ0

γ=α are convergent, their respective limits,

lim
γ→γ0

fγ and lim
γ→γ0

gγ ,

are well-defined generalized functions. Hence, so are

a lim
γ→γ0

fγ + b lim
γ→γ0

gγ and h lim
γ→γ0

fγ .

Now, to prove our lemma, it will suffice to confirm that, for each Gaussian test function φ ,

lim
γ→γ0

〈
a fγ + bgγ , φ

〉
=

〈
a lim
γ→γ0

fγ + b lim
γ→γ0

gγ , φ
〉

(33.2)

and

lim
γ→γ0

〈
h fγ , φ

〉
=

〈
h lim
γ→γ0

fγ , φ
〉

. (33.3)

So let φ be an arbitrary Gaussian test function.
Applying what we know about linear combinations of generalized functions and classical

limits, we obtain

lim
γ→γ0

〈
a fγ + bgγ , φ

〉
= lim

γ→γ0

[
a

〈
fγ , φ

〉
+ b

〈
gγ , φ

〉]

= a lim
γ→γ0

〈
fγ , φ

〉
+ b lim

γ→γ0

〈
gγ , φ

〉

= a
〈

lim
γ→γ0

fγ , φ
〉

+ b
〈

lim
γ→γ0

gγ , φ
〉

=
〈

a lim
γ→γ0

fγ + b lim
γ→γ0

gγ , φ
〉

,

confirming equation (33.2). To confirm equation (33.3), we simply apply the definition of
multiplication by a simple multiplier:

lim
γ→γ0

〈
h fγ , φ

〉
= lim

γ→γ0

〈
fγ , hφ

〉
=

〈
lim
γ→γ0

fγ , hφ
〉

=
〈

h lim
γ→γ0

fγ , φ
〉

.

Generalized Limits
In practice, sequences are often not explicitly given, but are implicitly described by some given
“limit” expression. This is something you should already be used to from calculus, and I see no
reason to go into detail about how to interpret all the different possible “limit expressions” that
can be defined.

For example, if we write
lim
γ→0+

fγ ,

then we are clearly considering the limit of a sequence { fγ }0
γ=α in which 0 < γ for each

index γ , and rather than saying “the sequence does (or does not) converge”, we may say “the
(one-sided) limit does (or does not) exist”.

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

558 Sequences and Series

Likewise, when we write
lim
γ→0−

fγ ,

we are considering the limit of a sequence { fγ }0
γ=α in which γ < 0 for each index γ , and

rather than saying “the sequence does (or does not) converge”, we may say “the (one-sided) limit
does or (does not exist)”.

On the other hand, if we have
lim
γ→0

fγ exists

(and the γ ’s are real numbers), then you should realize that the one-sided limits

lim
γ→0−

fγ and lim
γ→0+

fγ

exist, are equal, and each gives the value of limγ→0 fγ .

!IExample 33.2: Let f be any fixed generalized function. Lemma 32.2 on page 542 assures
us that

lim
ε→0+

〈
f (x) , e−επx2

φ(x)
〉

=
〈

f (x) , φ(x)
〉

for each φ in 3 .

Combining this with the definition of simple multiplication yields

lim
ε→0+

〈
f (x)e−επx2

, φ(x)
〉

= lim
ε→0+

〈
f (x) , e−επx2

φ(x)
〉

=
〈

f (x) , φ(x)
〉

for each φ in 3 . Thus,

lim
ε→0+

f (x)e−επx2
= f (x) (in the generalized sense) .

?IExercise 33.2: Assume our indices may be complex. What does it mean to say

lim
γ→i

fγ exists ?

Caveats on Computing Limits
Some care must be taken in computing generalized limits. For example, suppose we are to
compute the generalized limits of

eγ x step(x) ,
γ

γ 2 + x2
and

x

γ 2 + x2
as γ → 0 .

The naive approach would be to simply replace the γ ’s with 0 , giving

e0x step(x) = step(x) ,
0

02 + x2
= 0 and

x

02 + x2
= 1

x
.

Unfortunately, a more careful analysis will show that two of these are wrong! (Actually, the fact
that the last computation yields 1/x — which is not an exponentially integrable function and,
thus, cannot be viewed as a generalized function — suggests that something is wrong with that
computation.)
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Remember, to verify

lim
γ→γ0

fγ = g (in the generalized sense) ,

we need to show 〈
g , φ

〉
= lim

γ→γ0

〈
fγ , φ

〉
for each φ in 3 .

If the fγ ’s happen to be classical functions, then we can write this last equation as

〈
g , φ

〉
= lim

γ→γ0

∫ ∞

−∞
fγ (x)φ(x) dx for each φ in 3 . (33.4)

Consequently, a more careful computation of a generalized limit sometimes should involve a
careful analysis of a limit of some parameterized sequence of integrals. Some very general
results regarding such limits were developed in chapter 18 (see theorem 18.18 on page 265).
Using those results and the mean value theorem for derivatives, we can obtain the following
theorem, which can be useful for computing the limit in equation (33.4). The details of its proof
will be left to the interested reader (exercise 33.4 at the end of this chapter).

Theorem 33.2
Let h(γ, x) be a piecewise continuous function on a strip R = (a, b) × (−∞,∞) where
(a, b) is a finite interval containing 0 . Assume, further, all of the following:

1. All discontinuities of h on R are contained in a finite collection of lines of the form
x = constant .

2. There is a piecewise continuous and absolutely integrable function of one variable ĥ
such that

|h(γ, x)| ≤ ĥ(x) for each (γ, x) in R .

3. On R , h(γ, x) is a continuous and piecewise smooth function of γ for all but, at most,
a finite number of x’s .

4. For some finite constant C , ∣∣∣∣
∂h

∂γ

∣∣∣∣ ≤ C

at every point in R where this partial derivative exists.

Then h(γ, x) is an absolutely integrable function of x for each γ in (a, b) and

lim
γ→0

∫ ∞

−∞
h(γ, x) dx =

∫ ∞

−∞
h(0, x) dx .

Typically, we’ll want to find the g such that, for each Gaussian test function φ ,

〈
g , φ

〉
= lim

γ→γ0

∫ ∞

−∞
f (γ, x)φ(x) dx

(this is equation (33.4) using the notation f (γ, x) instead of fγ (x) ). So we will be applying
the above theorem with

h(γ, x) = f (γ, x)φ(x) and
∂h

∂γ
= ∂ f

∂γ
φ
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560 Sequences and Series

for an arbitrary φ in 3 . After recalling that any such φ is infinitely smooth and “very rapidly
vanishes at infinity”, you’ll find it easy to derive (exercise 33.4 at the end of this chapter) the
following corollary to the above theorem. This gives a relatively simple test for determining
when generalized limits can be computed naively.

Corollary 33.3
Let f (γ, x) be a piecewise continuous function on a strip R = (a, b) × (−∞,∞) where
(a, b) is a finite interval containing 0 . Assume, further, all of the following:

1. All discontinuities of f on R are contained in a finite collection of lines of the form
x = constant .

2. There are finite constants B and β such that

| f (γ, x)| ≤ Beβ|x |

at every point in R where f is continuous.

3. On R , f (γ, x) is a continuous and piecewise smooth function of γ for all but, at most,
a finite number of x’s .

4. There are finite constants C and σ such that
∣∣∣∣
∂ f

∂γ

∣∣∣∣ ≤ Ceσ |x |

at every point in R where this partial derivative exists.

Then f (γ, x) is an exponentially integrable function of x for each γ in (a, b) and

lim
γ→0

f (γ, x) = f (0, x) (in the generalized sense) .

!IExample 33.3: Consider the generalized limit

lim
γ→0

e−γ x step(x) .

To see if the above corollary applies, we’ll let

f (γ, x) = e−γ x step(x) and (a, b) = (−1, 1) .

This is certainly a piecewise continuous function on R = (−1, 1) × (−∞,∞) . Checking
the other conditions required by the corollary:

1. Since the only discontinuities in f (γ, x) are in the line x = 0 (where the step
function has a jump discontinuity), the first condition holds.

2. Because −1 < γ < 1 and |step(x)| ≤ 1 , we have
∣∣e−γ x step(x)

∣∣ ≤ e|x | for each (γ, x) in R ,

confirming the second condition.

3. Since e−γ x step(x) is certainly a smooth function of γ whenever x 6= 0 , the third
condition holds.
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4. Recalling that |x | < e|x | , we see that, whenever x 6= 0 and −1 < γ < 1 ,
∣∣∣∣
∂ f

∂γ

∣∣∣∣ =
∣∣−xe−γ x step(x)

∣∣ ≤ |x | e|x | < e2|x | ,

confirming that the fourth condition holds.

So the conditions required by the corollary hold. Consequently, the corollary assures us that,
in the generalized sense,

lim
γ→0

e−γ x step(x) = e−0x step(x) = 1 · step(x) = step(x) .

Corollary 33.3 gives conditions under which a generalized limit

lim
γ→0

f (γ, x)

can be computed by naively replacing γ with 0 in the formula for f (γ, x) . If those conditions
do not hold, then you had better analyze the limit in equation (33.4) carefully.

In practice, it is typically the second condition in corollary 33.3 which fails to hold when
the naive approach to computing the generalized limit fails. So that is a good condition to check
first. In particular, see if there is a point x0 such that f (γ, x0) is continuous at (γ, x0) when
γ 6= 0 , but for which

lim
γ→0

(γ, x0) = ∞ .

If such an x0 exists, then f (γ, x0) cannot be bounded as described in the second condition,
and you are thereby warned that naively replacing γ with 0 in the formula for f (γ, x) will
probably not give you the generalized limit you seek.

!IExample 33.4: Consider the generalized limit

lim
γ→0

f (γ, x) with f (γ, x) = γ

γ 2 + x2
.

Clearly, f (γ, x) is continuous, at least wherever γ 6= 0 . Thus, if the second condition in
corollary 33.3 holds, there are finite constants B and β such that

∣∣∣∣
γ

γ 2 + x2

∣∣∣∣ ≤ Beβ|x | (33.5)

for every γ in some nontrivial interval (a, b) containing 0 . In particular, at least for every
nonzero γ in (a, b) , ∣∣∣∣

γ

γ 2 + 02

∣∣∣∣ ≤ B . (33.6)

However,

lim
γ→0

γ

γ 2 + 02
= lim

γ→0

1

γ
= ∞ .

So there cannot be a finite B such that inequality (33.6) holds. Thus, the second condition
in corollary 33.3 does not hold for our sequence, and the corollary does not assure us that the
generalized limit

lim
γ→0

γ

γ 2 + x2
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562 Sequences and Series

can be computed by simply letting γ = 0 . Instead, we must consider more carefully the
limit

lim
γ→0

∫ ∞

−∞

γ

γ 2 + x2
φ(x) dx

for an arbitrary Gaussian test function φ . (In fact, this limit does not exist, but the one-sided
limits as γ → 0+ and γ → 0− do. You will verify that in exercises 33.6 d and 33.6 e.)

Finally, let me remind you that you can usually convert any limit to a limit of the form
considered in corollary 33.3 via some simple substitution. For example,

f (γ, x) = g(|γ | , x) converts lim
γ0→0+

g(γ0, x) to lim
γ→0

f (γ, x) ,

and

f (γ, x) = h
(

1

|γ |
, x

)
converts lim

β→∞
h(β, x) to lim

γ→0
f (γ, x) .

33.2 Infinite Series (Summations)
Now suppose we have

∞∑

k=k0

gk

where each gk is a generalized function and k0 is some fixed integer. Since any infinite series
is simply the limit of its partial sums,

∞∑

k=k0

gk = lim
N→∞

N∑

k=k0

gk ,

the basic theory of generalized infinite series follows immediately from the theory of generalized
limits just discussed. Consequently, we’ll say that our infinite series converges (in the generalized
sense) if and only if there is a generalized function f such that

f = lim
N→∞

N∑

k=k0

gk .

Remember, this equation means

〈
f , φ

〉
= lim

N→∞

〈
N∑

k=k0

gk , φ

〉
for each φ in 3 . (33.7)

Naturally, if this is the case, then the generalized function f will be referred to as the sum of
the infinite series, and we will write

f =
∞∑

k=k0

gk .

With this notation and the observation that

lim
N→∞

〈
N∑

k=k0

gk , φ

〉
= lim

N→∞

N∑

k=k0

〈
gk , φ

〉
=

∞∑

k=k0

〈
gk , φ

〉
,
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Infinite Series (Summations) 563

we see that, if our series of generalized functions is convergent, then the classical infinite series
of numbers

∞∑

k=k0

〈
gk , φ

〉

also converges for each Gaussian test function φ , and
∑∞

k=k0
gk is the generalized function

such that 〈
∞∑

k=k0

gk , φ

〉
=

∞∑

k=k0

〈
gk , φ

〉
for each φ in 3 .

As with limits, we will include the qualifying phrase “in the generalized sense” (or some
other phrase to that effect) when there is some danger of confusion, and often omit it otherwise.

!IExample 33.5: Consider the following infinite series of rectangle functions

∞∑

k=0

rect(k,k+1) .

If φ is any Gaussian test function,
〈

N∑

k=0

rect(k,k+1) , φ

〉
=

N∑

k=0

〈
rect(k,k+1) , φ

〉

=
N∑

k=0

∫ ∞

−∞
rect(k,k+1)(x) φ(x) dx

=
N∑

k=0

∫ k+1

k
φ(x) dx

=
[∫ 1

0
φ(x) dx +

∫ 2

1
φ(x) dx + · · · +

∫ N+1

N
φ(x) dx

]

=
∫ N+1

0
φ(x) dx .

So,

lim
N→∞

〈
N∑

k=0

rect(k,k+1) , φ

〉
= lim

N→∞

∫ N+1

0
φ(x) dx

=
∫ ∞

0
φ(x) dx =

〈
step , φ

〉
,

and thus, in the generalized sense,

∞∑

k=0

rect(k,k+1) = step . (33.8)

It’s worth noting that both sides of the last equation are well-defined piecewise continuous
functions, and, as you can easily confirm (after removing the trivial discontinuities from the
left-hand side),

∞∑

k=0

rect(k,k+1)(x) = step(x)
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564 Sequences and Series

for each real nonzero value x . Thus, equation (33.8) holds in a classical sense, as well as in
the generalized sense.

(Later in this chapter, we will discuss some infinite series that cannot be interpreted
classically. These will be the “arrays of delta functions”.)

The theory for two-sided infinite series of generalized functions is the straightforward
extension of that for one-sided series. Such a series,

∞∑

k=−∞
gk ,

is convergent (in the generalized sense) and equals a generalized function f if and only if

〈
f , φ

〉
= lim

N→∞
M→−∞

〈
N∑

k=M

gk , φ

〉
for each φ in 3 . (33.9)

If this series is convergent, then, for each Gaussian test function φ , the two-sided infinite series
of numbers

∞∑

k=−∞

〈
gk , φ

〉

converges, and the generalized function that we can denote by either f or
∑∞

k=−∞ gk is the
generalized function satisfying

〈
∞∑

k=−∞
gk , φ

〉
=

∞∑

k=−∞

〈
gk , φ

〉
for each φ in 3 .

The next lemma assures us that at least some of the manipulations commonly performed
using classical infinite series are valid with infinite series of generalized functions. It is an analog
of lemma 33.1 and can be proven directly from that lemma.

Lemma 33.4
Let k0 denote either some integer or −∞ , and assume

∞∑

k=k0

fk and
∞∑

k=k0

gk

are two convergent infinite series of generalized functions. Then, for any two constants a and
b , and any simple multiplier h ,

∞∑

k=k0

[
a fk + bgk

]
and

∞∑

k=k0

h fk

are also convergent. Moreover,

∞∑

k=k0

[
a fk + bgk

]
= a

∞∑

k=k0

fk + b
∞∑

k=k0

gk and
∞∑

k=k0

h fk = h
∞∑

k=k0

fk .

?IExercise 33.3: Prove the above lemma using lemma 33.1 on page 556.
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A Little More on Delta Functions 565

Finally, let me remind you that equations (33.7) and (33.9) are, respectively, equivalent to

lim
N→∞

∣∣∣∣∣

〈
f −

N∑

k=k0

gk , φ

〉∣∣∣∣∣ = 0 for each φ in 3 (33.7 ′)

and

lim
N→∞

M→−∞

∣∣∣∣∣

〈
f −

N∑

k=M

gk , φ

〉∣∣∣∣∣ = 0 for each φ in 3 . (33.9 ′)

For a given infinite series, one of these equations may be relatively easy to verify, especially if
the series can be viewed as a classical series of functions for which pointwise error bounds have
already been determined (as, for example, in exercises 33.8 and 33.9 at the end of this chapter.)

33.3 A Little More on Delta Functions
Delta Functions on the Real Line
Let’s extend some of the observations made in example 33.1 and exercise 33.1.

Suppose c is a real number and {hγ }γ0
γ=α is any of our favorite identity sequences for the

set of Gaussian test functions. Then, by the nature of identity sequences,

lim
γ→γ0

〈
hγ (x − c) , φ(x)

〉
= lim

γ→γ0

∫ ∞

−∞
hγ (x − c)φ(x) dx = φ(c) =

〈
δc(x) , φ(x)

〉

for any Gaussian test function φ . This tells us that

lim
γ→γ0

hγ (x − c) = δc(x) (in the generalized sense)

no matter which identity sequence we use. It also tells us that, when γ is close to γ0 , we can
view the classical function hγ (x − c) as an approximation for the generalized function δc . In
particular, using the pulse function identity sequence from example 33.1, {hε}0

ε=1 with

hε(x) = 1

2ε
pulseε(x) ,

we can view hε(x − c) as approximating δc whenever ε is a small positive value.
Now consider “the graph of δc(x) ”. Strictly speaking, this is a meaningless concept. We

cannot plot the “value of δc(x) ” for each real value x , because there is no formula that can
give the “value of δc(x) ” for each real value x (as we saw in chapter 30). We can, however,
visualize δc by using certain geometric properties of the graphs of many identity sequences
approximating this delta function. For simplicity, we’ll use the pulse function identity sequence,
though the same results could also be derived using, say, any Gaussian identity sequence.

As we just noted, “ δc(x) ≈ hε(x − c) ” when ε is a small positive value and

hε(x − c) = 1

2ε
pulse(x − c) .

The graphs of a few such hε(x − c)’s have been sketched in figure 33.1a (with c = 0 ). As
we saw back in chapter 26, each of these graphs has zero height everywhere except for a small
interval about the point x = c where the graph becomes a tall and narrow “spike”. As ε → 0
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PSfrag replacements
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ε = 2

ε = 4

δ

−δ1

3
2 δ−1

2δ3

(a) (b)

Figure 33.1: Delta functions — (a) viewed as a limit of pulse functions, and (b) graphically
represented using vertical arrows.

the height of this spike becomes infinite while the width shrinks to 0. However, the area enclosed
by this spike is always the same,

area = base × height = (2ε)×
( 1

2ε

)
= 1 .

As ε → 0 , these graphs begin to resemble an “infinitely tall, infinitesimally narrow spike at
x = c enclosing unit area”. Because of this, many people like to visualize the graph of δc as
this idealized spike.

Do not take this visualization too seriously.2 It is simply a graphical reminder that δc can
be approximated, in some sense, by a function whose graph is a tall, narrow spike enclosing
unit area. And don’t trust any computation based on this visualization unless you can verify the
computation independently using legitimate techniques. There is too much danger of misusing
the “infinities” and deriving a result that appears reasonable but is actually equivalent to “ 1 = 0 ”,
just as we derived when treating the delta function as a classical function in chapter 30.

Graphing an “infinitely tall, infinitesimally narrow spike” in such a way as to indicate
that it, somehow, encloses unit area is a task beyond the graphical talents of most humans and
computers. As an alternative, it has become standard practice to graphically represent a delta
function at x = c by an upward pointing arrow of unit length starting at x = c . Naturally,
given any real constant A , the graphical representation of Aδc is just that arrow with length
multiplied by |A| , pointing upward if A is positive and pointing downward if A is negative.
And if A is complex, say A = a + ib , then we sketch the graphical representations of the real
and imaginary parts, aδc and bδc , separately. A few examples are sketched in figure 33.1b.

Delta Functions off the Real Line
Much of what we just said about approximating and visualizing δc falls apart when c is not a
real number. How, for example, could we claim that δi is approximated by any function of the
form

1

2ε
pulse(x − i)

if the pulse function is not even defined when the input (here, x − i ) is not real?
2 Though it is useful if you are trying to teach “all” of Fourier analysis in two weeks. If your students can accept

“boxes of zero width with unit area”, they will accept anything else you tell them.
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Arrays of Delta Functions 567

On the other hand, Gaussian functions are defined on the complex plane. So, if {hγ }γ0γ=α
is a Gaussian identity sequence, say, with

hγ (x) = √
γ e−γπx2 ,

then it does make sense to write hγ (x − c) when c is complex and x is real. In fact, I will go
ahead and tell you that, eventually (exercise 34.46 on page 613), we will verify that

lim
γ→∞

√
γ e−γπ(x−c)2 = δc(x) (in the generalized sense)

when c is any complex value. Thus, for example, if γ is fairly large, we can treat

√
γ e−γπ(x−i)2

as an approximation to δi . The difficulty here is that we need to treat this approximation as a
complex-valued function on the complex plane. The graphs of such functions are a good deal
more complex (and more difficult to sketch) than those used in the previous subsection to justify
the visualization given there. Consequently, it probably is not a good idea to try to visualize δc
as an “infinitely tall and infinitesimally narrow spike at z = c ” when c is not on the real line.

We could, presumably, still “graphically represent” delta functions at complex points by
little arrows “pointing upward” from corresponding points on the complex plane — provided
we don’t try to attach too much geometric meaning to these arrows. Truth is, though, that
the classical functions and the delta functions on the real line are pretty well all of the basic
generalized functions for which graphical representations are practical. So don’t worry about
“graphing” these other generalized functions any more than you would worry about counting
from 1 to

√
2+ 3i on your fingers.

33.4 Arrays of Delta Functions
An array of delta functions is simply a summation in which each term is a constant times a delta
function. When ambiguity is not a danger, we will refer to such a summation as simply an array.
The array may be finite (i.e., have a finite number of terms), as with

3δ−1 + 6δ0 − 4δ2 ,

or it may be infinite (i.e., have an infinite number of terms), as with

∞∑
k=−∞

1

1+ k2
δ2k .

The constants in the summation will, naturally enough, be referred to as the coefficients of the
array, and the set of points where the array “has delta functions” will be called the support of
the array. For example, the coefficients of the first array above are 3 , 6 , and −4 , and the
corresponding support is the set {−1, 0, 2} . For the second array, three of the coefficients are

1

1+ 02
= 1 ,

1

1+ 12
= 1

2
and

1

1+ 22
= 1

5
,

and the support is the set of all even integers,

{ . . . , −4, −2, 0, 2, 4, 6, . . . } .
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PSfrag replacements

j0
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−1−2−2−4−6 00 1 22 4 6

1
1

∞∑

k=−∞

1

1 + |k|
δ2k

∞∑

k=−∞

k

4
δk/2

Figure 33.2: Two arrays of delta functions.

Two other arrays have been sketched (“graphically represented”) in figure 33.2.
For convenience, let’s agree that whatever symbol denotes the array can also be used —

with suitable subscripts — to denote the individual coefficients. Thus, if

g =
∞∑

k=−∞

1

1 + k2
δ2k ,

then it is understood that

gk = 1

1 + k2
for k = 0, ±1, ±2, ±3, . . . .

More commonly, we will say something like “assume f is an arbitrary array”, and write

f =
∞∑

k=−∞
fk δxk .

Note that this last expression does not necessarily mean that f is an infinite array. After all,
any finite array can also be written this way with all but a finite number of the coefficients being
zero. For example, the array

3δ−1 + 6δ0 − 4δ2 ,

can be written as

∞∑

k=−∞
fk δk where fk =





3 if k = −1

6 if k = 0

−4 if k = 2

0 otherwise

.

To further simplify future discussions, let us refer to an array f as being regular if and
only if there is a positive value 1x , called the spacing of the array, such that

f =
∞∑

k=−∞
fk δk1x .

In other words, a regular array of delta functions with spacing 1x is an array whose support is
contained in the set of integral multiples of the spacing,

{ . . . , −21x, −11x, 01x, 11x, 21x, 31x, . . . } .

Most arrays that will be of interest to us will be regular arrays.
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1x
0

1

X

Figure 33.3: The comb function with spacing 1x .

!IExample 33.6 (comb functions): The “comb functions” make up an especially important
class of regular arrays. For any positive value 1x , the comb function with spacing 1x ,
denoted by comb1x , is the array

comb1x =
∞∑

k=−∞
δk1x . (33.10)

You can see how it got its name from figure 33.3.3

You should realize that, while individual delta functions are generalized functions, it is
quite possible to create an array of delta functions that is not a generalized function. Certainly,
every finite array is a generalized function since a finite array is just a finite linear combination
of generalized functions. For an infinite array to define a generalized function, however, it must
converge as an infinite series of generalized functions.

To see the main issue involved, consider computing 〈 f , φ 〉 for some Gaussian test function
φ and some regular array

f =
∞∑

k=−∞
fk δk1x . (33.11)

Whether or not we have convergence, we can write

〈
f , φ

〉
=

〈
∞∑

k=−∞
fk δk1x , φ

〉

= lim
N→∞

M→−∞

〈
N∑

k=M

fk δk1x , φ

〉

= lim
N→∞

M→−∞

N∑

k=M

fk
〈
δk1x , φ

〉

= lim
N→∞

M→−∞

N∑

k=M

fk φ(k1x) =
∞∑

k=−∞
fk φ(k1x) .

Clearly then, if f is truly a generalized function; that is, if the array in formula (33.11) converges
in the generalized sense, then the last infinite series above must converge to a finite value for
each φ in 3 . Conversely, if this last series does not converge to a finite number for some φ

3 Provided you can imagine an infinitely long comb whose teeth are widely spaced and barbed. Still, “the comb
function” is probably a better name than “the picket fence function”.
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in � , then the array in formula (33.11) cannot be convergent in the generalized sense and, thus,
does not define a generalized function.

!�Example 33.7: Consider the array

f =
∞∑

k=−∞
ek

2
δk .

Computing 〈 f , φ 〉 using the the Gaussian test function φ(x) = e−x2 gives

〈
f , φ

〉 =
〈 ∞∑
k=−∞

ek
2
δk(x) , e

−x2
〉

=
∞∑

k=−∞
ek

2
〈
δk(x) , e

−x2 〉

=
∞∑

k=−∞
ek

2
e−k2

=
∞∑

k=−∞
1 = ∞ .

Thus, this array of delta functions does not converge in the generalized sense, and we cannot
view f as a generalized function.

To help guarantee convergence, we may require our regular array f to have exponentially
bounded coefficients; that is, we may require all the coefficients to satisfy

| fk | ≤ Meγ |k|

for some fixed pair of positive constants M and γ .

Lemma 33.5
Any regular array of delta functions having exponentially bounded coefficients is a generalized
function.

PROOF: Assume

f =
∞∑

k=−∞
fk δk�x

is a regular array, and M and γ are constants such that

| fk | ≤ Meγ |k| for k = 0, ±1, ±2, ±3, . . . .

Also, for convenience, let β = (1+γ )/�x (so γ − β�x = −1 ).
As we saw above, 〈

f , φ
〉 =

∞∑
k=−∞

fk φ(k�x) . (33.12)

To show this defines a generalized function (i.e., a continuous linear functional on � ), we will
first confirm that the summation on the right converges for each φ in � (thus verifying that f is
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Additional Exercises 571

a well-defined functional on 3 ). Then we will verify that this functional is linear. Verifying the
functional continuity of f will be left as an exercise (exercise 33.13 at the end of this chapter)
for those acquainted with the details of functional continuity.

So let φ be any Gaussian test function. From lemma 31.12 on page 516, we know there is
a corresponding constant Bβ such that

|φ(x)| ≤ Bβ e−β|x | whenever − ∞ < x < ∞ .

Thus,
∞∑

k=−∞
| fk | |φ(k1x)| ≤

∞∑

k=−∞
Meγ |k| Bβ e−β|k1x |

≤ M Bβ
∞∑

k=−∞
e(γ−β1x)|k| = M Bβ

∞∑

k=−∞
e−|k| .

The last infinite series is a geometric series which you can easily verify as being convergent.
That, along with the above inequalities, assures us that the infinite series in equation (33.12) is
absolutely convergent, hence confirming that it converges for each φ in 3 .

To verify the necessary linearity, let φ and ψ be any two Gaussian test functions and let
a and b be any two constants. From the previous paragraph, we know

∞∑

k=−∞
fk φ(k1x) and

∞∑

k=−∞
fk ψ(k1x)

are absolutely convergent infinite series of numbers. Thus,

〈
f , aφ + bψ

〉
=

∞∑

k=−∞
fk

[
aφ(k1x)+ bψ(k1x)

]

= a
∞∑

k=−∞
fk φ(k1x) + b

∞∑

k=−∞
fk ψ(k1x)

= a
〈

f , φ
〉

+ b
〈

f , ψ
〉

.

Additional Exercises

33.4 a. Prove theorem 33.2 on page 559. In addition to using theorem 18.18 on page 265,
you should consider using the mean value theorem for derivatives (see your calculus
text) to show that

|h(γ, x)− h(0, x)| ≤ C |γ |

for all γ in (a, b) and all but a finite number of x’s .

b. Obtain corollary 33.3 from 33.2. (The bounds on Gaussian test functions discussed
in lemma 31.12 on page 516 will be useful here.)
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33.5. For each of the following generalized limits, verify that corollary 33.3 applies, and
compute the limit:

a. lim
γ→0

eγ x b. lim
γ→0

e−γ |x |

c. lim
γ→∞

e−γ |x | d. lim
γ→∞

1

π
Arctan(γ x)

33.6. Compute each of the following generalized limits using the basic definition of gener-
alized limits. That is, find each given limγ→γ0 fγ by determining the g such that

lim
γ→γ0

〈
fγ , φ

〉
=

〈
g , φ

〉
for each φ in 3 .

In all but the first, you will need to analyze the limit of integrals corresponding to the
limit of 〈 fγ0 , φ 〉’s .

a. lim
γ→0

δγ

b. lim
γ→∞

e−i2πγ x (Don’t forget the integral formula for F [φ] .)

c. lim
γ→∞

γ sinc(2πγ x) (Take a look at exercise 26.18 on page 433.)

d. lim
γ→0+

γ

γ 2 + x2
(Consider theorem 33.2 after using the substitution x = γ s .)

e. lim
γ→0−

γ

γ 2 + x2
(Consider theorem 33.2 after using the substitution x = γ s .)

33.7. Show that
lim
γ→∞

sin(γ x) = 0 as generalized functions

even though this limit does not exist classically for any nonzero value of x . (Try using
integration by parts in computing 〈 sin(γ x) , φ(x) 〉 .)

33.8. Let f be a classical function that is continuous, piecewise smooth, and periodic with
period p .4 Remember that its Fourier series is given by

∞∑

k=−∞
ck ei2πωk x

where

ck = 1

p

∫ p

0
f (t)e−i2πωk t dt and ωk = k

p
.

Remember, also (see theorem 15.6 on page 200), that there is a fixed constant B such
that ∣∣∣∣∣ f (x) −

N∑

k=M

ck ei2πωk x

∣∣∣∣∣ ≤
[

1
√

M
+ 1

√
N

]
B

for every real value x and every pair of integers M and N with M < 0 < N .

Using the above, confirm that

f =
∞∑

k=−∞
ck ei2πωk x (in the generalized sense) .

4 More general periodic functions will be discussed in chapter 36.
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33.9. Let
∑∞

k=0 gk be an infinite series of classical functions that converges uniformly to
a classical function f on the real line. Assume all the functions are exponentially
integrable, and verify that

f =
∞∑

k=0

gk (in the generalized sense) .

33.10 a. Show that, if h is any simple multiplier, and

f =
∞∑

k=−∞
fk δk1x

is any regular array of delta functions, then

h f =
∞∑

ky=−∞
h(k1x) fk δk1x .

b. For each equation below, find a simple multiplier h satisfying the given equation.

i. h comb1 =
∞∑

k=−∞
k2 δk .

ii. h comb1 =
∞∑

k=−∞
(−1)k δk .

iii. g comb1x =
∞∑

k=−∞
(−1)k δk1x .

33.11. Sketch the graphical representations for the following arrays of delta functions.

a. x comb1(x)

b. x comb1x (x) where 1x = 1/2

c. sin(x) comb1x (x) where 1x = π/4

d.
∞∑

k=−∞

k2

10
δ2k

33.12. Not all arrays are regular. For each of the following:

1. Explain why the given array is not a regular array.

2. Verify that it is a generalized function (assume functional continuity).

3. If the support of the given array is in R , sketch the graphical representation of
the array as well as you can.

a.
∞∑

k=−∞
δi+k b.

∞∑

k=−∞

1

k2
δ1/k

c.
∞∑

k=1

1

k3

k∑

n=−k

δn/k d.
∞∑

k=1

1

k3
comb1/k

(The last one may be a real challenge.)
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574 Sequences and Series

33.13. Assume f is a regular array with exponentially bounded coefficients. From the proof
given for lemma 33.5, we know f is a linear functional on 3 . Verify that it is also
functionally continuous.
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34
Basic Transforms
of Generalized Fourier Analysis

In this chapter we will develop the generalized analogs of several basic operators from classical
Fourier analysis and calculus. Naturally, we will start by generalizing the Fourier transforms,
but we will also generalize the operations of variable scaling, translation, and differentiation,
and we will explore how these different operations interact.

You will probably notice that the opening paragraphs of the first few sections are strikingly
(numbingly?) similar to each other. You might even notice that certain technical issues regarding
whether the generalized transforms are “well defined” or “unique” are only lightly touched upon
in these sections. The reason for all this is that each of these transforms is “adjoint defined”.
A detailed general discussion of adjoint-defined transforms occupies section 34.6. There we
will define “adjoint-defined” and lay heavy hands on those issues glossed over in the previous
sections. To allay any possible concerns, I will go ahead and tell you the main conclusions of
that section: All the transforms defined here are “well-defined, linear, continuous transforms
that uniquely generalize the corresponding classical transforms”.

34.1 Fourier Transforms
Definition and Examples
Our first attempt to generalize the classical Fourier transform was based on a test derived from
the fundamental identity of Fourier analysis. Recall that identity:

∫ ∞

−∞
F [ f ]|x φ(x) dx =

∫ ∞

−∞
f (y)F [φ]|y dy .

We know this identity is valid whenever f and φ are “appropriately chosen” functions. In
particular, we saw in chapter 31 that this identity holds whenever f is a classically transformable
function and φ is a Gaussian test function (theorem 31.6 on page 508). In that case, though,
F [φ] is also a Gaussian test function, and both f and F [ f ] can be treated as generalized
functions. Consequently, we can rewrite the above equation as

〈
F [ f ] , φ

〉
=

〈
f , F [φ]

〉
(34.1)

or, equivalently, as 〈
F , φ

〉
=

〈
f , F [φ]

〉
(34.2)

where F is the classical transform of f .

575
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576 Basic Transforms of Generalized Fourier Analysis

The interesting thing about the last equation is that the right-hand side makes sense for
any generalized function f , whether or not it is classically transformable. Moreover, as we
saw in exercise 31.6 on page 508 (and will verify in detail later in section 34.6), for any given
generalized function f , we can define a corresponding generalized function, call it f̂ for now,
to be the generalized function satisfying〈

f̂ , φ
〉 = 〈

f , F [φ]
〉

for each φ in � .

Because of the relation of this equation to equation (34.2), it seems natural to refer to f̂ as the
(generalized) Fourier transform of f .

That is exactly what we will do.
Let f be any generalized function. The (generalized) Fourier transform of f , denoted by

F [ f ] , is defined to be the generalized function satisfying〈
F [ f ] , φ

〉 = 〈
f , F [φ]

〉
for each φ in � . (34.3)

Similarly, the (generalized) Fourier inverse transform of a generalized function F , denoted by
F −1[F] , is defined to be the generalized function satisfying〈

F −1[F] , φ
〉 = 〈

F , F −1[φ]
〉

for each φ in � . (34.4)

It is important to realize that we have not redefined the transform of any classically trans-
formable function. After all, if f is a classically transformable function with classical transform
F and generalized transform f̂ , then, by the above definition of generalized transform and the
classical fundamental identity (equation (34.2)),〈

f̂ , φ
〉 = 〈

f , F [φ]
〉 = 〈

F , φ
〉

for each φ in � .

Thus, f̂ = F . Likewise, the generalized inverse Fourier transformof a classically transformable
function is just the same as the classical inverse Fourier transform of that function.

Just in case I haven’t been clear enough: Do not waste effort in finding the generalized
Fourier transform (or inverse transform) of a classically transformable function when you al-
ready know its classical transform! The generalized definitions above are only needed when
the classical definitions are not valid (or when you don’t know if a given function is classically
transformable). To see this, let’s consider the transform of a classically transformable function.

!�Example 34.1: −2t step(t) is a classically transformable
function with classical Fourier transform (2 + i2πω)−1 . Thus, the generalized Fourier
transform of e−2t step(t) is also (2+ i2πω)−1 .

Though totally unnecessary (except to prove a point), let us compute the Fourier trans-
form from the generalized definition. Letting φ be any Gaussian test function, then, by
the definition of the generalized transform and the fact that e−2t step(t) is exponentially
integrable, 〈

F
[
e−2t step(t)

]∣∣∣
ω
, φ(ω)

〉
=
〈
e−2t step(t) , F [φ(ω)]|t

〉
=
∫ ∞

−∞
e−2t step(t)F [φ(ω)]|t dt .

Since φ is a Gaussian test function, it is absolutely integrable and the above can be written
as 〈

F
[
e−2t step(t)

]∣∣∣
ω
, φ(ω)

〉
=
∫ ∞

−∞
e−2t step(t)

∫ ∞

−∞
φ(ω) e−i2π tω dω dt

=
∫ ∞

−∞

∫ ∞

−∞
e−2t step(t) φ(ω) e−i2π tω dω dt .

Back in chapter 19, we saw that e
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Fourier Transforms 577

Because both e−2t step(t) and φ(ω) are absolutely integrable, corollary 18.24 on page 269
assures us that the order of integration in the last integral can be interchanged. Doing so, and
computing the resulting integral, we obtain

〈
F

[
e−2t step(t)

]∣∣∣
ω
, φ(ω)

〉
=

∫ ∞

−∞

∫ ∞

−∞
e−2t step(t) φ(ω) e−i2π tω dt dω

=
∫ ∞

−∞
φ(ω)

(∫ ∞

0
e−2t e−i2π tω dt

)
dω

=
∫ ∞

−∞
φ(ω)

1

2 + i2πω
dω .

Thus, for each φ in 3 ,

〈
F

[
e−2t step(t)

]∣∣∣
ω
, φ(ω)

〉
=

〈 1

2 + i2πω
, φ(ω)

〉
,

(re)verifying that the generalized Fourier transform of e−2t step(t) is (2 + i2πω)−1 .

Now let’s try to find the Fourier transforms of some (generalized) functions for which we
cannot use the classical theory.

!IExample 34.2 (transform of the step function): While the step function is not classically
transformable, it clearly is exponentially integrable and, so, can be treated as a generalized
function. Using the generalized definition to find its Fourier transform gives

〈
F

[
step

]
, φ

〉
=

〈
step , F [φ]

〉

=
∫ ∞

−∞
step(x)F [φ]|x dx =

∫ ∞

0
F [φ]|x dx

for each Gaussian test function φ . And because Gaussian test functions are absolutely
integrable, we can write the last integral as

∫ ∞

0

∫ ∞

−∞
φ(y) e−i2πxy dy dx .

Thus, we can describe F
[
step

]
as the generalized function such that

〈
F

[
step

]
, φ

〉
=

∫ ∞

0

∫ ∞

−∞
φ(y) e−i2πxy dy dx for each φ in 3 .

You should verify, yourself, that the order of integration cannot be changed in this case.
(Other, more useful, ways of describing F

[
step

]
will be developed later.)

As the last example illustrates, the definition of the generalized transform for f often
does not naturally lead to a formula for F [ f ] in terms of other generalized functions. This is
something we just have to live with. Sometimes, though, with luck and a little work, we can
find a formula for the transform in terms of other known generalized functions.
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578 Basic Transforms of Generalized Fourier Analysis

!IExample 34.3 (Fourier transform of the unit constant): Letting φ be any Gaussian test
function, observe that

〈
F [1] , φ

〉
=

〈
1 , F [φ]

〉

=
∫ ∞

−∞
1 · F [φ]|x dx

=
∫ ∞

−∞
F [φ]|x ei2π ·0·x dx = F

−1[F [φ]]|0 .

Because φ is classically transformable, we already know F
−1[F [φ]]|0 = φ(0) . Combining

this with the last equation above and the definition of the delta function, we get
〈
F [1] , φ

〉
= φ(0) =

〈
δ , φ

〉
for each φ in 3 .

Hence,
F [1] = δ .

?IExercise 34.1 (Fourier transforms of complex exponentials): Let a be any real number,
and show that

F

[
ei2πax

]
= δa .

Finding the Fourier transform of a delta function (on the real line) is just as easy.

!IExample 34.4 (Fourier transform of a delta function): For φ in 3 ,
〈
F [δ3] , φ

〉
=

〈
δ3 , F [φ]

〉
= F [φ]|3 .

This, along with the fact that

F [φ]|3 =
∫ ∞

−∞
φ(x) e−i2π3x dx =

∫ ∞

−∞
e−i6πxφ(x) dx =

〈
e−i6πx , φ

〉
,

gives us 〈
F [δ3] , φ

〉
=

〈
e−i6πx , φ

〉
for each φ in 3 .

Thus,
F

−1[δ3] = e−i6πx .

?IExercise 34.2 (Fourier transform of delta functions): Let a be any fixed real number,
and show that

F [δa]|x = e−i2πax .

In particular,
F [δ]|x = e−i2π ·0·x = 1 .

(In a few pages we’ll discover that the formulas derived in the above exercises also hold
when a is complex.)

Inverse transforms of exponentials and delta functions can be computed in a similar fashion,
or by using the invertibility described below.
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Fourier Transforms 579

Linearity and Invertibility
Let f and g be any two generalized functions, and let α and β be any two constants. By the
definition of the generalized Fourier transform and an observation made while discussing linear
combinations of generalized functions (see page 540),

〈
F [α f + βg] , φ

〉
=

〈
α f + βg , F [φ]

〉

= α
〈

f , F [φ]
〉

+ β
〈

g , F [φ]
〉

= α
〈
F [ f ] , φ

〉
+ β

〈
F [g] , φ

〉
=

〈
αF [ f ] + βF [g] , φ

〉

for each Gaussian test function φ . Thus,

F [α f + βg] = αF [ f ] + βF [g] .

This, along with virtually identical computations using the inverse transform, proves the expected
theorem on linearity.

Theorem 34.1 (linearity of the generalized transforms)
If f and g are any two generalized functions, and α and β are any two constants, then

F [α f + βg] = αF [ f ] + βF [g]

and

F
−1[α f + βg] = αF

−1[ f ] + βF
−1[g] .

!IExample 34.5: Let a > 0 . Using the linearity of the transform and the results from
exercise 34.1, above, we see that

F [sin(2πat)] = 1

2i

[
F

[
ei2πat

]
− F

[
e−i2πat

]]

= 1

2i

[
F

[
ei2πat

]
− F

[
ei2π(−a)t

]]
= 1

2i

[
δa − δ−a

]
.

?IExercise 34.3: Letting a > 0 , verify that

F [cos(2πat)] = 1

2

[
δa + δ−a

]
.

Showing that the two generalized transforms F and F
−1 are inverses of each other is

ludicrously simple. By the definition of the generalized Fourier transforms, we have

〈
F

−1[
F [ f ]

]
, φ

〉
=

〈
F [ f ] , F −1[φ]

〉
=

〈
f , F

[
F

−1[φ]
] 〉

for any generalized function f and any Gaussian test function φ . Moreover, because φ is
classically transformable, we know F

[
F

−1[φ]
]

= φ . Thus, for any generalized function f ,

〈
F

−1[
F [ f ]

]
, φ

〉
=

〈
f , φ

〉
for each φ in 3 .

In other words, F
−1

[
F [ f ]

]
= f (equivalently: F = F [ f ] ⇒ F

−1[F] = f ).
By virtually identical calculations we also get F

[
F

−1[F]
]

= F for any generalized
function F , completing the proof of our “invertibility theorem”, below.
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580 Basic Transforms of Generalized Fourier Analysis

Theorem 34.2 (invertibility of the generalized transforms)
Let f and F be any two generalized functions. Then

F
−1[

F [ f ]
]

= f and F
[
F

−1[F]
]

= F .

Equivalently,
F = F [ f ] ⇐⇒ F

−1[F] = f .

!IExample 34.6: Let a be any real constant. In exercises 34.1 and 34.2 you showed that

δa = F

[
ei2πax

]
and e−i2πax = F [δa]|x .

Theorem 34.2 then assures us that

F
−1[δa]|x = ei2πax and F

−1
[
e−i2πax

]
= δa .

In particular,
F

−1[δ] = 1 and F
−1[1] = δ .

34.2 Generalized Scaling of the Variable
Basic Definition and Notation
Definition

A common way to modify a classical function f is to scale its variable by some fixed nonzero
real number σ , thereby transforming the function f (x) to the function f (σ x) . To determine
the generalized version of this operation, let us consider integrating such a scaled, exponentially
integrable function f (σ x) multiplied by an arbitrary Gaussian test function φ(x) . If σ > 0 ,
then, using the change of variables σ x = y and the fact that y is a dummy variable,

∫ ∞

−∞
f (σ x)φ(x) dx =

∫ ∞

−∞
f (y)φ

(
y

σ

)
1

σ
dy = 1

σ

∫ ∞

−∞
f (x)φ

(
x

σ

)
dx .

If σ < 0 , the same change of variables gives
∫ ∞

−∞
f (σ x)φ(x) dx =

∫ −∞

∞
f (y)φ

(
y

σ

)
1

σ
dy = − 1

σ

∫ ∞

−∞
f (x)φ

(
x

σ

)
dx .

Recalling that |σ | = σ if σ > 0 and |σ | = −σ if σ < 0 , we see that the above two equations
can be written as ∫ ∞

−∞
f (σ x)φ(x) dx = 1

|σ |

∫ ∞

−∞
f (x)φ

(
x

σ

)
dx , (34.5)

which, in generalized integral notation, is

〈
f (σ x) , φ(x)

〉
= 1

|σ |

〈
f (x) , φ

(
x

σ

) 〉
.

Observe that the right-hand side of this last equation makes sense for any generalized
function f , even if it is not a classical, exponentially integrable function. Moreover, as was
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Generalized Scaling of the Variable 581

defines a new generalized function, which we might as well denote by f (σ x) . This gives us
a generalized definition for scaling the variable, namely, if f (x) is any generalized function
and σ is any real value other than zero, then f (σ x) is defined to be the generalized function
satisfying 〈

f (σ x) , φ(x)
〉

= 1

|σ |

〈
f (x) , φ

(
x

σ

) 〉
for each φ in 3 . (34.6)

The value σ will be referred to as the corresponding scaling factor.
Of course, if the classical definition of f (σ x) applies, then there is no difference between

f (σ x) defined classically and f (σ x) defined by the above generalized definition. We know this
because equation (34.6), defining f (σ x) as a generalized function, is identical to equation (34.5),
which was derived using the classical definition of f (σ x) . So let’s consider a case where f is
not a classical function.

!IExample 34.7: Consider the delta function with the variable scaled by 3. For any Gaussian
test function φ we have, by equation (34.6),

〈
δ(3x) , φ(x)

〉
= 1

3

〈
δ(x) , φ

(
x

3

) 〉
= 1

3
φ
(

0

3

)
= 1

3
φ(0) .

But also,
1

3
φ(0) =

〈
1

3
δ(x) , φ(x)

〉
.

So, 〈
δ(3x) , φ(x)

〉
=

〈
1

3
δ(x) , φ(x)

〉
for each φ in 3 .

In other words,
δ(3x) = 1

3
δ(x) .

?IExercise 34.4: Verify that δ6(2x) = 1

2
δ3(x) .

It is worth emphasizing that we only allow the scaling factor to be a nonzero real number.
The reason for this is something on which you should briefly meditate.

?IExercise 34.5: What “goes wrong” in equation (34.6) if σ is either zero or an imaginary
number?

The Scaling Operator

The process of converting any f (x) to f (σ x) can be viewed as a transformation of general-
ized functions. We will, on occasion, denote this transformation by Sσ . Thus, for any given
generalized function f (x) and any nonzero real number σ ,

f (σ x) , Sσ [ f ]|x and Sσ [ f ]

all mean the same thing. We may, for example, write S3[δ] for δ(3x) . As this shows, the use of
the scaling operator notation can eliminate the need to “attach variables” to generalized functions.
This can simplify the bookkeeping in some computations, especially when the computation
involves a long sequence of computations that would otherwise require the introduction of a
number of dummy variables. It also allows us to rewrite the generalized definition of scaling as
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582 Basic Transforms of Generalized Fourier Analysis

follows: Let f be any generalized function and σ any nonzero real number. Then Sσ [ f ] is
the generalized function given by

〈
Sσ [ f ] , φ

〉
= 1

|σ |

〈
f , S1/σ [φ]

〉
for each φ in 3 .

Implicit in this definition, of course, is that, for each φ in 3 , S1/σ [φ] is the Gaussian test
function obtained by scaling the variable of φ by 1/σ ,

S1/σ [φ]|x = φ
(

1

σ
· x

)
.

?IExercise 34.6: Show that S−1[δα] = δ−α for any complex value α .

A few useful (and easily verified) properties of the scaling operator are described in the
next exercise.

?IExercise 34.7: Verify each of the following, assuming f and g are two generalized
functions, h is a simple multiplier, α and β are fixed complex numbers, and σ and τ are
nonzero real numbers:

a: (linearity) Sσ [α f + βg] = αSσ [ f ] + βSσ [g]
b: Sσ [h f ] = Sσ [h]Sσ [ f ]
c: (commutativity) Sσ [Sτ [ f ]] = Sστ [ f ] = Sτ [Sσ [ f ]]

Even and Odd Generalized Functions
Given any generalized function f (x) , we will abbreviate f ((−1)x) by f (−x) , just as we
do classically. And, since |−1| = 1 , our generalized definition of f (−x) reduces to f (−x)
being the generalized function such that

〈
f (−x) , φ(x)

〉
=

〈
f (x) , φ(−x)

〉
for each φ in 3 .

Just as with classical functions, we will refer to a generalized function f as being even if
and only if f (−x) = f (x) . From the discussion in the previous paragraph, we see that this is
equivalent to saying that f is even if and only if

〈
f (x) , φ(x)

〉
=

〈
f (x) , φ(−x)

〉
for each φ in 3 .

Likewise, a generalized function f will be called an odd generalized function if and only
if f (−x) = − f (x) . Equivalently, f is odd if and only if

〈
f (x) , φ(x)

〉
= −

〈
f (x) , φ(−x)

〉
for each φ in 3 .

In terms of the scaling operator,

f is even ⇐⇒ S−1[ f ] = f ,

and

f is odd ⇐⇒ S−1[ f ] = − f .

Earlier, we noted that, if f (x) is also a classical function, then f (αx) defined using the
generalized definition of scaling is the same as f (αx) defined classically for any real number α ,
including α = −1 . From this, it automatically follows that a classical function is, respectively,
even or odd as a generalized function if and only if it is even or odd in the classical sense.

Now consider a couple of generalized functions that are not classical functions.
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Generalized Scaling of the Variable 583

?IExercise 34.8: Verify that the delta function, δ , is even.

?IExercise 34.9: Verify that the delta function at 2 , δ2 , is neither even nor odd.

Scaling and the Fourier Transforms
The scaling identities for the classical Fourier transforms were described in theorem 21.3 on
page 319. Not too surprisingly, the scaling identities for the generalized Fourier transforms,
described in the next theorem, are very similar.

Theorem 34.3 (scaling identities)
Let f and F be any pair of generalized functions with F = F [ f ] . Then, for any nonzero real
constant σ ,

F [ f (σ x)]|y = 1

|σ |
F

(
1

σ
y
)

(34.7a)

and

F
−1[F(σ y)]|x = 1

|σ |
f
(

1

σ
x
)

. (34.7b)

Equivalently,

F
−1

[
F

(
1

σ
y
)]∣∣∣

x
= |σ | f (σ x) (34.7c)

and

F

[
f
(

1

σ
x
)]∣∣∣

y
= |σ | F(σ y) . (34.7d)

We will prove equation (34.7a) and leave the similar proof of equation (34.7b) as an exercise.
First, though, let’s observe that, in terms of the scaling operator, equations (34.7a) and (34.7b)
are

F [Sσ [ f ]] = 1

|σ |
S1/σ [F] and F

−1[Sσ [F]] = 1

|σ |
S1/σ [ f ] ,

while equations (34.7c) and (34.7d) are

F
−1[S1/σ [F]

]
= |σ | Sσ [ f ] and F

[
S1/σ [ f ]

]
= |σ | Sσ [F] .

PROOF (of equation (34.7a)): Let φ be any Gaussian test function and let Φ be its Fourier
transform, Φ(x) = F [φ(y)]|x . For convenience, also let α = 1/σ (so ασ = 1 ). Using the
generalized definitions of scaling and the Fourier transform,

〈
1

|σ |
F

(
1

σ
y
)
, φ(y)

〉
= |α|

〈
F(αy) , φ(y)

〉

= |α| 1
|α|

〈
F(y) , φ

(
1

α
y
) 〉

=
〈
F [ f (x)]|y , φ(σ y)

〉
=

〈
f (x) , F [φ(σ y)]|x

〉
.

But φ and Φ are classically transformable functions and, by the classical scaling identities,

F [φ(σ y)]|x = 1
|σ |
Φ

(
1

σ
x
)

.
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584 Basic Transforms of Generalized Fourier Analysis

So, 〈
1

|σ |
F

(
1

σ
y
)
, φ(y)

〉
=

〈
f (x) ,

1
|σ |
Φ

(
1

σ
x
) 〉

= 1
|σ |

〈
f (x) , Φ

(
1

σ
x
) 〉

=
〈

f (σ x) , Φ(x)
〉

=
〈

f (σ x) , F [φ(y)]|x
〉

.

Applying the defining equation for the generalized Fourier transform one last time then yields
〈

1
|σ |

F
(

1

σ
y
)
, φ(y)

〉
=

〈
F [ f (σ x)]|y , φ(y)

〉

for each Gaussian test function φ , verifying equation (34.7a).

?IExercise 34.10: Verify equation (34.7b) in theorem 34.3.

Near-Equivalence of the Generalized Fourier Transforms
The near-equivalence identities for the generalized Fourier transforms are straightforward conse-
quences of the scaling identities and the near-equivalence identities for the classical transforms.
We will state these identities in the next theorem and leave their proofs for exercises.

Theorem 34.4 (principle of near-equivalence)
Let f be any generalized function. Then

F [ f (y)]|x = F
−1[ f (y)]|−x = F

−1[ f (−y)]|x (34.8)

and

F
−1[ f (y)]|x = F [ f (y)]|−x = F [ f (−y)]|x . (34.9)

?IExercise 34.11: Verify the equations in line (34.8) of theorem 34.4.

In terms of the scaling operator, equations (34.8) and (34.9) can be written as

F [ f ] = S−1
[
F

−1[ f ]
]

= F
−1[S−1[ f ]

]

and

F
−1[ f ] = S−1F [ f ] = F

[
S−1[ f ]

]
.

As an immediate consequence of the generalized principle of near-equivalence, we have
the following generalizations of the classical results concerning the transforms of even and odd
functions (see corollaries 19.2 and 19.3, starting on page 277).

Corollary 34.5
Let f be an even generalized function. Then both F [ f ] and F

−1[ f ] are even. Moreover,

F
−1[ f ] = F [ f ] .

Corollary 34.6
Let f be an odd generalized function. Then both F [ f ] and F

−1[ f ] are odd. Moreover,

F
−1[ f ] = −F [ f ] .
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Generalized Translation/Shifting 585

?IExercise 34.12: Let a > 0 . From a previous example and exercise, we know

F [sin(2πat)] = 1

2i

[
δa − δ−a

]
and F [cos(2πat)] = 1

2

[
δa + δ−a

]
.

Using the above corollaries, now find

F
−1[sin(2πat)] and F

−1[cos(2πat)] .

34.3 Generalized Translation/Shifting
Translation along the Real Axis
Definition

Let a be some real value. If f is an exponentially integrable function and φ is any Gaussian
test function, then, using the change of variables y = x − a , we obtain

∫ ∞

−∞
f (x − a)φ(x) dx =

∫ ∞

−∞
f (y)φ(y + a) dy =

∫ ∞

−∞
f (x)φ(x + a) dx .

Thus, using our generalized function notation,
〈

f (x − a) , φ(x)
〉

=
〈

f (x) , φ(x + a)
〉

. (34.10)

Once again we have an equation involving a classical function f in which the right-hand side is
well defined and, itself, defines a generalized function even when f is not a classical function
(see exercise 32.22 on page 552 and plan on reading section 34.6). And, again, this inspires a
definition generalizing the operation that led to the equation.

Let f (x) be any generalized function and a any real value. The (generalized) translation
of f by a , which, for now, we will denote by f (x − a) , is defined to be the generalized
function satisfying

〈
f (x − a) , φ(x)

〉
=

〈
f (x) , φ(x + a)

〉
for each φ in 3 . (34.11)

The generalized function f (x − a) is also known as the (generalized) shift of f by a .
Following the pattern laid out in the previous two sections, we first observe that our gener-

alized definition of f (x − a) gives the same thing as the classical notion of f (x − a) when the
classical notion applies (compare equation (34.10), which was derived assuming the classical no-
tion of translation to equation (34.11), which defines the corresponding generalized translation).
Now that we’ve made that observation, let’s do an example involving a generalized function that
is not a classical function.

!IExample 34.8: Consider the delta function translated by any real number a . If φ is any
Gaussian test function, then, by our definition of δ(x − a) ,

〈
δ(x − a) , φ(x)

〉
=

〈
δ(x) , φ(x + a)

〉

= φ(0 + a) = φ(a) =
〈
δa(x) , φ(x)

〉
.

Thus,
δ(x − a) = δa .
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586 Basic Transforms of Generalized Fourier Analysis

The Translation Operator

When convenient, the process of converting a generalized function f (x) to f (x − a) will be
indicated by Ta , and we will refer to Ta as the translation operator corresponding to a given
(real) value a . Under this notation

f (x − a) , Ta[ f ]|x and Ta[ f ]

all mean the same. The advantages (and disadvantages) of using the translation operator are
similar to the advantages (and disadvantages) of using the scaling operator. Rewriting the above
definition for translation in terms of the translation operator we get that, if f is any generalized
function and a any real number, then Ta[ f ] is the generalized function such that, for each
Gaussian test function φ ,

〈
Ta[ f ] , φ

〉
=

〈
f , T−a[φ]

〉
(34.12)

where T−a[φ] is the Gaussian test function

T−a[φ]|x = φ(x − (−a)) = φ(x + a) . (34.13)

There are two reasons for introducing the translation operator notation. The first is that it is
a cleaner way to express the generalized translation. We don’t need to “attach variables” to our
expressions. The second, and more important, reason is that we are about to expand our definition
of the generalized translation, and under this extended definition there are situations where it
is necessary to distinguish between the generalized translation and the classical translation of a
function.

Complex Translation∗

You may wonder why we restricted a to being a real value when defining Ta[ f ] . After all, in
a previous chapter we saw that φ(x + a) is a Gaussian test function whenever φ is a Gaussian
test function and a is any fixed real or complex constant. Truth is, there is no need to insist on
a just being a real number in equations (34.12) and (34.13).1 So let us take the bold step of
replacing the adjective “real” with “complex” in our definition of generalized translation: Given
any generalized function f and any complex constant a , we define the generalized translation
(or shift) of f by a , denoted by Ta[ f ] , to be the generalized function such that, for each
Gaussian test function φ ,

〈
Ta[ f ] , φ

〉
=

〈
f , T−a[φ]

〉
(34.14)

where T−a[φ] is the Gaussian test function

T−a[φ]|x = φ(x − (−a)) = φ(x + a) . (34.15)

!IExample 34.9: The generalized translation of the step function by i is the generalized
function Ti [step] given by

〈
Ti [step] , φ

〉
=

〈
step , T−i [φ]

〉
=

∫ ∞

−∞
step(s)φ(s − (−i)) ds =

∫ ∞

0
φ(x + i) dx

for each Gaussian test function φ .

∗ You may want to review the material on test functions as functions of a complex variable (page 512) and complex
translation of test functions (page 513) before starting this subsection.

1 No mathematical reason, that is.
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Generalized Translation/Shifting 587

?IExercise 34.13: Verify that Ta[δ] = δa for each complex value a .

While it is fairly safe to use “ f (x −a) ” to denote the generalized translation of a function
f by a real value a , it is decidedly unsafe to use this same notation when a is not a real number.
It’s safe when a is real because, if f is a classical function and a is real, then the generalized
translation of f is given by the corresponding classical translation. This often fails to be true
when a is not real. Indeed, there are many classical functions that are only defined, classically,
as functions of a real-valued variable (what, for example, could we mean by “the step function
at i , step(i) ”?). For such a function there is no classical analog to the complex shift. Worse
yet, even when f (x − a) is, classically, a well-defined function for complex values of a , it is
still often the case that Ta f |x 6= f (x − a) as generalized functions. (We’ll discuss this further
a little later in this section.)

Since the two are not always equivalent, we will use different notation for the generalized
and the classical translations. Let us agree to use “ Ta[ f ] ” to indicate the generalized translation
of f by a , and “ f (x − a) ” to indicate the corresponding classical translation.

Naturally, there are many cases where a generalized translation is essentially the same as the
corresponding classical translation. As we have already seen, for example, “ Ta f |x = f (x−a) ”
whenever f is an exponentially integrable function and a is a real number. Another rather
important case, described in the next theorem, is where the function f is analytic on the complex
plane and is “exponentially bounded on horizontal strips (of C )”. By “ f is exponentially
bounded on horizontal strips of C ” I mean that, given any horizontal strip of the complex plane

S(a,b) = {x + iy : a < y < b}

with −∞ < a < b < ∞ , there are corresponding finite positive constants M and c such that

| f (x + iy)| ≤ M ec|x | for all x + iy in S(a,b) .

Theorem 34.7
Let a be any fixed complex value, and let f be a classical function defined and analytic on the
entire complex plane. Suppose, further, that f is exponentially bounded on horizontal strips of
C . Then the generalized translation of f by a , Ta[ f ] , is given by the corresponding classical
translation, f (x − a) . That is,

〈
Ta[ f ] , φ

〉
=

〈
f (s − a) , φ(s)

〉
for each φ in 3 .

Our proof of this theorem will involve another theorem we’ve employed several times before,
namely, theorem 18.20 (page 267) on differentiating certain integrals. Use of that theorem,
however, requires that certain functions and their derivatives be “sufficiently integrable”. To
stave off questions on whether the derivatives of our functions are “sufficiently integrable”, let
me first present the following lemma.

Lemma 34.8
Let f be a function analytic on the entire complex plane. If f is exponentially bounded on
horizontal strips, then so is its derivative, f ′ .

Sadly, I know of no simple way to prove this last lemma without developing much more
material from the theory of complex analysis. So its proof will be left as exercise 34.49 (at the
end of this chapter) for those who have had a course in that subject.
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588 Basic Transforms of Generalized Fourier Analysis

PROOF (of theorem 34.7): Let φ be any Gaussian test function. Remember, by definition,

〈
Ta[ f ] , φ

〉
=

〈
f , T−a[φ]

〉
=

∫ ∞

−∞
f (s)φ(s + a) ds ,

while
〈

f (s − a) , φ(s)
〉

=
∫ ∞

−∞
f (s − a)φ(s) ds .

So, to verify the claim of the theorem, it will suffice to show that
∫ ∞

−∞
f (s)φ(s + a) ds =

∫ ∞

−∞
f (s − a)φ(s) ds . (34.16)

To help confirm this last equality, let

h(t) =
∫ ∞

−∞
f (s − a + ta)φ(s + ta) ds ,

and observe that

h(0) =
∫ ∞

−∞
f (s − a)φ(s) ds and h(1) =

∫ ∞

−∞
f (s)φ(s + a) ds .

Confirming equation (34.16) can then be accomplished by confirming that

h(0) = h(1) .

Using the fact that both f and f ′ are exponentially bounded on strips (along with results
that, by now, should be well known to you), it is a simple exercise to show that h is a smooth
function on R and that

h′(t) = d

dt

∫ ∞

−∞
f (s − a + ta)φ(s + ta) ds =

∫ ∞

−∞

∂

∂t
[ f (s − a + ta)φ(s + ta)] ds .

However, by the product and chain rules,

∂

∂t
[ f (s − a + ta)φ(s + ta)]

= f ′(s − a + ta)a φ(s + ta) + f (s − a + ta) φ ′(s + ta)a

= a[ f ′(s − a + ta)φ(s + ta) + f (s − a + ta)φ ′(s + ta)]

= a
∂

∂s
[ f (s − a + ta)φ(s + ta)] .

Plugging this back into the above formula for h ′(t) and using basic calculus and the facts that
f is exponentially bounded and φ is a Gaussian test function, we have

h′(t) = a
∫ ∞

−∞

∂

∂s
[ f (s − a + ta)φ(s + ta)] ds

= a f (s − a + ta)φ(s + ta)
∣∣∞
s=−∞ = 0 .

This means h is a constant function. Hence, in particular, h(0) = h(1) .

It’s not too difficult to verify that all simple multipliers and all Gaussian test functions are ex-
ponentially bounded on horizontal strips. Consequently (as we anticipated in equation (34.15)),
there is no difference between the generalized and the corresponding classical translations of
these functions, even when the translations are by complex values.
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Generalized Translation/Shifting 589

?IExercise 34.14: Show f is exponentially bounded on horizontal strips of C whenever

a: f is a Gaussian function.

b: f is a Gaussian test function.

c: f is a simple multiplier.

Basic Properties and Identities
A few easily verified properties of the translation operator are given in the next exercise.

?IExercise 34.15: Verify each of the following, assuming f and g are two generalized
functions, h is a simple multiplier, and a , b , α , and β are fixed complex numbers:

a: (linearity) Ta[α f + βg] = αTa[ f ] + βTa[g]
b: (commutativity) Ta [Tb[ f ]] = Ta+b[ f ] = Tb [Ta[ f ]]
c: Ta[h f ] = Ta[h] Ta[ f ]
d: T0[ f ] = f

Translation and the Fourier Transforms
As with the scaling identities, the classical translation identities for Fourier transforms (described
in theorem 21.1 on page 311) generalize to analogous identities for the generalized Fourier
transforms.

Theorem 34.9 (the translation identities)
Let f and F be generalized functions with F(y) = F [ f (x)]|y , and let a be any complex
number. Then

F [ Ta[ f ] ]|y = e−i2πay F(y) (34.17a)

and

F
−1[ Ta[F] ]|x = ei2πax f (x) . (34.17b)

Equivalently,

F
−1

[
e−i2πay F(y)

]
= Ta[ f ] (34.17c)

and

F

[
ei2πax f (x)

]
= Ta[F] . (34.17d)

PROOF (of identities (34.17a) and (34.17c)): Let φ be any Gaussian test function, and let
Φ = F [φ] . By the generalized definitions of the Fourier transform and translation

〈
F [ Ta[ f ] ]|y , φ(y)

〉
=

〈
F [ Ta[ f ] ] , φ

〉

=
〈

Ta[ f ] , F [φ]
〉

=
〈

f , T−a[F [φ]]
〉

. (34.18)

Now, T−a[F [φ]] is computed classically. Rewriting it in more classical notation and using the
(extended) classical translation identities — which we know are valid for Gaussian test functions
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590 Basic Transforms of Generalized Fourier Analysis

(see theorem 31.9 on page 513) — we see that

T−a[F [φ]]|x = T−a[Φ]|x = Φ(x − (−a)) = F

[
ei2π(−a)yφ(y)

]∣∣∣
x

.

So 〈
f , T−a[F [φ]]

〉
=

〈
f , F

[
e−i2πayφ(y)

] 〉

=
〈
F [ f ]|y , e−i2πayφ(y)

〉

=
〈

F(y) , e−i2πayφ(y)
〉

=
〈

e−i2πay F(y) , φ(y)
〉

.

Combined with equation (34.18), this gives

〈
F [ Ta[ f ] ]|y , φ(y)

〉
=

〈
e−i2πay F(y) , φ(y)

〉

for each Gaussian test function φ , verifying identity (34.17a).
Identity (34.17c) is then obtained by taking the inverse Fourier transform of both sides of

identity (34.17a).

?IExercise 34.16: Verify identities (34.17b) and (34.17d).

Let’s look at some applications of these identities, starting with the computations of the
transforms of arbitrary delta functions and exponentials.

!IExample 34.10: Let a be any complex value. As we have already seen (example 34.3 on
page 578 and exercise 34.13 on page 587),

F [1] = δ and Ta[δ] = δa .

Combined with translation identity 34.17d, these give us

F

[
ei2πax

]
= F

[
ei2πax · 1

]
= Ta[F [1]] = Ta[δ] = δa .

?IExercise 34.17: Letting a denote an arbitrary complex number, verify the following:

a: F
−1

[
e−i2πax

]
= δa b: F [δa]|x = e−i2πax c: F

−1[δa]|x = ei2πax

Next, consider the problem of finding the transform of a classically transformable function
multiplied by a real exponential.

!IExample 34.11: From the classical theory we know

F [sinc(2πx)] = 1

2
pulse1 .

Using this and identity (34.17d), we get

F

[
e6πx sinc(2πx)

]∣∣∣
y

= F

[
ei2π(−3i)x sinc(2πx)

]∣∣∣
y

= 1

2
T−3i

[
pulse1

]
.

?IExercise 34.18: Show that F
[
e6πx sin(2πx)

]
= 1

2i

[
δ1−3i − δ−1−3i

]
.
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Generalized Translation/Shifting 591

With a little cleverness, we can use the above identities to get a more convenient represen-
tation for the Fourier transform of the step function.

!IExample 34.12: Let α be any positive value. From the classical theory we know

F

[
e−2παx step(x)

]∣∣∣
y

= 1

2πα + i2πy
.

Using this and identity (34.17d), we have

F
[
step(x)

]∣∣
y = F

[
e2παx e−2παx step(x)

]∣∣∣
y

= F

[
ei2π(−αi)x

(
e−2παx step(x)

)]∣∣∣
y

= T−αi

[
1

2πα + i2πy

]
,

which, after factoring out (i2π)−1 , can be written as

F
[
step(x)

]∣∣
y = 1

i2π
T−αi

[
1

y − iα

]
.

In particular, taking α = 1 ,

F
[
step(x)

]∣∣
y = 1

i2π
T−i

[
1

y − i

]
.

?IExercise 34.19: Letting α be any positive value, verify that

F
[
step(−x)

]∣∣
y = −1

i2π
Tαi

[
1

y + iα

]
.

Comparing Some Classical and Generalized Translations
It is instructive to compare the classical translation of

f (x) = 1

x + i

by iα , f (x − iα) , to the corresponding generalized translation, Tiα[ f ] .
For simplicity, assume α is a real number.
By definition,

〈
Tiα[ f ] , φ

〉
=

〈
f , T−iα[φ]

〉
=

∫ ∞

−∞

φ(s + iα)

s + i
ds (34.19)

for each Gaussian test function φ . On the other hand, the classical translation of f by iα is
given by the formula

f (x − iα) = 1

(x − iα)+ i
= 1

x + i − iα
. (34.20)

So, for any Gaussian test function φ ,

〈
f (x − iα) , φ(x)

〉
=

∫ ∞

−∞

φ(x)

x + i − iα
dx . (34.21)
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592 Basic Transforms of Generalized Fourier Analysis

The naive reader may be tempted to point out that the integral in equation (34.21) can be
obtained from the integral in equation (34.19) using the substitution x = s + iα . Unfortunately,
that is a complex change of variables, and complex changes of variables are not generally valid.

What we can do is to derive formulas for Tiα[ f ] in terms of the classical translation. We
start with the observation that

Tiα[ f ] = F
[
F

−1[ Tiα[ f ] ]
]

. (34.22)

From the classical theory we know

F
−1[ f (x)]|y = F

−1
[ 1

x + i

]∣∣∣
y

= −i2πF
−1

[ 1

2π − i2πx

]∣∣∣
y

= −i2πe2πy step(−y) .

So, by the translation identities,

F
−1[ Tiα[ f ] ]|y = ei2π(iα)y

[
−i2πe2πy step(−y)

]
= −i2πe2π(1−α)y step(−y) .

Thus, equation (34.22) can be written as

Tiα[ f ] = −i2πF

[
e2π(1−α)y step(−y)

]
. (34.23)

There are three cases to consider: α < 1 , α > 1 , and α = 1 .
Consider first the case where α < 1 . Then 1−α > 0 and e2π(1−α)y step(−y) is classically

transformable. From the tables

Tiα[ f ]|x = −i2πF

[
e2π(1−α)y step(−y)

]∣∣∣
x

= −i2π

2π(1 − α)− i2πx
= 1

x + i − iα
.

Comparing this with formula (34.20), we thus find that

Tiα[ f ]|x = f (x − iα) when α < 1 .

Next, assume α > 1 . Then 1 − α < 0 and the function e2π(1−α)y step(−y) is not
classically transformable. However, after observing that

step(−y) = 1 − step(y) ,

we see that
e2π(1−α)y step(−y) = e2π(1−α)y[1 − step(y)]

= e−2π(α−1)y − e−2π(α−1)y step(y) ,

which is the difference between an exponential function and a classically transformable function.
Using this with equation (34.23) (and, again, referring to the tables), we obtain

Tiα[ f ]|x = −i2πF

[
e−2π(α−1)y − e−2π(α−1)y step(y)

]∣∣∣
x

= −i2πF

[
ei2π [i(α−1)]y

]∣∣∣
x

+ i2πF

[
e−2π(α−1)y step(y)

]∣∣∣
x

= −i2πδi(α−1)(x) + i2π · 1

2π(α − 1)+ i2πx

= −i2πδi(α−1)(x) + 1

x + i − iα
.
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The Generalized Derivative 593

Comparing this with formula (34.20) we see that, in this case, the classical and the generalized
translations are not the same. Instead,

Tiα[ f ]|x = f (x − iα) − i2πδi(α−1)(x) when α > 0 .

Finally, consider what we have when α = 1 . Then 1−α = 0 and the classical translation
is

f (x − i) = 1

(x − i)+ i
= 1

x
.

This function is not classically transformable. It “blows up” at x = 0 . In fact, it is not even
exponentially integrable, and so, does not define a generalized function. Consequently, as far as
we are concerned, there is no equation relating the generalized function Ti [ f ] to the classical
function f (x − i) . (However Ti [ f ] can be related to the “pole function” that will be developed
in chapter 37 as an analog to 1/x .)

34.4 The Generalized Derivative
Definition
Let us begin with a classical function f that is continuous and piecewise smooth on the real
line. For now, let’s also assume both f and its derivative, f ′ , are exponentially bounded. If φ
is any Gaussian test function, then, using integration by parts,

∫ ∞

−∞
f ′(x)φ(x) dx = f (x)φ(x)

∣∣∞
−∞ −

∫ ∞

−∞
f (x)φ′(x) dx .

But since f is exponentially bounded and φ is a Gaussian test function,

f (x)φ(x)
∣∣∞
−∞ = lim

x→∞
f (x)φ(x) − lim

x→−∞
f (x)φ(x) = 0 .

So the above integration by parts formula simplifies to

∫ ∞

−∞
f ′(x)φ(x) dx = −

∫ ∞

−∞
f (x)φ′(x) dx ,

which we can also write as 〈
f ′ , φ

〉
= −

〈
f , φ′ 〉

. (34.24)

While this last equation was derived assuming f is a classical function, the equation’s
right-hand side is well defined for any generalized function f . So, once again, we have an
equation that can define a generalized analog of the operation leading to the equation. This time
the operation is differentiation, and we will formally define the generalized analog as follows:
For each generalized function f , the corresponding (generalized) derivative, denoted by D f ,
is defined to be the generalized function satisfying

〈
D f , φ

〉
= −

〈
f , φ′ 〉

for each φ in 3 . (34.25)

Higher order generalized derivatives are defined in the obvious way: D2 f = DD f ,
D3 f = DDD f , and so forth. Repeatedly applying the above definition we see that, given
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594 Basic Transforms of Generalized Fourier Analysis

any generalized function f and any nonnegative integer n , Dn f is the generalized function
satisfying 〈

Dn f , φ
〉

= (−1)n
〈

f , φ(n)
〉

for each φ in 3 .

If f is the sort of classical function assumed at the beginning of this section, then the
generalized derivative D f and the classical derivative f ′ are the same. It is possible, however,
to have a classical function f whose generalized derivative D f differs in a nontrivial manner
from its classical derivative f ′ . That is why we will use different notation for the two types
of derivatives. We will explore the relation between classical and generalized derivatives more
fully after looking at the generalized derivatives of a few specific generalized functions.

!IExample 34.13: The generalized derivative of the delta function, Dδ , is the generalized
function such that

〈
Dδ , φ

〉
= −

〈
δ , φ′ 〉

= −φ′(0) for each φ in 3 .

?IExercise 34.20: Convince yourself that, for any positive integer n ,
〈

Dnδ , φ
〉

= (−1)nφ(n)(0) for each φ in 3 .

To see how the generalized and classical derivatives can differ, let’s find the derivatives of
the step function.

!IExample 34.14: Way back in example 3.5 (see page 23), we saw that the classical derivative
of the step function,

step(x) =

{
0 if x < 0

1 if 0 < x
,

is

step′ = 0 .

On the other hand, for any Gaussian test function φ ,

〈
D step , φ

〉
= −

〈
step , φ′ 〉

= −
∫ ∞

−∞
step(x)φ′(x) dx = −

∫ ∞

0
φ′(x) dx .

This last integral is easily evaluated,

−
∫ ∞

0
φ′(x) dx = −

[
lim

x→∞
φ(x) − φ(0)

]
= φ(0) .

But φ(0) = 〈 δ , φ 〉 . So the above reduces to
〈

D step , φ
〉

=
〈
δ , φ

〉
for each φ in 3 .

In other words,
D step = δ .

Notice the difference between the generalized and the classical derivatives of the step
function: The generalized derivative has a delta function at the point where the step function has
a discontinuity. This, as we will soon see, is indicative of the general relationship between the
classical and the generalized derivative of any piecewise smooth function.
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The Generalized Derivative 595

Relation with Classical Derivatives
Let’s see how f ′ is related to D f when f is a piecewise smooth function whose classical
derivative, f ′ , is exponentially integrable. For now, assume f has exactly one discontinuity,
say, a jump of j0 at x0 . Remember,

j0 = lim
x→x+

0

f (x) − lim
x→x−

0

f (x) .

At this point we should observe that f (x) can be computed from its derivative via

f (x) − lim
s→x+

0

f (s) =
∫ x

x0

f ′(s) ds when x0 < x

and

lim
s→x−

0

f (s) − f (x) =
∫ x0

x
f ′(s) ds when x < x0 .

From this and the exponential integrability of f ′ we can easily deduce that f , itself, must be
exponentially bounded on the real line (see lemma 29.10 on page 484).

Now let φ be any Gaussian test function. By definition,

〈
D f , φ

〉
= −

〈
f , φ′ 〉

= −
∫ ∞

−∞
f (x)φ′(x) dx . (34.26)

Because f is not continuous at x0 , this last integral cannot be integrated by parts as we did in
deriving equation (34.24). But we can use integration by parts after splitting the integral into
integrals over intervals on which f is continuous. Doing so,

∫ ∞

−∞
f (x)φ′(x) dx =

∫ x0

−∞
f (x)φ′(x) dx +

∫ ∞

x0

f (x)φ′(x) dx

= f (x)φ(x)
∣∣x0
−∞ −

∫ x0

−∞
f ′(x)φ(x) dx

+ f (x)φ(x)
∣∣∞
x0

−
∫ ∞

x0

f ′(x)φ(x) dx . (34.27)

Now,
∫ x0

−∞
f ′(x)φ(x) dx +

∫ ∞

x0

f ′(x)φ(x) dx =
∫ ∞

−∞
f ′(x)φ(x) dx =

〈
f ′ , φ

〉
,

and, because f is exponentially bounded and φ is in 3 ,

f (x)φ(x)
∣∣x0
−∞ + f (x)φ(x)

∣∣∞
x0

=
[

lim
x→x−

0

f (x)φ(x0) − 0

]
+

[
0 − lim

x→x+
0

f (x)φ(x0)

]

=
[

lim
x→x−

0

f (x) − lim
x→x+

0

f (x)

]
φ(x0)

= − j0 φ(x0)

= −
〈

j0 δx0 , φ
〉

.

So equation (34.27) becomes
∫ ∞

−∞
f (x)φ′(x) dx = −

〈
f ′ , φ

〉
−

〈
j0 δx0 , φ

〉
= −

〈
f ′ + j0 δx0 , φ

〉
.
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596 Basic Transforms of Generalized Fourier Analysis

Plugging this back into equation (34.26) gives us
〈

D f , φ
〉

=
〈

f ′ + j0 δx0 , φ
〉

for each φ in 3 .

Thus, under the assumptions assumed here for f ,

D f = f ′ + j0 δx0 .

In other words, the generalized derivative is the classical derivative plus a delta function at the
point of discontinuity multiplied by the value of the jump at the discontinuity.

What happens when f has more than one discontinuity should also be fairly obvious, given
the above computations.

Theorem 34.10
Let f be a piecewise smooth function on the real line whose classical derivative is exponentially
integrable. If f has an infinite number of discontinuities, then also assume f is exponentially
bounded. Let {. . . , x0, x1, x2, . . . } be the set of all points at which f has discontinuities.
Then f is exponentially integrable, and

D f = f ′ +
∑

k

jk δxk

where the summation is taken over all points at which f is discontinuous and, for each k , jk

is the jump in f at xk .

The details of the proof of this last theorem will be left to the reader (exercise 34.47 at the
end of the chapter).

Of course, if f is continuous on the real line, then the above reduces to the reassuring
corollary below.

Corollary 34.11
If f is a piecewise smooth and continuous function on the real line with an exponentially
integrable derivative, then f is exponentially integrable and its generalized derivative is the
same as its classical derivative.

!IExample 34.15: Let

f (x) =

{
1 + x2 if x < 0

4 − x2 if 0 < x
.

This is a piecewise smooth function with one discontinuity, at x = 0 . The jump in the
function at the discontinuity is

j0 = lim
x→0+

f (x) − lim
x→0−

f (x)

= lim
x→0+

[
4 − x2

]
− lim

x→0−

[
1 + x2

]
= 3 .

The classical derivative is easily found,

f ′(x) =





d

dx
[x2 + 1] if x < 0

d

dx
[4 − x2] if 0 < x



 =





2x if x < 0

−2x if 0 < x
.
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The Generalized Derivative 597

So

D f (x) = f ′(x) +
∑

k

jk δxk (x) =





2x if x < 0

−2x if 0 < x



 + 3 δ(x) .

?IExercise 34.21: Let a and b be two real numbers, and verify the following:

a: D rect(a,b) = δa − δb (assuming a < b )

b: D pulsea = δ−a − δa (assuming 0 < a )

?IExercise 34.22: Show that

a: D[x3 step(x − 2)] = 3x2 step(x − 2) + 8 δ2(x)

b: D[x3 rect(0,2)(x)] = 3x2 rect(0,2)(x) − 8 δ2(x)

Elementary Differential Identities
In elementary calculus you learned an number of identities and rules for the classical derivative,
and you probably suspect that some of these also hold, suitably reinterpreted, for the generalized
derivative. Your suspicions are correct. Here are four (linearity and versions of the chain and
product rules) we can verify at this time:

1. (linearity) For any two generalized functions f and g and any two constants α and β ,

D[α f + βg] = αD f + βDg .

2. (differentiation and scaling) If f is any generalized function and σ is any nonzero real
number, then

D[ f (σ x)] = σ D f (σ x) .

In terms of the scaling operator, this is

D [Sσ [ f ]] = σ Sσ [D f ] .

3. (differentiation and translation) For any generalized function f and any real number a ,

D[ f (x − a)] = D f (x − a) .

More generally,
D [Ta[ f ]] = Ta[D f ]

for any generalized function f and any complex number a .

4. (product rule) The generalized derivative of an elementary multiplier is an elementary
multiplier. Moreover, if f and g are two generalized functions and at least one is an
elementary multiplier, then

D[ f g] = [D f ]g + f [Dg] .

We will quickly verify the second and fourth identities and leave the verification of the first
and third identities to you.
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598 Basic Transforms of Generalized Fourier Analysis

PROOF (Differentiation and scaling): Let φ be any Gaussian test function. By the definitions
of generalized differentiation and scaling,

〈
D [Sσ [ f ]] , φ

〉
=

〈
Sσ [ f ] , φ′ 〉

= 1
|σ |

〈
f , S1/σ

[
φ′] 〉

. (34.28)

On φ , however, the scaling and differentiation operators are simply the classical operators and
can be manipulated using the rules learned in elementary calculus. So, for each real value x ,

S1/σ
[
φ′]∣∣

x = φ′
(

x

σ

)
= σ

1

σ
φ′

(
x

σ

)
= σ

d

dx

[
φ

(
x

σ

)]
= σ

d

dx

[
S1/σ [φ]|x

]
.

Thus,
S1/σ

[
φ′] = σ

[
S1/σ [φ]

]′
.

Plugging this into equation (34.28) and using the definitions of generalized scaling and differ-
entiation once again yields

〈
D [Sσ [ f ]] , φ

〉
= 1

|σ |

〈
f , σ

[
S1/σ [φ]

]′ 〉

= σ · 1

|σ |

〈
D f , S1/σ [φ]

〉

= σ
〈

Sσ [D f ] , φ
〉

=
〈
σ Sσ [D f ] , φ

〉
.

PROOF (Product Rule): The fact that derivatives of simple multipliers are, themselves, simple
multipliers follows directly from the formulas defining simple multipliers (see page 511).

Assume g is the simple multiplier, and let φ be any Gaussian test function. By the
definitions of generalized differentiation and simple multiplication,

〈
D[ f g] , φ

〉
= −

〈
f g , φ′ 〉

= −
〈

f , gφ′ 〉
. (34.29)

Since g is a simple multiplier, it is a smooth, classical function, and the classical product rule
applies in computing the derivative of the product gφ ,

[gφ]′ = g′φ + gφ′ .

Consequently, gφ′ = [gφ]′ − g′φ . When we plug this into the right-hand side of equa-
tion (34.29) and then use linearity along with the definitions of generalized differentiation and
simple multiplication, we get

〈
D[ f g] , φ

〉
= −

〈
f , [gφ]′ − g′φ

〉

= −
〈

f , [gφ]′
〉

+
〈

f , g′φ
〉

=
〈

D f , gφ
〉

+
〈

f g′ , φ
〉

=
〈
[D f ]g , φ

〉
+

〈
f g′ , φ

〉
=

〈
[D f ]g + f g′ , φ

〉
.

Now cut out the middle of the last set of equalities and recall that, because g is a smooth
function, g′ = Dg . This gives us

〈
D[ f g] , φ

〉
=

〈
[D f ]g + f [Dg] , φ

〉
,

verifying that D[ f g] = [D f ]g + f [Dg] when g is a simple multiplier. Obviously, repeating
the above computations with the roles of f and g interchanged will also give this last equation
when f is a simple multiplier.
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The Generalized Derivative 599

?IExercise 34.23: Prove the linearity of the generalized derivative. That is, verify that

D[α f + βg] = αD f + βDg

whenever f and g are any two generalized functions, and α and β are any two constants.

?IExercise 34.24: Show that
D [Ta[ f ]] = Ta[D f ]

for any generalized function f and any complex number a .

!IExample 34.16: Earlier, we discovered that D step = δ . From the chain rule formula
D[ f (σ x)] = σD f (σ x) with f being the step function and σ = −1 , we then have

D[step(−x)] = −D step(−x) = −δ(−x) ,

which reduces to
D[step(−x)] = −δ(x)

since δ is an even generalized function.

!IExample 34.17: To compute the generalized derivative of

f (x) = e−3x step(x) ,

we can use the product rule along with a few other results already discussed:

D f (x) =
(
De−3x) step(x) + e−3x (D step(x))

= −3e−3x step(x) + e−3xδ(x)

= −3e−3x step(x) + e−3·0δ(x)

= −3e−3x step(x) + δ(x) .

?IExercise 34.25: Show that D[e3x step(−x)] = 3e3x step(−x) − δ(x) .

The Fourier Differential Identities
The generalized versions of the differential identities discussed in chapter 22 are described in the
next theorem. This theorem also illustrates how much simpler life can be using the generalized
theory. Not only does it generalize four theorems from chapter 22 (theorems 22.1, 22.2, 22.9,
and 22.10), but it is a more simply stated theorem.

Theorem 34.12
Let f and F be generalized functions with F(y) = F [ f (x)]|y , and let n be any positive
integer. Then

F
[
Dn f

]∣∣
y = (i2πy)n F(y) (34.30a)

and

F
−1[Dn F

]∣∣
x = (−i2πx)n f (x) . (34.30b)
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600 Basic Transforms of Generalized Fourier Analysis

Equivalently,

F
−1[yn F(y)

]
=

( 1

i2π

)n
Dn f (34.30c)

and

F
[
xn f (x)

]
=

(
− 1

i2π

)n
Dn F . (34.30d)

We will quickly go through proofs of two of the identities and leave proving the rest as an
exercise.

PROOF (of identities (34.30a) and (34.30c)): First observe that identity (34.30c) can be
obtained by simply taking the inverse transform of both sides of identity (34.30a). So we only
need verify equation (34.30a). That is, we need only show that

〈
F

[
Dn f

]∣∣
y , φ(y)

〉
=

〈
(i2πy)n F(y) , φ(y)

〉
for each φ in 3 .

So let φ be any Gaussian test function, and let Φ = F [φ] . By the definitions of the
generalized transforms and derivatives,

〈
F

[
Dn f

]∣∣
y , φ(y)

〉
=

〈
Dn f , Φ

〉
= (−1)n

〈
f , Φ(n)

〉
=

〈
f , (−1)nΦ(n)

〉
.

Fortunately, φ and Φ are classically transformable functions that clearly satisfy the require-
ments for the higher order classical differential identity given in theorem 22.10 on page 342. So
we know

(−1)nΦ(n) = (−1)nF
[
(−i2πy)nφ(y)

]
= F

[
(i2πy)nφ(y)

]
.

Plugging this into the preceding equation and, again, using the definitions of the generalized
transforms, we get

〈
F

[
Dn f

]∣∣
y , φ(y)

〉
=

〈
f , F

[
(i2πy)nφ(y)

] 〉

=
〈

F(y) , (i2πy)nφ(y)
〉

=
〈
(i2πy)n F(y) , φ(y)

〉
.

?IExercise 34.26: Verify identities (34.30b) and (34.30d) in theorem 34.12.

!IExample 34.18: Consider finding the inverse Fourier transform of y(3 + i2πy)−1 . Using
identity (34.30c) with n = 1 and F(y) = (3 + i2πy)−1 , we have

F
−1

[
y

3 + i2πy

]
= F

−1[yF(y)] = 1

i2π
D f

where, as we well know from the classical theory,

f (x) = F
−1[F(y)]|x = F

−1
[

1

3 + i2πy

]∣∣∣∣
x

= e−3x step(x) .

From the computations in example 34.17, we also know that

D f (x) = −3e−3x step(x) + δ(x) .

So

F
−1

[
y

3 + i2πy

]∣∣∣∣
x

= 1

i2π
D f (x) = 1

i2π

[
−3e−3x step(x) + δ(x)

]
.
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?IExercise 34.27: Show that

F
−1

[
y

3 − i2πy

]∣∣∣∣
x

= 1

i2π
[3e3x step(−x) − δ(x)] .

34.5 Transforms of Limits and Series
Many generalized functions can be defined in terms of limits and/or infinite series of generalized
functions. For example,

comb1 =
∞∑

k=−∞
δk = lim

N→∞
M→∞

N∑

k=M

δk .

Let us now consider the Fourier transform of some generalized function f that is the generalized
limit of some sequence of other generalized functions, say,

f = lim
k→∞

gk .

Remember, this means

〈
f , φ

〉
= lim

k→∞

〈
gk , φ

〉
for each φ in 3 .

By this and the definition of the generalized Fourier transform, we then have

〈
F [ f ] , φ

〉
=

〈
f , F [φ]

〉
= lim

k→∞

〈
gk , F [φ]

〉
= lim

k→∞

〈
F [gk] , φ

〉

for each Gaussian test function φ . Thus,

F [ f ] = lim
k→∞

F [gk] (in the generalized sense) .

Similar computations can be done with any other type of convergent sequence of generalized
functions using any other transform we’ve developed thus far in this chapter. Consequently, we
have the following lemma, which we will find useful on several occasions.

Lemma 34.13
Assume {gγ }αγ=γ0

is a convergent sequence of generalized functions with

f = lim
γ→α

gγ .

Then, in the generalized sense,

F [ f ] = lim
γ→α

F
[
gγ

]
, F

−1[ f ] = lim
γ→α

F
−1[gγ

]
,

Sσ [ f ] = lim
γ→α

Sσ
[
gγ

]
, Ta[ f ] = lim

γ→α
Ta

[
gγ

]
and D f = lim

γ→α
Dgγ

where σ is any nonzero real number and a is any complex number.
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?IExercise 34.28: Verify the claims made in the last lemma that

Ta[ f ] = lim
γ→α

Ta
[
gγ

]
and D f = lim

γ→α
Dgγ .

As an immediate corollary, we have the corresponding lemma for infinite sums of general-
ized functions.

Lemma 34.14
Suppose

f =
∞∑

k=−∞
gk

where the summation is a convergent series of generalized functions. Then, in the generalized
sense,

F [ f ] =
∞∑

k=−∞
F [gk] , F

−1[ f ] =
∞∑

k=−∞
F

−1[gk] ,

Sσ [ f ] =
∞∑

k=−∞
Sσ [gk] , Ta[ f ] =

∞∑

k=−∞
Ta[gk] and D f =

∞∑

k=−∞
Dgk

where σ is any nonzero real number and a is any complex number.

!IExample 34.19:

F [comb1]|ω = F

[
∞∑

k=−∞
δk

]∣∣∣∣∣
ω

=
∞∑

k=−∞
F [δk]|ω =

∞∑

k=−∞
e−i2πkω .

34.6 Adjoint-Defined Transforms in General
We’ve generalized a number of transforms — Fourier transforms, scaling, translation, and the
derivative — using pretty much the same ideas. Let’s now look at these ideas a little more
closely.

Adjoints
Let B be some set of exponentially integrable functions (e.g., the set of all classically trans-
formable functions), and let L be some transform defined on B such that L[ f ] is an expo-
nentially integrable function for each f in B . An adjoint of L , which we will denote by L

A ,
is a corresponding transformation defined on the space of Gaussian test functions that satisfies
all of the following:

1. L
A[φ] is in 3 whenever φ is in 3 .

2. L
A is linear and “operationally continuous” on 3 .
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Adjoint-Defined Transforms in General 603

3. For each f in B and φ in 3 ,
∫ ∞

−∞
L[ f ]|x φ(x) dx =

∫ ∞

−∞
f (y)LA[φ]

∣∣
y dy . (34.31)

This equation is called the adjoint identity for L .

Requiring that L
A be linear, of course, means that we must have

L
A[aφ + bψ] = aL

A[φ] + bL
A[ψ]

for each pair of constants a and b , and each pair of Gaussian test functions φ and ψ . The
“operational continuity” requirement is, essentially, the requirement that L

A[φ] and L
A[ψ]

be “almost the same test function” whenever φ and ψ , themselves, are “almost the same test
function”. For a more complete definition and discussion of operational continuity, you should
turn back to the subsection in chapter 31 on bounded operations (see page 519). Also, in a
few pages, we will carefully examine the relation between operational continuity and functional
continuity. I will tell you now, though, that one of the main conclusions we will draw is that, in
practice, virtually all adjoints that naturally arise in computations are operationally continuous.
Consequently, while operational continuity is a necessary requirement for the theory, it’s not a
significant issue in most applications.

To get a better feel for all this, let’s identify the B , L , L
A , and adjoint identity for some

of the transforms already generalized:

For the Fourier transform: B is the set of all classically transformable functions. L is the
classical Fourier transform, F . L

A is also the classical Fourier transform, F . The
adjoint identity is the fundamental identity of Fourier analysis,

∫ ∞

−∞
F [ f ]|x φ(x) dx =

∫ ∞

−∞
f (y)F [φ]|y dy .

For scaling the variable with a positive scaling factor σ : B is the set of all classical functions
on the real line. L is “multiply the variable by σ ”, L[ f ]|x = f (σ x) . L

A is given by

L
A[φ]

∣∣
x = 1

σ
φ

(
x

σ

)
.

The adjoint identity is the change of variables formula
∫ ∞

−∞
f (σ x)φ(x) dx =

∫ ∞

−∞
f (y)

1

σ
φ
(

y

σ

)
dy .

For translation by a real value a : B is the set of all exponentially integrable functions on the
real line. L is “subtract a from the variable”, L[ f ]|x = f (x − a) . L

A is “add a
to the variable”, L

A[φ]
∣∣
x = φ(x + a) . The adjoint identity is the change of variables

formula
∫ ∞

−∞
f (x − a)φ(x) dx =

∫ ∞

−∞
f (y)φ(y + a) dy .

For translation by a complex value a : Though we did not explicitly state it, we can take B

to be the set of all simple multipliers, with L being “subtract a from the variable”,
L[ f ]|x = f (x − a) . L

A is “add a to the variable”, L
A[φ]

∣∣
x = φ(x + a) , and the

adjoint identity is the change of variables formula
∫ ∞

−∞
f (x − a)φ(x) dx =

∫ ∞

−∞
f (y)φ(y + a) dy ,

which we verified as being valid for simple multipliers in the proof of theorem 34.7 on
page 587 (see also exercise 34.14 on page 589).
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?�Exercise 34.29: What are B , L , LA , and the adjoint identity for

a: scaling the variable with a negative scaling factor σ ?

b: multiplying by a fixed simple multiplier h ?

c: differentiation?

Adjoint-Defined Generalized Transforms
Nowassumewehave a B , L , LA , and adjoint identity as described above. For each generalized
function f , define LAA[ f ] by requiring〈

LAA[ f ] , φ 〉 = 〈
f ,LA[φ] 〉 for each φ in � . (34.32)

One question immediately arises:

Does this formula define LAA[ f ] as a generalized function?
To answer this, we must determine whether equation (34.32) defines LAA[ f ] as a linear,

functionally continuous functional on � . Certainly the formula gives a well-defined complex
value for 〈 LAA[ f ] , φ 〉 for each φ in � . So it does define a functional on � . Furthermore,
whenever a and b are two constants, and φ and ψ are two Gaussian test functions, then, by
the definition of LAA , the linearity of LA , and the fact that f is a generalized function,〈

LAA[ f ] , aφ + bψ
〉 = 〈

f ,LA[aφ + bψ] 〉
= 〈

f , aLA[φ] + bLA[ψ] 〉
= a

〈
f ,LA[φ] 〉 + b

〈
f ,LA[ψ] 〉

= a
〈
LAA[ f ] , φ 〉 + b

〈
LAA[ f ] , ψ 〉 .

So the required linearity holds.
Functional continuity can also be shown to hold using the assumed operational continuity

of LA

easily see why this should be true. After all, if

φ and ψ are “almost the same” test functions ,

then the operational continuity of LA ensures that

LA[φ] and LA[ψ] are “almost the same” test functions .

This, in turn, implies that〈
f ,LA[φ] 〉 and

〈
f ,LA[ψ] 〉 are “almost the same” values

(since functional continuity holds for f ). But〈
LAA[ f ] , φ 〉 = 〈

f ,LA[φ] 〉 and
〈
LAA[ f ] , ψ 〉 = 〈

f ,LA[ψ] 〉 .

So 〈
LAA[ f ] , φ 〉 and

〈
LAA[ f ] , ψ 〉

are “almost the same” values whenever φ and ψ are “almost the same Gaussian test functions”,
and this, loosely speaking, is what we mean when we say LAA[ f ] is functionally continuous.

. We will verify this rigorously in the last part of this section (see page 608), but you can
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So the answer to our question is yes, LAA[ f ] is a generalized function.
The process of converting each generalized function f to the corresponding generalized

function LAA[ f ] , as defined by equation (34.32), can be viewed as a transformation of general-
ized functions. For a while, we will continue to denote this transform by LAA to distinguish it
from the original transform L , which was only defined for those functions in B . And, thanks to
of a lack of imagination, we will refer to this LAA as either the (generalized) transform defined
by the adjoint LA or, when we don’t care to specify the adjoint involved, an adjoint-defined
generalization of L . (This last bit of terminology anticipates some of the results described
below.)

Basic Properties of Adjoint-Defined Transforms
Here they are:

Theorem 34.15
Let B be some set of exponentially integrable functions on � , and let L be some transform
defined on B such that L[ f ] is an exponentially integrable function for each f in B . Assume
L has an adjoint LA , and let LAA be the generalized transform defined by the adjoint LA .
Then:

1. LAA[ f ] is a well-defined generalized function for each generalized function f .

2. (linearity) For any two generalized functions f and g , and any two constants a and b ,

LAA[a f + bg] = aLAA[ f ] + bLAA[g] .

3. (continuity) Given any sequence {gγ }αγ=γ0 of generalized functions, if

lim
γ→α

gγ = f (in the generalized sense) ,

then
lim
γ→α

LAA[gγ ] = LAA[ f ] (in the generalized sense) .

4. (equivalence on B ) For each function f in B , LAA[ f ] = L[ f ] .

PROOF: From our discussion in the previous subsection, we already know the first claim is
true (with the rigorous proof of functional continuity beginning on page 608).

To see that the second claim holds, simply note that, for any Gaussian test function φ ,〈
LAA[a f + bg] , φ 〉 = 〈

a f + bg ,LA[φ] 〉
= a

〈
f ,LA[φ] 〉 + b

〈
g ,LA[φ] 〉

= a
〈
LAA[ f ] , φ 〉 + b

〈
LAA[g] , φ 〉

= 〈
aLAA[ f ] + bLAA[g] , φ 〉 .

The third claim follows from the observation that, for each φ in � ,

lim
γ→α

〈
LAA[gγ ] , φ 〉 = lim

γ→α

〈
gγ ,L

A[φ] 〉
= 〈

f ,LA[φ] 〉 = 〈
LAA[ f ] , φ 〉 .
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606 Basic Transforms of Generalized Fourier Analysis

Finally, assume f is in B and φ is in 3 . Using the definitions and the adjoint identity,
we find that 〈

L[ f ] , φ
〉

=
∫ ∞

−∞
L[ f ]|x φ(x) dx

=
∫ ∞

−∞
f (y)LA[φ]

∣∣
y dy

=
〈

f ,LA[φ]
〉

=
〈
L

AA[ f ] , φ
〉

,

verifying the last claim of the theorem.

Uniqueness of Adjoint-Defined Transforms
Again, let B , L , and L

A be as described at the beginning of theorem 34.15, just above, and
let L

AA be the generalized transform defined by the adjoint L
A . Given the results stated in

theorem 34.15, it is tempting to refer to L
AA as the generalized transform that generalizes the

classical transform L . It is also tempting to just drop the “ AA ” from “ L
AA ” and let L[ f ]

denote the generalized function given by
〈
L[ f ] , φ

〉
=

〈
f ,LA[φ]

〉

for every generalized function f whether or not it is in B . In practice, it’s usually safe to fall to
this temptation. We did so, ourselves, in defining the generalized Fourier transforms, and, to some
extent, in defining the generalized scaling transforms, the generalized translation transforms, and
the generalized derivative. In doing so, however, we implicitly assumed that these were the only
generalizations of the original transforms and, therefore, could unambiguously be referred to as
the corresponding generalized transforms. But what if two different generalized adjoint-defined
transforms corresponded to the same original transform L ? Then, rather than dealing with the
one generalization of L , we would have to deal with two different generalizations — a rather
undesirable situation and one likely to lead to ambiguities in our work.

!IExample 34.20: Let B consist of all constant functions, and let L be the “zero” transfor-
mation on B . That is, L[c] = 0 for each constant c . Then, of course,

∫ ∞

−∞
L[c]|x φ(x) =

∫ ∞

−∞
0 · φ(x) = 0

for each c in B and each φ in 3 . For each Gaussian test function φ , let L
A

1 [φ] and
L

A

2 [φ] be given by
L

A

1 [φ] = 0 and L
A

2 [φ] = φ′ .

Both L
A

1 and L
A

2 are easily verified to be linear and operationally continuous transforms on
3 . Moreover, if c is any constant function and φ is any Gaussian test function, then

∫ ∞

−∞
c L

A

1 [φ]
∣∣
y dy =

∫ ∞

−∞
c · 0 dy = 0 =

∫ ∞

−∞
L[c]|x φ(x)

and
∫ ∞

−∞
c L

A

2 [φ]
∣∣
y dy =

∫ ∞

−∞
cφ′(y) dy = c φ(y)

∣∣∞
−∞ = 0 =

∫ ∞

−∞
L[c]|x φ(x) .
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Consequently, both L
A

1 and L
A

2 are adjoints for L , and thus, both define corresponding
transformations L

AA

1 and L
AA

2 of generalized functions via equation (34.32). These two
generalized transforms, however, are not the same. In particular, using f (x) = x , we see
that 〈

L
AA

1 [ f ] , φ
〉

=
〈

f ,LA

1 [φ]
〉

=
〈

f , 0
〉

= 0 ,

while, using integration by parts,
〈
L

AA

2 [ f ] , φ
〉

=
〈

f ,LA

2 [φ]
〉

=
∫ ∞

−∞
xφ′(x) dx

= xφ(x)
∣∣∞
−∞ −

∫ ∞

−∞
1 · φ(x) dx = 0 +

〈
−1 , φ

〉

for each Gaussian test function φ . So,

L
AA

1 [ f ] = 0 6= −1 = L
AA

2 [ f ] .

Hence, we have at least two equally valid choices, L
AA

1 and L
AA

2 (and possibly others
we haven’t thought of) that can be viewed as generalizations of our original transform of
constant functions.

Since the generalized transform L
AA is defined by the corresponding adjoint L

A , we can
have multiple generalized transforms only if there are multiple adjoints corresponding to the
original transform as defined for functions in the set B . That was the case in the last example.
There are ways to ensure that multiple adjoints are not possible. Basically, you must be sure that
the original transform is defined on such a wide variety of functions that the adjoint equation
cannot be satisfied by more than one choice of “ L

A ”. A number of different conditions can be
imposed on B to guarantee this, but only one, the one described in then next theorem, is of great
interest to us.

Theorem 34.16
Let B be a set of exponentially integrable functions on R , and assume L is a transform on
B having an adjoint-defined generalization. Assume, further, that B contains all the Gaussian
functions. Then L has exactly one adjoint-defined generalization.

PROOF: As noted above, it will suffice to confirm that L can have only one adjoint. And to
confirm this, it suffices to show that any “two” adjoints of L , L

A

1 and L
A

2 , are really the same;
that is, that

L
A

1 [φ] = L
A

2 [φ] for each φ in 3 .

So assume L
A

1 and L
A

2 are two adjoints for L . Let φ be any Gaussian test function, and
let ψ be any function in B . By the definition of the adjoint,

∫ ∞

−∞
L

A

1 [φ]|y ψ(y) dy =
∫ ∞

−∞
ψ(y)LA

1 [φ]|y dy =
∫ ∞

−∞
L[ψ]|x φ(x) dx

and ∫ ∞

−∞
L

A

2 [φ]|y ψ(y) dy =
∫ ∞

−∞
ψ(y)LA

2 [φ]|y dy =
∫ ∞

−∞
L[ψ]|x φ(x) dx .

Thus, for every ψ in B and φ in 3 ,
∫ ∞

−∞
L

A

1 [φ]|y ψ(y) dy =
∫ ∞

−∞
L

A

2 [φ]|y ψ(y) dy .
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608 Basic Transforms of Generalized Fourier Analysis

But B contains all Gaussians. So our last equation holds whenever ψ is a Gaussian, and we
can apply our old Gaussian test for equality (theorem 29.1 on page 479), to conclude that

L
A

1 [φ] = L
A

2 [φ] for each φ in 3 .

If you check, you will find that the set “B ” for each of the generalized transforms defined
thus far contains all the Gaussians. That, along with our last lemma, assures us that these are
the only possible (adjoint-defined) generalizations of the corresponding classical transforms.

On Operational and Functional Continuity
Here is our rigorous discussion of the functional continuity of adjoint-defined transforms. We’ll
split our discussion in two. We will first complete the proof of the first part of theorem 34.15 on
page 605 by showing how operational continuity ensures the functional continuity of adjoint-
defined generalized transforms. Then we will consider the transforms defined in this chapter.

Functional Continuity of Adjoint-Defined Transforms

Assume B is some set of exponentially integrable functions and L is some transform on B

such that L[ f ] is an exponentially integrable function whenever f is in B . Let L
A be an

adjoint corresponding to L , and, for some given generalized function f , define L
AA[ f ] as

we’ve been doing since page 604,
〈
L

AA[ f ] , φ
〉

=
〈

f ,LA[φ]
〉

for each φ in 3 .

Our goal is to confirm that this defines L
AA[ f ] as a generalized function. Since we already

know the above equation defines L
AA[ f ] as a linear functional on 3 , all that remains is to show

that this functional is functionally continuous. And, by the definition of functional continuity, it
will suffice to verify the existence of two nonnegative constants B and b such that

∣∣〈 L
AA[ f ] , φ

〉∣∣ ≤ B ‖φ‖b for each φ in 3 .

Now, by definition, the adjoint transform L
A is an operationally continuous operator on 3 .

From our discussion of operational continuity in chapter 31 (see the subsection on bounded oper-
ations, starting on page 519), we know this means that, for each α ≥ 0 , there are corresponding
nonnegative real constants Mα and β(α) such that

∥∥L
A[φ]

∥∥
α

≤ Mα ‖φ‖β(α) for each φ in 3 .

In addition, we know f is functionally continuous because f is assumed to be a generalized
function and generalized functions are, by definition, functionally continuous. So there are
nonnegative real constants C and c such that

∣∣〈 f , φ
〉∣∣ ≤ C ‖φ‖c for each φ in 3 .

Combining the above relations, we get
∣∣〈 L

AA[ f ] , φ
〉∣∣ =

∣∣〈 f ,LA[φ]
〉∣∣ ≤ C

∥∥L
A[φ]

∥∥
c ≤ C Ma ‖φ‖β(c)

for each Gaussian test function φ . Thus, letting B = C Mc and b = β(c) ,

∣∣〈 L
AA[ f ] , φ

〉∣∣ ≤ B ‖φ‖b for each φ in 3 .
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Generalized Complex Conjugation 609

Particular Transforms

This will be brief because all the work has already been done in the subsection in chapter 31
on bounded operations (starting on page 519). From lemma 31.17 and theorem 31.18 of that
subsection, we know all of the following are operationally continuous on 3 :

1. the Fourier transform

2. the inverse Fourier transform

3. multiplication by any fixed elementary multiplier

4. differentiation

5. translation by any fixed real or complex value

6. variable scaling by any fixed nonzero real number

7. analytic conjugation

8. any linear combination of the above

9. any composition of the above

10. any linear combination of any compositions of the above

11. any composition of any linear combinations of any compositions the above

12. · · ·

From this, theorem 34.15, and the rest of the above discussion on adjoint-defined transforms, it
immediately follows that all the generalized transforms defined earlier in this chapter (as well
as all the generalized transforms we are likely to construct from these transforms) are linear
operations transforming generalized functions into generalized functions and satisfying all the
other properties described in theorem 34.15.

34.7 Generalized Complex Conjugation
If f is any exponentially integrable function and φ is any Gaussian test function, then we know
that ∫ ∞

−∞
f ∗(x)φ(x) dx =

(∫ ∞

−∞
f (x)φ∗(x) dx

)∗
, (34.33)

which we can also write as 〈
f ∗ , φ

〉
=

〈
f , φ∗ 〉∗ (34.34)

since the analytic complex conjugate of any Gaussian test function is another Gaussian test
function. Now look at the right-hand side of this last equation. Unsurprisingly (considering
the number of times we’ve done something like this in this chapter), the right-hand side of this
equation is well defined for any generalized function f , whether or not f is a classical function.
So equation (34.34) can be used to define f ∗ as a functional on 3 for any generalized function
f . However, if you check carefully, you’ll discover that equation (34.33) is not quite an adjoint
identity, so we cannot immediately appeal to the work in the previous section to justify a claim

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

610 Basic Transforms of Generalized Fourier Analysis

that this equation defines f ∗ as a generalized function (i.e., as a continuous linear functional
on 3 ). The linearity of the functional must be confirmed the old-fashioned way:

〈
f ∗ , [aφ + bψ]

〉
=

〈
f , [aφ + bψ]∗

〉∗

=
〈

f , a∗φ∗ + b∗ψ∗ 〉∗

=
(
a∗ 〈

f , φ∗ 〉
+ b∗ 〈

f , ψ∗ 〉)∗

= a
〈

f , φ∗ 〉∗ + b
〈

f , ψ∗ 〉∗ = a
〈

f ∗ , φ
〉

+ b
〈

f ∗ , ψ
〉

.

The functional continuity is also easily verified by those interested (see exercise 34.52 on
page 615). Consequently, we can use equation (34.34) to define the complex conjugate of
any generalized function f .

Let’s make it official: For each generalized function f , the (generalized) (analytic) complex
conjugate f ∗ is defined to be the generalized functions satisfying

〈
f ∗ , φ

〉
=

〈
f , φ∗ 〉∗

for each φ in 3 . (34.35)

From the above discussion, it should be clear that

1. f ∗ is a well-defined generalized function for each generalized function f ,

and

2. if f is a classical, exponentially integrable function, then its generalized complex con-
jugate and its classical complex conjugate are the same.

When using equation (34.35), keep in mind that φ∗ is the analytic complex conjugate
discussed in chapter 31 (see the subsection starting on page 515). That is, as a function on C ,
φ∗ is the analytic function satisfying

φ∗(z) = [φ(z∗)]∗ for all z in C .

!IExample 34.21: Let’s find the complex conjugate of the delta function at i . For each
Gaussian test function φ , we have

〈
δi

∗ , φ
〉

=
〈
δi , φ

∗ 〉∗ = [φ∗(i)]∗ =
[
[φ(i∗)]∗

]∗ = φ(−i) =
〈
δ−i , φ

〉
.

Thus, δi
∗ = δ−i .

?IExercise 34.30: Show that, in general, δa
∗ = δa∗ .

You should have little difficulty showing that the basic properties of classical conjugation
hold for generalized conjugation.

?IExercise 34.31: Verify each of the following, assuming f and g are generalized functions,
and α and β are constants:

a: [α f + βg]∗ = α∗ f ∗ + β∗g∗

b: ( f ∗)∗ = f

c: If g is a simple multiplier, so is g∗ .

d: If either f or g is a simple multiplier, then ( f g)∗ = f ∗g∗ .
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Verifying the identities in the next theorem requires a bit more work. For one thing, it is
necessary to first show that a corresponding identity holds for each Gaussian test function using
classical theory and the fact that φ∗(z) = [φ(z∗)]∗ when φ is in 3 . We’ll verify one, and
leave verifying the rest as exercises (exercise 34.53 on page 615).

Theorem 34.17
Let f be any generalized function, σ any nonzero real number, and a any complex number.
Then

F [ f ∗] =
(
F

−1[ f ]
)∗ ,

F
−1[ f ∗] =

(
F [ f ]

)∗ ,

Sσ [ f ∗] =
(
Sσ [ f ]

)∗ ,

Ta[ f ∗] =
(
Ta∗[ f ]

)∗ ,

and

D[ f ∗] = (D f )∗ .

PROOF (of Ta[ f ∗] = (Ta∗[ f ])∗ ): Let φ be any Gaussian test function. By the definitions
of generalized translation and conjugation,

〈
Ta[ f ∗] , φ

〉
=

〈
f ∗ , T−a[φ]

〉
=

〈
f , (T−a[φ])∗

〉∗ . (34.36)

Now, for each z in C ,

(T−a[φ])∗ (z) =
(
T−a[φ]|z∗

)∗

=
[
φ(z∗ + a)

]∗

=
[
φ

(
[z + a∗]∗

)]∗

= φ∗(z + a∗) = T−a∗
[
φ∗]∣∣

z .

Thus, for the Gaussian test function φ ,

(T−a[φ])∗ = T−a∗[φ∗] .

Plugging this into equation (34.36) and applying the definitions once more, we obtain

〈
Ta[ f ∗] , φ

〉
=

〈
f , T−a∗[φ∗]

〉∗ =
〈

Ta∗[ f ] , φ∗ 〉∗ =
〈
(Ta∗[ f ])∗ , φ

〉
.

Additional Exercises

34.32. Find the Fourier transform for each of the following:

a. pulse1(x) b. 4 c. 4ei10πx

d. 4e−i10πx e. δ4 f. 4 sin2(2πx)
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612 Basic Transforms of Generalized Fourier Analysis

34.33. Find the inverse Fourier transform for each of the following:

a. pulse1(x) b. 4 c. 4ei10πx

d. 4e−i10πx e. δ4 f. 4 sin2(2πx)

34.34. Using the cheap trick “ t = 1

i2π
(α + i2π t − α) ”, compute the Fourier transforms of

the following:

a.
t

8 + i2π t
b.

t

8 − i2π t

34.35. Let Sσ be the scaling operator where σ is any nonzero real number. Verify the
following:

a. S1 is the identity mapping. That is, for every generalized function f ,

S1[ f ] = f .

b. The inverse of Sσ is S1/σ . That is, for every generalized function f ,

Sσ
[
S1/σ [ f ]

]
= f = S1/σ

[
Sσ [ f ]

]
.

34.36. Verify that the modulation identities hold for the generalized Fourier transforms. That
is, show that

F [sin(2παt) f (t)]|ω = i

2
[F(ω + α) − F(ω − α)]

and

F [cos(2παt) f (t)]|ω = 1

2
[F(ω + α) + F(ω − α)]

for every positive value α and every pair of generalized functions f and F with
F = F [ f ] .

34.37. Find the Fourier transform for each of the following:

a. e2πx b. δ3+2i c. cosh(6πx) d. sinh(6πx)

34.38. Find the Fourier transform for each of the following assuming α and β are two real
numbers withα > 0 :

a. e2πβt sin(2παt) b. e2πβt cos(2παt)

c. e2παt step(t) (Hint: First verify that e2παt step(t) = e2παt − e2παt step(−t) .)

d. e2παt sin(8π t) step(t) e. e−2παt step(−t)

f. e2πα|t |

34.39. For each of the following functions, sketch the graph, and find both the classical and
the generalized derivative:

a. ramp(x) b. g(x) =

{
x3 if −1 < x < 2

0 otherwise

c. h(x) =





x if x < −1

x2 if −1 < x < 2

x3 if 2 < x

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

Additional Exercises 613

34.40. Let n denote an arbitrary positive integer, and find the formula for each of the following
transforms:

a. F
[
Dnδa

]∣∣
x b. F

−1[Dnδa
]∣∣

x c. F
[
xn] d. F

−1[xn]

34.41. Compute the Fourier transform of each of the following:

a. x2 + 4x − 5 b. x e6πx c. x sin(6πx) d. x2 sin(6πx)

34.42 a. From example 34.12 and exercise 34.19 (see page 591), we know

F
[
step(x)

]∣∣
y = 1

i2π
T−i

[
1

y − i

]

and

F
[
step(−x)

]∣∣
y = −1

i2π
Ti

[
1

y + i

]
.

Now, for each positive integer n , find the Fourier transforms of the following using
the above formulas and the Fourier differentiation identities:

i. xn step(x) ii. xn step(−x)

b. Again, let n be any positive integer. Using the previous part, find a formula for the
Fourier transform of each of the following:

i. ramp(x) ii. |x |n step(−x) iii. |x |n

34.43. Using the results from example 34.12 and exercise 34.19 (again, see page 591), show
there is a nonzero value c such that

T−ia

[ 1

x − ia

]
= T−ib

[ 1

x − ib

]
+ cδ(x)

whenever a > 0 and b < 0 . Also, find the value c .

34.44. For each generalized function f given below, show that x f (x) = c where c is some
constant, and find the value of that constant.

a. f (x) = D ln |x | b. f (x) = F
[
step

]∣∣
x

c. f (x) = Ti

[ 1

x + i

]
d. f (x) = T−i

[ 1

x − i

]

34.45. The signum function sgn is the classical function on the real line given by

sgn(x) =

{
−1 if x < 0

+1 if 0 < x
.

a. What is the relation between F
[
sgn

]
and F

[
step

]
?

b. Evaluate xF
[
sgn

]∣∣
x .

34.46. Show that, for any complex value a ,

lim
γ→∞

√
γ e−γπ(x−a)2 = δa(x) (in the generalized sense) .
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614 Basic Transforms of Generalized Fourier Analysis

34.47. Prove theorem 34.10 on page 596. You should consider two cases:

a. The case where f has only a finite number of discontinuities.

b. The case where f has an infinite number of discontinuities.

You should verify that f is exponentially bounded in the first case (see lemma 29.10
on page 484). For the second case you may wish to use lemma 34.13 or 34.14.

34.48. In chapter 23, we derived the formula

F

[
e−(ν+iκ)t2

]∣∣∣
ω

=
√

π

|ν + iκ|
exp

(
−i

θ

2

)
exp

(
−π2

ν + iκ
ω2

)

where θ is the angle between −π/2 and π/2 given by θ = arctan(κ/ν) . This formula
was derived assuming ν and κ are real numbers with 0 < ν . In the following we will
verify that it also holds when ν = 0 and κ 6= 0

a. Verify that

lim
ν→0+

e−(ν+iκ)t2
= e−iκt2

(in the generalized sense) .

b. Assume α > 0 . Using the above and lemma 34.13 on page 601, compute the
following:

i. F

[
eiπαt2

]∣∣∣
ω

ii. F

[
e−iπαt2

]∣∣∣
ω

iii. F

[
exp

(
±iπ

(
t2 − 1

8

)2
)]∣∣∣∣

ω

c. Again, let α > 0 . Using the formulas just derived, find each of the following:

i. F

[
cos

(
παt2

)]∣∣∣
ω

ii. F

[
sin

(
παt2

)]∣∣∣
ω

34.49. Prove lemma 34.8 on page 587. (Those who have had a course in complex variables
should try using Cauchy’s integral formula for analytic functions. Those who have not
had a course in complex variables probably should not attempt this exercise.)

34.50. For the following, assume f is any given generalized function, φ is any given Gaussian
test function, and h is the function defined by

h(t) =
〈

f (x) , φ(x − t)
〉

for each t in R .

a. Letting F = F [ f ] and ψ = F
−1[φ] , verify that h is also given by

h(t) =
〈

F(y) , ei2π t yψ(y)
〉

.

b. Show that h is a smooth function on R with

h′(t) = −
〈

f (x) , φ′(x − t)
〉

.

(Use the result from the previous part of this exercise along with lemma 32.3 on
page 544.)
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34.51. Let f be a generalized function; let (a, b) be any finite interval, and let η be any
piecewise continuous function on (a, b) . As shown in the previous exercise,

〈
f (x) , φ(x − t)

〉

is a smooth function of t for each φ in 3 . Consequently, we can define a functional
on 3 by

〈
Γ , φ

〉
=

∫ b

a

〈
f (x) , φ(x − t)

〉
η(t) dt .

Show that Γ is a generalized function (i.e., a continuous, linear functional on 3 ) by
verifying the following:

a. Γ is linear.

b. Γ is functionally continuous. (The result from exercise 31.10 on page 523 may help.)

(Note: The results from exercises 34.50 and 34.51 will be used in proving a major
theorem on periodic functions in chapter 36.)

34.52. We showed that the complex conjugate of any generalized function (as defined by
equation (34.35) on page 610) is a linear functional. Now verify that it is functionally
continuous.

34.53. Let f be any generalized function, σ any nonzero real number, and a any complex
number. Verify the following:

a. F [ f ∗] =
(
F

−1[ f ]
)∗

b. F
−1[ f ∗] = (F [ f ])∗

c. Sσ [ f ∗] = (Sσ [ f ])∗ d. D[ f ∗] = (D f )∗

34.54. In the following, we will generalize the operation of convolution with test functions via
“adjoints”. You will need either the results from exercise 31.16 on page 524 (in which
case, let B = A ), or the results from the exercise following it, exercise 31.17 (in which
case, let B be the set of all piecewise continuous, exponentially bounded functions on
the real line).

a. Let ψ be a fixed Gaussian test function, and, for convenience, let Kψ be the operator
on B given by

Kψ [ f ] = f ∗ ψ for each f in B .

i. Verify that Kψ [ f ] is an exponentially integrable function on R for each f in B .

ii. Verify that the adjoint of Kψ exists and is given by

K
A

ψ [φ] = ψ∗ ? φ

where ψ∗ ? φ is the classical correlation of the complex conjugate of ψ with φ .

b. Finish showing that the adjoint-defined generalization of convolution with a Gaussian
test function ψ — which we will denote by f ∗ψ for each generalized function f
— is defined by the formula

〈
f ∗ ψ , φ

〉
=

〈
f , ψ∗ ? φ

〉
for each φ in 3 .
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616 Basic Transforms of Generalized Fourier Analysis

c. Using the above definition for the convolution of a generalized function f with a
Gaussian test function ψ , verify that

F [ f ∗ ψ] = F [ f ] F [ψ] and F [ fψ] = F [ f ] ∗ F [ψ] .

d. Using results from the previous parts of this exercise, do the following (assume ψ
denotes an arbitrary Gaussian test function):

i. Show that
δa ∗ ψ = Ta[ψ] .

for each real value a . (Thus, in particular, δ ∗ ψ = ψ .)

ii. Show that f ∗ ψ is in 3 if F [ f ] is a simple multiplier for 3 .

iii. Let f be any generalized function, and let {ηγ }∞γ=1 be the Gaussian identity
sequence with

ηγ (x) = √
γ e−γπx2

.

Show that
lim
γ→∞

f ∗ ηγ = f (in the generalized sense) .

(Consider F
[

f ∗ ηγ
]

and apply the result from example 33.2 on page 558.)
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Generalized Products, Convolutions,
and Definite Integrals

Recall the classical definitions of multiplication and convolution for any two piecewise contin-
uous functions f and g on the real line: The classical product f g is the piecewise continuous
function given by

f g(x) = f (x)g(x)

for each x at which f and g are continuous, and the classical convolution is the function given
by

f ∗ g(x) =
∫ ∞

−∞
f (x − s)g(s) ds

for all x in R . Note that the product is always defined, while the existence of the convolution
requires f (x − s)g(s) to be a “sufficiently integrable” function of s for each real value x .

Our main goal in this chapter is to describe operations for generalized functions that can be
viewed as the natural generalizations of classical multiplication and convolution. (The discussion
of definite integrals will then follow naturally from our definition of convolution.) Unfortunately,
there is a technical problem. Remember those comments about difficulties possibly arising
because we are using the space of Gaussian test functions, 3 , instead of the larger space of very
rapidly decreasing test functions, H (see section 31.3 starting on page 509)? This is where
those difficulties manifest themselves. While the final results are the same, it is much easier
to rigorously develop reasonably complete generalizations of multiplication and convolution
using H as the test function space instead of 3 . This is because there are many more “simple
multipliers” for H than for 3 . However, even using H as our test function space, this
development in quite nontrivial and would go, as they say, “beyond the scope of this text”.

Still, saying nothing more about generalized multiplication and convolution can hardly be
justified. These operations are just too useful. So, as a compromise, I will briefly describe
the set of “simple multipliers” that we would have naturally obtained had we employed H

as our test functions space, and then present a list of twelve or so rules for multiplying and
convolving generalized functions. These rules will not completely describe multiplication and
convolution, but they will characterize these operations well enough for many, if not most,
practical applications.

617
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618 Products, Convolutions, and Definite Integrals

35.1 Multiplication and Convolution
A Bigger Set of Simple Multipliers
We defined a simple multiplier for 3 to be any linear combination of functions of the form

xnecx e−γ (x−ζ )2

where n is any nonnegative integer, c and ζ are any pair of complex constants, and γ is any
nonnegative real value (see page 511). The set of simple multipliers for 3 include

eiax , sin(ax) , e−ax2
, x3 and eax

where a is any positive constant. The important thing about a function h being a simple
multiplier is that the product hφ is a Gaussian test function whenever φ is a Gaussian test
function. Consequently, we were able to define the product f h for any generalized function f
via the formula

〈

f h , φ
〉

=
〈

f , hφ
〉

for each φ in 3 .

If we had instead developed our theory of generalized functions using the test function space
H , then we would have simply defined a function h to be a simple multiplier for H if and only
if the product hφ is in H whenever φ is a function from H . It is not hard to show that any
analytic function on the complex plane that is also exponentially bounded on horizontal strips of
C is a simple multiplier for H (see exercise 35.9 at the end of this chapter for details). From
this, it is easily verified that the set of simple multipliers for H includes the following:

1. all simple multipliers for 3

2. all functions in H

3. sinc(ax) where a is any constant (sinc functions will be important in dealing with delta
function arrays)

4. functions such as eiγ x2
and sin

(

γ x2
)

where γ ≥ 0

As you can see, the set of simple multipliers for H is a much larger than the set of simple
multipliers for 3 . As an exercise, you should also verify that all linear combinations and
products of these simple multipliers are also simple multipliers.

?IExercise 35.1: Let g and h be any two simple multipliers for H , and let α and β be
any two constants. Show that the linear combination αg + βh and the product gh are also
simple multipliers for H .

It is important to realize that, had we been willing to get even more deeply involved with
complex variables, then we could have developed the theory described in the previous few
chapters using H as our test function space instead of 3 . In particular, if h is any simple
multiplier for H and f is any generalized function, then the product f h is the generalized
function satisfying

〈

f h , φ
〉

=
〈

f , hφ
〉

for each φ in H .

It turns out that each result we derived involving “an arbitrary simple multiplier on 3 ” can
also be derived with “an arbitrary simple multiplier on 3 ” replaced by “an arbitrary simple
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Multiplication and Convolution 619

multiplier on H ”. We will make this explicit in our list of rules characterizing multiplication
and convolution. It also means that distinguishing between the simple multipliers for 3 and the
simple multipliers for H is usually unnecessary. So let us agree that, henceforth, unless other
indicated, whenever we refer to a function as a “simple multiplier”, then it is a simple multiplier
in the broadest sense, that is, a simple multiplier for H .

The Rules
What follows are a dozen or so rules that, together, characterize the generalized product and
generalized convolution well enough for most applications.

The first four can be viewed as definitions that apply when we already have a fairly natural
idea as to what the product or convolution should be. Basically, these four rules assure us that
the generalized definitions reduce to definitions we already know when those known definitions
are valid. As a result, there will be little or no ambiguity if we use the classical notations f g (or,
when clarity requires, f · g ) and f ∗ g to denote, respectively, the generalized product and the
generalized convolution of two generalized functions. Accordingly, we will use this notation.

The rest of the rules give identities involving generalized multiplication and convolution.
Through these identities we will also be able to find generalized products and convolutions for
many pairs of generalized functions not directly covered by the first four rules.

Partial Definitions for Generalized Multiplication

Our first rule is simply that the generalized product reduces to the classical product when the
classical product “makes sense”.

Rule 1 (consistency with classical multiplication)
If f and g are two exponentially integrable functions on R whose classical product is also
exponentially integrable, then the generalized product f g exists and is given by the classical
product; that is, f g is the generalized function given by

〈

f g , φ
〉

=
∫ ∞

−∞
f (x)g(x)φ(x) dx for each φ in 3 .

In the previous subsection, we briefly discussed “simple products” of generalized functions
with simple multipliers. Naturally, any more generalized definition of multiplication should give
the same result whenever one of the factors is a simple multiplier. That is our second rule.

Rule 2 (consistency with simple generalized multiplication)
If f and g are generalized functions and either is a simple multiplier, then the generalized
product f g exists. Moreover, if either is a simple multiplier for 3 , then the product is the
simple generalized product defined in chapter 32.

Now recall that, if f is a simple multiplier for 3 and a is any real value, then

f δa = f (a)δa .

Our next rule is that this formula holds for more general choices of f .

Rule 3 (products of classical functions with single delta functions)
If f is an exponentially integrable function on R , and a is a point on R at which f is
continuous, then the generalized product f δa exists and

f δa = f (a)δa .
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620 Products, Convolutions, and Definite Integrals

This last rule can be naively justified using an identity sequence. Recall that

lim
γ→∞

√
γ e−γπ(x−a)2 = δa(x) (in the generalized sense)

(see exercise 34.46 on page 613). So it should seem reasonable1 that

f (x)δa(x) = lim
γ→∞

f (x)
√
γ e−γπ(x−a)2 (in the generalized sense) .

But we also know that, if g is any piecewise continuous and exponentially bounded function
that is continuous at a , then

lim
γ→∞

∫ ∞

−∞
g(x)

√
γ e−γπ(x−a)2 dx = g(a) .

These last two equations, along with the fact that f , here, is a classical function, suggest that

〈

f δa , φ
〉

= lim
γ→∞

〈

f (x)
√
γ e−γπ(x−a)2 , φ(x)

〉

= lim
γ→∞

∫ ∞

−∞
f (x)φ(x)

√
γ e−γπ(x−a)2 dx

= f (a)φ(a)

=
〈

f (a)δa , φ
〉

for each Gaussian test function φ , just as the above rule asserts.

!IExample 35.1: According to our last rule, if a < 0 , then

step δa = step(a) δa = 0 · δa = 0 ,

while if 0 < a , then

step δa = step(a) δa = 1 · δa = δa .

We will not attempt to define step δ0 , since the step function is not continuous at 0 .

?IExercise 35.2: Assuming our last rule, verify that

ramp δa =

{

0 if a ≤ 0

aδa if 0 < a
.

Partial Definition for Generalized Convolution

Naturally, to be a “generalization” of classical convolution, the generalized convolution must be
equivalent to the classical convolution when the latter is well defined. That is rule number 4.

Rule 4 (consistency with classical convolution)
If f and g are two exponentially integrable (classical) functions whose classical convolution
exists and is exponentially integrable, then the generalized convolution of f and g exists and
is given by the classical convolution.

1 Remember, though, that naive computations of generalized limits sometimes yield incorrect results (see the discussion
starting on page 558). So don’t take these computations as a proof that rule 3 holds, only that it does not contradict
what we might expect.
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Multiplication and Convolution 621

Relation between Multiplication and Convolution

Convolution was originally derived (in chapter 24) as a way of computing the Fourier transform
of the product of two classical functions. The next rule is that the relation between products and
convolutions derived in that chapter holds in the more general sense.

Rule 5 (Fourier transforms of products and convolutions)
Let f , g , F , and G be generalized functions with F = F [ f ] and G = F [g] . Then:

1. If either the generalized product f g or the generalized convolution F ∗ G exists, then
both exist, and

F [ f g] = F ∗ G .

2. If either the generalized convolution f ∗ g or the generalized product FG exists, then
both exist, and

F [ f ∗ g] = FG .

Algebraic Properties of Products

From our discussion of simple products in chapter 32, we already know

0 · f = 0 and 1 · f = 1

for every generalized function f . That the generalized product satisfies two other standard laws
of classical multiplication are the next two rules.

Rule 6 (commutativity)
Let f and g be two generalized functions. If either of the generalized products f g or g f
exists, then both exist and are equal.

Rule 7 (distributivity)
Let f , g , and h be generalized functions. Then

f (g + h) = ( f g) + ( f h)

whenever the generalized products in this equation exist. Moreover, if any two of the three
products in this equation — f (g +h) , f g , and f h — are known to exist, then all three of these
generalized products exist.

This may come as a surprise, but we cannot insist that associativity always holds for the
generalized product. That, as the next example shows, would be incompatible with rule 5
relating products and convolutions, and the fact that associativity does not always hold for
classical convolution.

!IExample 35.2: Let F = F [ f ] , G = F [g] , and H = F [h] where

f (x) = 1 , g(x) = x e−x2
and h(x) = step(x) .

In exercise 24.4 on page 377, we saw that

( f ∗ g) ∗ h 6= f ∗ (g ∗ h) .
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622 Products, Convolutions, and Definite Integrals

So, by the relation between products and convolutions (rule 5),

(FG)H = (F [ f ∗ g])F [h] = F [( f ∗ g) ∗ h]

6= F [ f ∗ (g ∗ h)] = F [ f ] (F [g ∗ h]) = F(G H) .

There are cases where associativity does hold. Certainly, if f , g , and h are piecewise
continuous (classical) functions, then f (gh) = ( f g)h as generalized products simply because
this equation is true using the corresponding classical definition of products. We also know,
from exercise 32.13 on page 540, that this equality holds when any two of these functions are
simple multipliers for 3 . More generally, it turns out that this equality can be assumed when
one of the generalized functions is a simple multiplier and the generalized product of the other
two exists. That is something we can adopt as one of our rules.

Rule 8 (limited associativity)
Let f be a simple multiplier, and let g and h be any two generalized functions for which the
generalized product gh exists. Then f (gh) and ( f g)h exist, and

f (gh) = ( f g)h .

Relations with Other Operations

We certainly know that, if f and g are classical functions, h = f g , and α is any real number,
then, for each real value x ,

h(αx) = f (αx)g(αx) and h(x − α) = f (x − α)g(x − α) .

This last equation also holds if α is complex and both f and g are analytic functions on C .
Moreover, if f and g are suitably differentiable, then the product rule, h ′ = f ′g + f g′ , holds.
These are all facts that, properly rephrased, can (and will) be taken as rules for the generalized
product.

Rule 9 (products and scaling)
Let f and g be two generalized functions, and let σ be a nonzero real constant. Assume that
either f g or (Sσ [ f ]) (Sσ [g]) exists. Then both products exist, and

Sσ [ f g] = (Sσ [ f ]) (Sσ [g]) .

Rule 10 (products and translation)
Let f and g be two generalized functions, and let a be any constant. Assume that either f g
or (Ta[ f ]) (Ta[g]) exists. Then both products exist, and

Ta[ f g] = (Ta[ f ]) (Ta[g]) .

Rule 11 (product rule)
Let f and g be two generalized functions, and assume that any two of the following products
exist:

f g , [D f ]g and f [Dg] .

Then all three products exist and

D[ f g] = f (Dg) + (D f )g .
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Multiplication and Convolution 623

Limits and Products

We know

h

(

lim
γ→α

fγ

)

= lim
γ→α

h fγ and h
∞
∑

k=−∞
gk =

∞
∑

k=−∞
hgk

provided the limit and infinite series are convergent (in the generalized sense) and h is a simple
multiplier for 3 (see lemma 33.1 on page 556 and lemma 33.4 on page 564). Our next rule,
which we will write in two parts, is that these equalities hold when h is any simple multiplier.

Rule 12a (products involving limits)
Let h be a simple multiplier, and let { fγ }αγ=γ0

be a convergent sequence of generalized functions.
Then the corresponding the sequence of products {h fγ }αγ=γ0

also converges. Moreover,

h

(

lim
γ→α

fγ

)

= lim
γ→α

h fγ .

Rule 12b (products involving summations)
Let h be a simple multiplier, and let

∑∞
k=−∞ gk be a convergent infinite series of generalized

functions. Then the infinite series of products
∑∞

k=−∞ hgk also converges. Moreover,

h
∞
∑

k=−∞
gk =

∞
∑

k=−∞
hgk .

Strictly speaking, we did not need to state rule 12b as one of our basic rules. It follows
directly from rule 12a and the definition of infinite series of generalized functions. However,
since the products of simple multipliers with infinite series will play rather important roles in
many of our later computations, it seems appropriate to place this last rule in our basic list.

!IExample 35.3: Consider the product of sinc(πx) with comb1(x) . As previously noted,
this sinc function is a simple multiplier, and so, using rule 12b along with rule 3 on multiplying
a classical function by a delta function,

sinc(πx) comb1(x) = sinc(πx)
∞
∑

k=−∞
δk(x)

=
∞
∑

k=−∞
sinc(πk) δk(x) =

∞
∑

k=−∞
sinc(πk) δk(x) .

(35.1)

Now, for k = 0 ,
sinc(πk) = sinc(0) = 1 ,

while, for k = ±1, ±2, ±3, . . . ,

sinc(πk) = sinc(πk) = sin(πk)

πk
= 0 .

So,

sinc(πx) comb1(x) =
∞
∑

k=−∞

{

1 if k = 0

0 if k 6= 0

}

δk(x) = δ0 .
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624 Products, Convolutions, and Definite Integrals

It is worth noting that, whenever we have a simple multiplier h and a generalized function
given by a regular array of delta functions,

f =
∞
∑

k=−∞
fk δk1x ,

then, using both rules 12b and 3 as we did in equation (35.1),

h f = h
∞
∑

k=−∞
fk δk1x =

∞
∑

k=−∞
fk h δk1x =

∞
∑

k=−∞
fk h(k1x) δk1x

Since this sort of product arises every so often, let us restate this observation as a lemma.

Lemma 35.1
Suppose h is a simple multiplier and f is a generalized function given by a regular array of
delta functions,

f =
∞
∑

k=−∞
fk δk1x .

Then

h f =
∞
∑

k=−∞
h(k1x) fk δk1x .

Be careful, though, about assuming the last equation holds when h is not a simple multiplier
(see exercise 35.16 at the end of this chapter).

Existence of the Generalized Product and Convolution
To make it official:

Theorem 35.2
The classical operations of multiplication and convolution can be generalized so that rules 1
through 12 are satisfied.

This theorem does not say that the generalized product and convolution exist for every pair
of generalized functions. We will not, for example, pretend to take the product of the delta
function with itself or the convolution of the constant 1 with itself.

?IExercise 35.3: Try to make sense of δ · δ and 1 ∗ 1 . (Don’t expect to succeed.)

There are at least three ways to convince ourselves that theorem 35.2 is true:

1. Verify that there are no hidden inconsistencies in the given rules, and then simply let
these rules define the generalized product and generalized convolution for the products
and convolutions that can be computed from those rules.

2. Come up with a single definition for the generalized product and a single definition for
the generalized convolution, and then verify that the rules are satisfied.

3. Quote an authority.
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Multiplication and Convolution 625

The practicality of the first is questionable. Nor could I figure out a way to do the second without
straying far beyond the spatial and mathematical bounds set for this text. That leaves the last as
our only choice.

We will quote an authority — the author.2 I say, “The theorem is true.”
Those for whom this is not adequate should turn to section 35.3 starting on page 631.

That contains both a brief outline of one procedure for obtaining “most general” definitions
for generalized multiplication and convolution, along with references for more complete and
rigorous treatments of the subject.

More Rules and Equalities for Convolution
Because of the relation between products and convolutions given in rule 5, the rules already
given for generalized products have direct analogs for generalized convolutions.

For example, let f , g , F , and G be generalized functions with f = F
−1[F] and

g = F
−1[G] . Assume further that either F or G is a simple multiplier. From rule 2 we

know the product FG exists. Rule 5 then assures us that the convolution f ∗ g also exists
and is related to the product FG by f ∗ g = F

−1[FG] . On the other hand, if we know the
convolution f ∗ g exists, then rule 5 tells us that the product FG also exists and is related to
the convolution f ∗ g by FG = F [ f ∗ g] . Consequently, rule 2 is equivalent to:

RULE 2 ′

If f and g are generalized functions and either is a Fourier transform of a simple multiplier,
then the generalized convolution f ∗ g exists.

Two particularly simple “Fourier transforms of simple multipliers” are 0 and δa where a
can be any complex number. As you surely recall,

F
−1[0] = 0 and F

−1
[

e−i2πax
]

= δa .

So, letting F = F [ f ] , we have

0 ∗ f = F
−1[0] ∗ F

−1[F] = F
−1[0 · F] = F

−1[0] = 0 ,

which probably comes as no surprise. Also, using the translation identities, we see that

δa ∗ f = F
−1

[

e−i2πax
]

∗ F
−1[F] = F

−1
[

e−i2πax F(x)
]

= Ta[ f ] .

In particular,
δ ∗ f = T0[ f ] = f .

These results are significant enough to be stated as a lemma.

Lemma 35.3
Let f be any generalized function and a any complex number. Then

0 ∗ f = 0 and δa ∗ f = Ta[ f ] .

In particular,
δ ∗ f = f .

2 I did not say we would quote a respected authority.
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626 Products, Convolutions, and Definite Integrals

For convenience, let us refer to a generalized function as a simple convolver if and only
if it is a Fourier transform of a simple multiplier. By the above, we know the delta functions
are simple convolvers. You can also show that rectangle functions on finite intervals are simple
convolvers. In fact, since these rectangle functions will be playing significant roles in later
computations, go ahead and do the next exercise.

?IExercise 35.4: Verify that the convolution rect(a,b) ∗ f exists for each generalized function
f by showing rect(a,b) is a simple convolver. (Suggestion: Rewrite the rectangle function
as a shifted pulse function.)

Other rules for convolution can be derived using arguments similar to those used to derive
rule 2 ′. Here are four particularly important ones:

RULE 6 ′ (commutativity)
Let f and g be two generalized functions. If either of the generalized convolutions f ∗ g or
g ∗ f exist, then both exist and are equal.

RULE 7 ′ (distributivity)
Let f , g , and h be generalized functions. Then

f ∗ (g + h) = ( f ∗ g) + ( f ∗ h)

whenever the generalized convolutions in this equation exist. Moreover, if any two of the three
convolutions in this equation — f ∗ (g + h) , f ∗ g , and f ∗ h — are known to exist, then all
three of these generalized convolutions exist.

RULE 8 ′ (limited associativity)
Let f be a simple convolver, and let g and h be any two generalized functions for which the
generalized convolution g ∗ h exists. Then f ∗ (g ∗ h) and ( f ∗ g) ∗ h exist, and

f ∗ (g ∗ h) = ( f ∗ g) ∗ h .

RULE 12b ′ (convolutions involving summations)
Let f be a simple convolver, and let

∑∞
k=−∞ hk be a convergent infinite series of generalized

functions. Then the infinite series of convolutions
∑∞

k=−∞ f ∗ hk also converges. Moreover

f ∗
∞
∑

k=−∞
hk =

∞
∑

k=−∞
f ∗ hk .

?IExercise 35.5: Using rules 1 through 12b, verify each of the following statements:

a: Rule 6 ′ is equivalent to rule 6.

b: Rule 7 ′ is equivalent to rule 7.

c: Rule 8 ′ is equivalent to rule 8.

d: Rule 12b ′ is equivalent to rule 12b.

Another “rule” that is important for applications is given in the next lemma. It is not equiv-
alent to any of the previously given rules but is easily derived from them and the differentiation
identities.
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Definite Integrals of Generalized Functions 627

Lemma 35.4 (derivatives of convolutions)
Let f and g be two generalized functions for which the convolution f ∗ g exists, and let n
be any positive integer. Then (Dn f ) ∗ g and f ∗ (Dng) exist, and

Dn( f ∗ g) = (Dn f ) ∗ g = f ∗ (Dng) .

PROOF: Let F = F [ f ] and G = F [g] . By the relation between products and convolutions,
we know the generalized product FG exists and f ∗ g = F

−1[FG] . Using this, the
differentiation identity, and rule 8, we see that

Dn( f ∗ g) = Dn(F −1[FG])

= F
−1[(i2πx)n

(

F(x)G(x)
)]

= F
−1[((i2πx)n F(x)

)

G(x)
]

= F
−1[(i2πx)n F(x)

]

∗ F
−1[G] = (Dn f ) ∗ g .

From this and the commutativity of convolution, we also have

Dn( f ∗ g) = Dn(g ∗ f ) = (Dng) ∗ f = f ∗ (Dng) .

As an immediate corollary to this and lemma 35.3, we have the following:

Corollary 35.5
Let f be any generalized function and n any nonnegative integer. Then Dn f = f ∗ (Dnδ) .

PROOF: Lemma 35.3 tells us that f = f ∗ δ , as claimed by the corollary when n = 0 .
Using this and lemma 35.4, we see that, for n > 0 ,

Dn f = Dn( f ∗ δ) = f ∗ (Dnδ) .

35.2 Definite Integrals of Generalized Functions
Basic Definition
One advantage of having multiplication formally defined is that it allows us to formally identify
certain expressions as being “integrals of generalized function”. To see this, suppose we have
a classical function f that is absolutely integrable over an interval (a, b) . Using the classical
definitions,

∫ b

a
f (s) ds =

∫ ∞

−∞
rect(a,b)(s) f (s) ds

=
∫ ∞

−∞
rect(−b,−a)(0 − s) f (s) = rect(−b,−a) ∗ f (0) .

Thanks to our more general notion of convolution, the expression on the right-hand side often
makes sense when f is not as just supposed. To take advantage of this, we will say that
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628 Products, Convolutions, and Definite Integrals

any generalized function f is integrable (in the generalized sense) over the interval (a, b)
whenever

1. the convolution of f with rect(a,b) exists,

2. this convolution is a classical function on the real line,

and

3. this classical function is continuous at 0 .

If these three conditions hold, then the right-hand side of the above equation is a well-defined
finite value, which, inspired by the above classical equation,wewill call the (generalized) definite
integral of f over (a, b) , and denote by the more familiar expression on the left-hand side of
the above equation. In other words, we are (re-)defining the definite integral notation by the
formula ∫ b

a
f (s) ds = rect(−b,−a) ∗ f (0) . (35.2)

In practice, of course, we will replace “ s " with whatever symbol is convenient for the dummy
variable.

By our conventions, (a, b) being some interval means a < b . Of course, if a = b , then
rect(a,b) is rect(a,a) , which (if you think about it for a moment) you will realize is just the zero
function. Thus, by our definition, any generalized function f is integrable over any interval of
length zero, and ∫ a

a
f (s) ds = 0 ∗ f (0) = 0 for each a in � .

While we are at it, let’s go ahead and agree that, as long as f is integrable in the generalized
sense on (a, b) , then the (generalized) definite integral of f from b to a is defined in the
obvious manner; namely, ∫ a

b
f (s) ds = −

∫ b

a
f (s) ds .

Elementary Properties
Some useful and easily verified properties of the definite integral are given in the following
lemmas. Consider the proofs as exercises.

Lemma 35.6
Let f and g both be integrable over the interval between a and b , and let α and β be any
two constants. Then α f + βg is integrable over the interval between a and b . Furthermore,∫ b

a
[α f (s)+ βg(s)] ds = α

∫ b

a
f (s) ds + β

∫ b

a
g(s) ds .

Lemma 35.7
Let f be integrable over the intervals between a and b , and between b and c . Then f is
integrable over the interval between a and c . Furthermore,∫ b

a
f (s) ds +

∫ c

b
f (s) ds =

∫ c

a
f (s) ds .
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Definite Integrals of Generalized Functions 629

Lemma 35.8
Suppose f (x) is integrable over the interval between a and b , and let c be any nonzero real
number. Then f (cx) is integrable over the interval between ca and cb . Moreover,

∫ cb

ca
f (cs) ds = 1

c

∫ b

a
f (σ ) dσ .

Lemma 35.9
Assume f (x) is integrable over (a, b) , and let c be any real number. Then f (x − c) is
integrable over (a − c, b − c) , and

∫ b−c

a−c
f (s − c) ds =

∫ b

a
f (σ ) dσ .

?IExercise 35.6: Verify the claim made in

a: lemma 35.6. b: lemma 35.7. c: lemma 35.8. d: lemma 35.9.

We’ll prove the next result. It extends the classical fundamental theorem of calculus.

Theorem 35.10 (fundamental theorem of calculus, generalized)
Let (a, b) be a finite interval, and assume f is an exponentially integrable function on R that
is continuous at both a and b . Then D f , the generalized derivative of f , is integrable on
(a, b) , and

∫ b

a
D f (x) dx = f (b) − f (a) .

PROOF: Applying lemmas 35.3 and 35.4 regarding convolutions involving derivatives and
delta functions, we see that

rect(−b,−a) ∗D f (x) =
[

D rect(−b,−a)
]

∗ f (x)

=
[

δ−b − δ−a
]

∗ f (x)

= f (x − (−b)) − f (x − (−a)) = f (x + b) − f (x + a) ,

which, by our choice of f and (a, b) , is a classical function on R and is continuous at 0 . So
D f is integrable on (a, b) , and

∫ b

a
D f (x) dx = rect(−b,−a) ∗D f (0) = f (b) − f (a) .

Definite Integrals of Delta Functions and Arrays
In practice, we will usually find ourselves concerned with definite generalized integrals involving
classical functions, delta functions, and regular arrays of delta functions. There isn’t much new
to say about the generalized definite integral of a classical function; from the definition it is the
same as the classical integral. So let’s concentrate on definite integrals of delta functions and
arrays.
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630 Products, Convolutions, and Definite Integrals

Let (a, b) be any interval, and let c be any real number. Recalling that f ∗ δc equals “ f
translated by a shift of c ” (lemma 35.3), we see that

rect(−b,−a) ∗ δc(x) = rect(−b,−a)(x − c)

=

{

1 if −b < x − c < −a

0 if x − c < −b or − a < x − c

}

=

{

1 if c − b < x < c − a

0 if x < c − b or c − a < x

}

= rect(c−b,c−a)(x) .

This is certainly a piecewise continuous function, and it is continuous at x = 0 whenever c
is not one of the endpoints of (a, b) . So, by our generalized definition of integrability, δc is
integrable on (a, b) as long as c is a real number other than a or b . Moreover,

∫ b

a
δc(s) ds = rect(−b,−a) ∗ δc(0) =

{

1 if a < c < b

0 if c < a or b < c
.

For future reference, let us enshrine the results just derived in the following lemma.

Lemma 35.11 (integrals of delta functions)
Suppose (a, b) is an any interval, and c is a real number other than an endpoint of (a, b) . Then
δc is integrable on (a, b) , and

∫ b

a
δc(s) ds =

{

1 if a < c < b

0 if c < a or b < c
.

There are two things you should realize regarding the above calculations:

1. We are not requiring that (a, b) be a finite interval. The above is valid even if a = −∞
or b = ∞ .

2. We are only defining and computing
∫ b

a δc(s) ds when c is a real number other than
either a or b . We will not attempt to define this integral when c = a or c = b . Nor
will we attempt to define this integral when c is not a real number.

?IExercise 35.7: Verify that

step(x − a) =
∫ x

−∞
δa(s) ds

whenever a is a fixed real number.

Extending the above to regular arrays of delta functions is easy provided the interval (a, b)
is finite. Recalling that the rectangle function on a such an interval is a simple convolver, and
then using the rule on convolving a simple convolver with infinite series (rule 12b ′), we get

rect(−b,−a)(x) ∗
∞
∑

k=−∞
fk δk1x (x) =

∞
∑

k=−∞
fk rect(−b,−a)(x) ∗ δk1x (x)

=
∞
∑

k=−∞
fk rect(−b,−a)(x − k1x) .
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Appendix: On Defining Generalized Products and Convolutions 631

If a and b are finite, then only finitely many terms in the above series of shifted rectangle
functions can be nonzero for each real value x . Because of this, you can readily confirm that
this summation is a piecewise continuous function on R that can be computed term by term and
which is continuous everywhere except at the points

a + k1x and b + k1x for k = 0, ±1, ±2, ±3, . . . .

So, by the definition of the generalized integral,

∫ b

a

∞
∑

k=−∞
fk δk1x (x) dx =

[

rect(−b,−a) ∗
∞
∑

k=−∞
fk δk1x

]∣

∣

∣

∣

∣

0

=
∞
∑

k=−∞
fk rect(−b,−a)(0 − k1x)

=
∞
∑

k=−∞
fk rect(−b,−a) ∗ δk1x (0) =

∞
∑

k=−∞
fk

∫ b

a
δk1x (x) dx .

These calculations, of course, presuppose that the original array is a generalized function and
that none of the k1x’s equals a or b . Continuing these calculations through an invocation of
the previous lemma on the integrals of delta functions then gives us our lemma on integrating
arrays of delta functions.

Lemma 35.12 (integrals of delta function arrays)
Assume the regular array

∑∞
k=−∞ fk δk1x is a generalized function, and let (a, b) be any finite

interval with neither a nor b being an integral multiple of the array’s spacing, 1x . Then the
array is integrable on (a, b) , and

∫ b

a

∞
∑

k=−∞
fk δk1x (x) dx =

∞
∑

k=−∞
fk

∫ b

a
δk1x (x) dx

=
∞
∑

k=−∞
fk

{

1 if a < k1x < b

0 otherwise

}

.

35.3 Appendix: On Defining Generalized Products
and Convolutions

Here is a brief outline of one way to define “most general” products and convolutions of gener-
alized functions so that theorem 35.2 on page 624 holds. Strictly speaking it’s an approach for
generalizing products and convolutions using H as the test function space. This is because the
richer set of simple multipliers for H allows more direct proof of some of the following claims.
However, as I mentioned in section 31.3 (page 509) the set of generalized functions developed
using H is the same as set of generalized functions developed using 3 , so any product or
convolution definition developed “using H ” automatically gives a valid product or convolution
for generalized functions developed using 3 .

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

632 Products, Convolutions, and Definite Integrals

1. First, define the product f h of any generalized function f with any simple multiplier
h to be the generalized function given by

〈

f h , φ
〉

=
〈

f , hφ
〉

for each φ in H .

(This is the simple product we were using before this chapter, and which we extended
somewhat in this chapter by expanding our set of simple multipliers.)

2. Next, define the convolution of any generalized function f with any test function ψ

via the “adjoint-identity” formula

〈

f ∗ ψ , φ
〉

=
〈

f , ψ∗ ? φ
〉

for each φ in H

(see exercise 34.54 on page 615).

3. It can then be shown that a generalized function h is a simple convolver if and only if
h ∗φ and h∗ ? φ are in H for each test function φ (see exercise 34.54 d ii on page 616
for a partial proof). Because of this, we can extend the last definition, and define f ∗ h
for any generalized function f and any simple convolver h by the formula

〈

f ∗ h , φ
〉

=
〈

f , h∗ ? φ
〉

for each φ in H .

4. Remarkably, it can then be proven that, when g is any generalized function and ψ is
any test function,

(a) the convolution f ∗ ψ is a simple multiplier for H , and

(b) the product fψ is a simple convolver for H .

5. The next steps are to attempt defining convolution and multiplication for arbitrary pairs
of generalized functions f and g using sequences.

(a) For each ε > 0 , let uε be the Gaussian

uε(x) = e−επx2
.

From step 4, above, we know each guε is a simple convolver. Hence

f ∗ (guε)

is a well-defined generalized function for each ε > 0 . Moreover, as noted in
example 32.2 on page 542,

lim
ε→0+

guε = ge0 = g (in the generalized sense) .

This suggests using the generalized limit of f ∗ (guε) as ε → 0+ for the con-
volution of f with g . However, because f and g play slightly different roles
in this limit, it is not immediately clear that this “convolution” is commutative, so
we refer to this limit as the “asymmetric convolution” of f with g , and denote it
by conv( f, g) . That is, the asymmetric convolution of f with g , conv( f, g) , is
defined by

conv( f, g) = lim
ε→0+

f ∗ (guε) ,

provided the generalized limit exists. If the limit does not exist, then neither does
the asymmetric convolution.
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Appendix: On Defining Generalized Products and Convolutions 633

(b) For each γ > 0 , let ηγ be the Gaussian

ηγ (x) = √
γ e−γπx2

.

From step 4, above, we know each g ∗ ηγ is a simple multiplier. Hence

f (g ∗ ηγ )

is a well-defined generalized function for each γ > 0 . Recall, also, that {ηγ }∞γ=1
is a Gaussian identity sequence; because of this, you can show that

lim
γ→∞

g ∗ ηγ = g ∗ δ = g

(see exercise 34.54 d iii on page 616). This suggests using the limit of f (g ∗ ηγ )
as γ → ∞ for the product of f with g . Again however, because f and g play
slightly different roles in this limit, it is best to refer to this limit as an asymmetric
product and to denote it by, say, prod( f, g) . That is, we define the asymmetric
product of f with g , prod( f, g) , by

prod( f, g) = lim
γ→0

f (g ∗ ηγ ) ,

provided this limit exists. And if the limit does not exist, then neither does this
asymmetric product.

Analogs to all the rules for multiplication and convolution given in this chapter —
excluding rules 6 and 6 ′ on commutativity — can be verified for the asymmetric product
and convolution, prod( f, g) and conv( f, g) . Commutativity cannot be verified because,
in general, it is not true; generalized functions f and g can be found such that

prod( f, g) = lim
γ→0

f (g ∗ ηγ ) 6= lim
γ→0

g( f ∗ ηγ ) = prod(g, f ) .

Likewise, you can find an f and g such that conv( f, g) 6= conv(g, f ) (see exer-
cise 35.22 at the end of this chapter).

6. Finally, let f and g be any two generalized functions. To obtain a commutative product
f g and a commutative convolution f ∗g from the asymmetric products and convolutions
defined above:

(a) Define f ∗ g by

f ∗ g = 1

2

[

conv( f, g)+ conv(g, f )
]

whenever both conv( f, g) and conv(g, f ) exist. If one or the other asymmetric
convolutions does not exist, then, as far as this approach is concerned, neither
does f ∗ g . (Note that, if the asymmetric convolutions exist and conv( f, g) =
conv(g, f ) — which is often the case — then f ∗ g = conv( f, g) .)

(b) Define f g by

f g = 1

2

[

prod( f, g)+ prod(g, f )
]

whenever both prod( f, g) and prod(g, f ) exist. If one or the other asymmetric
products does not exist, then, as far as this approach is concerned, neither does
f ∗ g . (Note that, if the asymmetric products exist and prod( f, g) = prod(g, f )
— which is often the case — then f g = prod( f, g) .)
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634 Products, Convolutions, and Definite Integrals

A rigorous development and analysis of the asymmetric product and convolution was carried
out in a series of papers by the author of this text (references [3] through [8]). Mind you, these are
papers in a professional journal for mathematicians — the notation is different; the development is
done in a somewhat more general setting; a higher level of mathematical sophistication is assumed
on the part of the reader, and, to be honest, the above definitions of prod( f, g) and conv( f, g)
are simplifications of those in the papers. Only the most adventuresome and prepared readers
should attempt these papers. Of course, those readers would then have no trouble confirming
the validity of theorem 35.2 using the definitions for f g and f ∗ g given in the last step above.
So maybe the payoff would justify the attempt.

By the way, the above is not the only way to generalize the notions of products and convo-
lutions. Indeed, you may have wondered why we didn’t just define f ∗ g and f g by

f ∗ g = lim
ε→0+

( f uε) ∗ (guε) and f g = lim
ε→∞

( f ∗ ηγ )(g ∗ ηγ )

where uε and ηγ are as in step 5. These are legitimate definitions, and I am reasonably certain
that theorem 35.2 can be proven using these definitions. They were not used above simply
because the author of the aforementioned papers did not use them, and he didn’t use them
because he preferred using the simpler limits in step 5.

There are other ways of defining “most general” generalized products and convolutions
exist. For somewhat different perspectives on this matter, look at references [10] and [2].

?IExercise 35.8: Why is the author not particularly worried about how generalized products
and convolutions are defined, as long as theorem 35.2 can be verified?

Additional Exercises

35.9 a. Assume h is an analytic function on the entire complex plane and is exponentially
bounded on horizontal strips of the complex plane. That is, for each horizontal strip
of the complex plane

S(a,b) = {x + iy : a < y < b}

with −∞ < a ≤ b < ∞ , there are corresponding finite positive constants M and
c such that

| f (x + iy)| ≤ M ec|x | for all x + iy in S(a,b) .

Show that h is a simple multiplier for H . (This and the next part do require some
knowledge of complex variables — such as can be found in section 6.4 starting on
page 65 — and the definition of H given on page 510.)

b. Verify that each of the following is a simple multiplier for H (assume α > 0 ):

i. Any simple multiplier for 3 ii. sinc(αx) iii. sin
(

αx2
)

35.10. Suppose f and F are classically transformable functions with F = F [ f ] . Assume,
further, that F is absolutely integrable. Using rules 4 and 5 — but not rule 3 — show
that

f δa = f (a) δa

for every a in R . (Thus, rule 3 can be partially derived from rules 4 and 5.)
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Additional Exercises 635

35.11. Compute the following products (and simplify your answers):

a.
1

x + i
δ(x) b. Ti

[ 1

x + i

]

δi (x) c. sin(x) Ti

[ 1

x + i

]

d. sin
(

πx2
)

comb1(x) e. cos
(

πx2
)

comb1(x)

35.12 a. Let a be a complex number. Using the rules for multiplication and convolution, show
that f δa = f (a)δa assuming f is an analytic function on C that is exponentially
bounded on horizontal strips.

b. Simplify sinc(2πx) δi .

35.13. Let a be a real number, and assume f is smooth function on the real line.

a. Show that f Dδa = f (a)Dδa − f ′(a)δa .

b. What is the corresponding formula for f D2δa assuming f ′ is also smooth?

35.14. For the following, let g be a generalized function given by a regular array

g =
∞
∑

k=−∞
gk δk1x .

a. Verify that, for each integer N ,

sinc
(

π

1x
(x − N1x)

)

g(x) = gN δN1x .

b. Show that g = 0 if and only if each gk is 0 .

35.15. Let f and g be two generalized functions given by regular arrays with the same
spacing,

f =
∞
∑

k=−∞
fk δk1x and g =

∞
∑

k=−∞
gk δk1x .

Show that f = g if and only if fk = gk for each integer k . (Try using a result from
the previous exercise.)

35.16. Define the function f by

f (x) =
∞
∑

k=−∞
hk(x)

where, for each integer k ,

hk(x) =







ek2
if −2−ke−k2

< x − k < 2−ke−k2

0 otherwise
.

a. Sketch the graph of f , and verify that f is not exponentially bounded, but is abso-
lutely integrable (hence is exponentially integrable).

b. One might naively attempt to multiply f with comb1 as follows:

f (x)
∞
∑

k=−∞
δk(x) =

∞
∑

k=−∞
f (x)δk(x) =

∞
∑

k=−∞
f (k)δk(x) .

Show that this is not valid by verifying that the last summation does not define a linear
functional on 3 and, hence, cannot be treated as a generalized function.
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636 Products, Convolutions, and Definite Integrals

35.17. Evaluate/simplify each of the following:

a. x2 ∗ δ(x) b. x2 ∗ δ3(x) c. x2δ3(x)

35.18. For the following, let
h(t) = −e6t step(−t)

and treat all the derivatives as generalized derivatives.

a. Verify that
dh

dt
− 6h = δ .

b. Let f be any generalized function such that f ∗ h exists, and show that y = f ∗ h
satisfies

dy

dt
− 6y = f . (35.3)

35.19. Assume h is a generalized function satisfying

a
d2h

dt2
+ b

dh

dt
+ ch = δ

where a , b , and c are constants and the derivatives are treated as generalized deriva-
tives. Verify that y = f ∗ h is then a solution to

a
d2 y

dt2
+ b

dy

dt
+ cy = f

for any generalized function f whose convolution with h exists.

35.20. Evaluate each of the following integrals:

a.
∫ ∞

−∞
x2δ(x) dx b.

∫ ∞

−∞
x2δ3(x) dx c.

∫ ∞

−∞
x2δ3(2x − 5) dx

d.
∫ 5

0
x2δ3(x) dx e.

∫ ∞

5
x2δ3(x) dx f.

∫ 7/2

−1/2

comb1(x) dx

g.
∫ 7/4

−3/4

∞
∑

k=−∞
k2 δk/2(x) dx

35.21. Using the definition for prod( f, g) given in the last section, show that prod(δ, δ) does
not exist.

35.22. The following involves the signum function,

sgn(x) =

{

−1 if x < 0

+1 if 0 < x
.

a. Verify that the classical convolution of 1 with the signum function does not exist.

b. Using the definition for conv( f, g) given above, show that the asymmetric convolu-
tions conv(1, sgn) and conv(sgn, 1) do exist, but are not equal.
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Periodic Functions and Regular Arrays

Here, we will tie together several different threads of Fourier analysis. We will extend our
discussion from part II regarding periodic functions and their Fourier series, and, using our
generalized theory, we will discover the intimate relation between the Fourier series and the
Fourier transforms of periodic functions. In addition, we will develop material that will help
form the framework for yet another “theory” of Fourier analysis — the “discrete theory” — that
will be developed in later chapters.

36.1 Periodic Generalized Functions
Basics
When we say a generalized function f is periodic (in the generalized sense), we mean there is
a positive value p such that, as generalized functions,

f (x − p) = f (x)

or, equivalently,

Tp[ f ] = f .

The value p is called a (generalized) period of f . The corresponding frequency is 1/p .
As you doubtlessly observed, the generalized definition of periodicity is almost identical

to the classical definition of periodicity given in section 5.2 — the only difference being that the
above equation is now interpreted as meaning〈

f (x − p) , φ(x)
〉 = 〈

f (x) , φ(x)
〉

for each φ in �

instead of “the value of f (x − p) is the same as the value of f (x) at each point x of the real
line where f is continuous.” Still it should be clear that any exponentially integrable function
that is periodic in the classical sense is also periodic in the generalized sense. After all, if f is
such a classical function and p is its period (in the classical sense), then〈

f (x − p) , φ(x)
〉 =

∫ ∞

−∞
f (x − p)φ(x) dx

=
∫ ∞

−∞
f (x)φ(x) dx = 〈

f (x) , φ(x)
〉

for each Gaussian test function φ . So, classical periodicity should be viewed as a special case
of generalized periodicity.

637
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638 Periodic Functions and Regular Arrays

�x
0

1

X

Figure 36.1: The comb function with spacing �x .

On the other hand, there are certainly nonclassical generalized functions — such as the
comb functions — whose graphical representations certainly look “periodic”. Verifying that
they are indeed periodic in the generalized sense is usually fairly easy.

!�Example 36.1 (comb functions): Let �x > 0 , and consider the comb function with
spacing �x ,

comb�x =
∞∑

k=−∞
δk�x .

Its picture (figure 36.1) certainly suggests that this comb function is periodic with a period
equal to its spacing. For our verification of this, assume φ is any Gaussian test function.
Now, 〈

comb�x (x) , φ(x)
〉 =

〈 ∞∑
k=−∞

δk�x (x) , φ(x)

〉

=
∞∑

k=−∞

〈
δk�x (x) , φ(x)

〉 =
∞∑

k=−∞
φ(k�x) .

Combined with the generalized notion of translation and an obvious re-indexing, this gives〈
comb�x (x −�x) , φ(x)

〉 = 〈
comb�x (x) , φ(x +�x)

〉
=

∞∑
k=−∞

φ(k�x +�x)

=
∞∑

k=−∞
φ([k + 1]�x)

=
∞∑

n=−∞
φ(n�x) = 〈

comb�x (x) , φ(x)
〉

.

So, as generalized functions,

comb�x (x −�x) = comb�x (x) .

That is, comb�x is periodic with period �x in the generalized sense.

As noted a few paragraphs ago, classical periodicity is a special case of generalized peri-
odicity. Moreover, it is easily verified that any exponentially integrable function that is periodic
in the generalized sense must also be periodic in the classical sense (see exercise 36.9 at the end
of this chapter). Since this is the case, and since we are mainly interested in the more general
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Periodic Generalized Functions 639

cases, let us agree that, henceforth, whenever a generalized function is referred to as “periodic”
(i.e., without the quantifier “generalized”) then it is periodic in the generalized sense. And, to
save seemingly endless repetitions of the phrase “where p is some positive value”, let us also
agree that, for the rest of this chapter, p always denotes some positive value.

Before continuing, we should note the following analogs to a couple of well-known results
regarding periodic classical functions. Their proofs are almost trivial andwill be left as exercises.

Lemma 36.1
Assume f and g are two periodic generalized functions with a common period p . Then:

1. Each linear combination of f and g is periodic with period p .

2. If it exists, the product f g is periodic with period p .

Lemma 36.2
Let f and g be generalized functions with f being periodic with period p . If g(x) = f (σ x)
for some fixed nonzero real value σ , then g is also periodic and has period p/σ .

Lemma 36.3
If the generalized function f is periodic with period p , then, for any integer N ,

f (x + Np) = f (x) .

The last lemma points out that the period of a periodic generalized function is not unique;
any positive integral multiple of one period is another period.

?�Exercise 36.1: Prove

a: lemma 36.1. b: lemma 36.2. c: lemma 36.3.

Educated Speculation on Transforms of Periodic Functions
Recall how we computed the transform of one simple periodic function, sin(2π t) : First we
expressed the function in terms of the complex exponential; then we took the transform of this
expression using the fact that F

[
e±i2π t

] = δ±1 ,

F [sin(2π t)] = F
[
1

2i

[
ei2π t − e−i2π t

]]
= 1

2i

[
F
[
ei2π t

]− F
[
e−i2π t

]] = 1

2i
[δ1 − δ−1] .

Obviously, the same approach can be used to find the Fourier transform and inverse Fourier
transform of any function that can similarly be expressed in terms of exponentials.

But now recall that most of part II of this text was spent discussing periodic classical
functions on the real line, and a large part of that discussion was to verify that these functions
can be expressed in terms of complex exponentials. Let’s quickly review a few particulars from
that discussion, and speculate (in an educated manner) on likely implications.

Let f be any periodic, classical function on � with period p . Assuming f is suitably
integrable, its (complex exponential) Fourier series, F.S. [ f ] , is given by

F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t
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640 Periodic Functions and Regular Arrays

where, for each k ,

ωk = k

p
and ck = 1

p

∫ p

0
f (t) e−i2πωkt dt .

(The ck’s , you may recall, are called the Fourier coefficients for f .) Further assuming that f
is “reasonable”, we know from our work in part II that the Fourier series for f converges “in
some sense” and “in that sense”,

f (t) = F.S. [ f ]|t =
∞∑

k=−∞
ck e

i2πωk t . (36.1)

If this last equation holds in the generalized sense, then finding the Fourier transform of f is
almost trivial:

F [ f (t)] = F

[ ∞∑
k=−∞

ck e
i2πωkt

]
=

∞∑
k=−∞

ckF
[
ei2πωk t

] =
∞∑

k=−∞
ck δωk .

To make things a little more explicit, let

�ω = 1

p
.

Then
ωk = k

p
= k�ω ,

and the formula derived above becomes

F [ f (t)] =
∞∑

k=−∞
ck δk�ω .

Clearly then, if equation (36.1) holds treating everything as generalized functions, then the
Fourier transform of f is a regular array of delta functions with spacing �ω = 1/p and whose
coefficients are the Fourier coefficients of the periodic function f .

In a similar manner, you can derive the regular array of delta functions that is likely to be
the inverse Fourier transform of f .

?�Exercise 36.2: Assume equation (36.1) holds in the generalized sense, and show that

F −1[ f (t)] =
∞∑

k=−∞
c−k δk�ω .

All of this is veryfine, provided equation (36.1) holds within our generalized theory. Guess-
ing that that it does, we might go a bit further and even ask:

Can every periodic generalized function be represented as a summation of complex
exponentials analogous to the classical Fourier series?

If the answer to this question is yes then the computation of a Fourier transform of a periodic
generalized function can be reduced to the computation of a Fourier transform of an infinite series
of complex exponentials. This, as we saw above, results in a regular array of delta functions.

Let us try to gain a little more insight on the relation between periodic generalized functions
and regular arrays by briefly examining Fourier transforms of such delta function arrays.
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Periodic Generalized Functions 641

Transforms of Regular Arrays
Consider computing the inverse Fourier transform of a generalized function given by a regular
array with spacing �ω , say,

F =
∞∑

k=−∞
Fk δk�ω . (36.2)

Letting f = F −1[F] , we have

f (t) = F −1
[ ∞∑
k=−∞

Fk δk�ω

]∣∣∣∣∣
t

=
∞∑

k=−∞
FkF

−1[δk�ω]|t =
∞∑

k=−∞
Fk e

i2πk�ω t .

Further letting

p = 1

�ω
and ωk = k

p
(i.e., ωk = k�ω) ,

this becomes

f (t) = F −1[F]|t =
∞∑

k=−∞
Fk e

i2πωk t (36.3)

This last expression looks a lot like a Fourier series, prompting two questions:

Is f a periodic generalized function with period p ?

and, if so,

Is the series on the right-hand side of equation (36.3) the Fourier series for f ?

To find the answer to the first question, observe that

Tp[ f ]|t = Tp

[ ∞∑
k=−∞

Fk e
i2πωk t

]
=

∞∑
k=−∞

FkTp
[
ei2πωk t

]
=

∞∑
k=−∞

Fk e
i2πωk(t−p) .

But, because ωk = k/p ,

ei2πωk(t−p) = ei2πωk t e−i2πωk p = ei2πωk t e−i2πk = ei2πωk t · 1 = ei2πωk .

So,

Tp[ f ]|t =
∞∑

k=−∞
Fk e

i2πωk t = f (t) ,

confirming that f is periodic with period p .
Since we will want to refer to these results later, let’s summarize them in a lemma.

Lemma 36.4 (inverse transforms of regular arrays)
Suppose f and F are generalized functions with F = F [ f ] . If F is a regular array with
spacing �ω ,

F =
∞∑

k=−∞
Fk δk�ω ,

then f is periodic with period p = 1/�ω and is given by

f (t) =
∞∑

k=−∞
Fk e

i2πk�ω t .

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

642 Periodic Functions and Regular Arrays

The second question — Is the series on the right-hand side of equation (36.3) the Fourier
series for f ? — cannot be adequately answered until we define just what is meant by a Fourier
series for a nonclassical, periodic generalized function. We’ll do this in the next subsection. I
will point out, however, that if

∞∑
k=−∞

|Fk | < ∞ , (36.4)

then you can easily verify that formula (36.3) defines f as a continuous, periodic function on
the real line with period p and whose Fourier series is the series on the right-hand side of
equation (36.3) (the proof of this is similar to that of theorem 16.2 on page 233). There is even
a remote possibility that you will recognize the resulting series as the Fourier series for some
known function. On the other hand, it is quite possible that the Fk’s do not shrink to zero fast
enough as k → ±∞ to ensure inequality (36.4). In fact, it is quite possible that the Fk’s do
not shrink to zero at all. In that case, while

∞∑
k=−∞

Fk e
i2πk�ω t

defines a periodic generalized function, it cannot be the Fourier series for any of the classical
functions we considered in part II of this text (see exercise 36.10 at the end of this chapter).

!�Example 36.2: Consider the regular array

∞∑
k=−∞

2

π(1− 4k2)
δ2k .

Taking the inverse Fourier transform of this, we get

F −1
[ ∞∑
k=−∞

2

π(1− 4k2)
δ2k

]∣∣∣∣∣
t

=
∞∑

k=−∞

2

π(1− 4k2)
F −1[δ2k]|t

=
∞∑

k=−∞

2

π(1− 4k2)
ei2π2kt .

Checking back over the Fourier series computed in exercise 12.3 on page 150, we discover
that

F [|sin(2π t)|] =
∞∑

k=−∞

2

π(1− 4k2)
ei2π2kt .

So,

F −1
[ ∞∑
k=−∞

2

π(1− 4k2)
δ2k

]∣∣∣∣∣
t

= |sin(2π t)| .

!�Example 36.3: Consider the array

F =
∞∑

k=−∞
k

4
δk/2 .

From our initial discussion of delta function arrays, we know this array is a generalized

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

Fourier Series for Periodic Generalized Functions 643

function. Taking its inverse Fourier transform, we have

F −1
[ ∞∑
k=−∞

k

4
δk/2

]∣∣∣∣∣
t

=
∞∑

k=−∞
k

4
F −1[δk/2]∣∣t

=
∞∑

k=−∞
k

4
ei2π(k/2)t =

∞∑
k=−∞

k

4
eiπkt .

As shown above, this last series defines a periodic generalized function with a period of
1/(1/2) = 2 . However, since the magnitude of the coefficients increases as k → ±∞ , this
series cannot be the Fourier series for any piecewise continuous, periodic function on � .
Indeed, you can easily verify that, as an infinite series of numbers, this series is divergent for
each real value t .

36.2 Fourier Series for Periodic Generalized Functions
The Big Theorems
Here is what the discussion in the previous section has been leading to:

Theorem 36.5
Let p and �ω be two positive real values with p�ω = 1 , and let f and F be two generalized
functions with F = F [ f ] . Assume that either of the following conditions hold:

1. f is periodic with period p .

2. F is a regular array with spacing �ω .

Then both conditions hold, and there is a unique set of constants {. . ., F−1, F0, F1, F2, . . .}
such that

f (t) =
∞∑

k=−∞
Fk e

i2πk�ωt (36.5)

and

F(ω) =
∞∑

k=−∞
Fk δk�ω(ω) . (36.6)

Thanks to the near-equivalence of the Fourier transforms, we have the following statement
as an immediate corollary.

Corollary 36.6 (relation between periodic functions and regular arrays)
Suppose f and F are two generalized functions with F = F [ f ] . Then one is periodic if
and only if the other is a regular array of delta functions. Moreover, the period of the periodic
function and the spacing of the array are reciprocals of each other.

Part of the above theorem was proven when we proved lemma 36.4. The rest of the proof
(which is somewhat lengthy and not, perhaps, for the mathematically faint-hearted) occupies
section 36.3 starting on page 651.
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644 Periodic Functions and Regular Arrays

Following classical terminology, we will refer to the infinite series in equation (36.5) as
the (generalized) (complex exponential) Fourier series for f , and we will denote this series by
F.S. [ f ] . The coefficients in this series — the Fk’s— will be called the Fourier coefficients for
f , with Fk being the kth Fourier coefficient.

While the above theorem assures us of the existence of the Fourier coefficients, it does not
tell us how to compute them. That issue is addressed in the next theorem.

Theorem 36.7 (computing Fourier coefficients)
Assume f is a periodic generalized function with period p , k is any integer, and a is any real
number. Then, letting ωk = k/p ,

1. f (t) e−i2πωk t is integrable (in the generalized sense) over the interval (a, a + p) , and

2. the k th Fourier coefficient for f is given by

Fk = 1

p

∫ a+p

a
f (t) e−i2πωk t dt .

PROOF: To verify the integrability of f (t)e−i2πωk t over (a, a + p) , we must verify that

rect(−a−p,−a)(t) ∗ [ f (t) e−i2πωk t
]

defines a piecewise continuous, classical function continuous at 0 . (This may be a good time
to review “generalized integrals” as defined in section 35.2 starting on page 627.)

First of all, because the above rectangle function is a simple convolver (see exercise 35.4
on page 626), we know the above convolution exists. Moreover, from theorem 36.5 we know

f (t) =
∞∑

n=−∞
Fn e

i2πn�ω t

where �ω = 1/p and the Fn’s are the Fourier coefficients for f . Applying an obvious re-
indexing, we also see that

f (t) e−i2πωk t =
[ ∞∑
n=−∞

Fn e
i2πn�ω t

]
e−i2πk�ω t

=
∞∑

n=−∞
Fn e

i2π(n−k)�ω t =
∞∑

m=−∞
Fm+k ei2πm�ω t .

Using this and rule 12b ′ on convolution (page 626), we then obtain

rect(−a−p,−a)(t) ∗ [ f (t) e−i2πωk t
] = rect(−a−p,−a)(t) ∗

∞∑
m=−∞

Fm+k ei2πm�ω t

=
∞∑

m=−∞
Fm+k rect(−a−p,−a)(t) ∗ ei2πm�ω t . (36.7)

The convolution in each term of the last series is simply a classical convolution and is easily
evaluated. For m = 0 ,

rect(−a−p,−a)(t) ∗ ei2πm�ω t = rect(−a−p,−a)(t) ∗ 1 =
∫ −a

−a−p
1 ds = p .
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Fourier Series for Periodic Generalized Functions 645

On the other hand, if m is any other integer, then, because p�ω = 1 and ei2πm = 1 ,

rect(−a−p,−a)(t) ∗ ei2πm�ω t =
∫ −a

−a−p
ei2πm�ω(t−s) ds

= i

2πm�ω

[
ei2πm�ω(t+a) − ei2πm�ω(t+a+p)

]
= i

2πm�ω
ei2πm�ω(t+a) [1− ei2πm�ω p

]
= 0 .

Thus, equation (36.7) reduces to

rect(−a−p,−a)(t) ∗ [ f (t) e−i2πωk t
] =

∞∑
m=−∞

Fm+k

{
p if m = 0

0 otherwise

}
= pFk .

Clearly then, the convolution on the left is a piecewise continuous function continuous at 0 . In
fact, it is the constant pFk . So f (t) e−i2πωk t is integrable on (a, a + p) , and

1

p

∫ a+p

a
f (t) e−i2πωk t dt = 1

p
rect(−a−p,−a)(t) ∗

[
f (t) e−i2πωkt

]∣∣∣
0

= Fk .

Computing Fourier Series and Transforms
of Periodic Functions
As long as f is any periodic generalized functionwith period p , the two theorems just discussed
assure us that

f (t) =
∞∑

k=−∞
ck e

i2πωkt

where, using any convenient real value a ,

ωk = k

p
and ck = 1

p

∫ a+p

a
f (t) e−i2πωk t dt .

The Fourier transforms of f can then be found by simply computing, term by term, the trans-
forms of the function’s Fourier series. We will illustrate this by finding the Fourier series and
transforms of two periodic generalized functions — one a periodic, classical function and one
a periodic, nonclassical generalized function. Then we will comment briefly on difficulties that
may be encountered in computing the Fourier coefficients for certain generalized functions.

A Saw Function

Consider the classical saw function sketched in figure 36.2,

saw3(t) =
{

t if 0 < t < 3

saw3(t − 3) in general
.

This is a piecewise continuous, periodic function with period p = 3 . As just noted, our two big
theorems on periodic generalized functions tell us that, in the generalized sense,

saw3(t) =
∞∑

k=−∞
ck e

i2πωkt (36.8)
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646 Periodic Functions and Regular Arrays

3

3−3 6

Figure 36.2: The graph of saw3 .

where, using any convenient real value a ,

ωk = k

3
and ck = 1

3

∫ a+3

a
saw3(t) e

−i2πωk t dt .

Choosing a = 0 , the formula for the Fourier coefficients becomes

ck = 1

3

∫ 3

0
t e−i2πωk t dt ,

which was evaluated when we computed the classical Fourier series of this saw function in
example 12.1 on page 146. There we found that

c0 = 1

3

∫ 3

0
t e−i2π ·0·t dt = 3

2

and

ck = 1

3

∫ 3

0
t e−i2πωk t dt = 3i

2πk
for k = ±1, ±2, ±3, . . . .

Plugging the above values for the ωk’s and ck’s into expression (36.8) yields

saw3(t) = 3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2π(k/3)t .

Thus,

F [saw3] = F

⎡⎢⎣3
2

+
∞∑

k=−∞
k �=0

3i

2πk
ei2π(k/3)t

⎤⎥⎦
= 3

2
F [1] +

∞∑
k=−∞
k �=0

3i

2πk
F
[
ei2π(k/3)t

]
= 3

2
δ +

∞∑
k=−∞
k �=0

3i

2πk
δk/3 .

Likewise,

F −1[saw3] = F −1

⎡⎢⎣3
2

+
∞∑

k=−∞
k �=0

3i

2πk
ei2π(k/3)t

⎤⎥⎦
= 3

2
F −1[1] +

∞∑
k=−∞
k �=0

3i

2πk
F −1[ei2π(k/3)t

]
= 3

2
δ +

∞∑
k=−∞
k �=0

3i

2πk
δ−k/3 .
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0

0 1

3
2

3
2π

− 3
2π

(a) (b)

Figure 36.3: The (a) real part and (b) imaginary part of F
[
saw3

]
.

So, in summary,

F.S. [saw3]|t = 3

2
+

∞∑
k=−∞
k �=0

3i

2πk
ei2π(k/3)t ,

F [saw3] = 3

2
δ +

∞∑
k=−∞
k �=0

3i

2πk
δk/3 ,

and (after letting n = −k )
F −1[saw3] = 3

2
δ −

∞∑
n=−∞
n �=0

3i

2πn
δn/3 .

The graphical representation for F [saw3] has been sketched in figure 36.3.

The Comb Functions

In example 36.1 on page 638, we saw that any comb function is periodic with its period equaling
its spacing. So let p and �ω be any two positive numbers with �ω = 1/p , and let us consider

combp =
∞∑

n=−∞
δnp .

A few observations are in order before starting our computations: The first being that any
comb function is both periodic and is a regular array of delta functions. But, according to the
corollary on the relation between periodic functions and regular arrays (corollary 36.6),

combp is periodic with period p

�⇒ F
[
combp

]
is a regular array with spacing �ω

and

combp is a regular array with spacing p

�⇒ F
[
combp

]
is periodic with period �ω .
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648 Periodic Functions and Regular Arrays

So F
[
combp

]
is also both periodic and a regular array of delta functions, with the spacing and

the period both being �ω . If you think about this a moment, you’ll realize this must mean

F
[
combp

] = C comb�ω

for some constant C . We’ll verify this (and evaluate C ) in our computations.
Since combp is periodic with period p , it can be written as

combp(t) =
∞∑

k=−∞
ck e

i2πωk t

where, using any real value a ,

ωk = k

p
and ck = 1

p

∫ a+p

a
combp(t) e

−i2πωk t dt .

Since integrals involving delta functions at the endpoints of the intervals of integration are
somewhat problematic, it is not convenient to choose a to be 0 or any other integral multiple of
p . Instead, let us choose a so that (a, a + p) contains the origin, say, a = − p/2 (and hence,
a + p = p/2 ). Let’s also note that, for every pair of integers k and n ,

δnp(t) e
−i2πωk t = e−i2πωknp δnp(t) = e−i2πkn δnp(t) = 1 · δnp(t) ,

and ∫ p/2

−p/2

δnp(t) dt =
{
1 if −p/2 < np < p/2

0 otherwise

}
=
{
1 if n = 0

0 otherwise
.

So, for each integer k ,

combp(t) e
−i2πωk t =

∞∑
n=−∞

δnp(t) e
−i2πωk t =

∞∑
n=−∞

δnp(t) ,

and ∫ a+p

a
combp(t) e

−i2πωk t dt =
∫ p/2

−p/2

∞∑
n=−∞

δnp(t) dt

=
∞∑

n=−∞

∫ p/2

−p/2

δnp(t) dt

=
∞∑

n=−∞

{
1 if n = 0

0 otherwise

}
= 1 .

Consequently,

ck = 1

p

∫ a+p

a
combp(t) e

−i2πωkt dt = 1

p
for k = 0, ±1, ±2, ±3, . . . ,

and

combp(t) =
∞∑

k=−∞
ck e

i2πωkt =
∞∑

k=−∞
1

p
ei2π(k/p)t .
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Fourier Series for Periodic Generalized Functions 649

Therefore,

F
[
combp(t)

] = F

[ ∞∑
k=−∞

1

p
ei2π(k/p)t

]

=
∞∑

k=−∞
1

p
F
[
ei2π(k/p)t

]

= 1

p

∞∑
k=−∞

δk/p = 1

p
comb1/p .

To summarize: Letting �ω = 1/p ,

F.S.
[
combp

]∣∣
t =

∞∑
k=−∞

�ω ei2πk�ω t and F
[
combp

] = �ω comb�ω .

In particular, with p = 1 we get the mildly interesting results that

F.S. [comb1]|t =
∞∑

k=−∞
ei2πkt and F [comb1] = comb1 .

?�Exercise 36.3: Show that

F −1[combp] = 1

p
comb1/p .

A Possible Difficulty in Computing Fourier Coefficients

Theorem 36.7 assures us that ∫ a+p

a
f (t) ei2πωkt dt

exists whenever f is a periodic generalized function with period p , a is a real value, and
ωk = k/p for some integer k . As we just saw in computing the Fourier coefficients for a
comb function, however, there may be values of a for which the computation of this integral is
“problematic”. For the comb function, this was not much of a difficulty; there were many other
values of a forwhich our integralwas easily evaluated. However, as the next example shows, it is
possible to have an f such that the computation of this integral is “problematic” no matter what
real value we choose for a . The example also illustrates one alternative method for computing
Fourier coefficients for some of these functions. Another method, based on computations used
in proving theorem 36.5, is given in exercise 36.15 at the end of this chapter. Fortunately, such
exotic generalized functions do not often arise in everyday applications.

!�Example 36.4: Consider the comb function with spacing 1 shifted by i ,

Ti [comb1] =
∞∑

n=−∞
δi+n .

After recalling the properties of the translation operator and the fact that comb1 is periodic
with period 1 , we see that

T1[Ti [comb1]] = Ti [T1[comb1]] = Ti [comb1] ,
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650 Periodic Functions and Regular Arrays

confirming that this generalized function is periodic with period p = 1 . Thus,

F.S.
[
Ti [comb1]

]∣∣
t =

∞∑
k=−∞

ck e
i2πkt

where the ck’s are the Fourier coefficients for this shifted comb function. However, when
we try to compute these coefficients, we get

ck =
∫ a+1

a

∞∑
n=−∞

δi+n(t) e−i2πkt dt

=
∫ a+1

a

∞∑
n=−∞

e−i2πk(i+n)δi+n(t) dt

=
∫ a+1

a

∞∑
n=−∞

e2πkδi+n(t) dt = e2πk
∫ a+1

a

∞∑
n=−∞

δi+n(t) dt .

This is an integral of an array of delta functions located off the real axis. Unfortunately for
us, we’ve only discussed computing integrals of arrays of delta functions on the real axis.

On the other hand, we don’t really need to compute these ck’s directly, because in the
previous example, we discovered that

comb1(t) =
∞∑

k=−∞
ei2πkt .

So,

Ti [comb1(t)] = Ti

[ ∞∑
k=−∞

ei2πkt
]

=
∞∑

k=−∞
Ti
[
ei2πkt

]

=
∞∑

k=−∞
ei2πk(t−i) =

∞∑
k=−∞

e2πk ei2πkt .

According to theorem 36.5, this last series must be the Fourier series for Ti [comb1(t)] . Thus,
the k th Fourier coefficient for Ti [comb1(t)] is

ck = e2πk ,

and

F
[
Ti [comb1]

] = F

[ ∞∑
k=−∞

e2πk ei2πkt
]

=
∞∑

k=−∞
e2πkF

[
ei2πkt

]
=

∞∑
k=−∞

e2πkδk .

Do note that this last expression is a regular array of delta functions, but is not periodic.

?�Exercise 36.4: Sketch the graphical representation of F [Ti [comb1]] , computed above.
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On Proving Theorem 36.5 651

?�Exercise 36.5: Using the results of the last example, show that, for each real value a ,∫ a+1

a

∞∑
n=−∞

δi+n(t) dt = 1 .

?�Exercise 36.6: Find the inverse Fourier transform of Ti [comb1(t)] .

36.3 On Proving Theorem 36.5
Preliminaries
The hard part of proving theorem 36.5 is proving that the transform of a periodic function is a
regular array. Attempting to prove this all at once can be a bit overwhelming, so we will break
it down to a series of lemmas.

The first, a corollary of lemmas 32.3 and 32.3 (see page 544), describes some computations
that will be needed at various points in subsequent lemmas. Its confirmation is an exercise.

Lemma 36.8
Assume f is some generalized function and η is any simple multiplier for � . Let a , b , and
c be any three constants. Then

H(λ, γ, ν) =
〈
f (x) , ecλe−γπ(x−aν−b)2η(x)

〉
is an infinitely smooth function of the real variables λ and ν , and the positive variable γ .
Moreover, for any positive integer n ,

∂n

∂λn
H(λ, γ, ν) =

〈
f (x) ,

∂n

∂λn
ecλe−γπ(x−aν−b)2η(x)

〉
,

∂n

∂γ n
H(λ, γ, ν) =

〈
f (x) ,

∂n

∂γ n
ecλe−γπ(x−aν−b)2η(x)

〉
,

and
∂n

∂νn
H(λ, γ, ν) =

〈
f (x) ,

∂n

∂νn
ecλe−γπ(x−aν−b)2η(x)

〉
.

?�Exercise 36.7: Derive the above lemma from lemmas 32.3 and 32.4.

The rest of the lemmas concern a classical function h constructed from a periodic gener-
alized function f and an arbitrary Gaussian test function φ via

h(t) = 〈
f (x) , φ(x − t)

〉
.

Lemma 36.9
Suppose f is a periodic generalized function with period p , and φ is a Gaussian test function.
Define the function h by

h(t) = 〈
f (x) , φ(x − t)

〉
.

Then h is a smooth and classically periodic function on � with period p .
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652 Periodic Functions and Regular Arrays

PROOF: That h is a smooth function on � was verified in exercise 34.50 on page 614. To
confirm the claimedperiodicity, simply use the periodicity of f with the definition of generalized
translation:

h(t − p) = 〈
f (x) , φ(x − (t − p))

〉
= 〈

f (x) , φ(x − t + p)
〉

= 〈
f (x − p) , φ(x − t)

〉
= 〈

f (x) , φ(x − t)
〉 = h(t) .

Because h is a smooth and classically periodic function on the real line, we can express h
as a classical Fourier series. By our assumptions, this means that, for each real t ,

h(t) =
∞∑
k

ck e
i2πωk t

where, for each integer k ,

ωk = k

p
and ck = 1

p

∫ p

0
h(t) e−i2πωk t dt .

With h(t) replaced by its formula in terms of f , the formula for the ck’s becomes

ck = 1

p

∫ p

0

〈
f (x) , φ(x − t)

〉
e−i2πωk t dt .

The computation of these coefficients is addressed in the next two lemmas. Since the
computations can be a little messy, and since we can always rescale our functions later, let us
save ourselves a little labor here by assuming the period of f is 1 . That way, the last equation
simplifies to

ck =
∫ 1

0

〈
f (x) , φ(x − t)

〉
e−i2πkt dt .

Lemma 36.10
Assume f is a periodic generalized function with period 1 . For each integer k , let Γk be
defined by 〈

Γk , φ
〉 =

∫ 1

0

〈
f (x) , φ(x − t)

〉
e−i2πkt dt for each φ in � ,

and let F̂k(γ ) be defined by

F̂k(γ ) = √
γ
〈
Γk(x) , e

−γπx2
〉
exp
(

π

γ
k2
)

for each γ > 0 .

Then:

1. Each Γk is a well-defined generalized function.

2. Each F̂k is a smooth function on (0,∞) .

3. For every complex value ξ and positive value γ ,〈
Γk(x) , e

−γπ(x−ξ)2
〉

=
〈
F̂k(γ ) e

i2πkx , e−γπ(x−ξ)2
〉

.
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PROOF: The first claim — that each Γk is a generalized function — was verified more
generally in exercise 34.51 on page 615. To verify the other claims, let k be any fixed integer,
and, for each triple of real numbers (α, β, γ ) with γ > 0 , let Gk(α, β, γ ) be given by

Gk(α, β, γ ) = √
γ
〈
Γk(x) , e

−γπ(x−α−iβ)2
〉
exp
(

π

γ
k2 − i2πk(α + iβ)

)
. (36.9)

From lemma36.8 and our knowledge of exponentials, we know Gk(α, β, γ ) is a smooth function
of each of these variables. Observe that, by this definition〈

Γk(x) , e
−γπ(x−α−iβ)2

〉
= Gk(α, β, γ )

1√
γ
exp
(
−π

γ
k2 + i2πk(α + iβ)

)
= Gk(α, β, γ )

1√
γ
ei2πk(α+iβ) exp

(
−π

γ
k2
)

.

But, letting ξ = α + iβ ,

Gk(α, β, γ )
1√
γ
ei2πkξ exp

(
−π

γ
k2
)

= Gk(α, β, γ )F
−1[e−γπ(x−ξ)2

]∣∣∣
k

= Gk(α, β, γ )

∫ ∞

−∞
e−γπ(x−ξ)2 ei2πkx dx

=
∫ ∞

−∞
Gk(α, β, γ ) e

i2πkxe−γπ(x−ξ)2 dx

=
〈
Gk(α, β, γ ) e

i2πkx , e−γπ(x−ξ)2
〉

.

So the preceding relation between Γk and Gk can be written as〈
Γk(x) , e

−γπ(x−α−iβ)2
〉

=
〈
Gk(α, β, γ ) e

i2πkx , e−γπ(x−α−iβ)2
〉

. (36.10)

Suppose we can now show

∂

∂α
Gk(α, β, γ ) = 0 and

∂

∂β
Gk(α, β, γ ) = 0 . (36.11)

Then Gk(α, β, γ ) depends only on γ . Consequently, for all real values α and β ,

Gk(α, β, γ ) = Gk(0, 0, γ ) .

After using formula (36.9) to compute Gk(0, 0, γ ) and recalling the definition of F̂k , we find
that

Gk(α, β, γ ) = √
γ
〈
Γk(x) , e

−γπx2
〉
exp
(

π

γ
k2
)

= F̂k(γ ) .

From this and the known smoothness of Gk , the second claim of the lemma would immediately
follow. Furthermore, since F̂k(γ ) = Gk(α, β, γ ) , equation (36.10) would immediately reduce
to the equation in the third claim of this lemma.

Consequently, we can finish this proof by showing that the partial derivatives of Gk with
respect to α and β vanish. Doing this is relatively simple. First of all, thanks to lemma 36.8,
it is a simple exercise (exercise 36.8, to be precise) to show that

∂Gk
∂β

= i
∂Gk
∂α

.

Thus, we only need to verify the vanishing of one of the partial derivatives.

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



�

�

�

�

�

�

�

�

654 Periodic Functions and Regular Arrays

Computing the partial with respect to α is especially easy after looking a little more closely
at the factor in the formula for Gk involving �k : By its definition and an obvious substitution,〈

Γk(x) , e
−γ (x−α−iβ)2

〉
=
∫ 1

0

〈
f (x) , e−γπ(x−t−α−iβ)2

〉
e−i2πkt dt

=
∫ α+1

α

〈
f (x) , e−γπ(x−τ−iβ)2

〉
e−i2πk(τ−α) dτ

= ei2πkα
∫ α+1

α

〈
f (x) , e−γπ(x−τ−iβ)2

〉
e−i2πkτ dτ .

However, from lemma 36.9, we know the integrand in the last integral is a smooth, periodic
function of τ with period 1 . So this last integral can be evaluated using any interval of length
1 , say, (0, 1) (see lemma 5.1 on page 53). Using this interval, our last set of equalities reduces
to 〈

Γk(x) , e
−γ (x−α−iβ)2

〉
= ei2πkαHk(β, γ )

where

Hk(β, γ ) =
∫ 1

0

〈
f (x) , e−γπ(x−τ−iβ)2

〉
ei2πkτ dτ .

So,
Gk(α, β, γ ) = √

γ
〈
Γk(x) , e

−γπ(x−α−iβ)2
〉
exp
(

π

γ
k2 − i2πk(α + iβ)

)
= √

γ ei2πkαHk(β, γ ) exp
(

π

γ
k2
)
e−i2πk(α+iβ)

= √
γ Hk(β, γ ) exp

(
π

γ
k2
)
e2πkβ .

Since this last expression is completely independent of α , we clearly have

∂Gk
∂α

= ∂

∂α

[√
γ Hk(β, γ ) exp

(
π

γ
k2
)
e2πkβ

]
= 0 .

?�Exercise 36.8: Using lemma 36.8, verify equation (36.10) is the above proof.

The next lemma continues the previous lemma, and presents an even simpler formula for
the generalized function Γk than described above.

Lemma 36.11
Assume f is a periodic generalized function with period 1 . For each integer k , let Γk be the
generalized function given by

〈
Γk , φ

〉 =
∫ 1

0

〈
f (x) , φ(x − t)

〉
ei2πkt dt for each φ in � ,

and let Fk be the constant
Fk =

〈
Γk(x) , e

−πx2
〉
eπk

2
.

Then 〈
Γk(x) , φ(x)

〉 =
〈
Fk e

i2πkx , φ(x)
〉

for each φ in � .
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PROOF: Calling upon lemma 32.7 on page 545 again, we know it suffices to show that〈
Γk(x) , e

−γπ(x−ξ)2
〉

=
〈
Fk e

i2πkx , e−γπ(x−ξ)2
〉

for every complex value ξ , positive value γ , and integer k .
So assume k is some integer, γ is some positive value, and ξ is some complex number.
Lemma 36.10 tells us that〈

Γk(x) , e
−γπ(x−ξ)2

〉
=
〈
F̂k(γ ) e

i2πkx , e−γπ(x−ξ)2
〉

where
F̂k(γ ) = √

γ
〈
Γk(x) , e

−γπx2
〉
exp
(

π

γ
k2
)

= √
γ

∫ 1

0

〈
f (x) , e−γπ(x−t)2 〉 e−i2πkt dt .

Clearly then, all that needs to be shown is that F̂k(γ ) is a constant, and to show this, it
suffices to verify that the derivative of F̂k vanishes on (0,∞) .

For convenience, let

g(γ, t) = √
γ
〈
f (x) , e−γπ(x−t)2 〉 and ψ(γ ) =

∫ 1

0
g(γ, t) e−i2πkt dt ,

so that
F̂k(γ ) = exp

(
π

γ
k2
)
ψ(γ ) .

As lemma 36.9 pointed out, for each γ > 0 , g(γ, t) is a smooth, periodic function on � with
period 1 . This allows us to invoke well-known classical results, obtaining

F̂k
′
(γ ) = d

dγ

[
exp
(

π

γ
k2
)
ψ(γ )

]
= exp

(
π

γ
k2
) [

−πk2

γ 2
ψ(γ ) + ψ ′(γ )

]
with

ψ ′(γ ) = d

dγ

∫ 1

0
g(γ, t) e−i2πkt dt =

∫ 1

0

∂

∂γ
g(γ, t) e−i2πkt dt . (36.12)

Hence, to confirm that F̂k
′ = 0 (thereby completing this proof), we need only show that

ψ ′(γ ) = πk2

γ 2
ψ(γ ) .

An alternate formula for g will simplify further computations. Letting F = F [ f ] , and
applying the generalized definition of F −1[F] along with a translation identity, we see that

g(γ, t) = √
γ
〈
F −1[F]|x , e−γπ(x−t)2 〉

= √
γ

〈
F(y) , F −1[e−γπ(x−t)2]∣∣∣

y

〉

= √
γ

〈
F(y) ,

1√
γ
ei2π t y exp

(
−π

γ
y2
) 〉

=
〈
F(y) , ei2π t y exp

(
−π

γ
y2
) 〉

.
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656 Periodic Functions and Regular Arrays

Using this, lemma 36.8, and the chain rule, we find that

∂

∂γ
g(γ, t) =

〈
F(y) ,

∂

∂γ
ei2π t y exp

(
−π

γ
y2
) 〉

= π

γ 2

〈
F(y) , y2ei2π t y exp

(
−π

γ
y2
) 〉

, (36.13)

while
∂2

∂t2
g(γ, t) =

〈
F(y) ,

∂2

∂t2
ei2π t y exp

(
−π

γ
y2
) 〉

= −4π2
〈
F(y) , y2e2π t y exp

(
−π

γ
y2
) 〉

. (36.14)

Comparing equations (36.13) and (36.14), above, we discover that

∂

∂γ
g(γ, t) = π

γ 2

[ −1
4π2

∂2

∂t2
g(γ, t)

]
= −1

4πγ 2

∂2

∂t2
g(γ, t) .

Using this to replace the partial derivative in equation (36.12) yields

ψ ′(γ ) = −1
4πγ 2

∫ 1

0

[
∂2

∂t2
g(γ, t)

]
e−i2πkt dt .

Integrating this by parts twice, using the periodicity of g(γ, t) , and, finally, applying the formula
for ψ gives

ψ ′(γ ) = −1
4πγ 2

[
ei2πkt

∂

∂γ
g(γ, t)

∣∣∣1
t=0 + i2πke−i2πkt g(γ, t)

∣∣∣1
t=0

− 4π2k2
∫ 1

0
g(γ, t) e−i2πkt dt

]

= −1
4πγ 2

[
0 + 0 − 4π2k2

∫ 1

0
g(γ, t) e−i2πkt dt

]

= πk2

γ 2

∫ 1

0
g(γ, t) e−i2πkt dt = πk2

γ 2
ψ(γ ) .

Lemma 36.12
Let f be a periodic generalized function with period 1 . There are then constants . . ., F−1, F0,
F1, F2, . . . such that

f (x) =
∞∑

k=−∞
Fk e

i2πkx and F [ f ] =
∞∑

k=−∞
Fk δk .

PROOF: Consider
h(t) = 〈

f (x) , φ(x − t)
〉

where φ is any given Gaussian test function. In lemma 36.9, we learned that h is a smooth
periodic function with period 1 . From the classical theory of Fourier series (see theorem 13.1
on page 154 and theorem 13.7 on page 162) we then know that, for each real value t ,

h(t) =
∞∑

k=−∞
ck e

i2πkt where ck =
∫ 1

0
h(t) e−i2πkt dt .
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On Proving Theorem 36.5 657

In particular then,〈
f (x) , φ(x)

〉 = h(0) =
∞∑

k=−∞
ck e

i2πk·0 = lim
N→∞
M→−∞

N∑
k=M

ck . (36.15)

Applying the previous lemma, we also see that, for each integer k ,

ck =
∫ 1

0
h(t) e−i2πkt dt

=
∫ 1

0

〈
f (x) , φ(x − t)

〉
e−i2πkt dt =

〈
Fk e

i2πkx , φ(x)
〉

where

Fk = eπk
2
∫ 1

0

〈
f (x) , e−π(x−t)2 〉 ei2πkt dt .

With this,
N∑

k=M

ck =
N∑

k=M

〈
Fk e

i2πkx , φ(x)
〉

=
〈

N∑
k=M

Fk e
i2πkx , φ(x)

〉
,

and equation (36.15) becomes〈
f (x) , φ(x)

〉 = lim
N→∞
M→−∞

〈
N∑

k=M

Fk e
i2πkx , φ(x)

〉
,

showing us that, in the generalized sense,

f (x) =
∞∑

k=−∞
Fk e

i2πkx .

Thus also,

F [ f ] = F

[ ∞∑
k=−∞

Fk e
i2πkx

]
=

∞∑
k=−∞

FkF
[
ei2πkx

]
=

∞∑
k=−∞

Fk δk .

The Proof of Theorem 36.5
We are now assuming p and �ω are two positive real values with p�ω = 1 , and f and F
are two generalized functions with F = F [ f ] . Our goal is to confirm that f is periodic with
period p if and only if F is a regular array with spacing �ω , and to verify the existence of
uniquely determined constants . . ., F−1, F0, F1, F2, . . . such that

f (t) =
∞∑

k=−∞
Fk e

i2πk�ω t and F [ f ] =
∞∑

k=−∞
Fk δk�ω .

First of all, if F is a regular array, then the Fk’s are simply the coefficients of the array,
and, from lemma 36.4 on page 641, we know f is periodic with period p = 1/�ω and is given
by

f (t) =
∞∑

k=−∞
Fk e

i2πk�ω t .
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658 Periodic Functions and Regular Arrays

Now, suppose f is periodic with period p . Let g be the generalized function obtained
from f by variable scaling by p . In other words, g and f are related by

g(t) = f (pt) and f (t) = g
(
1

p
t
)

= g(�ω t) .

Equivalently, using the scaling operator,

g = Sp[ f ] and f = S�ω[g] .

By the periodicity of f ,

g(t − 1) = f (p(t − 1)) = f (pt − p) = f (pt) = g(t) .

So g is periodic with period 1 , and lemma 36.12 tells us there are constants . . ., G−1, G0, G1,
G2, . . . such that

g(t) =
∞∑

k=−∞
Gk e

i2πkt .

Thus, letting Fk = Gk ,

f (t) = S�ω[g(t)] = S�ω

[ ∞∑
k=−∞

Gk e
i2πkt

]

=
∞∑

k=−∞
GkS�ω

[
ei2πkt

]
=

∞∑
k=−∞

Fk e
i2πk�ω t ,

and

F = F [ f ] = F

[ ∞∑
k=−∞

Fk e
i2πk�ω t

]

=
∞∑

k=−∞
FkF

[
ei2πk�ω t

]
=

∞∑
k=−∞

Fk δk�ω ,

confirming the theorem’s claim when f is periodic.
Finally, to show the claimed uniqueness, suppose {. . ., F̂−1, F̂0, F̂1, F̂2, . . .} is any indexed

set of constants such that

f (t) =
∞∑

k=−∞
F̂k e

i2πk�ω t or F [ f ] =
∞∑

k=−∞
F̂k δk�ω .

Of course, either equation can be obtained from the other via the appropriate Fourier transform.
So both of these equations must hold. Moreover, using the Fk’s from above,

∞∑
k=−∞

F̂k δk�ω = F [ f ] =
∞∑

k=−∞
Fk δk�ω .

But, as you showed in exercise 35.15 on page 635, this last equation is possible if and only if

F̂k = Fk for k = 0, ±1, ±2, ±3, . . . ,

completing the proof of theorem 36.5.
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Additional Exercises

36.9. Let f be an exponentially integrable function on the real line, and suppose that, for
some p > 0 , 〈

f (x − p) , φ(x)
〉

for each φ in � .

Show that, for any real value x0 at which f is continuous,

f (x0 − p) = f (x0) .

(Gaussian identity sequences may be appropriate, here.)

36.10. Show that ∞∑
k=−∞

Fk e
i2πk�ω t

cannot be the Fourier series for some piecewise continuous and periodic classical func-
tion if the Fk’s do not shrink to 0 as k → ±∞ . (Try using the Bessel’s inequality
from exercise 12.4 on page 150.)

36.11. For each of the following delta function arrays, determine the period p of the array’s
inverse Fourier transform and compute that inverse Fourier transform. Also, compute
the Fourier transform of the given array.

a. f =
∞∑

k=−∞

k

1+ k2
δk/3 b. g =

∞∑
k=−∞

k2

1+ k2
δ4k c. h =

∞∑
k=−∞

(−k)k δk

36.12. For each of the following periodic, classical functions:

1. Find the Fourier series.1

2. Find the Fourier transform.

3. Sketch the real and imaginary parts of the Fourier transform.

4. Finally, find the inverse Fourier transform,

a. f (t) =

⎧⎪⎪⎨⎪⎪⎩
0 if −1 < t < 0

1 if 0 < t < 1

f (t − 2) in general

b. g(t) =
{

et if 0 < t < 1

g(t − 1) in general

c. The even sawtooth function sketched in figure 36.4a

d. The odd sawtooth function sketched in figure 36.4b

e. f (t) =
{

t2 if −1 < t < 1

f (t − 2) in general

1 You may have already found the Fourier series for these functions in exercise 12.3 on page 150.
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660 Periodic Functions and Regular Arrays

11

−1

11 22 −1−1 TT

(a) (b)

Figure 36.4: Two and one half periods of (a) evensaw(t) , the even sawtooth function for
exercise 36.12 c, and (b) oddsaw(t) , the odd sawtooth function for
exercise 36.12 d.

36.13. For each of the following periodic, regular arrays of delta functions:

1. Sketch the given array, and determine both the period and the spacing.

2. Find the k th Fourier coefficient ck for the array.

3. Then find both the Fourier series and the Fourier transform for the given array,
and sketch the real and imaginary parts of the Fourier transform.

a. f =
∞∑

n=−∞
(−1)n δn

b. g =
∞∑

n=−∞

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if n = 0, ±4, ±8, ±12, . . .
1 if n = 1, 1± 4, 1± 8, 1± 12, . . .

2 if n = 2, 2± 4, 2± 8, 2± 12, . . .

3 if n = 3, 3± 4, 3± 8, 3± 12, . . .

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ δn

36.14. Let f be a periodic generalized function with period p . Verify that, in the generalized
sense,

f (x) = A0 +
∞∑
k=1

[ak cos(2πωkx)+ bk sin(2πωkx)]

where ωk = k/p ,

A0 = 1

p

∫ p

0
f (x) dx , ak = 2

p

∫ p

0
f (x) cos(2πωkx) dx ,

and

bk = 2

p

∫ p

0
f (x) sin(2πωkx) dx .

(The above series is the (generalized) trigonometric Fourier series for f .)

36.15. Let f be a periodic, generalized function with period p , and let k be any integer.
Show that the k th Fourier coefficient of f can be computed from

Fk = 1

Θ

∫ p

0

〈
f (s) , ψ(s − τ)

〉
ei2πωkτ dτ

where ωk = k/p , ψ is any convenient Gaussian test function, and Θ = pF −1[ψ]|ωk .
(Try using scaling and the result from lemma 36.11.)
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37
General Solutions to Simple Equations
and the Pole Functions

This chapter is about division. More precisely, it is about solving equations of the form f u = g
for u . To see why we might want to spend an entire chapter on this, let’s look at some problems
that arise when using Fourier transforms to solve the differential equations

dy

dt
+ 3y = δ and

d2 y

dt2
= δ .

Taking the transform of both sides of the first equation and using a differentiation identity
yields

i2πω Y (ω) + 3Y (ω) = 1

where Y = F [y] . By elementary algebra, this can be written as

[3 + i2πω]Y (ω) = 1 .

Dividing through by 3 + i2πω gives

Y (ω) =
1

3 + i2πω
,

and from this we obtain

y(t) = F
−1

[ 1

3 + i2πω

]∣∣∣
t

= e−3t step(t) .

You can easily verify that this is a solution to the differential equation. However, you can also
easily verify that

e−3t step(t) + 827e−3t and e−3t step(t) − 4e−3t

are also solutions. This means that our procedure only found one of many possible solutions —
a distinct problem if the solution needed is one of those other solutions.

Another problem arises when we attempt to solve the other differential equation,

d2 y

dt2
= δ .

Taking the transform and applying the appropriate identities and algebraic manipulations leads
to

−4π2ω2 Y (ω) = 1

where, again, Y = F [y] . “Thus”,

Y (ω) = −
1

4π2ω2
.

661
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662 Solving Simple Equations

The problem here is that this formula is not exponentially integrable and, so, does not give us
a valid generalized function (see exercise 32.7 on page 533 and the discussion leading to that
exercise). Thus, in fact, we have not even found one solution to our differential equation.

It turns out that our failure to obtain all (or any) solutions to our two differential equations
can be traced to the way we attempted to solve the equations

[3 + i2πω]Y (ω) = 1 and − 4π 2ω2 Y (ω) = 1 .

So let us take a careful look at solving these types of equations.

37.1 Basics on Solving Simple Algebraic Equations
We are interested in the problem of determining every generalized function u that satisfies

f u = g

for some known pair of generalized functions f and g .
Sometimes, solving such an equation for u can be very easy.

!IExample 37.1: Suppose we want to find the generalized function u satisfying the equation

e3x u(x) = sin(x) + δi (x) . (37.1)

The obvious approach is to multiply both sides by e−3x . “Obviously”,

e−3x
[
e3x u(x)

]
=

[
e−3x e3x

]
u(x) = 1 · u(x) = u(x)

and
e−3x [sin(x) + δi (x)] = e−3x sin(x) + e−3xδi (x)

= e−3x sin(x) + e−3i δi (x) .

So,
u(x) = e−3x

[
e3x u(x)

]

= e−3x [sin(x) + δi (x)] = e−3x sin(x) + e−3iδi (x) .

As a precaution, we should confirm that this function is a solution to our original equation.
Plugging the above derived formula for u(x) into the right-hand side of equation (37.1), we
see that

e3x u(x) = e3x
[
e−3x sin(x) + e−3iδi (x)

]

= 1 · sin(x) + e−3i
[
e3xδi (x)

]

= sin(x) + e−3i
[
e3iδi (x)

]

= sin(x) + δi (x) .

The last line is the same as the right-hand side of equation (37.1), so the above formula for
u(x) solves our original equation.
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Basics on Solving Simple Algebraic Equations 663

We probably should have been a little more careful in our last example. After all, we are
dealing with generalized products, not the classical products we are so comfortable with. So we
should verify that each computation in the example can be justified by some rule or theorem for
generalized products.

Or we can verify our computations more generally by proving the next theorem.

Theorem 37.1
Let f and g be two generalized functions with f being a classical function whose reciprocal,
f −1 (i.e., 1/ f ), is a simple multiplier. If there is a generalized function u satisfying f u = g ,
then it is given by u = f −1g .

PROOF: Assume a generalized function u does exist satisfying f u = g . Since f −1 is a
simple multiplier, the generalized products f −1( f u) and f −1g exist, and

f −1( f u) = f −1g .

In addition, because f −1 is a simple multiplier, we can apply the rule on associativity (rule 8
on page 622) to obtain

f −1( f u) = ( f −1 f )u .

But f −1 and f are classical functions, and our first rule for the generalized product was that
the generalized product is given by the classical product when the classical product defines a
generalized product. That is certainly the case here, and that classical product, f −1 f , is the
constant 1 . Thus, using also rule 2 and the fact that the simple product of 1 with any generalized
function equals that function,

( f −1 f )u = 1 · u = u .

Together, the above equations yield

u = ( f −1 f )u = f −1( f u) = f −1g .

Two things should be noted regarding this theorem. The first is its assurance, under the
conditions assumed, that the equation f u = g cannot have more than one solution. Every
existing solution is given by the single formula u = f −1g (we’ll soon discuss equations for
which this is not true). The other thing is the qualifying statement: If there is a generalized
function u satisfying f u = g . As the next example illustrates, this is an important proviso.
An equation might not have a solution. Consequently, it is important to check that any formula
obtained as a possible solution truly satisfies the original equation.

!IExample 37.2: Consider the equation

1

x − i
u(x) = δi . (37.2)

The reciprocal of (x − i)−1 is x − i , a simple multiplier. According to theorem 37.1, if a
solution exists, it is given by the product of x − i with δi ,

u(x) = (x − i)δi = (i − i)δi = 0 · δi = 0 .

Could u = 0 be a solution to our equation? Checking,

1

x − i
u(x) =

1

x − i
· 0 = 0 6= δi .

So, no, the formula we obtained, u = 0 , does not solve our equation. And since we know this
would be the solution if one existed, we must conclude that equation (37.2) has no solution.
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664 Solving Simple Equations

As suggested at the start of this chapter, one class of algebraic equations of particular interest
are those obtained by taking Fourier transforms of differential equations.

!IExample 37.3: Consider the following second order differential equation:

d2 y

dt2
+ 4

dy

dt
+ 3y = ei2π t .

Taking the Fourier transform of both sides and letting Y = F [y] :

F

[
d2 y

dt2
+ 4

dy

dt
+ 3y

]∣∣∣∣
ω

= F

[
ei2π t

]∣∣∣
ω

H⇒ (i2πω)2Y (ω) + 4(i2πω)Y (ω) + 3Y (ω) = δ1(ω)

H⇒

[
(i2πω)2 + 4(i2πω) + 3

]
Y (ω) = δ1(ω) .

In the above example, we ended up with a polynomial multiplied by the unknown general-
ized function Y equaling an known generalized function. More generally, if we take the Fourier
transform of any nth order linear differential equation with constant coefficients,

an
dn y

dtn + an−1
dn−1 y

dtn−1
+ · · · + a1

dy

dt
+ a0 y = g ,

then we clearly end up with an algebraic equation involving an n th degree polynomial,
[
an(i2πω)n + an−1(i2πω)n−1 + · · · + a1(i2πω) + a0

]
Y (ω) = G(ω) .

In practice, we are more likely to be interested in the differential equation. However, algebraic
equations are usually considered to be easier to solve; moreover, if we can solve the algebraic
equation for Y , then the solution to the differential equation can be obtained by taking the inverse
transform of Y . Unfortunately, the reciprocal of a polynomial is not a simple multiplier (unless
the polynomial is very simple, namely, a constant). So we cannot appeal to theorem 37.1. In
fact, as illustrated at the beginning of this chapter, naively “dividing through by f (x)” can give
us something that is not a generalized function. And even if the result is a valid generalized
function, there still remains the question as to whether there might be other valid solutions.

Finding all the solutions to these equations will require more work than was needed to solve
the equations considered in theorem 37.1. That work begins with the following little lemma.

Lemma 37.2
Let f , g , u , and v be generalized functions with f u = g . Then f v = g if and only if
v = u + w for some generalized function w satisfying f w = 0 .

PROOF: Suppose v = u + w where f w = 0 . Then

f v = f · (u + w) = f u + f w = g + 0 = g ,

proving “if ” part of the lemma.
To prove the “only if” part, assume v is a generalized function satisfying f v = g , and let

w = v − u . Then v = u + w , and

f w = f · (v − u) = f v − f u = g − g = 0 .
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Homogeneous Equations with Polynomial Factors 665

For convenience, we will adopt the following terminology when given any generalized
function equation of the form

f u = g

in which u is the unknown:

This equation will be referred to as homogeneous if and only if g is the zero function.

The corresponding homogeneous equation is simply the equation f u = 0 .

A general solution for f u = g is a formula for u describing all possible solutions to the
equation.

You should be familiar with this terminology from your studies of differential equations. You
should also realize that the following is an immediate corollary of the above lemma and our
newly adopted terminology.

Theorem 37.3
Let f and g be two (known) generalized functions. Then, if it exists, the general solution to
f u = g is given by

u = u0 + w

where u0 is any single solution to f u = g , and w is the general solution for the corresponding
homogeneous equation, f w = 0 .

For the rest of this chapter, we will confine ourselves to equations of the form f u = g
where f is a polynomial. In the next section we will discover how to find general solutions to
homogeneous equations. Following that, we’ll discuss methods for obtaining particular solutions
to nonhomogeneous equations. Then, using the above theorem, we will be able to construct
general solutions to the nonhomogeneous equations. Finally, we will discuss some solutions of
particular interest with the intent of developing generalized analogs to classical functions of the
form x−k where k is a positive integer.

37.2 Homogeneous Equations with Polynomial Factors
Our goal is to derive a usable formula describing all possible solutions to the equation f u = 0
when f is a known polynomial and u is the unknown generalized function. We’ll start with
the simplest case (where f (x) = x ) and work our way up to the most general case.

Monomial Factors
Observe that, if c is any constant and u = cδ , then, because f (x)δ = f (0)δ for any function
continuous at 0 ,

xu(x) = xcδ(x) = 0 · cδ(x) = 0 .

Hence, the delta function multiplied by any constant is always a solution to xu(x) = 0 . The
next lemma assures us that there are no other possible solutions. It is this lemma from which all
else in this section follows.
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666 Solving Simple Equations

Lemma 37.4
A generalized function u satisfies xu(x) = 0 if and only if u = cδ for some constant c .

PROOF: Since we already know xu(x) = 0 if u = cδ for some constant c , let’s assume
xu(x) = 0 and try to show that u = cδ .

According to lemma 32.6 on page 545 (with σ = α + iβ ), u = cδ for some constant c if
〈

u(x) , eαx eiβx e−γ x2
〉

=

〈
cδ(x) , eαx eiβx e−γ x2

〉

for every triple of real numbers (α, β, γ ) with γ > 0 . But
〈

cδ(x) , eαx eiβx e−γ x2
〉

= ceα0eiβ0e−γ 02
= c .

Consequently, all we need to show is that there is a constant c such that
〈

u(x) , eαx eiβx e−γ x2
〉

= c

for every triple of real numbers (α, β, γ ) with γ > 0 .
So consider the function

h(α, β, γ ) =

〈
u(x) , eαx eiβx e−γ x2

〉

where α , β , and γ are real variables with γ > 0 . From lemma 32.3 on page 544, we know h
is a smooth classical function of each of these variables. That lemma, along with the assumption
that xu(x) = 0 , also gives us

∂

∂α
h(α, β, γ ) =

〈
u(x) ,

∂

∂α
eαx eiβx e−γ x2

〉

=

〈
u(x) , xeαx eiβx e−γ x2

〉

=

〈
xu(x) , eαx eiβx e−γ x2

〉

=

〈
0 , eαx eiβx e−γ x2

〉
= 0 .

This tells us h(α, β, γ ) does not vary as α varies. Thus

h(α, β, γ ) = h(0, β, γ ) for each α in R .

Virtually identical computations confirm that

∂

∂β
h(0, β, γ ) = 0 and

∂

∂γ
h(0, 0, γ ) = 0 .

Thus, no matter what real numbers we choose for α and β , and what positive value we choose
for γ ,

h(α, β, γ ) = h(0, β, γ ) = h(0, 0, γ ) = h(0, 0, 1) .

Cutting out the middle, replacing h(α, β, γ ) with its formula, and letting c = h(0, 0, 1) then
yields 〈

u(x) , eαx eiβx e−γ x2
〉

= c

for all real values α , β and γ (with γ > 0 ), just as we needed to show.
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Homogeneous Equations with Polynomial Factors 667

With this lemma and just a little trickery, we can now derive the general solution to any
equation of the form xnu(x) = 0 where n is a positive integer. The basic ideas can be illustrated
by considering how we might solve

x2u(x) = 0 . (37.3)

Since x is a simple multiplier, associativity holds and one of the x’s can be “factored out”,

x [xu(x)] = 0 .

Lemma 37.4 then tells us that
x u(x) = aδ(x) (37.4)

where a is an arbitrary constant.
Suppose, now, that we can find a generalized function u1 satisfying

xu1(x) = δ(x) . (37.5)

Then u0 = au1 is clearly one solution to equation (37.4), and theorem 37.3 and lemma 37.4
then assure us that

u(x) = au1(x) + c0 δ(x) (37.6)

is a general solution to equation (37.3) (where c0 is an arbitrary constant).
Finding a formula for u1 involves a small bit of cleverness, starting with the realization

that, because xδ(x) = 0 ,
D [xδ(x)] = 0 .

From this, the product rule, and the fact that D[x] = dx/dx = 1 , we obtain

0 = D [xδ(x)] = (D[x]) δ(x) + x Dδ(x) = δ(x) + x Dδ(x) .

Thus,
x[−Dδ(x)] = δ(x) .

This tells us that one solution to equation (37.5) is u1 = −Dδ . Plugging this solution back into
formula (37.6) (and letting c1 = −a ) gives

u(x) = c1 Dδ(x) + c0 δ(x)

as the general solution to
x2u(x) = 0

where c1 and c0 are arbitrary constants.
Continuing along these lines leads to the next lemma.

Lemma 37.5
For every positive integer n ,

xn Dn−1δ(x) = 0 and xn Dnδ(x) = (−1)nn! δ(x) .

Moreover, the general solution to xn+1u(x) = 0 is

u =

n∑

k=0

ck Dkδ

where the ck’s are arbitrary constants.

If you check, you’ll see that we have already confirmed the validity of this lemma when
n = 1 and n = 2 . In the next two exercises, you will finish its proof.
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668 Solving Simple Equations

?IExercise 37.1: Show that

xn Dn−1δ(x) = 0 and xn Dnδ(x) = (−1)nn! δ(x)

when

a: n = 3 , b: n = 4 , and c: n = 5, 6, . . . .

?IExercise 37.2: Letting c0, c1, . . ., and cn denote arbitrary constants, show that

u =

n∑

k=0

ck Dkδ

is the general solution to xn+1u(x) = 0 when

a: n = 3 , b: n = 4 , and c: n = 5, 6, . . . .

Linear Factors

The results given in lemma 37.5 are easily extended using the translation identity to cases where
the factor is of the form (x −λ)M with λ being any complex number and M being any positive
integer. Suppose, for example,

(x − λ)M u(x) = 0 .

Then,
T−λ

[
(x − λ)M u(x)

]
= T−λ

[
(x − λ)M

]
T−λ [u(x)]

=

[
(x − (−λ) − λ)M

]
T−λ[u(x)] = x M T−λ[u(x)] .

So,
x M T−λ[u(x)] = T−λ

[
(x − λ)M u(x)

]
= T−λ[0] = 0 ,

and lemma 37.5 (if M > 1 ) or lemma 37.4 (if M = 1 ) tells us that

T−λ[u(x)] =

M−1∑

k=0

ck Dkδ

for some constants c0, c1, . . ., and cM−1 . “Translating back”, we then see that

u(x) = Tλ

[
T−λ[u(x)]

]
= Tλ

[
M−1∑

k=0

ck Dkδ

]
=

M−1∑

k=0

ck Tλ

[
Dkδ

]
=

M−1∑

k=0

ck Dkδλ .

This proves part of the following lemma. The other parts can be proven in a similar manner —
apply T−λ , invoke lemma 37.5, and then apply Tλ .

Lemma 37.6
Let λ be any complex number, and let M be any positive integer. Then

(x − λ)M DM−1δλ(x) = 0 and (x − λ)M DMδλ(x) = (−1)M M! δλ(x) .

Moreover, the general solution to (x − λ)M u(x) = 0 is

u =

M−1∑

k=0

ck Dkδλ

where the ck’s are arbitrary constants.
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Homogeneous Equations with Polynomial Factors 669

Arbitrary Polynomial Factors

Let us now extend our discussion to cover every case in which f is a polynomial, say,

f (x) = AN x N + AN−1x N−1 + · · · + A2x2 + A1x + A0

where N is some nonnegative integer (the degree of the polynomial) and the Ak’s are constants
with AN 6= 0 . These constants can be complex. Recall that a complex number λ is called a
root for f if and only if f (λ) = 0 .1 Also recall that, being a polynomial, f can be written in
completely factored form,

f (x) = AN (x − λ1)
M1(x − λ2)

M2 · · · (x − λK )MK

where λ1, λ2, . . ., and λK are all the distinct roots of the polynomial, and the Mk ’s are positive
integers. Each Mk is usually referred to as the multiplicity of the corresponding root, λk .

?IExercise 37.3: Verify the following factorizations:

3x + 5 = 3
(

x −

[
−

5

3

])

x2 + 3x − 10 = (x − 2)(x − [−5])

x2 + 1 = (x − i)(x − [−i])

x3 − 3x2 + x − 3 = (x − i)(x − [−i])(x − 3)

To gain some intuition as to the nature of the general solutions to these more general
problems, we will derive, in the next example, the solution to a relatively simple example.

!IExample 37.4: Consider the problem of finding all possible solutions to
[
x3 − 14x2 + 60x − 72

]
u(x) = 0 .

You can easily verify that

x3 − 14x2 + 60x − 72 = (x − 6)2(x − 2) .

So we can rewrite the equation to be solved as

(x − 6)2[(x − 2)u(x)
]

= 0 .

This, as was just derived (lemma 37.6), means that

(x − 2)u(x) = c0 δ6(x) + c1 Dδ6(x) (37.7)

for some arbitrary pair of constants c0 and c1 .
The general solution to equation (37.7) is given by

u = v + w (37.8)

where v is any one solution to equation (37.7) and wg is the general solution to the corre-
sponding homogeneous equation. But that homogeneous equation is

(x − 2)w(x) = 0 ,

1 Sometimes, a root of a polynomial is also referred to as a zero for that polynomial. This leads to the observation that,
in practice, most zeros are nonzero.
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670 Solving Simple Equations

whose general solution we already know to be

w = c2 δ2 (37.9)

where c2 is an arbitrary constant.
Now, if we can find generalized functions v0 and v1 satisfying

(x − 2)v0(x) = δ6(x) and (x − 2)v1(x) = Dδ6(x) ,

then
(x − 2) [c0v0(x) + c1v1(x)] = c0(x − 2)v0(x) + c1(x − 2)v1(x)

= c0δ6(x) + c1 Dδ6(x) .

So v = c0v0 + c1v1 would be a particular solution to equation (37.7), and, combining
equations (37.8) and (37.9), we would have

u(x) = c0v0(x) + c1v1(x) + c2 δ2(x) (37.10)

as a general solution to our equation.
We will use the “method of half-educated guess” for finding v0 and v1 .2

The educated part of our method is our knowledge that a delta function at any point times
any simple multiplier is just that delta function times the value of the function at that point.
This suggests that a good guess for v0 might be some (yet unknown) constant a times δ6 .
Letting v0 = aδ6 , we see that

(x − 2)v0(x) = (x − 2)aδ6(x) = a(x − 2)δ6(x) = a(6 − 2)δ6(x) = 4aδ6(x)

and the equation (x − 2)v0(x) = δ6(x) becomes

4aδ6(x) = δ6(x) ,

which is clearly satisfied when a = 1/4 . From this we see that

v0(x) =
1

4
δ6(x) is a solution to (x − 2)v0(x) = δ6(x) .

Encouraged and inspired by our success with finding v0 , let’s try assuming

v1(x) = aδ6(x) + bDδ6(x)

where a and b are constants to be determined. With this assumption,

(x − 2)v1(x) = (x − 2) [aδ6(x) + bDδ6(x)]

= a(x − 2)δ6(x) + b(x − 2)Dδ6(x) .

Again,
(x − 2)δ6(x) = (6 − 2)δ6(x) = 4δ6(x) .

Also, using the results from lemma 37.6 and a little algebra, we find that

(x − 2)Dδ6(x) = (x − 6 + 8)Dδ6(x)

= (x − 6)Dδ6(x) + 8Dδ6(x) = −δ6(x) + 8Dδ6(x) .

2 The “method of half-educated guess” very similar to the “the method of undetermined coefficients” found in most
introductory books on differential equations.
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Homogeneous Equations with Polynomial Factors 671

Thus,
(x − 2)v1(x) = a(x − 2)δ6(x) + b(x − 2)δ6(x)

= a [4δ6(x)] + b [−δ6(x) + 8Dδ6(x)]

= (4a − b)δ6(x) + 8bDδ6(x) ,

and equation (x − 2)v1(x) = Dδ6(x) becomes

(4a − b)δ6(x) + 8bDδ6(x) = Dδ6(x) ,

which is certainly satisfied if

4a − b = 0 and 8b = 1 .

This last system is easy enough to solve:

b =
1

8
and a =

1

4
b =

1

32
.

And so,

v1(x) =
1

32
δ6(x) +

1

8
Dδ6(x) is a solution to (x − 2)v1(x) = Dδ6(x) .

Finally now, combining our formulas for v0 and v1 with equation (37.10), we see that
the general solution to our original equation is

u = c0v0 + c1v1 + c2 δ2

= c0

[
1

4
δ6

]
+ c1

[
1

32
δ6 +

1

8
Dδ6

]
+ c2 δ2

=

[
1

4
c0 +

1

32
c1

]
δ6 +

1

8
c1 + c2 δ2

where c0 , c1 , and c2 are arbitrary constants. Clearly, though, if we let

a0 =
1

4
c0 +

1

32
c1 and a1 =

1

8
c1 ,

then a0 and a1 are also completely arbitrary constants. Hence, the general solution can be
written more simply as

u = a0 δ6 + a1 Dδ6 + c2 δ2

where a0 , a1 , and c2 are arbitrary constants.

Look at what we just derived in the last example. We found that, if

f (x) = x3 − 14x2 + 60x − 72 ,

which, in factored form, is
f (x) = (x − 6)2(x − 2) ,

then a general solution to f u = 0 is

u = a0 δ6 + a1 Dδ6 + c2 δ2

where a0 , b1 , and c2 are arbitrary constants. From this, you can probably guess the correct
formula for a general solution to any equation of the form f u = 0 where f is a polynomial.
Go ahead, make that guess, and compare it to the formula in the following theorem.
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672 Solving Simple Equations

Theorem 37.7
Let f be a polynomial with distinct roots λ1, λ2, . . ., and λK (and no others). For each λk , let
Mk be the corresponding multiplicity. Then the general solution to f u = 0 is

u =

K∑

k=1

Mk−1∑

m=0

ck,m Dmδλk

where the ck,m’s are arbitrary constants.

The complete proof of this theorem is somewhat lengthy and, admittedly, a little tedious.
Because of this, we will set aside the next subsection for that proof. Still, if you followed
our work in the example leading to this theorem (example 37.4), and can recall the method
of undetermined coefficients for solving differential equations, then you will probably find the
proof relatively straightforward.

In the meantime, let’s employ this theorem to solve a simple equation.

!IExample 37.5: Consider solving

[
x2 − 4x + 13

]
u(x) = 0 (37.11)

for u(x) . The roots to the polynomial, that is, the solutions to

λ2 − 4λ + 13 = 0 ,

are easily found via the well-known quadratic formula,

λ =
−(−4) ±

√
(−4)2 − 4(1)(13)

2(1)
= 2 ± 3i .

The multiplicity of each root is 1 , because

x2 − 4x + 13 =
(
x − [2 + 3i]

)1(
x − [2 − 3i]

)1 .

Theorem 37.7 then tells us that the general solution to equation (37.11) is

u = a δ2+3i + b δ2−3i

where a and b are arbitrary constants.

?IExercise 37.4: Verify that the general solution to

[
x2 + 1

]
u(x) = 0

is

u(x) = a δi + b δ−i

where a and b are arbitrary constants.
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Homogeneous Equations with Polynomial Factors 673

Proof of Theorem 37.7∗

A significant portion of theorem 37.7 is contained in the following lemma.

Lemma 37.8
Let λ and µ be two different complex numbers; let M and K be two nonnegative integers,
and let b0, b1, . . ., and bK be some collection of constants. There are then constants a0, a1,
. . ., and aK such that

v(x) =

K∑

k=0

ak Dkδµ(x) (37.12)

satisfies

(x − λ)Mv(x) =

K∑

k=0

bk Dkδµ(x) . (37.13)

PROOF: To simplify matters, begin by using the translation operator T−λ on each side of
equation (37.13). Letting w = T−λ[v] and γ = µ − λ , we see that

T−λ

[
(x − λ)Mv(x)

]
= T−λ

[
(x − λ)M

]
T−λ [v(x)]

= (x + λ − λ)Mw(x) = x Mw(x) ,

and

T−λ

[
K∑

k=0

bk Dkδµ(x)

]
=

K∑

k=0

bk Dk T−λ

[
δµ(x)

]

=

K∑

k=0

bk Dkδµ−λ(x) =

K∑

k=0

bk Dkδγ (x) .

Thus, equation (37.12) is equivalent to

x Mw(x) =

K∑

k=0

bk Dkδγ (x) . (37.14)

Now take the Fourier transform of each side. On the left, letting W = F [w] , we get

F

[
x Mw(x)

]∣∣∣
y

=

(
i

2π

)M
DM W (y) .

On the right, we get

F

[
K∑

k=0

bk Dkδγ (x)

]∣∣∣∣∣
y

=

K∑

k=0

bkF

[
Dkδγ (x)

]∣∣∣
y

=

K∑

k=0

bk(i2πy)ke−i2πµy .

So, in terms of W , equation (37.12) is the generalized differential equation

(
i

2π

)M
DM W (y) =

K∑

k=0

bk(i2πy)ke−i2πγ y .

∗ Those who view example 37.4 as adequate proof of theorem 37.7 might as well skip ahead to page 677 and start on
the discussion of nonhomogeneous equations.
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674 Solving Simple Equations

Equivalently,

DM W (y) =

K∑

k=0

ck yke−i2πγ y (37.15)

where

ck = (−1)M (i2π)k−M .

Consider, now, the corresponding classical differential equation

d M W

dyM
=

K∑

k=0

ck yke−i2πγ y . (37.16)

This is a simple differential equation for which one solution W0 can be found by simply anti-
differentiating (integrating) the equation M times and setting the constants of integration equal
to 0 . Because γ is nonzero (since it is the difference of two different numbers), and because
the integration by parts formula gives us

∫
yke−i2πγ y dy =

i

2πγ
yke−i2πγ y −

ik

2πγ

∫
yk−1e−i2πγ y dy

whenever k ≥ 1 , it is easily verified that the result of these M anti-differentiations will be

W0(y) =

K∑

k=0

Ck yke−i2πγ y

where the Ck’s are constants we could compute if we were really interested in these values.
This last function, W0 , is infinitely smooth, and all of its derivatives are certainly exponen-

tially bounded. Hence, its classical derivatives are the same as its generalized derivatives. Con-
sequently, W0 satisfies the generalized differential equation (37.15) as well as equation (37.16).
From this it follows that w0 = F

−1[W0] satisfies equation (37.14), and v = Tλ[w0] satisfies
equation (37.13), as desired. Inverting the transforms used to obtain equation (37.15), we find
that

w0 = F
−1[W0] = F

−1

[
K∑

k=0

Ck yke−i2πγ y

]
=

K∑

k=0

Ck

(
1

i2π

)k
Dkδγ .

Thus, letting

ak = Ck

(
1

i2π

)k
,

we have

v = Tλ[w0] = Tλ

[
K∑

k=0

ak Dkδγ

]
=

K∑

k=0

ak Dkδγ+λ =

K∑

k=0

ak Dkδµ .

Now for theorem 37.7, which, I remind you, is:

Let f be a polynomial with distinct roots λ1, λ2, . . ., and λK (and no others). For
each λk let Mk be the corresponding multiplicity. Then the general solution to
f u = 0 is

u =

K∑

k=1

Mk−1∑

m=0

ck,m Dmδλk (37.17)

where the ck,m’s are arbitrary constants.
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Homogeneous Equations with Polynomial Factors 675

PROOF (of theorem 37.7): By the assumptions on f ,

f (x) = AN (x − λ1)
M1(x − λ2)

M2 · · · (x − λK )MK

for some nonzero constant AN . The equation f u = 0 can then be written as

AN (x − λ1)
M1(x − λ2)

M2 · · · (x − λK )MK u(x) = 0 .

Dividing out AN leaves us with

(x − λ1)
M1(x − λ2)

M2 · · · (x − λK )MK u(x) = 0 (37.18)

as an equation equivalent to the equation f u = 0 .
Now, assume u satisfies f u = 0 . Then it satisfies equation (37.18), which, since the

leading factors are all elementary multipliers, we can rewrite as

(x − λ1)
M1

[
(x − λ2)

M2 · · · (x − λK )MK u(x)
]

= 0 .

As noted in lemma 37.6 on page 668, it follows that

(x − λ2)
M2 · · · (x − λK )MK u(x) =

M1−1∑

m=0

c1
1,m Dmδλ1(x) (37.19)

where the c1
1,m’s are constants (the superscript 1 just indicates that this is a “first set” of

constants). This, according to theorem 37.3 on page 665, means that

(x − λ3)
M3 · · · (x − λK )MK u(x) = v(x) + w(x)

where v is any particular solution to

(x − λ2)
M2v(x) =

M1−1∑

m=0

b1,m Dmδλ1(x)

and w is a corresponding solution to the homogeneous equation

(x − λ2)
M2w(x) = 0 .

From lemma 37.8 and our study of homogeneous equations, we know there are then two sets of
constants {

c2
1,0, c2

1,1, . . . , c2
1,M1−1

}
and

{
c2

2,0, c2
2,1, . . . , c2

2,M2−1

}

such that

v =

M1−1∑

k=0

c2
1,m Dkδλ1 and w =

M2−1∑

m=0

c2
2,m Dmδλ2 .

So,

(x − λ3)
M3 · · · (x − λK )MK u(x) = v(x) + w(x)

=

M1−1∑

m=0

c2
1,m Dmδλ1(x) +

M2−1∑

m=0

c2
2,m Dmδλ2(x)

=

2∑

k=1

Mk−1∑

m=0

c2
k,m Dmδλk (x) .
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676 Solving Simple Equations

Obviously, the process leading from equation (37.19) to the last line in the previous para-
graph can be repeated, again and again, to obtain

(x − λ4)
M4 · · · (x − λK )MK u(x) =

3∑

k=1

Mk−1∑

m=0

c3
k,m Dmδλk (x) ,

(x − λ5)
M5 · · · (x − λK )MK u(x) =

4∑

k=1

Mk−1∑

m=0

c4
k,m Dmδλk (x) ,

...

u(x) =

K∑

k=1

Mk−1∑

m=0

cK
k,m Dmδλk (x)

where the cn
k,m’s are all constants.

This confirms that every solution to f u = 0 is of the form given in formula (37.17). To
complete the proof we need to show that, whenever u is of the form given in formula (37.17),
then u satisfies f u = 0 .

So assume

u(x) =

K∑

k=1

Mk−1∑

m=0

ck,m Dmδλk (x)

where the ck,m’s are constants. Then

f u = f
K∑

k=1

Mk−1∑

m=0

ck,m Dmδλk =

K∑

k=1

Mk−1∑

m=0

ck,m f Dmδλk .

But, in each term with k = 1 , we have

f (x)Dmδλ1(x) =

[
A0(x − λ1)

M1(x − λ2)
M2 · · · (x − λK )MK

]
Dmδλ1(x)

=

[
A0(x − λ2)

M2 · · · (x − λK )MK
] [

(x − λ1)
M1 Dmδλ1(x)

]

where m < M1 . Using an identity from lemma 37.6 on page 668, we discover that

(x − λ1)
M1 Dmδλ1(x) = (x − λ1)

M1−m−1(x − λ1)
m+1 Dmδλ1(x)

= (x − λ1)
M1−m−1 · 0

= 0 .

Plugging this into the previous string of equalities gives

f (x)Dmδλ1(x) = 0 .

By similar arguments, we obtain

f (x)Dmδλk (x) = 0 for k = 2, 3, . . . , K .

Thus,

f u =

K∑

k=1

Mk−1∑

m=0

ck,m f Dmδλk =

K∑

k=1

Mk−1∑

m=0

ck,m · 0 = 0 .
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Nonhomogeneous Equations with Polynomial Factors 677

37.3 Nonhomogeneous Equations
with Polynomial Factors

We now shift our attention to finding particular solutions to equations of the form f u = g
where f is a polynomial and g is something other than the zero function. For the most part, we
will restrict g to being a classical function. This will simplify our discussions somewhat and
still allow us to cover the sort of equations that tend to be of greatest practical interest. Besides,
if you check back, you will see that we have already dealt with the equations in which g is a
delta function or the derivative of a delta function in lemma 37.6 on page 668 and the proof of
lemma 37.8 on page 673.

Three broad classes of equations will be discussed. They are distinguished by whether the
roots of f are real or not, and whether or not g is a function that “shares roots” with f .

Before starting, let’s observe that our main concern should be the case where g is the unit
constant 1 . After all, if u0 is a generalized function satisfying f u0 = 1 and g is some other
generalized function, then, assuming the product u0g exists,

f · [u0g] = [ f u0] · g = 1 · g = g .

Thus, given a solution u0 to f u = 1 , we can find a solution to f u = g by simply setting
u = u0g (provided the product exists).

Also, in the discussions which follow, don’t forget that the general solution to f u = g is
given by u = u0 +w where u0 is any single solution to f u = g and w is the general solution
to the corresponding homogeneous equation, f w = 0 . It will probably also be a good idea to
remember how to find w from the roots of f (theorem 37.7 on page 672).

First Case (No Real Roots)
The easiest equations to solve are those in which the factor, f , has no real roots. This means
that the value of f (x) is never zero when x is real, and that a solution f u = g can be found
by simply “dividing through” by f .

!IExample 37.6: Consider solving

(x − i) u(x) = 1 .

Classically, the solution to this equation is the classical reciprocal of f (x) = x − i ,

u0(x) =
1

x − i
.

Fortunately, because x − i has no real roots, its reciprocal, u0(x) , is a continuous and
bounded function on the real line. So u0 defines a generalized function and, so, can be used
as a generalized function solution to our equation.

To obtain a general solution for this equation, we add u0 to the general solution w

of the corresponding homogeneous equation. In this case, the corresponding homogeneous
equation is (x − i)w(x) = 0 , and, since λ = i is the only root of x − i , we know that
w = cδi where c is an arbitrary constant. Thus, the general solution to

(x − i) u(x) = 1

is

u(x) =
1

x − i
+ c δi .
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678 Solving Simple Equations

Whenever f is a polynomial with no real roots, its reciprocal

u0(x) =
1

f (x)

is a continuous and bounded function on the real line that satisfies f u0 = 1 . Thus, if g is
any classical function, then the product u0g is defined and, as we saw above, is a solution to
f u = g .

?IExercise 37.5: Verify that one solution to
[
x2 + 1

]
u(x) = sin(x)

is
sin(x)

x2 + 1
,

and that the general solution to this equation is

u(x) =
sin(x)

x2 + 1
+ aδi (x) + bδ−i (x)

where a and b are arbitrary constants.

Second Case (Shared Real Roots)
In general, dividing through by f when f has real roots will lead to an expression that does
not define a generalized function. If we are lucky, though, the function on the right will have
roots that just happen to “cancel out” the troublesome roots of f .

!IExample 37.7: Consider the equation

xu(x) = sin(x) .

Here, f (x) = x , which vanishes at 0 . Its classical reciprocal, 1/x , is not integrable at x = 0
and, so, does not define a generalized function. Fortunately, however, sin(x) also vanishes
at x = 0 , and it divided by f ,

sin(x)

x
,

is our well-known sinc function — a perfectly good generalized function (in fact, it’s classi-
cally transformable). So, we can use sinc(x) as a solution to xu(x) = sin(x) . And since cδ
is the general solution to the corresponding homogeneous equation, xu(x) = 0 , the general
solution to xu(x) = sin(x) is given by

u(x) = sinc(x) + c δ(x)

where c is an arbitrary constant.

You can see that, whenever the classical quotient g/ f gives an exponentially integrable
function, then that quotient is a solution to f u = g . Clearly, for this to occur, any vanishing of f
at a point on the real line must be suitably balanced by g vanishing at that same point. Otherwise,
the quotient g/ f will not be integrable around that point and will not define a generalized function.
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Nonhomogeneous Equations with Polynomial Factors 679

?IExercise 37.6: Why can we not use

u0(x) =
cos(x)

x

as a generalized function solution to xu(x) = cos(x) ?

Third Case (Uncanceled Real Roots)

Sometimes, when the classical quotient g/ f does not give a legitimate generalized function, we
can still find a legitimate generalized solution via complex translation.

!IExample 37.8: Consider finding a generalized function solution u0 to

xu(x) = 1 . (37.20)

Here, the classical solution 1/x cannot be used as a generalized function solution because 1/x

cannot be viewed as a classical function. But let’s use the translation operator with a complex
shift, say i , on both sides of this equation. On the left-hand side, we have

Ti [xu(x)] = Ti [x] Ti [u] = (x − i)Ti [u] = (x − i) û(x) ,

where, for convenience, we are letting û = Ti [u] . On the right-hand side, we simply have
Ti [1] = 1 . So our equation becomes

(x − i) û(x) = 1 .

Since x − i has no real roots, we can divide through by x − i , obtaining

û0(x) =
1

x − i

as one solution to the previous equation. Translating back (i.e., translating by −i ), then gives
us

u0(x) = T−i [̂u0]|x = T−i

[ 1

x − i

]

as a solution to xu(x) = 1 .3

Adding the general solution for xu(x) = 0 to u0(x) then gives

u(x) = T−i

[ 1

x − i

]
+ c δ(x) (37.21)

(with c being an arbitrary constant) as a general solution to equation (37.20).

In general, if f is any polynomial, then we can find a complex number a such that the
variable translation of f by a yields a polynomial with no real roots. Applying that translation
operator to the equation f u = g , and letting f̂ = Ta[ f ] , û = Ta[u] , and ĝ = Ta[g] , we get
an equation f̂ û = ĝ in which the classical reciprocal of f̂ is a legitimate generalized function.
Thus, as we saw in the first case considered, a solution û can be found by “dividing through
by f̂ ”. Well, to be more precise, a solution û is given by the product of ĝ with the (classical)
reciprocal of f̂ , provided that product exists. We can then obtain a solution to our original
equation by “translating back”, that is, by setting u0 = T−a [̂u] .

3 You may want to go back and re-read the discussion on the difference between classical and generalized translations
starting on page 591
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680 Solving Simple Equations

The catch is that our translation of g , ĝ = Ta[g] , might not be a classical function, making
the existence of the product f̂ −1 ĝ a significant issue. Fortunately, g is often a simple multiplier,
and, as we already know (recall theorem 34.7 on page 587 and the exercise following it), any
translation of such a function is another simple multiplier. In fact, we know that the generalized
translation of such a function is just the classical translation. Thus, if g is a simple multiplier,
then the product f̂ −1ĝ is given by the classical function

û0(x) =
g(x − a)

f (x − a)
.

Even so, “translating this back” to obtain u0 will not generally give us a classical function unless
some of the roots of g match all the real roots of f (in which case, there was no real need for
any translation to begin with!).

!IExample 37.9: Consider solving

xu(x) = cos(x) .

Here f (x) = x and g(x) = cos(x) . Translating the variable by i , we see that

f̂ (x) = Ti [x] = x − i and ĝ(x) = Ti [cos(x)] = cos(x − i) .

So, applying Ti to both sides of our equation gives

(x − i)Ti [u(x)] = cos(x − i) .

Dividing through by x − i , we get as one solution

Ti [u0(x)] =
cos(x − i)

x − i
,

which can be treated as a classical function since it is continuous and bounded on the real
line. Translating back, we have

u0(x) = T−i

[ cos(x − i)

x − i

]

as a particular solution to xu(x) = cos(x) .
The corresponding homogeneous equation is simply xw(x) = 0 , whose general solution

we already know to be w = cδ where c is an arbitrary constant. Adding this to u0 , we
obtain

u(x) = T−i

[ cos(x − i)

x − i

]
+ cδ(x)

as a general solution to xu(x) = cos(x) .

In the two examples above, we initially translated the variable by i . In practice, any shift
a could have been used provided the shifted polynomial, f (x − a) = x − a , has no real roots.
This means that any complex number with nonzero imaginary part could have been used for the
shift in the above. For example, if we had used a = 2 + 3i in the last example, we would have
obtained

u0(x) = T−2−3i

[ cos(x − 2 − 3i)

x − 2 − 3i

]

as a solution to xu(x) = cos(x) .
More generally, let f be any polynomial. It will have, say, K distinct roots λ1, λ2, . . . ,

and λK with corresponding multiplicities M1, M2, . . . , and MK . For some constant A , the
polynomial can be written in factored form as

f (x) = A(x − λ1)
M1(x − λ2)

M2 · · · (x − λK )MK .
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Nonhomogeneous Equations with Polynomial Factors 681

Observe, then, that

f (x − a) = A(x − [a + λ1])
M1(x − [a + λ2])

M2 · · · (x − [a + λK ])MK .

So (and this should come as no surprise) every root of f̂ (x) = f (x − a) can be found by just
adding a to a root of f (x) . Consequently, to ensure that f (x − a) has no real roots, we must
choose a so that the imaginary part of each a + λk is nonzero. In other words, we should be
sure to choose a so that

Im[a] 6= − Im[λk] for k = 1, 2, . . . , K .

!IExample 37.10: Consider solving
[
x3 + x

]
u(x) = 1 . (37.22)

Here, since
f (x) = x3 + x = (x − 0)(x − i)(x − (−i)) ,

we do not want to use variable translation by a = i or by a = −i or by any other value of
a whose imaginary part is ±1 . (Nor do we want a to be a purely real value, since f (x −a)

would then have a real root, namely a !) On the other hand, we can use a = 3i . Doing so,
we obtain

(x − 3i)(x − 4i)(x − 2i)T3i [u(x)] = T3i [1] = 1 .

One solution to this last equation is

T3i [u0(x)] =
1

(x − 3i)(x − 4i)(x − 2i)
.

Thus,

u0(x) = T−3i

[
1

(x − 3i)(x − 4i)(x − 2i)

]

is a solution to our original equation.
By now, you may be able to just look at the factorization of f (x) and tell that a general

solution to the corresponding homogeneous equation is

aδ(x) + bδi (x) + cδ−i (x)

where a , b , and c are arbitrary constants. Thus, a general solution to equation (37.22) is

u(x) = T−3i

[
1

(x − 3i)(x − 4i)(x − 2i)

]
+ aδ(x) + bδi (x) + cδ−i (x)

where a , b , and c are arbitrary constants.

Aside from requiring that f (x −a) has no real roots, there are no restrictions on the choice
of the shift a . In practice, choose something simple, such as a = i (assuming f (x − i) has
no real roots). This does not mean that the particular solution obtained does not depend on a .
It does, to a certain extent. But by adding a general solution to the corresponding homogeneous
problem, we take into account all the possible different particular solutions.
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682 Solving Simple Equations

37.4 The Pole Functions
As has been noted previously, because the classical functions

1

x
,

1

x2
,

1

x3
, . . .

are not exponentially integrable, they do not define generalized functions (again, see exercise 32.7
on page 533). This has hampered us somewhat in our attempts to solve equations of the form
xku(x) = 1 . There are, however, generalized functions that can serve as natural analogs to these
classical functions, and in the following, we will develop those analogs.

The Basic Pole Function and Its Transform
Our first goal is to describe the generalized analog to the classical function x−1 . We will call
this generalized analog the (basic) “pole function” and cleverly denote it by pole(x) .

To help define the pole function as the “natural” analog to x−1 , we will require pole(x) to
satisfy two properties: It must be an odd generalized function, and it must satisfy the equation

x pole(x) = 1 . (37.23)

These requirements come from the fact that the classical function u(x) = x−1 itself is an odd
classical function and

x ·
1

x
= 1 .

The general solution to equation (37.23) was derived earlier, in example 37.8 on page 679.
From that, we know

pole(x) = T−i

[ 1

x − i

]
+ c δ(x)

for some constant c . The trick now is to find the value c that makes the above a formula for an
odd generalized function.

Taking the Fourier transform of the last expression (and applying well-known identities),
we get

F
[
pole(x)

]∣∣
y = F

[
T−i

[
1

x − i

]]∣∣∣
y

+ cF [δ(x)]|y

= e−i2π(−i)y
F

[
1

x − i

]∣∣∣
y

+ c

= e−2πy
F

[
i2π

2π + i2πx

]∣∣∣
y

+ c

= e−2πy
[
i2πe2πy step(−y)

]
+ c .

The exponentials cancel, leaving us with

F
[
pole(x)

]∣∣
y = i2π step(−y) + c =

{
i2π + c if y < 0

c if 0 < y
.

Nicely enough, this is a rather simple, bounded, and piecewise continuous function on the real
line. Moreover, it must be an odd function since it is the Fourier transform of a generalized
function we are requiring to be odd. This means that, for any y > 0 , c must satisfy

i2π + c = F
[
pole(x)

]∣∣
−y = −F

[
pole(x)

]∣∣
y = −c .
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The Pole Functions 683

Solving for c gives

c = − i2π

2
= −iπ .

Thus,

F
[
pole(x)

]∣∣
y =

{
iπ if y < 0

−iπ if 0 < y
.

Our last formula can be expressed more
1

−1
S

Figure 37.1: The signum function, sgn(s) .

concisely in terms of the signum function —
denoted by sgn , sketched in figure 37.1, and
defined by4

sgn(s) =
{ −1 if s < 0

+1 if 0 < s
.

In terms of this function,
F
[
pole(x)

]∣∣
y = −iπ sgn(y) .

By near-equivalence and the fact that sgn is an odd function, we also have

F −1[pole(x)]∣∣y = −iπ sgn(−y) = iπ sgn(y) .

Thus,
pole = iπF

[
sgn
]

. (37.24)

This formula describes the one generalized function that satisfies the two properties we were
seeking to satisfy. Let us, therefore, make it official and proclaim equation (37.24) to be the
definition of the (basic) pole function.

Higher Order Pole Functions
To obtain the generalized analog to x−2 , we might be tempted multiply the pole function with
itself. Unfortunately, attempting to compute the Fourier transform of this yields

F
[
pole · pole]∣∣y = F

[
pole

]∣∣
y ∗ F

[
pole

]∣∣
y

= [−iπ sgn(y)] ∗ [−iπ sgn(y)] = −π 2
∫ ∞

−∞
sgn(s) sgn(y − s) ds ,

which, as you can easily confirm, is not a convergent integral. That tells us that our intended
product, pole · pole , is somewhat problematic.

As an alternative, let us employ the observation that

x−2 = −d

dx

[
x−1] .

This suggests that the generalized analog to x−2 can be defined using the derivative of the analog
to x−1 . Let us do so, and officially define the second order pole function, denoted pole2 , by

pole2 = −D pole .

Since this is the derivative of an odd generalized function, pole2 is an even generalized func-
tion, just as x−2 is an even classical function. Moreover, using the product rule and fact that
4 Because sgn(s) = “the sign of s ”, some call this the “sign” function (until, that is, they have to talk about expressions
involving both sgn(x) and sin(x) ).
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684 Solving Simple Equations

x pole(x) = 1 , we have

x2 pole2(x) = −x2 D pole(x) = −

(
D

[
x2 pole(x)

]
− D

[
x2] pole(x)

)

= −D[x(x pole(x)] + 2x pole(x)

= −D[x · 1] + 2 · 1

= −1 + 2 = 1 .

So, pole2 satisfies
x2 pole2(x) = 1 ,

just as we should expect for our generalized analog of x−2 .
More generally, we have the easily confirmed classical formula

x−k = (−1)k−1 1

(k − 1)!

dk−1

dxk−1

[
x−1

]
for k = 2, 3, 4, . . . .

Accordingly, we define the k th order pole function polek by

polek = (−1)k−1 1

(k − 1)!
Dk−1 pole for k = 2, 3, 4, . . . .

For consistency with our notation, we’ll go ahead and define the first order pole function to be
the basic pole function,

pole1 = pole .

A number of fundamental properties of these pole functions are listed in the next theorem.
From these properties, we can see that polek(x) is truly a “natural” generalized analog of the
classical function x−k for each positive integer k .

Theorem 37.9 (basic properties of pole functions)
For k = 1, 2, 3, . . . ,

1. D polek = −k polek+1 ,

2. xk polek(x) = 1 ,

and

3. polek(−x) = (−1)k polek(x) .

(It should be noted that the last claim tells us that polek is an even generalized function if
k is even, and is an odd generalized function if k is odd.)

We’ve already verified the claims of this theorem when k = 1 . Verifying the claims in
general is left as an exercise.

?IExercise 37.7: Verify the claims of theorem 37.9 assuming

a: k = 2 , b: k = 3 , and c: k > 3 .

The Fourier transform of the k th order pole function is readily obtained from its definition,
the already computed transform of the basic pole function, and the differentiation identities for
the Fourier transform. For k = 1 ,

F

[
pole1

]∣∣∣
y

= F
[
pole

]∣∣
y = −iπ sgn(y) ,
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The Pole Functions 685

while for k = 2, 3, 4, . . . ,

F

[
polek

]∣∣∣
y

= (−1)k−1 1

(k − 1)!
F

[
Dk−1 pole

]∣∣∣
y

= (−1)k−1 1

(k − 1)!
(i2πy)k−1

F
[
pole

]∣∣
y

= (−1)k−1 1

(k − 1)!
(i2πy)k−1(−iπ sgn(y)) =

(−i2π)k

2(k − 1)!
yk−1 sgn(y) .

Observe that, even though k was assumed to be greater than 1 , this last formula reduces to the
formula for the transform of pole1 when k = 1 . Thus,

F

[
polek

]∣∣∣
y

=
(−i2π)k

2(k − 1)!
yk−1 sgn(y) for k = 1, 2, 3 . . . . (37.25)

By near-equivalence and part 3 of theorem 37.9, we have

F
−1

[
polek(x)

]∣∣∣
y

= F

[
polek(−x)

]∣∣∣
y

= (−1)k
F

[
polek(x)

]∣∣∣
y

.

Combined with equation (37.25), this gives

F
−1

[
polek

]∣∣∣
y

=
(i2π)k

2(k − 1)!
yk−1 sgn(y) . (37.26)

Poles at Different Locations
The pole functions obtained thus far, being the generalized analogs of classical functions of
the form (x − 0)−k , can be considered as the pole functions “at 0 ”. To define corresponding
pole functions at any other point ζ = a + ib in the complex plane, we will simply translate
the already defined pole functions by ζ . That is, the pole function at ζ and the k th order pole
function at ζ , denoted poleζ and polek

ζ , respectively, are defined by

poleζ = Tζ

[
pole

]
and polek

ζ = Tζ

[
polek ]

.

We are assuming, of course, that k is some positive integer. In particular, then,

pole0 = pole and polek
0 = polek .

The equations obtained earlier involving pole functions at 0 can be converted to correspond-
ing equations involving pole functions at any point ζ in the complex plane through appropriate
use of the translation operator. For example, since

Tζ

[
xk pole(x)

]
= Tζ

[
xk] · Tζ

[
polek(x)

]
= (x − ζ )k polek

ζ (x) ,

the application of Tζ to both sides of the equation in part 2 of theorem 37.9 yields

(x − ζ )k polek
ζ (x) = Tζ

[
xk pole(x)

]
= Tζ [1] = 1 ,

confirming that, in some sense at least, polek
ζ (x) is a generalized analog of the classical function

(x − ζ )−k .
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686 Solving Simple Equations

?IExercise 37.8: Verify that, for any complex number ζ and any positive integer k ,

polek
ζ = (−1)k−1 1

(k − 1)!
Dk−1 poleζ .

The Fourier transforms of the pole functions at ζ can be obtained from equations (37.25)
and (37.26), and the Fourier translation identities:

F

[
polek

ζ

]∣∣∣
y

= F

[
Tζ

[
polek ]]∣∣∣

y

= e−i2πζ y
F

[
polek

]∣∣∣
y

=
(−i2π)k

2(k − 1)!
yk−1 sgn(y) e−i2πζ y (37.27)

and

F
−1

[
polek

ζ

]∣∣∣
y

= F
−1

[
Tζ

[
polek ]]∣∣∣

y

= ei2πζ y
F

−1
[
polek

]∣∣∣
y

=
(i2π)k

2(k − 1)!
yk−1 sgn(y) ei2πζ y . (37.28)

Let us now consider the basic pole function at ζ , poleζ , when the imaginary part of
ζ = a + ib is not 0 . Remember, we are viewing poleζ (x) as a generalized analog of the
classical function

f (x) =
1

x − ζ
=

1

x − [a + ib]
.

However, when b 6= 0 , the function f is a well-known classically transformable function.
The question naturally arises as to whether these two functions, f and poleζ , are the same
generalized function. The answer, as illustrated in the next example and exercise, is no.

!IExample 37.11: We will compare

pole3+i4(x) with f (x) =
1

x − [3 + i4]

by first comparing the Fourier transforms of these functions (because these transforms are
easily compared classical functions).

Using equation (37.27) and recalling that poleζ = pole1
ζ , we obtain

F
[
pole3+i4(x)

]∣∣
y =

−i2π

2
sgn(y) e−i2π [3+i4]y

=





iπ e−i2π [3+i4]y if y < 0

−iπ e−i2π [3+i4]y if 0 < y
.

On the other hand, using a little algebra and formulas derived for the classical transforms in
part III, we find that

F

[
1

x − [3 + i4]

]∣∣∣∣
y

= i2πF

[
1

2π [4 − i3] + i2πx

]∣∣∣∣
y

= i2π e2π [4−i3]y step(−y)

=





i2π e−i2π [3+4i ]y if y < 0

0 if 0 < y
.
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These two transforms are clearly not the same. Taking their difference, we see that

F

[
1

x − [3 + i4]
− pole3+i4(x)

]∣∣∣∣
y

= F

[
1

x − [3 + i4]

]∣∣∣∣
y

− F
[
pole3+i4(x)

]∣∣
y

=





iπ e−i2π [3+i4]y if y < 0

iπ e−i2π [3+i4]y if 0 < y



 = iπ e−i2π [3+i4]y .

Thus,
1

x − [3 + i4]
− pole3+i4(x) = F

−1
[
iπ e−i2π [3+i4]y

]∣∣∣
x

= iπ δ3+i4 .

?IExercise 37.9: Show that

1

x − [3 − i4]
− pole3−i4(x) = −iπ δ3−i4 .

Of course, the calculations in the above example and exercise can be repeated with the
numbers 3 and ±4 replaced by any pair of real numbers a and b . Doing so gives us

1

x − [a + ib]
− polea+ib(x) =

{
iπ δa+ib if 0 < b

−iπ δa+ib if b < 0
. (37.29)

To obtain the more general relation involving the pole functions at ζ = a + ib of positive
integral order k , we use the facts that

1

(x − ζ )k
= (−1)k−1 1

(k − 1)!
Dk−1

[
1

x − ζ

]

and (see exercise 37.8)

polek
ζ = (−1)k−1 1

(k − 1)!
Dk−1 poleζ .

Combined with equation (37.29), these formulas yield

1

(x − [a + ib])k
− polek

a+ib(x) =





(−1)k −iπ

(k − 1)!
Dk−1δa+ib if 0 < b

(−1)k iπ

(k − 1)!
Dk−1δa+ib if b < 0

.
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688 Solving Simple Equations

37.5 Pole Functions in Transforms, Products,
and Solutions

Pole and Step Functions
Remember, the basic pole function is defined by

pole = iπF
[
sgn

]
(37.30)

where sgn , the signum function, is an odd function defined by

sgn(x) =

{
−1 if x < 0

+1 if 0 < x
.

By applying a little algebra, near-equivalence, and the fact that sgn(−x) = − sgn(x) , we can
convert formula (37.30) to formulas for the Fourier transforms for the signum function,

F
[
sgn

]
=

1

iπ
pole and F

−1[sgn
]

= −
1

iπ
pole .

Additional Fourier transform identities involving the signum function and the step functions can
then be derived using any of a number of easily derived relations between the signum function
and the step functions.

!IExample 37.12: Observe that

sgn(x) =

{
−1 if x < 0

+1 if 0 < x

}
= −1 +

{
0 if x < 0

+2 if 0 < x

}
= −1 + 2 step(x) .

Solving this for the step function yields

step(x) =
1

2
sgn(x) +

1

2
.

Hence,

F
[
step(x)

]∣∣
y = F

[
1

2
sgn(x) +

1

2

]∣∣∣
y

=
1

2
F

[
sgn

]∣∣
y +

1

2
F [1]|y =

1

i2π
pole(y) +

1

2
δ(y) , (37.31)

giving us a formula for the Fourier transform of the step function in terms of the pole function.
(You should compare this to the formula previously obtained for F

[
step

]
in example 34.12

on page 591.)

?IExercise 37.10: Verify that

F
[
step(−x)

]∣∣
y =

−1

i2π
pole(y) +

1

2
δ(y) .

These calculations can be expanded upon, and the Fourier transforms of such functions as
x2 step(x) and |x | can be obtained in terms of pole functions by using either the above results
with the Fourier differential identities, or by using equations (37.25) and (37.26) on page 685.
I’ll let you have the pleasure of doing these computations yourself (exercise 37.18 at the end of
this chapter).
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Pole Functions in Transforms, Products, and Solutions 689

Products Involving Pole Functions
As noted earlier, the product pole · pole is problematical. Attempting to compute its Fourier
transform leads to a convolution integral that is not convergent. Similarly, as you can verify
yourself, we obtain a divergent convolution integral whenever we attempt to compute a Fourier
transform of the supposed product of any two pole functions. Consequently, we will not attempt
such products.

On the other hand, if f (x) is a simple multiplier, k is a positive integer, and ζ is any
complex value, then we know the product f (x) · polek

ζ (x) is well defined, simply because of
the nature of simple multipliers.

One class of simple multipliers of particular interest to us are the polynomials, especially
those polynomials of the form (x − ζ )n for some positive integer n . Let us first examine a very
simple case.

Lemma 37.10
Let k be a positive integer greater than 1 . Then

x polek(x) = polek−1(x) .

PROOF: It helps to consider the Fourier transform of x polek(x) . Using a differential identity,
formula (37.25) for the transform of polek , and the product rule yields

F

[
x polek(x)

]∣∣∣
y

=
−1

i2π
DF

[
polek(x)

]∣∣∣
y

=
−1

i2π
D

[
(−i2π)k

2(k − 1)!
yk−1 sgn(y)

]

=
(−i2π)k−1

2(k − 1)!

([
Dyk−1

]
sgn(y) + yk−1 D sgn(y)

)
. (37.32)

Now,

Dyk−1 =
d

dy
yk−1 = (k − 1)yk−2 ,

k − 1

(k − 1)!
=

k − 1

(k − 1)(k − 2) · · · 3 · 2 · 1
=

1

(k − 2) · · · 3 · 2 · 1
=

1

(k − 2)!
,

and

D sgn(y) = D[2 step(y) − 1] = 2D step(y) = 2δ(y) .

Thus,
yk−1 D sgn(y) = 2yk−1δ(y) = 2 · 0k−1δ(y) = 0 ,

and equation (37.32) reduces to

F

[
x polek(x)

]∣∣∣
y

=
(−i2π)k−1

2(k − 1)!

(
(k − 1)yk−2 sgn(y) + 0

)
=

(−i2π)k−1

2(k − 2)!
yk−2 sgn(y) .

On the other hand, again applying formula (37.25), we see that

F

[
polek−1(x)

]∣∣∣
y

=
(−i2π)k−1

2([k − 1] − 1)!
y[k−1]−1 sgn(y) =

(−i2π)k−1

2(k − 2)!
yk−2 sgn(y) .
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690 Solving Simple Equations

So,

F

[
x polek(x)

]∣∣∣
y

=
(−i2π)k−1

2(k − 2)!
yk−2 sgn(y) = F

[
polek−1(x)

]∣∣∣
y

,

telling us that
x polek(x) = polek−1(x) .

More general products follow easily from this lemma. Consider, for example, x n polek(x)

where n is some positive integer. If n < k , then repeated applications of the lemma gives

xn polek(x) = xn−1[x polek(x)
]

= xn−1 polek−1(x)

= xn−2[x polek−1(x)
]

= xn−2 polek−2(x)

...

= xn−n polek−n(x) = polek−n(x) .

If n = k , then, as noted in theorem 37.9 on page 684,

xn polek(x) = xk polek(x) = 1 .

And if n > k , then

xn polek(x) = xn−k[xk polek(x)
]

= xn−k · 1 = xn−k .

The corresponding equations involving (x − ζ )n polek
ζ (x) for nonzero values of ζ can then be

obtained by applying Tζ to the above. The result is summarized below.

Theorem 37.11
Let n and k be positive integers, and let ζ be any point in the complex plane. Then

(x − ζ )n polek
ζ (x) =





polek−n
ζ (x) if n < k

1 if n = k

(x − ζ )n−k if n > k

.

Using the above theorem and a little algebra, it is a simple matter to reduce the product of any
polynomial with any pole function to the sum of another polynomial with a linear combination
of pole functions.

!IExample 37.13: Consider
[
x3 + 4

]
pole2

1(x) . The little algebra involved is

x3 + 4 = (x − 1 + 1)3 + 4

= (x − 1)3 + 3(x − 1)2 + 3(x − 1) + 5 .
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Pole Functions in Transforms, Products, and Solutions 691

Employing this and theorem 37.11,
[
x3 + 4

]
pole2

1(x) =
[
(x − 1)3 + 3(x − 1)2 + 3(x − 1) + 5

]
pole2

1(x)

= (x − 1)3 pole2
1(x) + 3(x − 1)2 pole2

1(x)

+ 3(x − 1) pole2
1(x) + 5 pole2

1(x)

= (x − 1) + 3 + 3 pole1
1(x) + 5 pole2

1(x) .

?IExercise 37.11: Show that

x polei (x) = 1 + i polei (x) .

This example and exercise illustrate the following corollary of theorem 37.11. Its proof
will be left as an exercise.

Corollary 37.12
Let k and ζ be, respectively, a positive integer and a complex number, and assume f (x) is a
polynomial of degree n . If n < k , then there are constants A1, A2, . . ., and Ak−n such that

f (x) polek(x) =

k−n∑

j=1

A j pole j
ζ (x) .

If, on the other hand, n ≥ k , then there is a polynomial h(x) of degree n − k and constants A1,
A2, . . ., and Ak such that

f (x) polek(x) = h(x) +

k∑

j=1

A j pole j
ζ (x) .

?IExercise 37.12: Prove the above corollary.

Finally, we should at least mention the following corollary of theorem 37.11.

Corollary 37.13
Suppose g is a simple multiplier, and

f (x) = (x − ζ )ng(x)

for some positive integer n and some complex number ζ . Then

polek
ζ (x) f (x) = (x − ζ )n−k g(x) for k = 1, 2, 3, . . . , n .

?IExercise 37.13: Prove the last corollary above.

!IExample 37.14: Because
sin(x) = x sinc(x) ,

corollary 37.13 assures us that

pole(x) sin(x) = sinc(x) .
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692 Solving Simple Equations

Pole Function Solutions to Equations
Earlier in this chapter (section 37.3), we developed one way to find a particular solution u0 to

f (x) u(x) = 1

when f (x) is a polynomial. Since that particular solution involved functions and translations
of functions of the form (x − ζ )−k , it should come as no surprise to learn that an alternative
particular solution can be expressed in terms of the associated pole functions. We will describe
that solution (which corresponds to a classical partial fraction expansion), leaving the details of
the proof to you.

Theorem 37.14
Suppose f is a polynomial with distinct roots λ1, λ2, . . ., and λK (and no others). For each
λk , let Mk denote the corresponding multiplicity, and let Ak,1, Ak,2, . . ., and Ak,Mk be the
coefficients in the classical partial fraction expansion

1

f (x)
=

K∑

k=1

Mk∑

m=1

Ak,m

(x − λk)m .

Then the generalized function

u0(x) =

K∑

k=1

Mk∑

m=1

Ak,m polem
λk

(x)

satisfies

f (x) u0(x) = 1 .

?IExercise 37.14: Verify the above theorem.

!IExample 37.15: Consider the equation

[
(x − 1)2(x − 3)

]
u(x) = 1 . (37.33)

Theorem 37.14 tells us that one solution to this equation is

u0(x) = A pole1
1(x) + B pole2

1(x) + C pole1
3(x)

where A , B , and C are the constants in the corresponding partial fraction expansion

1

(x − 1)2(x − 3)
=

A

x − 1
+

B

(x − 1)2
+

C

x − 3
.

These constants are easily determined by, say, first multiplying the above equation through
by (x − 1)2(x − 3) , which gives us

1 = A(x − 3)(x − 1) + B(x − 3) + C(x − 1)2 ,

and then replacing x in this equation with 3 , 1 , and 0 , respectively, giving us the easily
solved system

4C = 1 , − 2B = 1 and 3A − 3B + C = 1 .
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Thus,

C =
1

4
, B = −

1

2
and A =

1

3
[1 + 3B − C] = −

1

4
,

which, in turn, means that

u0(x) = −
1

4
pole1

1(x) −
1

2
pole2

1(x) +
1

4
pole1

3(x)

is one solution to equation (37.33).

Additional Exercises

37.15. Find the solution u(x) to each of the following if it exists:

a.
e2x

x − 3i
u(x) = e6x b.

e2x

x − 3i
u(x) = 0

c.
e2x

x − 3i
u(x) = δ(x) d.

e2x

x − 3i
u(x) = δ3i (x)

37.16. Find the general solution u(x) to each of the following homogeneous equations:

a. (x − i2π) u(x) = 0 b. (x − 4) u(x) = 0

c. (x − 4)3u(x) = 0 d.
[
x3 − x2

]
u(x) = 0

e.
[
x2 + 5x + 6

]
u(x) = 0 f.

[
x4 − 1

]
u(x) = 0

g. (x − 1)4u(x) = 0 h.
[
x2 − 6x + 25

]
u(x) = 0

37.17. Find a particular solution u0(x) and a general solution u(x) to each of the following
nonhomogeneous equations:

a. (x − i2π) u(x) = 1 b. (x − i2π) u(x) = δi2π (x)

c.
[
x2 + 1

]
u(x) = 1 d.

[
x2 + 5x + 6

]
u(x) = δ

e.
[
x2 + 5x + 6

]
u(x) = 1 f.

[
x2 + 5x + 6

]
u(x) = (x + 2)2

37.18 a. Let k denote an arbitrary positive integer, and compute the following transforms in
terms of pole functions:

i. F

[
yk−1 sgn(y)

]
ii. F

−1
[

yk−1 sgn(y)
]

iii. F

[
yk step(y)

]
iv. F

[
yk step(−y)

]

b. Using the above, find the following transforms:

i. F
[
ramp(y)

]
ii. F [|y|]

iii. F

[
|y|k

]
for k = 1, 2, 3, . . .
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694 Solving Simple Equations

37.19. Find a particular solution to each of the following in terms of pole functions:

a.
[
x2 + 5x + 6

]
u(x) = 1 b.

[
x3 − x2

]
u(x) = 1

c.
[
x2 + 9

]
u(x) = 1 d.

[
x2 − 6x + 25

]
u(x) = 1

37.20. Verify that each of the following generalized functions equals pole(x) :

a. D ln |x | b. T−i

[ 1

x − i

]
− iπ δ(x)

c. 1

2
Ti

[
1

i + x

]
−

1

2
T−i

[
1

i − x

]
d. lim

α→∞
F [2i Arctan(αy)]|x

37.21 a. Assume f is a generalized function whose Fourier transform F is an exponentially
integrable function on the real line. Show that the convolution f ∗ polek

ζ is well
defined for each positive integer k and each complex number ζ .

b. Compute the following convolutions:

i. pole ∗ pole ii. pole ∗ pole2

iii. pole(x) ∗
1

1 + x2

37.22. Using Fourier transforms and the material developed in this chapter, find general solu-
tions to each of the following differential equations:

a.
dy

dt
+ 3y = δ b.

d2 y

dt2
= δ

(These are the equations we tried to solve at the beginning of this chapter.)
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The Discrete Theory
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38
Periodic, Regular Arrays

In earlier chapterswe computedFourier transformsof periodic functions (obtaining regular arrays
of delta functions) and Fourier transforms of regular arrays (obtaining periodic functions). You
may have even computed a Fourier transform or Fourier series for one or two regular arrays that
were also periodic (such as a comb function). In this chapter we will look more closely at the
computation of transforms of those delta function arrays that are both periodic and regular. In
the process, we will obtain results and formulas that will be particularly useful in developing the
“discrete theory” of Fourier analysis in the next chapter.

38.1 The Index Period and Other Basic Notions
Let us consider an arbitrary periodic, regular array of delta functions, which, knowing no better,
we will call f . Remember what these terms mean:

1. “ f is a regular array of delta functions” means that f can be expressed as

f (t) =
∞∑

k=−∞
fk δk�t (t)

where �t (the spacing of the array) is some positive value, and the fk’s (the coefficients
of the array) are constants.

2. “ f is periodic” means that, for some positive value p (the period of f ),

f (t − p) = f (t) .

One such f has been sketched in figure 38.1. Looking at this figure, you can see that the period
must clearly be an integral multiple of the spacing; that is,

p = N�t for some positive integer N . (38.1)

It should also be clear that the fk’s must form a repeating sequence with

. . . , fN = f0 , fN+1 = f1 , fN+2 = f2 , fN+3 = f3 , . . . .

In general,
fk+N = fk for k = 0, ±1, ±2, ±3, . . . .

697
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�t
t0 t1 t2 tN tN+1 tN+2

p

T

Figure 38.1: A periodic, regular array with spacing �t , period p , and index period N .
In this figure tk = k�t for k = 0, 1, 2, . . . .

This equation will occasionally be referred as the (N th order) recursion relation for the array
coefficients of f , and the integer N will be called the index period for f .

The index period will turn out to be a rather important parameter. For future reference, let
us rewrite equation (38.1) as

index period of f = period of f

spacing of f
. (38.2)

!�Example 38.1: Consider the periodic, regular array f sketched in figure 38.2 and given
by

f = · · · + 1 δ−4/3 + 2 δ−1 + 3 δ−2/3 + 3 δ−1/3
+ 1 δ0 + 2 δ1/3 + 3 δ2/3 + 3 δ1

+ 1 δ4/3 + 2 δ5/3 + 3 δ2 + 3 δ7/3 + · · · .

Equivalently,

f =
∞∑

k=−∞
fk δk/3

with

f0 = 1 , f1 = 2 , f2 = 3 , f3 = 3 ,

and, for every integer k ,

fk+4 = fk .

By inspection, we see that

the spacing of f is �t = 1

3
,

the index period of f is N = 4 ,

and the period of f is p = 4 · 1
3

= 4

3
.

?�Exercise 38.1: What is the index period for the array sketched in figure 38.1?
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PSfrag replacements

j0
x0

1t

−1−2 0 1/3 2/3 1 4/3
5/3 2

1

2

3

Figure 38.2: The periodic, regular array for example 38.1.

38.2 Fourier Series and Transforms of Periodic,
Regular Arrays

Still assuming f is a periodic, regular array with spacing 1t , period p , index period N , and
formula

f (t) =
∞
∑

k=−∞
fk δk1t (t) , (38.3)

let’s consider the corresponding Fourier transform F = F [ f ] . However, for reasons that will
soon be clear, let us not simply compute F by taking the transform of the above series.

Qualitative Results
From what we already know about transforms of regular arrays and periodic functions:

f is a regular array with spacing 1t H⇒ F is periodic with period
1

1t
,

and

f is periodic with period p H⇒ F is a regular array with spacing
1

p
.

So F is also a periodic, regular array of delta functions, but with

spacing of F =
1

period of f
and period of F =

1

spacing of f
.

Computing the index period of F yields

index period of F =
period of F

spacing of F

=

1

spacing of f
1

period of f

=
period of f

spacing of f
= index period of f .

Thus,

F(ω) =
∞
∑

n=−∞
Fn δn1ω(ω) where 1ω = 1

p
(38.4)
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700 Periodic Regular Arrays

and the Fn’s are constants which, because the index period of F is N (just as for f ), must
satisfy the recursion formula

Fk+N = Fk for k = 0, ±1, ±2, ±3, . . . .

Relatively simple formulas for computing these coefficients will be derived in the next subsection.
One more thing: Since F = F [ f ] , we can recover f from F by taking the inverse

transform. But if we compute this inverse transform using formula (38.4), we get

f (t) = F
−1[F]|t

= F
−1

[

∞
∑

n=−∞
Fn δn1ω

]∣

∣

∣

∣

∣

t

=
∞
∑

n=−∞
Fn F

−1[δn1ω]|t =
∞
∑

n=−∞
Fn ei2πn1ω t .

Thus, since 1ω = 1/p ,

f (t) =
∞
∑

n=−∞
Fn ei2πωn t where ωn = n

p
.

While this is not the formula for f we started with (formula (38.3)), you should recognize
it as a Fourier series representation for f . Indeed, by the uniqueness of the Fourier series
representations (see theorem 36.5 on page 643), this must be the Fourier series representation
for the periodic, regular array f . Hence, the Fn’s must be the Fourier coefficients for f .

What would we have gotten if we had simply computed F by taking the transform of the
series in the original formula for f , equation (38.3)? This:

F(ω) = F

[

∞
∑

k=−∞
fk δk1t

]∣

∣

∣

∣

∣

ω

=
∞
∑

k=−∞
fk F [δk1t ]|ω =

∞
∑

k=−∞
fk e−i2πk1t ω ,

which, after letting n = −k , must clearly give the Fourier series expansion for F .
This is a good point for us to stop and summarize what we’ve just derived in a theorem.

While we are at it, let us also note that completely analogous results would have been obtained
if we had been seeking the inverse Fourier transform of a periodic, regular array F .

Theorem 38.1
The Fourier transform and inverse Fourier transform of a periodic, regular array of delta functions
are also periodic, regular arrays, and all three have the same index period. Moreover, if

f =
∞
∑

k=−∞
fk δk1t and F =

∞
∑

n=−∞
Fn δn1ω

are periodic, regular arrays with F = F [ f ] , then, with p denoting the period of f and P
denoting the period of F ,

1. 1ω = 1/p and 1t = 1/P ,

and

2. Fn is the nth Fourier coefficient for f , while f−k is the kth Fourier coefficient for F .
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In other words, the Fourier series representations for f and F are

f (t) =
∞∑

n=−∞
Fn e

i2πωnt where ωn = n

p
= n�ω

and

F(ω) =
∞∑

k=−∞
f−k ei2π tkω where tk = k

P
= k�t .

!�Example 38.2: Let F = F [ f ] where f is the array of delta functions discussed in
example 38.1 and sketched in figure 38.2. Since f is a periodic, regular array, so is F .
Moreover, since we already know the spacing �t , index period N , and period p of f are

�t = 1

3
, N = 4 and p = 4

3
,

we also know (by the above discussion) that

the spacing of F is �ω = 1

period of f
= 1

p
= 1

4/3
= 3

4
,

the index period of F is N = 4 ,

and the period of F is P = 1

spacing of f
= 1

�t
= 1

1/3
= 3 .

Computing the Coefficients
Reducing Integration to Summation

Computing the Fn’s from the fk’s is fairly straightforward (still assuming these are the coef-
ficients of the arrays from the previous subsection). Since the Fn’s are the Fourier coefficients
of f , they are given by the integral formula

Fn = 1

p

∫ a+p

a
f (t) e−i2πωnt dt

where a is any conveniently chosen real number and ωn = n�ω .
From figure 38.3, we see that any point be-

t−1 t0 t1 tN−1 tN tN+1
p

a

Figure 38.3: Choosing a ( tk = k�t ).

tween 0 and −�t would be a convenient choice
for a . Let us choose a = −�t/2 . Then, by the
relation between N , p , and �t ,

a + p = − 1

2
�t + N�t

=
(
N − 1

2

)
�t .

With this choice for a , the array formula
for f , and our knowledge of how to compute
integrals of arrays and delta functions, the computation of the integral formula for Fn becomes
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straightforward:

Fn = 1

p

∫

(

N− 1
2

)

1t

− 1
2 1t

[

∞
∑

k=−∞
fk δk1t (t)

]

e−i2πωn t dt

= 1

p

∞
∑

k=−∞

∫

(

N− 1
2

)

1t

− 1
2 1t

fk e−i2πωn tδk1t (t) dt

= 1

p

∞
∑

k=−∞

{

fk e−i2πωnk1t if −1t/2 < k1t <
(

N − 1/2
)

1t

0 otherwise

}

= 1

p

∞
∑

k=−∞

{

fk e−i2πωnk1t if k = 0, 1, 2, . . . , N − 1

0 otherwise

}

.

Thus,

Fn = 1

p

N−1
∑

k=0

fk e−i2πωnk1t for n = 0, ±1, ±2, ±3, . . . .

A similar formula allows us to compute the fk’s from the Fn’s . Before deriving that
formula, though, let us express this last formula in a form that will turn out to be more convenient
(and will help prevent the confusion that may arise due to our foolishly denoting the periods of
f and F by the similar looking symbols p and P ). Recalling the relations between N , p ,
1t , and 1ω , we see that

1ω = 1

p
= 1

N1t
and 1ω 1t = 1

N1t
1t = 1

N
. (38.5)

With this,

2πωnk1t = 2πn1ω k1t = 2π(1ω 1t)nk = 2π

N
nk ,

and the last formula for Fn becomes

Fn = 1

N1t

N−1
∑

k=0

fk e−i 2π
N nk for n = 0, ±1, ±2, ±3, . . . . (38.6)

!IExample 38.3: Assuming

F =
∞
∑

n=−∞
Fn δn1ω

is the Fourier transform of the periodic, regular array f from example 38.1 (and sketched in
figure 38.2), let us compute F1 .

Here, N = 4 . 1t = 1/3 , and the “first four” coefficients of the array f are

f0 = 1 , f1 = 2 , f2 = 3 and f3 = 3 .

Plugging this into formula (38.6), with n = 1 , we get

F1 = 1

4
(1/3

)

4−1
∑

k=0

fk e−i 2π
4 1·k

= 3

4

[

f0 e−i 2π
4 1·0 + f1 e−i 2π

4 1·1 + f2 e−i 2π
4 1·2 + f3 e−i 2π

4 1·3
]

© 2001 by Chapman & Hall/CRC
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= 3

4

[

1 e0 + 2 e−i π
2 + 3 e−iπ + 3 e−i 3π

2

]

= 3

4
[1 + 2(−i) + 3(−1) + 3(i)] = − 3

2
+ 3

4
i .

?IExercise 38.2: Let f and F be the arrays from which equation (38.6) was derived. Show
that

fk = 1

N1ω

N−1
∑

n=0

Fn ei 2π
N kn for k = 0, ±1, ±2, ±3, . . . . (38.7)

The Matrices of Exponentials for the Transforms

Here are a few observations regarding formula (38.6):
First of all, because we are computing the coefficients of the periodic, regular array

F =
∞
∑

n=−∞
Fn δn1ω

having index period N , we need only use formula (38.6) to compute N of these coefficients, say,
F0, F1, F2, . . ., and FN−1 . The rest can be computed from the recursion relation FN+k = Fk .

The second observation is that formula (38.6) can be written as a matrix product:

Fn = 1

N1t

N−1
∑

k=0

fk e−i 2π
N nk

= 1

N1t

[

e−i 2π
N n·0 f0 + e−i 2π

N n·1 f1 + e−i 2π
N n·2 f2 + · · · + e−i 2π

N n(N−1) fN−1

]

= 1

N1t

[

e−i 2π
N n·0 e−i 2π

N n·1 e−i 2π
N n·2 · · · e−i 2π

N n(N−1)
]

















f0

f1

f2

...

fN−1

















.

Since e0 = 1 , this gives

F0 = 1

N1t

[

1 1 1 · · · 1
]

















f0

f1

f2

...

fN−1

















,

F1 = 1

N1t

[

1 e−i 2π
N 1·1 e−i 2π

N 1·2 · · · e−i 2π
N 1(N−1)

]

















f0

f1

f2

...

fN−1

















,
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704 Periodic Regular Arrays

F2 = 1

N1t

[

1 e−i 2π
N 2·1 e−i 2π

N 2·2 · · · e−i 2π
N 2(N−1)

]

















f0

f1

f2

...

fN−1

















,

and so on.

All of this can be written somewhat more concisely as



















F0

F1

F2

...

FN−1



















= 1

N1t



















1 1 1 · · · 1

1 e−i 2π
N 1·1 e−i 2π

N 1·2 · · · e−i 2π
N 1(N−1)

1 e−i 2π
N 2·1 e−i 2π

N 2·2 · · · e−i 2π
N 2(N−1)

...
...

...
. . .

...

1 e−i 2π
N (N−1)1 e−i 2π

N (N−1)2 · · · e−i 2π
N (N−1)(N−1)





































f0

f1

f2

...

fN−1



















and even more concisely as

F = 1

N1t
MN f (38.8a)

provided it is understood that

F =

















F0

F1

F2

...

FN−1

















, f =

















f0

f1

f2

...

fN−1

















, (38.8b)

and

MN =



















1 1 1 · · · 1

1 e−i 2π
N 1·1 e−i 2π

N 1·2 · · · e−i 2π
N 1(N−1)

1 e−i 2π
N 2·1 e−i 2π

N 2·2 · · · e−i 2π
N 2(N−1)

...
...

...
. . .

...

1 e−i 2π
N (N−1)1 e−i 2π

N (N−1)2 · · · e−i 2π
N (N−1)(N−1)



















. (38.8c)

Because MN plays a significant role in the next chapter, we will give it a name — the N th

matrix of exponentials for F . Do note the following:

1. MN is an N × N matrix that depends only on the integer N .

2. We will index the rows and columns of this matrix using 0, 1, 2, …, N − 1 (instead
of 1, 2, 3, …, N ). Consequently, for us, the upper leftmost component is the (0, 0)th

component, the lower rightmost component is the (N − 1, N − 1)th component, and the
(n, k)th component is

[

MN

]

n,k = e−i 2π
N nk .

3. Since
[

MN

]

n,k = e−i 2π
N nk = e−i 2π

N kn =
[

MN

]

k,n ,

MN is a symmetric matrix.
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Computing each component of MN is fairly simple provided you recall some basic facts
about complex exponentials (and N is not too large). For example, to compute each

[

MN

]

n,k = e−i 2π
N nk ,

you can use Euler’s formula ( e−iθ = cos(θ) − i sin(θ) ) or a sketch similar to figure 6.3 on
page 63. Or you can compute just e−iθ with θ = 2π/N , followed by the elementary calculation

e−iθnk =
(

e−iθ )nk
.

Naturally, when N is large, it is a good idea to combine these basic facts with a computer.

!IExample 38.4: The 4th matrix of exponentials for F , M4 , is given by

M4 =













1 1 1 1

1 e−i 2π
4 1·1 e−i 2π

4 1·2 e−i 2π
4 1·3

1 e−i 2π
4 2·1 e−i 2π

4 2·2 e−i 2π
4 2·3

1 e−i 2π
4 3·1 e−i 2π

4 3·2 e−i 2π
4 3·3













.

In this case the computation of the components is especially simple because

e−i 2π
4 = e−i π

2 = −i .

So, for n = 0, 1, 2, and 3 , and k = 0, 1, 2, and 3 ,

[

MN

]

n,k = e−i 2π
N nk = (−i)kn .

Thus,

M4 =











1 1 1 1

1 (−i)1 (−i)2 (−i)3

1 (−i)2 (−i)4 (−i)6

1 (−i)3 (−i)6 (−i)9











=











1 1 1 1

1 −i −1 i

1 −1 1 −1

1 i −1 −i











. (38.9)

!IExample 38.5: Let’s continue our earlier examples and finish computing the periodic,
regular array

F =
∞
∑

n=−∞
Fn δn1ω

obtained by taking the Fourier transform of the periodic, regular array f from example 38.1
and figure 38.2.

Remember, in the previous examples we saw or derived the following:

1. The “first four” coefficients of the array f :

f0 = 1 , f1 = 2 , f2 = 3 and f3 = 3 .

2. The index period N for both f and F , the spacing 1t of f , and the spacing 1ω

of F :
N = 4 , 1t = 1

3
and 1ω = 3

4
.

3. The formula for M4 , the 4th matrix of exponentials for F (formula (38.9)).

© 2001 by Chapman & Hall/CRC
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Plugging the appropriate quantities from above into equation (38.8a), we obtain










F0

F1

F2

F3











= 1

4
(

1/3

)











1 1 1 1

1 −i −1 i

1 −1 1 −1

1 i −1 −i





















1

2

3

3











= 3

4



















1 · 1 + 1 · 2 + 1 · 3 + 1 · 3

1 · 1 − i · 2 − 1 · 3 + i · 3

1 · 1 − 1 · 2 + 1 · 3 − 1 · 3

1 · 1 + i · 2 − 1 · 3 − i · 3



















=



















27

4

− 3

2
+ 3

4
i

− 3

4

− 3

2
− 3

4
i



















.

So,

F =
∞
∑

n=−∞
Fn δ3n/4

where

F0 = 27

4
, F1 = − 3

2
+ 3

4
i , F2 = − 3

4
and F3 = − 3

2
− 3

4
i ,

and the other F’s can be computed from F0 , F1 , F2 , and F3 via

Fk+4 = Fk .

In particular

F4 = F0+4 = F0 = 27

4
, F5 = F1+4 = F1 = − 3

2
+ 3

4
i ,

and

F−1 = F−1+4 = F3 = − 3

2
− 3

4
i .

In a very similar fashion you can show that the fk’s can be computed from the Fn’s using
the recursion formula fk+N = fk and the matrix/vector formula

f = 1

N1ω
M∗

N F (38.10)

where f and F are, again, as in line (38.8b), and

M∗
N =



















1 1 1 · · · 1

1 ei 2π
N 1·1 ei 2π

N 1·2 · · · ei 2π
N 1(N−1)

1 ei 2π
N 2·1 ei 2π

N 2·2 · · · ei 2π
N 2(N−1)

...
...

...
. . .

...

1 ei 2π
N (N−1)1 ei 2π

N (N−1)2 · · · ei 2π
N (N−1)(N−1)



















.

This matrix, which happens to be the complex conjugate of MN , will be called the N th matrix
of exponentials for F

−1 . Like MN , it is a symmetric N × N matrix depending only on the
integer N . Its components are given by

[

M∗
N

]

k,n = ei 2π
N kn

where, as with MN , we let the indices range from 0 to N − 1 .

© 2001 by Chapman & Hall/CRC
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?�Exercise 38.3: Derive formula (38.10) from formula (38.7).

Since we’ve spent so much effort deriving the formulas in this section, we should immor-
talize them in a theorem.

Theorem 38.2 (Fourier coefficients of periodic, regular arrays)
Assume

f =
∞∑

k=−∞
fk δk�t and F =

∞∑
n=−∞

Fn δn�ω

are two periodic, regular arrays related by F = F [ f ] . Let N be their index period. Then

F = 1

N�t
MN f and f = 1

N�ω
M∗

NF (38.11)

where MN and M∗
N are the N th matrices of exponentials for F and F −1 , respectively, and

F =

⎡⎢⎢⎢⎢⎢⎢⎣

F0
F1
F2
...

FN−1

⎤⎥⎥⎥⎥⎥⎥⎦ and f =

⎡⎢⎢⎢⎢⎢⎢⎣

f0
f1
f2
...

fN−1

⎤⎥⎥⎥⎥⎥⎥⎦ .

Finally, here are two corollaries that will be useful in the next chapter. The first describes
transforms of periodic, regular arrays having spacing related to the index period in a certain way.
It follows directly from the two theorems in this chapter and equation set (38.5) on page 702.
The second, which can easily be obtained from either the first corollary or the above theorem,
points out that the two matrices of exponentials, slightly rescaled, are inverses of each other.

Corollary 38.3
Let N , f , F , f , F , MN and M∗

N be as in theorem 38.2. Assume, further, that either

spacing of f = 1√
N

or spacing of F = 1√
N

.

Then
spacing of f = 1√

N
= spacing of F ,

and
F = 1√

N
MN f and f = 1√

N
M∗

NF .

Corollary 38.4 (inversion of exponential matrices)
Let MN and M∗

N be the N th matrices of exponentials for F and F −1 , respectively. Then,
for any N–dimensional column vector x ,

1

N
MNM

∗
Nx = x = 1

N
M∗

NMNx .

?�Exercise 38.4 a: Prove corollary 38.3.

b: Prove corollary 38.4.
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Additional Exercises

38.5. Compute the following matrices of exponentials for F and F −1 :
a. M1 b. M2 c. M3 d. M∗

2 e. M∗
3

38.6. Let

f =
∞∑

k=−∞
fk δk�t and F =

∞∑
n=−∞

Fn δn�ω

be two periodic, regular arrays with index period N = 4 and related by F = F [ f ] .
Also, assume

�t = 2

3
, f0 = 3 , f1 = −1 , f2 = 1 and f3 = 5 .

a. Determine the period of f and sketch the array.

b. What is the spacing �ω and period P of F ?

c. Find the values F0 , F1 , F2 , F3 , F4 , and F−1 .

38.7. For each array f given below:

1. Determine the spacing, index period, and period of both the array f and the
array’s Fourier transform F = F [ f ] .

2. Sketch the array f (unless it is already sketched).

3. Using the appropriate recursion formula and matrix of exponentials, compute
the coefficients of F = F [ f ] .

4. Sketch the array F .

a. comb1/3 b.
∞∑

k=−∞
(−1)kδk

c. the array in figure 38.4a d. the array in figure 38.4b

−1−2−4−6 00 1 22 4 6 8 10 1/2 3/2 5/2−1/2−3/2

−1

1

1

2

(a) (b)

Figure 38.4: Two arrays of delta functions. (Two or more periods of each are sketched, and
the coefficients are all integer valued.)
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39
Sampling and the Discrete
Fourier Transform

There are many situations in which the functions we would like to analyze are mainly known
through measurements. Consider, for example, the temperature at time t at some location.
Whether this position is in a cup of coffee or a coupling in a rocket engine, it is overly idealistic
to assume we can derive, from basic principles alone, a precise formula f (t) describing how this
temperature varies with time. Instead, we might measure that temperature at various times — t0,
t1, t2, . . . — and then base any further analysis on that sequence of measured values — f (t0),
f (t1), f (t2), . . .— along with, of course, our knowledge of thermodynamics.

Lack of knowledge is not the only reason to deal with a sequence of “sample” values
for a function. Programming a computer to compute, say, the integral of an arbitrary function
symbolically (as we normally do using pencil and paper) can be a challenging task. Programming
a computer to do analogous computations with a list of sampled values (say, using a Riemann
sum to approximate an integral), however, can be a relatively straightforward job.

Here, we will develop the“discrete theory of Fourier analysis”. This theory can be viewed as
a collection of methods for analyzing and manipulating numerical sequences that are analogous
to well known methods for analyzing and manipulating ordinary functions. Before that, though,
we should discuss how to generate sequences from functions via “sampling”, and how to construct
“discrete approximations” from those sequences. It will be these discrete approximations that
link the theory already developed and the “discrete theory” that will then be developed.

39.1 Some General Conventions and Terminology
Throughout this chapter, N will denote some positive integer, and we will repeatedly find
ourselves considering various ordered sets of N numbers. Unless it represents something
special, such as a “sampling of some function” (defined in a few paragraphs), we will refer to
any such set as either an ordered set, list, or sequence, as the spirit moves us.

The order of a given set of numbers is simply the number of numbers in that set. Hence,
any “N th order sequence” is just a list of N numbers.

In the previous chapter, we found it convenient to index the rows and columns of certain
N × N matrices using 0, 1, . . ., N − 1 instead of 1, 2, . . ., N . We will extend that convention
here, indexing all N × N matrices in that manner. To match this, the indexing of any N th order
sequence will also go from index = 0 to index = N − 1 . (This is a standard convention in
this subject. It makes sense because, typically, the 0th element in each list corresponds to some
variable — other than the index — being 0 .)

709
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710 Sampling and the Discrete Fourier Transform

39.2 Sampling and the Discrete Approximation
Nth Order Samplings
For the next few sections, we will be considering a function f defined over some interval of the
real line. For now, let us assume f is at least piecewise continuous on that interval.

An (N th order) sampling (or N th order sample) of the function f consists of two sequences
of N numbers. The first is an ordered set of points

{ x0 , x1 , x2 , . . . , xN−1 }

from the interval on which f is defined. These are the points “at which the sampling is taken”
and are assumed to be points at which f is well defined. They are always chosen and indexed
so that

x0 < x1 < x2 < · · · < xN−1 .

The second sequence
{ f0 , f1 , f2 , . . . , fN−1 }

is the corresponding sequence of values for f (x) , that is,

fk = f (xk) for k = 0, 1, 2, . . . , N − 1 .

Any such sampling can be graphed by plotting the points

(x0, f0) , (x1, f1) , (x2, f2) , · · · and (xN−1, fN−1)

on an appropriate coordinate system, as illustrated in figure 39.1a (or on two coordinate systems,
if both the real and imaginary parts of the fk’s are nonzero).

The order of the sampling is simply the number of samples taken, N . A window for the
sampling is any interval containing the points at which the sampling is taken. In particular,
the smallest possible window, [x0, xN−1] , will be referred to as the minimal window for the
sampling, and, unless otherwise indicated, L will denote the length of this window,

L = length of minimal window = xN−1 − x0 .

A uniform sampling is one in which the spacing between the consecutive xk’s is uniform.
To be more precise, our sampling is uniform if and only if there is a fixed positive distance 1x
such that

xk − xk−1 = 1x for k = 1, 2, 3, . . . , N − 1 .

Naturally enough, we will call this distance the spacing of the sampling. Clearly, assuming the
above relation holds,

x1 = x0 + 1x ,

x2 = x1 + 1x = x0 + 21x ,

x3 = x2 + 1x = x0 + 31x ,

and so on.

In general,
xk = x0 + k1x for k = 0, 1, 2, . . . , N − 1 .

Consequently,
xN−1 = x0 + (N − 1)1x
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�x�x x0x0 x1x1 x2x2 xN−1xN−1
L + �xL

XX

minimal window natural window
(a) (b)

Figure 39.1: (a) The graph of an N th order regular sampling with spacing �x of a
continuous, real-valued function f , with each dot representing a point
(xk , fk) . (b) A simple piecewise continuous approximation to the function on
the natural window on the sampling. In these figures xk = k�x .

and

L = xN−1 − x0 = (N − 1)�x .

Thus, for a uniform sampling,

window length = (order − 1)× spacing . (39.1)

A regular sampling, as illustrated in figure 39.1a, is a uniform sampling whose minimal
window starts at 0 . So, if we have a regular sampling of order N and spacing �x , then the
points at which the samples are taken are all given by

xk = k�x for k = 0, 1, 2, . . . , N − 1 , (39.2)

and the corresponding samples of f are given by

fk = f (k�x) for k = 0, 1, 2, . . . , N − 1 .

Moreover, since x0 = 0 and xN−1 = (N − 1)�x = L , the minimal window of the regular
sampling is just [0, L] .

Most of the samplings we will consider are regular samplings. Because of this, the points
in the first list (the xk’s ) of most of our samplings can be computed from formula (39.2), and the
minimal window length, spacing, and order of the sampling can all be determined from equation
(39.1), provided any two of these parameters are known. So we won’t need to explicitly give
all the parameters for our samplings, nor will we need to explicitly state the xk’s . This allows
us (when our sampling is regular) to adopt the shorthand of referring to just the list of “sampled
values”, { f0, f1, . . ., fN−1} , as the either the “N th order regular sampling of f over the minimal
window [0, L] ” or as the “N th order regular sampling of f with spacing �x ”.

!�Example 39.1: Let’s find the 4th order regular sampling for the function f (x) = x2 over
the window [0, 2] . Here, we know the order N is 4 and the window length L is 2 . From
equation (39.1), we find that the sample spacing �x is

�x = L

N − 1
= 2

4− 1
= 2

3
.

So the four points at which f is sampled are

x0 = 0 , x1 = 1�x = 2

3
, x2 = 2�x = 4

3
and x3 = L = 2 .
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712 Sampling and the Discrete Fourier Transform

The corresponding sampled values of f (x) = x 2 are

f0 = f (x0) = (0)2 = 0 ,

f1 = f (x1) =
(

2

3

)2
= 4

9
,

f2 = f (x2) =
(

4

3

)2
= 16

9
,

and

f3 = f (x3) − (2)2 = 4 ,

giving us {
0 ,

4

9
,

16

9
, 4

}

as the 4th order sampling of f (x) = x2 over the minimal window [0, 2] .

?IExercise 39.1: What is the 3rd order regular sampling of f (x) = x2 over the minimal
window [0, 1] ? (Be sure to also give the spacing for this sampling.)

If our original function f is continuous, then it is natural to view each fk in our sampling
as being an approximation to the value of f (x) for all x in a small interval about xk . And if
our sampling is uniform with spacing 1x , it is even more natural to take that small interval to
be the interval of length 1x with xk at its center. So, if f is continuous and { f0, . . ., fN−1}
is its N th order regular sampling with spacing 1x , then

f0 approximates f (x) over the interval
(
− 1

2
1x ,

1

2
1x

)
,

f1 approximates f (x) over the interval
(

1

2
1x ,

3

2
1x

)
,

...

and

fN−1 approximates f (x) over the interval
([

N − 1 − 1

2

]
1x ,

[
N − 1

2

]
1x

)

(see figure 39.1b). All in all, this gives us a piecewise continuous approximation to f (x) over
the interval (

− 1

2
1x ,

[
N − 1

2

]
1x

)
.

Let us call this interval the natural window for the sampling. Notice that

length of natural window =
[

N − 1

2

]
1x + 1

2
1x = N1x = L + 1x .

So, in terms of the length of the minimal window, L , the natural window is
(
− 1

2
1x, L + 1

2
1x

)
.

For a graphical comparison of a minimal window with a corresponding natural window, see
figure 39.1.

!IExample 39.2: For the sampling in example 39.1, the minimal window is [0, 2] and the
spacing is 1x = 2/3 . So the natural window is

(
− 1

3
, 2 + 1

3

)
=

(
− 1

3
,

7

3

)
.
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The Discrete Approximation and Its Transforms 713

?IExercise 39.2: What is the natural window for a 3rd order regular sampling over the
minimal window [0, 1] ? (Be sure to also give the spacing for this sampling.)

39.3 The Discrete Approximation and Its Transforms
Derivation of the Discrete Approximation
Suppose

{ f0 , f1 , f2 , . . . , fN−1 }

is an N th order regular sampling with spacing 1x of some piecewise continuous function f
over the minimal window [0, L] . Suppose, further, we want to do some analysis involving the
Fourier transform of f . That, of course, is not possible if all we know about f is our sampling
— Fourier transforms are taken of functions, not lists of numbers. So, as an alternative, we might
try to construct a function (or generalized function) f̂ that can be used in place of the partially
known f . This function would naturally have to satisfy the following three requirements:

1. f̂ can be constructed using only information from the sampling.

2. Over the natural window, f̂ approximates f in some way. In particular, since we are
interested in doing Fourier analysis, we want some assurance that integrals of f can be
reasonably approximated by the corresponding integrals of f̂ .

3. The Fourier transforms of f̂ should be fairly easy to compute, as should the further
transforms of F

[
f̂
]

and F
−1

[
f̂
]

. If we can easily program a computer to do these
computations, all the better.

We can break down the construction of f̂ to answering two basic questions: What should
f̂ be inside the natural window? and What should f̂ be outside the natural window?

There are many ways of approximating f on the natural window using the given sampling.
One obvious possibility, a piecewise continuous function whose graph consists of horizontal
lines, is sketched in figure 39.1b. Unfortunately, computing the Fourier transform of such a
function (and doing further computations with those transforms) can be downright tedious when
N is large. So let’s look a little more closely at our requirements to see if we can obtain a more
convenient approximation f̂ .

Converted to standard mathematical symbolism, the second requirement is that, as well as
we can determine from our data,

∫ (
N− 1

2

)
1x

− 1
21x

f̂ (x)φ(x) dx ≈
∫ (

N− 1
2

)
1x

− 1
21x

f (x)φ(x) dx

for any continuous function φ on the natural window. True, computing the integral on the right
is impossible if all we know about f is the sampling, but that sampling can be used to compute
a corresponding Riemann sum approximation for the integral,

∫ (
N− 1

2

)
1x

− 1
21x

f (x)φ(x) dx ≈
N−1∑

k=0

f (k1x)φ(k1x)1x =
N−1∑

k=0

fk φ(k1x)1x .
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714 Sampling and the Discrete Fourier Transform

Notice, however, that

N−1∑

k=0

fk φ(k1x)1x =
N−1∑

k=0

fk

[∫ (
N− 1

2

)
1x

− 1
21x

φ(x) δk1x (x) dx

]
1x

=
∫ (

N− 1
2

)
1x

− 1
21x

[
N−1∑

k=0

fk 1x δk1x (x)

]
φ(x) dx .

So,
∫ (

N− 1
2

)
1x

− 1
21x

f (x)φ(x) dx ≈
∫ (

N− 1
2

)
1x

− 1
21x

[
N−1∑

k=0

fk 1x δk1x (x)

]
φ(x) dx ,

suggesting that, within the natural window, we use

f̂ (x) =
N−1∑

k=0

f̂k δk1x (x)

where

f̂k = fk 1x for k = 0, 1, 2, . . . , N − 1 .

Since computing Fourier transforms of delta functions is a rather simple procedure, we’ll take
the suggestion.

Deciding how to extend our definition of f̂ beyond the natural window is a bit simpler.
For one thing, we will not attempt to define f̂ as an approximation to f outside this interval
because, in general, the sampling gives no data regarding f (x) here. So we are free to extend
our definition of f̂ however we wish, keeping in mind that we wish the computation of its
Fourier transforms to be as simple as possible. There are two natural choices: Either define
f̂ to be 0 outside the natural window, or define f̂ to be periodic with period p equaling the
length of the natural window,

p = N1x .

Combined with our definition of f̂ on the natural window, the first choice would give

f̂ (x) =
N−1∑

k=0

f̂k δk1x (x) ,

while the second choice would give

f̂ (x) =
∞∑

k=−∞
f̂k δk1x (x) with f̂k+N = f̂k .

Clearly (given the material in the previous chapter), the latter is the more clever choice — it gives
a periodic, regular array with index period N and with Fourier transforms that are also periodic,
regular arrays with index period N which can be computed via simple matrix multiplications.

Let us make the more clever choice, and restate all that we have derived in a definition.

Definition of the Discrete Approximation

Assume { f0, f1, . . ., fN−1} is the N th order regular sampling with spacing 1x of some function
f . The corresponding discrete approximation of f is the periodic, regular array

f̂ =
∞∑

k=−∞
f̂k δk1x

© 2001 by Chapman & Hall/CRC
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�x0 1/2 1−1/2
N/2

p
X

natural window

Figure 39.2: The discrete approximation for the function and sampling from figure 39.1
assuming that �x = 1/2 . The sampling and the graph of the function over the
natural window have also been sketched.

with spacing �x , index period N , and coefficients

f̂k =
{
fk �x if k = 0, 1, 2, . . . , N − 1

fk+N in general
.

An illustration of a discrete approximation has been given in figure 39.2.
The above array f̂ will also be referred to as the N th order discrete approximation to f

with spacing �x . With this terminology, we need not explicitly state the sampling since that
can be easily reconstructed from the array by dividing f̂0, f̂2, . . ., and f̂N−1 by �x .

?�Exercise 39.3: What would figure 39.2 look like if �x = 1 ? if �x = 2 ?

!�Example 39.3: Consider the 4th order sampling of f (x) = x2 over the minimal window
[0, 2] . From example 39.1, we know the spacing for this sampling is �x = 2/3 , and the
sampling, itself, is

{ f0 , f1 , f2 , f3} =
{
0 ,

4

9
,
16

9
, 4
}

.

The corresponding discrete approximation, then, is

f̂ =
∞∑

k=−∞
f̂k δ2k/3

where
f̂0 = 0 · 2

3
= 0 , f̂1 = 4

9
· 2
3

= 8

27
,

f̂2 = 16

9
· 2
3

= 32

27
, f̂3 = 4 · 2

3
= 8

3
,

and

f̂k+N = fk for k = 0, ±1, ±2, ±3, . . . .

Equivalently,

f̂ = · · · + 0 δ−8/3 + 8

27
δ−2 + 32

27
δ−4/3 + 8

3
δ−2/3

+ 0 δ0 + 8

27
δ2/3 + 32

27
δ4/3 + 8

3
δ2

+ 0 δ8/3 + 8

27
δ10/3 + 32

27
δ4 + 8

3
δ14/3 + · · · .
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716 Sampling and the Discrete Fourier Transform

?IExercise 39.4: What is the 3rd order discrete approximation of f (x) = x2 over the
minimal window [0, 1] ? (This continues exercise 39.1.)

Fourier Transforms of Discrete Approximations

Now consider computing the Fourier transform of an N th order discrete approximation

f̂ =
∞∑

k=−∞
f̂k δk1t

of some function f . Behind this approximation is the N th order regular sampling of f with
spacing 1t ,

{ f0 , f1 , f2 , . . . , fN−1 } .

The notation, unfortunately, can become awkward if we follow the conventions you are
probably expecting. We would soon have far too many symbols based on the sixth letter of the
alphabet, with some denoting two different entities. To avoid this, we will use Ĝ to denote the
Fourier transform of f̂ ,

Ĝ = F
[

f̂
]

.

By definition, f̂ is a periodic, regular array with index period N . As we saw in the
previous chapter, so is its Fourier transform, Ĝ , but with spacing

1ω = 1

period of f̂
= 1

N1t
.

Thus,

F
[

f̂
]

= Ĝ =
∞∑

n=−∞
Ĝn δn1ω with Ĝn+N = Ĝn .

Now let

f =




f0

f1

f2

...

fN−1




, f̂ =




f̂0

f̂1

f̂2

...

f̂N−1




and Ĝ =




Ĝ0

Ĝ1

Ĝ2

...

Ĝ N−1




.

From theorem 38.2 on page 707, we know the array coefficients of f̂ and Ĝ = F
[

f̂
]

are
related by

Ĝ = 1

N1t
MN f̂ and f̂ = 1

N1ω
M∗

N Ĝ (39.3)

where MN and M∗
N the N th matrices of exponentials for F and F −1 , respectively.

But, by the definition of the discrete approximation f̂ ,

f̂ =




f̂0

f̂1

f̂2

...

f̂N−1




=




1t f0

1t f1

1t f2

...

1t fN−1




= 1t f .
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The Discrete Approximation and Its Transforms 717

So
Ĝ = 1

N1t
MN f̂ = 1

N1t
MN1t f = 1

N
MN f .

On the other hand, replacing f̂ with 1t f in the second equation in equation set (39.3), and then
dividing through by 1t yields

f = 1

N1t1ω
M∗

N Ĝ ,

which, because

N1t = period of f and 1ω = 1

period of f
,

reduces to
f = M∗

N Ĝ .

All this gives us the following theorem.

Theorem 39.1
Let

f =




f0

f1

f2

...

fN−1




and Ĝ =




Ĝ0

Ĝ1

Ĝ2

...

Ĝ N−1




where
{ f0 , f1 , f2 , . . . , fN−1 }

is the N th order regular sampling with spacing 1t of some function f , and

Ĝ =
∞∑

n=−∞
Ĝn δn1ω with Ĝn+N = Ĝn and 1ω = 1

N1t

is the Fourier transform of the discrete approximation of f corresponding to the above sampling.
Then

Ĝ = 1

N
MN f and f = M∗

N Ĝ (39.4)

where MN and M∗
N are the N th matrices of exponentials for F and F −1 , respectively.

The corresponding theorem regarding the inverse transform of the discrete approximation
can be obtained in a similar fashion or by using near-equivalence.

Theorem 39.2
Let

F =




F0

F1

F2

...

FN−1




and ĝ =




ĝ0

ĝ1

ĝ2

...

ĝN−1




© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

718 Sampling and the Discrete Fourier Transform

where
{ F0 , F1 , F2 , . . . , FN−1 } ,

is the N th order regular sampling with spacing 1ω of some function F , and

ĝ =
∞∑

k=−∞
ĝk δk1t with ĝk+N = ĝk and 1t = 1

N1ω

is the inverse Fourier transform of the discrete approximation of F corresponding to the above
sampling. Then

ĝ = 1

N
M∗

N F and F = MN ĝ (39.5)

where MN and M∗
N are the N th matrices of exponentials for F and F −1 , respectively.

It is worth recalling that

MN =




1 1 1 · · · 1

1 e−i 2π
N 1·1 e−i 2π

N 1·2 · · · e−i 2π
N 1(N−1)

1 e−i 2π
N 2·1 e−i 2π

N 2·2 · · · e−i 2π
N 2(N−1)

...
...

...
. . .

...

1 e−i 2π
N (N−1)1 e−i 2π

N (N−1)2 · · · e−i 2π
N (N−1)(N−1)




and

M∗
N =




1 1 1 · · · 1

1 ei 2π
N 1·1 ei 2π

N 1·2 · · · ei 2π
N 1(N−1)

1 ei 2π
N 2·1 ei 2π

N 2·2 · · · ei 2π
N 2(N−1)

...
...

...
. . .

...

1 ei 2π
N (N−1)1 ei 2π

N (N−1)2 · · · ei 2π
N (N−1)(N−1)




.

Using these matrices, it is trivial to verify that the equations in set (39.4) can also be written as

Ĝn = 1

N

N−1∑

k=0

fk e−i 2π
N kn for n = 0, 1, 2, . . . , N − 1

and

fk =
N−1∑

n=0

Ĝn ei 2π
N nk for k = 0, 1, 2, . . . , N − 1 ,

while those in equation set (39.5) can be written as

ĝk = 1

N

N−1∑

n=0

Fn ei 2π
N nk for k = 0, 1, 2, . . . , N − 1

and

Fn =
N−1∑

k=0

ĝk e−i 2π
N kn for n = 0, 1, 2, . . . , N − 1 .
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Are These Good Approximations?
Error Bounds on Integral Approximations

To get a better feeling for the extent to which we can trust our discrete approximation, let us
briefly consider the possible error in using this approximation to compute those integrals for
which we derived the discrete approximation. And since these computations involve Riemann
sums, let us first try to estimate the error in using the Riemann sum

N−1∑
k=0

h(k�x)�x (39.6)

in place of ∫ (N− 1
2

)
�x

− 1
2�x

h(x) dx (39.7)

where N is some positive integer, �x is some positive distance, and h is some real-valued
function such as that sketched in figure 39.3a. We will assume h is at least continuous and
piecewise smooth over the interval of integration. This means there is some positive constant
M such that ∣∣h′(x)

∣∣ < M (39.8)

at every x in the interval of integration where f is differentiable.
Geometrically, integral (39.7) is the net area under the curve y = h(x) over the interval

of integration, while the Riemann sum is the net area in the collection of rectangles indicated
in figure 39.3a. The difference between these two values is simply the total net area in the 2N
regions of width �x/2 between the tops of the rectangles and the graph of h . Each of these
regions can certainly be contained in a right triangle with horizontal base of length �x/2 and
whose hypotenuse has a slope greater in magnitude than that of the derivative of h at any point
of the interval of integration (see figure 39.3). So the magnitude of the error in using Riemann
sum (39.6) for integral (39.7) must be, at worst, the total area in these 2N “bounding triangles”.

For each of these bounding triangles, we can take the magnitude of the slope of the hy-
potenuse to be the value M from inequality (39.8). The area of each triangle can then be
obtained using the well-known formula from elementary geometry,

1

2
base× height = 1

2

[
1

2
�x
] [
M

1

2
�x
]

= 1

8
M(�x)2 .

�xx0 x1 x2 xN−1
L

X
1
2�x

M · 12�x

slope = M

(a) (b)

Figure 39.3: (a) A function h with the rectangles for the corresponding Riemann sum
approximation and one of the “bounding triangles” (circled). (b) Enlargement
of the circled bounding triangle. In these figures xk = k�x .
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720 Sampling and the Discrete Fourier Transform

Hence, the total area in these 2N triangles (and, hence also, a bound on the error in using
Riemann sum (39.6) for integral (39.7)) is

2N · 1

8
M(1x)2 = 1

4
M(N1x)1x .

Letting L = (N − 1)1x (as we have with our samplings), we can express this error bound
equivalently as

1

4
M(L +1x)1x or

1

4
M L2 N

(N − 1)2
.

If h is complex valued instead of real valued, then the error bound derived above applies
to the real and the imaginary parts separately. Adding these bounds together yields the bound
in the following theorem.

Theorem 39.3
Let N , 1x , and L be a positive values with N being an integer and L = (N −1)1x . Assume
h is a continuous, piecewise smooth function on the interval

(
−1x/2 , L +1x/2

)
, and let M be

a constant such that, at each point x in this interval where h is differentiable,
∣∣h′(x)

∣∣ < M .

Then ∣∣∣∣∣

∫ (
N− 1

2

)
1x

− 1
21x

h(x) dx −
N−1∑

k=0

h(k1x)1x

∣∣∣∣∣ ≤ E

where

E = 1

2
M(L +1x)1x = 1

2
M L2 N

(N − 1)2
.

Let us now suppose we have a discrete approximation f̂ , generated from an N th order
regular sampling { f0, f1, . . ., fN−1} of some function f . As usual, let [0, L] be the minimal
window for the sampling, and let 1x be the corresponding spacing. The integral of the product
f with any other function φ over the natural window,

∫ (
N− 1

2

)
1x

− 1
21x

f (x)φ(x) dx ,

is just the integral in theorem 39.3 with h = f φ . Replacing f with its discrete approximation
and reversing the computations previously done to derive f̂ , we get

∫ (
N− 1

2

)
1x

− 1
21x

f̂ (x)φ(x) dx =
∫ (

N− 1
2

)
1x

− 1
21x

∞∑

k=−∞
fk 1x δk1x (x) φ(x) dx

=
N−1∑

k=0

fk 1x φ(k1x) ,

which, after recalling just what the fk’s represent, we can rewrite as

∫ (
N− 1

2

)
1x

− 1
21x

f̂ (x)φ(x) dx =
N−1∑

k=0

f (k1x)φ(k1x)1x .

This last summation is just the Riemann sum in theorem 39.3 with h = f φ . That, along with
the product rule, ( f φ)′ = f ′φ + f φ′ , then gives us the following corollary.
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The Discrete Approximation and Its Transforms 721

Corollary 39.4
Let f̂ be the N th order discrete approximation with spacing 1x for some function f , and let
φ be some other function. Assume, further, that f and φ are continuous and piecewise smooth
on the natural window of the corresponding sampling of f , and let A0 , A1 , B0 , and B1 be
constants such that

| f (x)| ≤ A0 ,
∣∣ f ′(x)

∣∣ ≤ A1 , |φ(x)| ≤ B0 and
∣∣φ′(x)

∣∣ ≤ B1

on that window. Then, letting L be the length of the minimal window of the sampling,
∣∣∣∣∣∣

∫ (
N− 1

2

)
1x

− 1
21x

f (x)φ(x) dx −
∫ (

N− 1
2

)
1x

− 1
21x

f̂ (x)φ(x) dx

∣∣∣∣∣∣
≤ E (39.9a)

where

E = 1

2
(A1 B0 + A0 B1)(L +1x)1x = 1

2
(A1 B0 + A0 B1)L

2 N

(N − 1)2
. (39.9b)

Observe that, for fixed choices of f , φ , and L , the error bound given by equation (39.9b)
shrinks to 0 as N , the number of samples taken over the minimal window [0, L] , goes to
∞ . This confirms the intuitive notion that we can improve our approximations by taking more
samples of f over [0, L] . On the other hand, this error bound depends on the maximum values
of the derivatives of f and φ (through the constants A1 and B1 ). Consequently, for a fixed
choice of f , L , and N , we can always find a φ for which the inequality

∣∣φ′(x)
∣∣ ≤ B1

requires such a large value of B1 that the error bound (39.9b) remains quite large.

?IExercise 39.5: Assume f is a continuous, piecewise smooth function on (−1, 2) that
satisfies

| f (x)| ≤ 1 and
∣∣ f ′(x)

∣∣ ≤ 1 for − 1 < x < 2 .

Let f̂ be the N th discrete approximation of f over the minimal window [0, 1] , and consider
the error in the approximation

∫ (
N− 1

2

)
1x

− 1
21x

f (x) eiαx dx ≈
∫ (

N− 1
2

)
1x

− 1
21x

f̂ (x) eiαx dx

for some real value α . Using corollary 39.4:

a: Verify that this error shrinks to 0 as N → ∞ .

b: Determine how large N should be to ensure that this error is less than 1/10 when α = 1 .

c: Determine a value of α such that the corresponding error bound from corollary 39.4 is
greater than 1 even when N = 100 .

Corollary 39.4 provides the information needed to choose the sampling parameters (i.e., the
order and spacing) which will ensure that your subsequent computations are within the accuracy
desired. Of course, this presumes you have some idea of the largest values of the sampled
function and its derivatives before sampling the function. If you have little a priori knowledge
of f , then determining how small to make the sampling spacing can be a challenge, especially if
the sampling is to be obtained by taking measurements of some phenomenon occurring in “real
time”. Then, not only must you guess at how rapidly f might vary, but you must also consider
the resources available for doing the measurements along with the likely possibility that these
measurements will be contaminated by some sort of random noise.
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722 Sampling and the Discrete Fourier Transform

Approximating the Fourier Transform

One might naturally ask if the Fourier transform of f , F = F [ f ] , is approximated by the
Fourier transform of the discrete approximation, Ĝ = F

[
f̂
]

.
In general, the answer is no.
Remember, F [ f ] depends on how f is defined “everywhere”, while f̂ is only an approx-

imation for f over the natural window of the sampling. Outside that window f̂ and f may
differ wildly. Indeed, f may not even exist outside the window. So, in general, we should not
expect Ĝ to accurately approximate F [ f ] , even if this transform exists.

But let us not be so general. Let us assume f is a continuous and piecewise smooth
function on R that vanishes outside the sampling’s natural window. That is,

f (t) = 0 if t < − 1

2
1t or

(
N − 1

2

)
1t < t

where N is the order and 1t is the spacing of f̂ . From the classical theory, we then know
F = F [ f ] is a continuous function on the real line, and is given by

F(ω) =
∫ ∞

−∞
f (t) e−i2πωt dt =

∫ (
N− 1

2

)
1t

− 1
21t

f (t) e−i2πωt dt . (39.10)

This last integral is just the sort of integral f̂ was designed for. So, for this function,

F(ω) ≈
∫ (

N− 1
2

)
1t

− 1
21t

f̂ (t) e−i2πωt dt . (39.11)

Now,
∫ (

N− 1
2

)
1t

− 1
21t

f̂ (t) e−i2πωt dt =
∫ (

N− 1
2

)
1t

− 1
21t

∞∑

k=−∞
fk1t δk1t (t) e−i2πωt dt

=
∞∑

k=−∞
fk1t

∫ (
N− 1

2

)
1t

− 1
21t

δk1t (t) e−i2πωt dt

=
∞∑

k=−∞
fk1t

{
e−i2πω k1t if k = 0, 1, 2, . . . , N − 1

0 otherwise

}

=
N−1∑

k=0

fk1t e−i2πω k1t .

So, approximation (39.11) reduces to

F(ω) ≈
N−1∑

k=0

fk1t e−i2πω k1t . (39.12)

Just how good an approximation this is can be estimated using our last corollary with
φ(t) = ei2πωt . With this for φ ,

|φ(t)| =
∣∣∣ei2πωt

∣∣∣ = 1 and
∣∣φ′(t)

∣∣ =
∣∣∣i2πω ei2πωt

∣∣∣ = 2π |ω| .
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The Discrete Approximation and Its Transforms 723

Corollary 39.4 then tells us that
∣∣∣∣∣∣
F(ω) −

∫ (
N− 1

2

)
1t

− 1
21t

f̂ (t) e−i2πωt dt

∣∣∣∣∣∣
≤ 1

2
(A1 + 2π |ω| A0)L

2 N

(N − 1)2

where A0 and A1 are, respectively, upper bounds on the possible values of f (t) and f ′(t)
over the natural window of the sampling.

For a given function f and a given minimal window [0, L] , the above error bound depends
on just the sample size, N , and the magnitude of ω . For any given value of |ω| , this error bound
shrinks steadily to 0 as N → ∞ . On the other hand, for any fixed choice for N , the error bound
blows up as |ω| → ∞ . Consequently, we can only be sure approximation (39.12) is reasonably
accurate when |ω| is relatively small and N is relatively large (exactly how small and how large
depends on the values of A0 , A1 , and L as well as our criteria for the approximation being
“reasonably accurate”).

?IExercise 39.6: Assume f is a continuous, piecewise smooth function on R that vanishes
outside [0, 1] and satisfies

| f (x)| ≤ 1

2
and

∣∣ f ′(x)
∣∣ ≤ 1 for 0 < x < 1 .

Let F = F [ f ] , and let f̂ be the N th discrete approximation of f over the minimal window
[0, 1] (with spacing 1t ), and consider the error in the approximation

F(ω) ≈
∫ (

N− 1
2

)
1t

− 1
21t

f̂ (x) e−i2πωt dt .

Based on the above discussion:

a: What is an upper bound on the error when N = 11 and ω = 1/π ?

b: What should N be to ensure that the error is less than 1/10 when ω = 1/π ?

c: For what values of ω can we be sure the error is less than 1/100 when N = 10 ? when
N = 1000 ?

Is the Transform of a Discrete Approximation the Discrete
Approximation of the Transform?

Let us continue our analysis (with you doing a bit more of the work) comparing Ĝ = F
[

f̂
]

with F = F [ f ] , still assuming f is a continuous and piecewise smooth function on R that
vanishes outside the sampling’s natural window. Remember, Ĝ is a regular, periodic array

Ĝ =
∞∑

n=−∞
Ĝ δn1ω .

The index period is N , the spacing 1ω is (N1t)−1 , and the coefficients are given by the
formulas in theorem 39.1 on page 717. This array, in turn, can be viewed as the N th order
discrete approximation of some function G with N th order regular sampling

{ G0 , G1 , G2 , . . . , G N−1 }

over the minimal window [0, (N − 1)1ω] .

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

724 Sampling and the Discrete Fourier Transform

?IExercise 39.7: What is the relation between the Gn’s and the Ĝn’s ?

On the other hand, since we know F is continuous, we can take its N th order regular
sampling

{ F0 , F1 , F2 , . . . , FN−1 }

over the minimal window [0, (N − 1)1ω] , and then construct F̂ , the corresponding N th order
discrete approximation for F ,

F̂ =
∞∑

n=−∞
F̂ δn1ω .

?IExercise 39.8: How is each Fn computed, and how is it related to F̂n ?

Since
Ĝ = F

[
f̂
]

and F [ f ] = F ,

and, in some sense,
f̂ ≈ f and F ≈ F̂ ,

it might seem reasonable that
Ĝ ≈ F̂ .

I’ll let you investigate whether or not this last approximation is valid under the assumptions
made regarding f .

?IExercise 39.9 a: Verify that
Ĝ ≈ F̂

by showing
Ĝn ≈ F̂n for n = 0, 1, 2, . . . , N − 1 .

(Use results from previous subsections.)

b: From the above and your work in previous exercises, we have

F(n1ω) ≈ 1

1ω
Ĝn for n = 0, ±1, ±2, . . . , .

Can we conclude that this will be a good approximation for every integer n ?

c: From the above and the periodicity of Ĝ ,

F(−1ω) ≈ G−1 = G N−1 ≈ F((N − 1)1ω) .

Based on the error bound from corollary 39.4, which is likely to be the “better” approxi-
mation:

F(−1ω) ≈ G N−1 or F((N − 1)ω) ≈ G N−1 ?

Don’t forget that the above analysis is for a continuous and piecewise smooth function f on
R that vanishes outside the natural window for the original sampling { f0, f1, f2, . . ., fN−1} .
With a bit more work, you can derive similar results when f is merely a piecewise smooth
function vanishing outside that natural window, though you should insist that N is significantly
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The Discrete Fourier Transforms 725

larger than the number of discontinuities in f . However, if f does not vanish outside that
natural window, then equation (39.10) on page 722 is not valid, and our arguments pretty well
fall apart. Indeed, unless you can, somehow, show that

∫ (
N− 1

2

)
1t

− 1
21t

f (t) e−i2πωt dt ≈
∫ ∞

−∞
f (t) e−i2πωt dt ,

then you should not expect Ĝ to be any sort of approximation to F [ f ] .
Wait a moment. According to the next exercise, that last statement is not completely true.

?IExercise 39.10: Assume f is a continuous, piecewise smooth, and periodic function on
R , and let f̂ be an N th order discrete approximation of f . Suppose, further, that the length
of the natural window for the corresponding sampling is a period for f . Derive approximate
relationships between the coefficients of Ĝ = F

[
f̂
]

and the Fourier coefficients for f .
Using this, compare Ĝ with F [ f ] .

39.4 The Discrete Fourier Transforms
The “discrete theory” of Fourier analysis is mainly concerned with manipulations of finite se-
quences of numbers (such as commonly arise when we take samplings). Often, these manipula-
tions can be nicely described by operations from elementary linear algebra. Because of this, it is
convenient to formally adopt a notational convention relating sequences and vectors which we
have been using informally for some time: Given any N th order sequence {x0, x1, . . ., xN−1} ,
the corresponding (N th order) sequence vector x is the column vector

x =




x0

x1

x2

...

xN−1




.

Conversely, if we refer to, say, y as an “N th order sequence vector”, then y should be assumed
to be the sequence vector corresponding to an N th order sequence {y0, y1, . . ., yN−1} .

The two “N th order discrete Fourier transforms” are, essentially, the computational pro-
cesses described by equation set (39.4) in theorem 39.1 on page 717. Each transforms an N th

order sequence into another N th order sequence, and each can be described by a simple matrix.
The matrix for the N th order discrete Fourier transform and the matrix for the N th order inverse
discrete Fourier transform, denoted by FN and F

−1
N , respectively, are given by

FN = 1
√

N
MN and F

−1
N = 1

√
N

M∗
N (39.13)

where MN is the N th matrix of exponentials for F , and M∗
N is its conjugate, the N th matrix

of exponentials for F −1 .
Now let v and W be two N th order sequence vectors. The N th order discrete transform

of v is defined to be the N th order sequence vector V given by

V = FN v = 1
√

N
MN v , (39.14)
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726 Sampling and the Discrete Fourier Transform

while the N th order inverse discrete transform of W is defined to be the N th order sequence
vector w given by

w = F
−1

N W = 1
√

N
M∗

N W . (39.15)

To actually compute discrete transforms, we’ll need the full formulas for the above. Re-
calling the definitions of M and M∗

N , we see that

FN = 1
√

N




1 1 1 · · · 1

1 e−i 2π
N 1·1 e−i 2π

N 1·2 · · · e−i 2π
N 1(N−1)

1 e−i 2π
N 2·1 e−i 2π

N 2·2 · · · e−i 2π
N 2(N−1)

...
...

...
. . .

...

1 e−i 2π
N (N−1)1 e−i 2π

N (N−1)2 · · · e−i 2π
N (N−1)(N−1)




(39.16)

and

F
−1

N = 1
√

N




1 1 1 · · · 1

1 ei 2π
N 1·1 ei 2π

N 1·2 · · · ei 2π
N 1(N−1)

1 ei 2π
N 2·1 ei 2π

N 2·2 · · · ei 2π
N 2(N−1)

...
...

...
. . .

...

1 ei 2π
N (N−1)1 ei 2π

N (N−1)2 · · · ei 2π
N (N−1)(N−1)




. (39.17)

So formulas (39.14) and (39.15) can be written as



V0

V1

V2

...

VN−1




= 1
√

N




1 1 1 · · · 1

1 e−i 2π
N 1·1 e−i 2π

N 1·2 · · · e−i 2π
N 1(N−1)

1 e−i 2π
N 2·1 e−i 2π

N 2·2 · · · e−i 2π
N 2(N−1)

...
...

...
. . .

...

1 e−i 2π
N (N−1)1 e−i 2π

N (N−1)2 · · · e−i 2π
N (N−1)(N−1)







v0

v1

v2

...

vN−1




and


W0

W1

W2

...

WN−1




= 1
√

N




1 1 1 · · · 1

1 ei 2π
N 1·1 ei 2π

N 1·2 · · · ei 2π
N 1(N−1)

1 ei 2π
N 2·1 ei 2π

N 2·2 · · · ei 2π
N 2(N−1)

...
...

...
. . .

...

1 ei 2π
N (N−1)1 ei 2π

N (N−1)2 · · · ei 2π
N (N−1)(N−1)







w0

w1

w2

...

wN−1




.

After examining the above matrix/vector formulas (or recalling how the matrix/vector for-
mulas arose in the first place), it should be clear that formula (39.14), defining the discrete Fourier
transform of v , is completely equivalent to the component formulas

Vn = 1
√

N

N−1∑

k=0

e−i 2π
N nkvk for n = 0, 2, 3 . . . N − 1 , (39.18)

while formula (39.15), defining the inverse discrete Fourier transform of W , is equivalent to the
component formulas

wk = 1
√

N

N−1∑

n=0

ei 2π
N knWn for k = 0, 2, 3 . . . N − 1 . (39.19)
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The Discrete Fourier Transforms 727

For our purposes, there is no reason to distinguish between “sequence vectors” and “se-
quences”; we will refer to both the vector V from equation (39.14) and the sequence {V0, V1,
. . ., VN−1} defined by equation (39.18) as the discrete Fourier transform of either the vector
v or the sequence {v0, v1, . . ., vN−1} as convenient. Likewise, only convenience will dictate
whether w from equation (39.19) or {w0, w1, . . ., wN−1} from equation (39.19) will be called
the inverse discrete Fourier transform of W or {W0, W1, . . ., WN−1} .

!IExample 39.4: Applying the results from example 38.4 on page 705, we obtain

F4 = 1
√

4
M4 = 1

2




1 1 1 1

1 −i −1 i

1 −1 1 −1

1 i −1 −i


 .

The discrete Fourier transform of the 4th order sequence {2, 4, 6, 8} can be obtained using
formula (39.14) with N = 4 and

v =




v0

v1

v2

v3


 =




2

4

6

8


 .

Doing so: 


V0

V1

V2

V3


 = 1

2




1 1 1 1

1 −i −1 i

1 −1 1 −1

1 i −1 −i







2

4

6

8




= 1

2




1 · 2 1 · 4 1 · 6 1 · 8

1 · 2 −i · 4 −1 · 6 i · 8

1 · 2 −1 · 4 1 · 6 −1 · 8

1 · 2 i · 4 −1 · 6 −i · 8


 =




10

−2 + 2i

−2

−2 − 2i


 .

So the discrete Fourier transform of { 2 , 4 , 6 , 8 } is { 10 , −2 + 2i , −2 , −2 − 2i } .

?IExercise 39.11: Find F
−1

4 , the matrix for the 4th order inverse discrete Fourier transform,
and compute the inverse discrete Fourier transform of { 2 , 4 , 6 , 8 } .

As with the Fourier transforms, the term “discrete Fourier transform” (often abbreviated to
“DFT”) refers to both the results of the computations just described and the process of computing
those sequences/vectors.

Alternate Definitions
Formulas (39.18) and (39.19) are close to the formulas you are likely to find in other texts and
implemented in various software packages. Certain details of the definitions, however, can vary.
Where we use formulas (39.18) and (39.19) another text or software package may use

Vn = 1

N

N−1∑

k=0

e−i 2π
N nkvk and wk =

N−1∑

n=0

ei 2π
N knWn .
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728 Sampling and the Discrete Fourier Transform

Yet another may use

Vn =
N−1∑

k=0

e−i 2π
N nkvk and wk = 1

N

N−1∑

n=0

ei 2π
N knWn .

In addition, you may find a few who run their indices from 1 to N (instead of from 0 to N −1 )
along with a few others who switch the signs in the exponentials.

Clearly, caution should be exercised when applying results or computations regarding dis-
crete transforms based on any reference or software package. Always know how the discrete
transforms are defined in the reference or software you are using, and make sure you can convert
their results/computations to the analogous results/computations for the discrete transforms as
you care to define them.

Relation with Samplings and Periodic, Regular Arrays
Our definitions for the discrete transforms were inspired by the formulas derived earlier for
computing Fourier transforms of periodic, regular arrays and discrete approximations. Indeed,
if you compare our discrete transform definitions with the formulas in corollary 38.3 on page 707,
you will immediately see that those definitions exactly match the formulas for computing the
array coefficients for the corresponding transforms of certain periodic, regular arrays. This fact,
stated explicitly in the next lemma, provides a direct connection between the discrete transform
theory and the theory already developed for Fourier transforms.

Lemma 39.5
Assume f and F are two N th order sequence vectors, and let

f =
∞∑

k=−∞
fk δk1t and F =

∞∑

n=−∞
Fn δn1ω

be the two periodic, regular arrays with index period N , spacing

1t = 1
√

N
= 1ω ,

and related to f and F by

f =




f0

f1

f2

...

fN−1




and F =




F0

F1

F2

...

FN−1




.

Then, if any one of the following statements is true, all are true:

1. F = F [ f ] .

2. f = F −1[F] .

3. F = FN f .

4. f = F
−1

N F .
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Discrete Transform Identities 729

The next theorem, which is nothing more than a combination of portions of theorems 39.1
and 39.2 with the formulas expressed in terms of the discrete transforms, describes the role of
the discrete transforms in computing transforms based on samplings.

Theorem 39.6
Let

ψ =




ψ0

ψ1

ψ2

...

ψN−1




, Ĝ =




Ĝ0

Ĝ1

Ĝ2

...

Ĝ N−1




and ĝ =




ĝ0

ĝ1

ĝ2

...

ĝN−1




where
{ψ0 , ψ1 , ψ2 , . . . , ψN−1 }

is the N th order regular sampling with spacing 1x of some function ψ , and

Ĝ =
∞∑

n=−∞
Ĝn δn1ω and ĝ =

∞∑

n=−∞
ĝn δn1t

are, respectively, the Fourier transform and the inverse Fourier transform of the discrete approx-
imation of ψ corresponding to the above sampling. Then

Ĝ = 1
√

N
FNψ , ψ =

√
N F

−1
N Ĝ ,

ĝ = 1
√

N
F

−1
N ψ and ψ =

√
N FN ĝ .

39.5 Discrete Transform Identities
Unsurprisingly, there are discrete analogs to the many of the identities we derived for the Fourier
transforms.

Linearity

Because the discrete transforms can be described as matrix multiplications, linearity is trivial to
verify. By basic linear algebra,

FN [aφ + bψ] = aFNφ + bFNψ and F
−1

N [aφ + bψ] = aF
−1

N φ + bF
−1

N ψ

whenever φ and ψ are two N th order sequence vectors and a and b are two constants. Using
the component formulas, these identities become the equally obvious equations

1
√

N

N−1∑

k=0

e−i 2π
N nk[aφk + bψk] = a

1
√

N

N−1∑

k=0

e−i 2π
N nkφk + b

1
√

N

N−1∑

k=0

e−i 2π
N nkψk

for n = 0, 1, 2, . . . , N − 1
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730 Sampling and the Discrete Fourier Transform

and

1
√

N

N−1∑

n=0

ei 2π
N kn[aφn + bψn] = a

1
√

N

N−1∑

n=0

ei 2π
N knφn + b

1
√

N

N−1∑

n=0

ei 2π
N knψn

for k = 0, 1, 2, . . . , N − 1 .

Invertibility

Verifying that FN and F
−1

N are inverses of each other is most easily done by referring back to
corollary 38.4 on page 707 on the inversion of exponential matrices. By definition of the discrete
transforms, elementary linear algebra, and the aforementioned corollary,

F
−1

N FN v =
(

1
√

N
MN

)(
1

√
N

M∗
N

)
v = 1

N
MN M∗

N v = v ,

for every N th order sequence vector v . Thus FN and F
−1

N are inverses of each other. In terms
of the component formulas, invertibility is:

Given any two N th order sequences {v0, v1, . . ., vN−1} and {V0, V1, . . ., VN−1} ,

Vn = 1
√

N

N−1∑

k=0

e−i 2π
N nkvk for n = 0, 1, 2, . . . , N − 1

if and only if

vk = 1
√

N

N−1∑

n=0

ei 2π
N kn Vn for k = 0, 1, 2, . . . , N − 1 .

Near-Equivalence

Compared to some of the other symmetries in the discrete transforms, the analog of near-
equivalence is relatively unimportant. However, in deriving it, we will introduce two other
notions that are relevant in other contexts.

First of all, given any N th order sequence {x0, x1, . . ., xN−1} , we will automatically assume
xk is defined for every integer k by the recursion formula

xk+N = xk .

This corresponds to viewing the xk’s as the coefficients of a periodic, regular array of delta
functions with index period N . It is also consistent with the sequence formulas for the discrete
transforms, as you can easily check.

?IExercise 39.12: Let {φ0, φ1, . . ., φN−1} be an N th order sequence, and, for each integer
m , define um and wm by the discrete transform formulas

um = 1
√

N

N−1∑

k=0

e−i 2π
N mkφk and wm = 1

√
N

N−1∑

n=0

ei 2π
N mnφn .

Show that

um+N = um and wm+N = wm for m = 0, ±1, ±2, . . . .
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Discrete Transform Identities 731

The other notion is that of “index negation”. Given any N th order sequence {x0, x1, . . .,
xN−1} , the corresponding index-negated sequence is {x̃0, x̃1, . . ., x̃N−1} where

x̃k = x−k for k = 0, ±1, ±2, . . . .

It’s worth noting that, by the definition and the above recursion formula,

{ x̃0 , x̃1 , x̃2 , . . . , x̃N−2 , x̃N−1 } = { x−0 , x−1 , x−2 , . . . , x−(N−2) , x−(N−1) }

= { x0 , xN−1 , xN−2 , . . . , xN−(N−2) , xN−(N−1) }

= { x0 , xN−1 , xN−2 , . . . , x2 , x1 } .

As just illustrated, index-negated sequences will be indicated by a “ ∼ ” above the sequence
terms. Likewise, if x is a sequence vector corresponding to {x0, x1, . . ., xN−1} , then

x̃ =




x̃0

x̃1

x̃2

...

x̃N−2

x̃N−1




=




x−0

x−1

x−2

...

x−(N−2)

x−(N−1)




=




x0

xN−1

xN−2

...

x2

x1




.

!IExample 39.5: Let
{ x0 , x1 , x2 , x3 } = { 2 , 4 , 6 , 8 } .

Then
x4 = x0+4 = x0 = 2 , x5 = x1+4 = x1 = 4 ,

and the sequence vector for the corresponding index-negated sequence is

x̃ =




x̃0

x̃1

x̃2

x̃3


 =




x−0

x−1

x−2

x−3


 =




x0

x4−1

x4−2

x4−3


 =




x0

x3

x2

x1


 =




2

8

6

4


 .

Now we can state the near-equivalence identities for the discrete Fourier transforms. They
are

FNφ = ˜
F

−1
N φ = F

−1
N φ̃ and F

−1
N φ = F̃Nφ = FN φ̃ (39.20)

where φ is any N th order sequence vector. (Also, see exercise 39.27 at the end of this chapter.)
We’ll prove one of these equations, leaving the verification of the rest to the interested

reader.

PROOF (of the first near-equivalence identity): Let

u = FNφ and w = F
−1

N φ ,

and define the periodic, regular arrays

φ =
∞∑

k=−∞
φk δk1x , u =

∞∑

k=−∞
uk δk1x and w =

∞∑

k=−∞
wk δk1x
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732 Sampling and the Discrete Fourier Transform

where 1x = N −1/2 , and {φ0, φ1, . . ., φN−1} , {u0, u1, . . ., u N−1} , and {w0, w1, . . ., wN−1}
are the N th order sequences corresponding to φ , u , and w , respectively. From lemma 39.5,
we know

u = F [φ] and w = F
−1[φ] .

Combined with one of the near-equivalence identities for the Fourier transforms, this gives

∞∑

n=−∞
un δn1x (y) = F

[
∞∑

k=−∞
φk δk1x

]∣∣∣∣∣
y

= F
−1

[
∞∑

k=−∞
φk δk1x

]∣∣∣∣∣
−y

=
∞∑

m=−∞
wm δm1x (−y) .

But, by known properties of the delta functions and a simple re-indexing,

∞∑

m=−∞
wm δm1x (−y) =

∞∑

m=−∞
wm δ−m1x (y)

=
∞∑

n=−∞
w−n δn1x (y) =

∞∑

n=−∞
w̃n δn1x (y) .

Together, these two sets of equations give us

∞∑

n=−∞
un δn1x (y) =

∞∑

n=−∞
w̃n δn1x (y) ,

which, in turn, means that un = w̃n for each integer n . Therefore, u = w̃ , and

FNφ = u = w̃ = ˜
F

−1
N φ .

?IExercise 39.13: Let φ be any N th order sequence, and verify that

F
−1

N φ = FN φ̃ .

?IExercise 39.14: How are the near-equivalence identities expressed in terms of the sequence
components?

Translation

The discrete translation identities can be derived from the Fourier translation identities and
lemma 39.5. However, the same formulas can be obtained more easily through the simple
observation that

N−1∑

k=0

e±i 2π
N (n−M)kvk =

N−1∑

k=0

e±i 2π
N nke∓i 2π

N Mkvk .

So let’s assume {V0, V1, . . ., VN−1} is the discrete Fourier transform of {v0, v1, . . ., vN−1} .
That is, let

Vn = 1
√

N

N−1∑

k=0

e−i 2π
N nkvk for n = 0, ±1, ±2, . . . . (39.21)
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Discrete Transform Identities 733

Equivalently, because of invertibility, we can assume {v0, v1, . . ., vN−1} is the inverse discrete
Fourier transform of {V0, V1, . . ., VN−1} . So we also have

vk = 1
√

N

N−1∑

n=0

ei 2π
N kn Vn for n = 0, ±1, ±2, . . . . (39.22)

Now let M be some fixed integer. Replacing n with n − M in equation set (39.21) gives
us

Vn−M = 1
√

N

N−1∑

k=0

e−i 2π
N (n−M)kvk = 1

√
N

N−1∑

k=0

e−i 2π
N nk[ei 2π

N Mkvk
]

.

Thus, the discrete Fourier transform of

{ e0v0 , ei 2π
N M·1v1 , ei 2π

N M·2v2 , . . . , ei 2π
N M(N−1)vN−1 }

is

{ V0−M , V1−M , V2−M , . . . , VN−1−M } .

By invertibility, it then follows that the inverse discrete Fourier transform of

{ V0−M , V1−M , V2−M , . . . , VN−1−M }
is

{ e0v0 , ei 2π
N M·1v1 , ei 2π

N M·2v2 , . . . , ei 2π
N M(N−1)vN−1 } .

Similar results come from replacing k with k − N in formula set (39.22). I’ll let you
derive those.

?IExercise 39.15: Let the vk’s and Vn’s be as above.

a: What is the discrete Fourier transform of

{ v0−M , v1−M , v2−M , . . . , vN−1−M } ?

b: What is the inverse discrete Fourier transform of

{ e0V0 , ei 2π
N M·1V1 , ei 2π

N M·2V2 , . . . , ei 2π
N M(N−1)VN−1 } ?

For matrix equations describing the translation identities, see exercise 39.28 at the end of
this chapter.

Multiplication, Convolution, and Correlation

It turns out that products, convolutions, and correlations of periodic, regular arrays are not well
defined. Still, there are discrete analogs of these operations — we just cannot derive them from
the theory for delta function arrays.

For our discussion here, assume

{ v0 , v1 , v2 , . . . , vN−1 } and {w0 , w1 , w2 , . . . , wN−1 }

are two N th order sequences with discrete Fourier transforms

{ V0 , V1 , V2 , . . . , VN−1 } and { W0 , W1 , W2 , . . . ,WN−1 } ,
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734 Sampling and the Discrete Fourier Transform

respectively. The vk’s and Vn’s are related by

Vn = 1
√

N

N−1∑

k=0

e−i 2π
N nkvk and vk = 1

√
N

N−1∑

n=0

ei 2π
N kn Vn , (39.23)

while the wk’s and Wn’s are related by

Wn = 1
√

N

N−1∑

k=0

e−i 2π
N nkwk and wk = 1

√
N

N−1∑

n=0

ei 2π
N knWn . (39.24)

The product of the two sequences {v0, v1, . . ., vN−1} and {w0, w1, . . ., wN−1} is defined
as the sequence of products

{ v0w0 , v1w1 , v2w2 , . . . , vN−1wN−1 } .

That way, if {v0, v1, . . ., vN−1} and {w0, w1, . . ., wN−1} are regular samplings (with identical
spacings) of two functions v and w , then the sequence product, {v0w0 , v1w1 . . . , vN−1wN−1}
is the corresponding regular sampling of the product vw . The discrete Fourier transform of this
product is given by

1
√

N

N−1∑

k=0

e−i 2π
N nkvkwk for n = 0, 1, 2, . . . , N − 1 .

Replacing wk with its formula from equation set (39.24), rearranging the sums, and then applying
the formula for the Vn’s from equation set (39.23) yields

N−1∑

k=0

e−i 2π
N nkvkwk =

N−1∑

k=0

e−i 2π
N nkvk

[
1

√
N

N−1∑

j=0

ei 2π
N k j W j

]

= 1
√

N

N−1∑

k=0

N−1∑

j=0

e−i 2π
N (n− j)kvk W j

=
N−1∑

j=0

[
1

√
N

N−1∑

k=0

e−i 2π
N (n− j)kvk

]
W j =

N−1∑

j=0

Vn− j W j .

Cutting out the middle and dividing by
√

N leaves

1
√

N

N−1∑

k=0

e−i 2π
N nkvkwk = 1

√
N

N−1∑

j=0

Vn− j W j for n = 0, 1, 2, . . . , N − 1 . (39.25)

Similarly, you can verify that

1
√

N

N−1∑

n=0

ei 2π
N knVn Wn = 1

√
N

N−1∑

j=0

vk− jw j for k = 0, 1, 2, . . . , N − 1 . (39.26)

?IExercise 39.16: Verify equation (39.26).

The (discrete) convolution of two N th order sequences {x0, x1, . . ., xN−1} and {y0, y1, . . .,
yN−1} is defined to be the sequence given by

1
√

N

N−1∑

j=0

xk− j y j for k = 0, 1, 2, . . . , N − 1 . (39.27)
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Fast Fourier Transforms 735

As equations (39.25) and (39.26) show, the discrete transform of the product of any two N th order
sequences is convolution of the corresponding discrete transforms of the individual sequences.

You may have noticed that the above formula for discrete convolution bears a superficial
resemblance to ∫ ∞

−∞
x(t − s)y(s) ds ,

the integral formula for the convolution two functions x and y . This, and the recollection that
the correlation of x and y is given by

∫ ∞

−∞
x∗(s − t)y(s) ds ,

may lead you to suspect that the discrete correlation of the sequences {x0, x1, . . ., xN−1} and
{y0, y1, . . ., yN−1} is defined as the sequence given by

1
√

N

N−1∑

n=0

x ∗
j−n y j for k = 0, 1, 2, . . . , N − 1 .

You may then suspect that the discrete analogs to the correlation identities are

1
√

N

N−1∑

k=0

e−i 2π
N nkv ∗

k wk = 1
√

N

N−1∑

j=0

V ∗
j−n W j for n = 0, 1, 2, . . . , N − 1

and

1
√

N

N−1∑

n=0

ei 2π
N kn V ∗

n Wn = 1
√

N

N−1∑

j=0

v ∗
j−kw j for k = 0, 1, 2, . . . , N − 1 .

Well, your suspicions would be correct, and you can confirm these identities (along with a few
others of mild interest) by doing exercise 39.29 at the end of this chapter.

39.6 Fast Fourier Transforms
A “fast Fourier transform” (often shortened to “FFT”) is not a new type of transform, it is just
a faster way of computing either of the discrete transforms we’ve been discussing. To be more
precise, a fast Fourier transform is an implementation (usually on a computer!) of a particularly
efficient algorithm for computing a discrete Fourier transform. With the development of these
algorithms, it became practical to program computers to calculate and manipulate, in a reasonable
amount of time, discrete Fourier transforms of extremely large samplings.

To achieve their efficiency, fast Fourier transforms take advantage of certain relations be-
tween various components of the discrete transforms. We will describe that which is exploited
by some of the more commonly implemented fast Fourier transforms (the “radix 2” FFTs) and
briefly discuss both how this relation is utilized and how this utilization reduces the number of
operations in computing discrete transforms. This should give you the understanding needed
to intelligently use and properly appreciate the FFTs already widely available in various soft-
ware packages. (We won’t, however, carry out the development to the point where you can
easily write a good FFT algorithm yourself. For that, you should consult a text specifically on
fast Fourier transforms such the one by Chu and George (reference [1]) or the one by Walker
(reference [11]).)
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736 Sampling and the Discrete Fourier Transform

Exploiting Some Simple Recursion Formulas
Take another look at the matrix for the discrete Fourier transform (formula 39.16 on page 726).
You will find a number of symmetries and recursive structures that a clever person might use to
shorten the process of computation of a discrete transform. One we will exploit is the relation
between each horizontally adjacent pair of components,

[
FN

]
n,k+1 = 1

√
N

e−i 2π
N n(k+1) = 1

√
N

e−i 2π
N n·ke−i 2π

N n·1 = e−i 2π
N n [

FN

]
n,k .

To take advantage of this relation, we must assume N , the order of our sequences and discrete
transforms, is even. Assume this, and let M be the integer N/2 (so N = 2M ).

Now suppose
{ V0 , V1 , V2 , . . . , VN−1 }

is the N th order discrete Fourier transform of

{ v0 , v1 , v2 , . . . , vN−1 } .

Starting with the component formula for the discrete transform, rearranging the terms cleverly,
and applying the relation noted above, we see that, for n = 0, 1, 2, . . ., N − 1 ,

Vn = 1
√

N

N−1∑

k=0

e−i 2π
N nkvk

= 1
√

N

N−1∑

k=0
k is even

e−i 2π
N nkvk + 1

√
N

N−1∑

k=0
k is odd

e−i 2π
N nkvk

= 1
√

2M

M−1∑

j=0

e−i 2π
2M n(2 j)v2 j + 1

√
2M

M−1∑

j=0

e−i 2π
2M n(2 j+1)v2 j+1

= 1
√

2M

M−1∑

j=0

e−i 2π
M njv2 j + e−i πM n 1

√
2M

M−1∑

j=0

e−i 2π
M njv2 j+1 . (39.28)

This shows that each component of our N th order discrete transform is a relatively simple linear
combination of corresponding components of two M th order discrete discrete transforms (don’t
forget, M = N/2 ). In more concise form, this last equation is

[
FN v

]
n = 1

√
2

[
FM vE

]
n + e−i πM n 1

√
2

[
FM vO

]
n (39.29)

where v is the sequence vector corresponding to {v0, v1, . . ., vN−1} , vE is the sequence vector
for the M th order sequence of even-indexed vk’s ,

{ v0 , v2 , v4 , . . . , vN−2 } ,

and vO is the sequence vector for the M th order sequence of odd-indexed vk’s ,

{ v1 , v3 , v5 , . . . , vN−1 } .

Formula (39.28) can be used to calculate the Vn’s for n = 0 through n = N −1 . However,
we can reduce the number of computations explicitly performed after observing that, for integers
j and l ,

e−i 2π
M (M+l) j = e−i j2πe−i 2π

M l j = e−i 2π
M l j ,
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and

e−i
π
M (M+l) = e−i

π
M Me−i

π
M l = e−iπe−i

π
M l = −e−i π

M l .

Therefore, for l = 0, 1, 2, . . ., M − 1 ,

Vl = 1√
2M

M−1∑
j=0

e−i
2π
M l jv2 j + e−i

π
M l 1√

2M

M−1∑
j=0

e−i
2π
M l jv2 j+1

= 1√
2

[
FMvE

]
l

+ e−i
π
M l 1√

2

[
FMvO

]
l

,

(39.30a)

and

VM+l = 1√
2M

M−1∑
j=0

e−i
2π
M l jv2 j − e−i

π
M l 1√

2M

M−1∑
j=0

e−i
2π
M l jv2 j+1

= 1√
2

[
FMvE

]
l − e−i

π
M l 1√

2

[
FMvO

]
l .

(39.30b)

At first glance, it may seem as if we have just complicated a relatively straightforward
computation. However, formulas (39.30a) and (39.30b) contain common elements that can be
computed once for each l and then used to compute both Vl and VM+l . As we will see, this
can significantly reduce the total number of computations to find all the Vn’s .

The Algorithm
The following is an algorithm for computing an N th order discrete transform using equation
set (39.30). In the first few steps, the common elements in formulas (39.30a) and (39.30b) are
identified and computed. The subsequent steps finish the computations using those common
elements.

This algorithm is not a full fast Fourier transform algorithm (it’s not even as efficient as
possible — some efficiency was sacrificed to expedite later exposition). Consider it as a first
approximation to a fast Fourier transform algorithm, and, accordingly, let’s call it our first level
fast Fourier transform algorithm (for computing an N th order discrete Fourier transform).

First Level Algorithm for the FFT
Assume N = 2M for some positive integer M . To compute the N th order discrete Fourier
transform {V0, V1, . . ., VN−1} of {v0, v1, . . ., vN−1} :

1. Split the N th order sequence {v0, v1, . . ., vN−1} into the two M th order sequences
composed, respectively, of the even-indexed and the odd-indexed vk’s ,

{ u0 , u1 , u2 , . . . , uM−1 } = { v0 , v2 , v4 , . . . , u2N−2 }
and

{w0 , w1 , w2 , . . . , wM−1 } = { v1 , v3 , v5 , . . . , u2N−1 } .

2. For m = 0, 1, 2, . . ., M − 1 , compute

Um = 1√
M

M−1∑
j=0

e−i
2π
M mju j and Wm = 1√

M

M−1∑
j=0

e−i
2π
M mjw j .
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738 Sampling and the Discrete Fourier Transform

3. For m = 0, 1, 2, . . ., M − 1 , compute

Xm = 1
√

2
Um and Ym = e−i πM m 1

√
2

Wm .

4. For n = 0, 1, 2, . . ., M − 1 , compute

Vn = Xn + Yn .

5. For n = M , M + 1, M + 2, . . ., N − 1 , let m = n − M and compute

Vn = Xm − Ym .

?IExercise 39.17: Convince yourself that the above is an algorithm for computing formu-
las (39.30a) and (39.30b).

Keep in mind that the computations in step 2 are also described by

Um =
[
FM u

]
m and Wm =

[
FM w

]
m

where u and w are, respectively, the sequence vectors from the sequences constructed in the first
step and M = N/2 . This means, we can view this procedure as one that reduces the computation
of an N th order discrete transform to the computation of two N/2

th order sequences (plus a few
other computations).

Consider, now, the computations of the M th order discrete transforms — the Um ’s and
Wm ’s — in step 2. If M is also even, say, M = 2L (so, N = 22L ), then those M th order
discrete transforms, themselves, can be computed using above procedure. That is, we can replace
step 2 with two more applications of the first order algorithm, one computing the Um ’s and one
computing the Vm ’s . This would mean that the discrete transforms directly computed using the
basic definition are of order L = 2−2 N . Making this modification to the above algorithm turns
it into our second level fast Fourier transform algorithm for computing the Vn’s .

And if L is even, say, L = 2P (so, N = 23 P ), then the above can be further modified
to use the second level algorithm to compute the Um ’s and Wm’s . This gives our third level
fast Fourier transform algorithm for computing the Vn’s . In this case the order of the discrete
transforms computed using the basic definition is P = 2−3 N .

And if L/2 is even …
Clearly, this process of “increasing levels” to our algorithm can be continued to the “K th

level” provided N = 2K N0 for some integer N0 . Moreover, that integer, N0 = 2−K N , will
be the order of the discrete transforms computed directly using the basic definition.

In many implementations of the fast Fourier transform, the order N is required to equal
2K for some integer K . This allows use of the K th level algorithm, with the discrete transforms
directly computed via the basic definition being of order 1 (which are awfully easy transforms
to compute by the basic definition!). It is this final K th level algorithm, fully implemented and
refined, that is called a (radix 2) fast Fourier transform.

Naturally, the analogous development of the fast Fourier transform for the inverse discrete
Fourier transform is left to you.

?IExercise 39.18: By modifying the computations leading to our first level fast Fourier
transform, derive the corresponding first level fast Fourier transform algorithm for computing
the N th order inverse discrete Fourier transform. (Start by deriving an equation similar to
equation (39.29) relating an N th order inverse discrete transform to two N/2

th order inverse
discrete transforms.)
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Fast Fourier Transforms 739

By the way, the derivation of the “radix 3” fast Fourier transform starts with the derivation
of the formula

Vn = 1
√

3M

M−1∑

j=0

e−i 2π
M njv3 j + e−i 2π

3M n 1
√

3M

M−1∑

j=0

+ e−i 4π
3M n 1

√
3M

M−1∑

j=0

e−i 2π
M njv3 j+2

under the assumptions that N = 3M and that {V0, V1, . . ., VN−1} is the N th order discrete
Fourier transform of {v0, v1, . . ., vN−1} .

How Is This an Improvement?
To get a feeling for the rate at which computation time can be speeded up by employing fast
Fourier transform algorithms, let us count the number of arithmetic operations — complex-
valued “adds”, “subtracts”, and “multiplies” — used to compute an N th order discrete transform
via (1) the basic definition, (2) our first level fast Fourier transform algorithm, and (3) the radix
2 fast Fourier transform algorithm just described.

Using the Basic Definition

By the basic definition, each component in the N th order discrete transform {V0, V1, . . ., VN−1}
of {v0, v1, . . ., vN−1} is given by

Vn = 1
√

N

N−1∑

k=0

e−i 2π
N nkvk .

When n = 0 things simplify. The exponential becomes e0 = 1 and the above equation
reduces to

V0 = 1
√

N

N−1∑

k=0

1 · vk = 1
√

N

[
v0 + v1 + v2 + · · · + vN−1

]
,

which only requires N + 1 “adds” followed by 1 “multiply” (by N −1/2 ), for a total of

N basic arithmetic operations (for V0 ) .

When n 6= 0 , the above formula for Vn can be written as

Vn = Fn,0 · v0 + Fn,1 · v1 + Fn,2 · v2 + · · · + Fn,N−1 · vN−1

where

Fn,k = 1
√

N
e−i 2π

N nk .

(Since the same formula is used to compute every such transform, we can assume the Fn,k’s
have already been computed and are readily available.) With n 6= 0 , the Fn,k’s do not reduce
to a single common factor. So the computation of Vn using the above formula requires that
we first multiply every vk by the corresponding Fn,k (using N “multiplies”), and then add up
those products (using N − 1 “adds”), for a total of

N + N − 1 = 2N − 1 basic arithmetic operations (for each Vn with n 6= 0 ) .

Altogether then, the above formulas for computing V0 and the N − 1 other Vn’s require

N + (N − 1)(2N − 1) basic arithmetic operations .
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740 Sampling and the Discrete Fourier Transform

Thus, after a little algebra, we have:

The number of basic arithmetic operations to compute an N th order discrete Fourier
transform using just the defining formulas is

2N 2 − 2N + 1 .

Using Our First Level Algorithm

(Note: As we count the number of arithmetic operations done in carrying out the first level
algorithm, we will explicitly note the consequences of reducing an N th order discrete transform
to two N/2

th order discrete transforms. This will give us results we can later employ in counting
the operations done in the fast Fourier transform.)

In the first level algorithm, the first arithmetic operations occur in step 2, when the Um ’s
and Wm ’s are calculated. Since these are the components of two N/2

th order discrete Fourier
transforms, the total number of arithmetic operations to compute these Um ’s and Wm ’s is

2 × number of operations to compute an N/2
th order discrete transform .

After computing the Um’s and Wm’s , each Xn and Ym is computed by multiplying each
corresponding Um and Wm by an appropriate constant. Assuming these constants have been
pre-computed, this uses

2 × M “multiplies” .

In step 4,
M “adds”

are performed, one for each Vn computed. In step 5, however, two “adds” are done for each
Vn computed, m = n − M and Vn = Xm − Ym . So step 5 uses1

2M “adds” .

Thus, the total number of arithmetic operations done after computing the Um ’s and Wm’s is

2M + M + 2M = 5M = 5

2
N .

Altogether, then, for our first level algorithm,

the number of operations to compute an N th order discrete transform

= 2 × the number of operations to compute an N/2
th order discrete transform

+ 5

2
N .

(39.31)

This equation holds no matter how we compute the Um ’s and Wm ’s . If we compute them as
step 2 explicitly states (i.e., using the basic definition for the N/2

th order discrete transform), then
the results of the previous subsection apply (with N/2 replacing N ), giving us

2 × the number of operations to compute an N/2
th order discrete transform + 5

2
N

= 2 ×
[
1 + 2

(
N

2
− 1

)
N

2

]
+ 5

2
N .

1 Like us, most computers can do the integer calculation m = n − M more easily than the other calculations being
considered here. Because we are counting these integer calculations as if they were as difficult as the others, the
numbers we derive past this point will give a slightly inflated measures of the computational work involved.
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Fast Fourier Transforms 741

Thus, after performing the elementary algebra, we have:

The number of basic arithmetic operations required to compute an N th order discrete
Fourier transform using our first level algorithm is

N 2 + 1

2
N + 2 .

Using the Fast Fourier Transform Algorithm

To see how many arithmetic operations are used to compute an N th order discrete transform
using our radix 2 fast Fourier transform, we need to assume N = 2K for some positive integer
K . It will also help if we let O(N ) denote the number of arithmetic operations this “highest
level” algorithm uses to compute a discrete Fourier transform of order N .

Start with the lowest K possible, K = 1 . Then our “highest level” algorithm is simply the
first level algorithm for computing a discrete transform of order N = 21 = 2 . By the analysis
in the previous subsection, we know

O
(
21) = 2 +

(
2 + 1

2

)
2 = 7 .

For K > 1 , equation (39.31) applies. Rewritten in terms of our “ O ” notation with N = 2K ,
this equation is

O
(
2K )

= 2 × O

(
1

2
· 2K

)
+ 5

2
· 2K .

Thus,
O

(
2K )

= 2 O
(
2K−1) + 5 · 2K−1 . (39.32)

Consequently,
O

(
22) = 2 O

(
21) + 5 · 21

= 2 [7] + 5 · 2 = 7 · 2 + 5 · 2 .

Since we want to find a pattern for the values of the O
(
2K

)
’s , and since each application of

equation (39.32) adds a term of the form 5 · 2K−1 , we won’t carry out the arithmetic in the last
equation any further. Continuing, we see that

O
(
23) = 2 O

(
22) + 5 · 22

= 2 [7 · 2 + 5 · 2] + 5 · 22 = 7 · 22 + 2
(
5 · 22) ,

O
(
24) = 2 O

(
23) + 5 · 23

= 2
[
7 · 22 + 2

(
5 · 22)] + 5 · 23 = 7 · 23 + 3

(
5 · 23) ,

and

O
(
25) = 2 O

(
24) + 5 · 24

= 2
[
7 · 23 + 3

(
5 · 23)] + 5 · 24 = 7 · 24 + 4

(
5 · 24) .

Behold! A pattern seems to be emerging. These formulas are all described by

O
(
2K )

= 7 · 2K−1 + (K − 1)
(
5 · 2K−1) for K = 1, 2, 3, 4, and 5 .

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

742 Sampling and the Discrete Fourier Transform

Assuming this holds for any particular integer K and re-applying equation (39.32) yields

O
(
2K+1) = 2 O

(
2K )

+ 5 · 2K

= 2
[
7 · 2K−1 + (K − 1)

(
5 · 2K−1)] + 5 · 2K+1−1

= 7 · 2[K+1]−1 + ([K + 1] − 1)
(
5 · 2[K+1]−1) ,

showing that this pattern continues to hold as the integer K increases. So, for every positive
integer K ,

O
(
2K )

= 7 · 2K−1 + (K − 1)
(
5 · 2K−1) = (2 + 5K )2K−1 .

There are a couple of points we should recall or observe at this stage:

1. The order N equals 2K . Thus, K = log2 N and, by the last equation above,

O(N ) = O
(
2K )

= (2 + 5 log2 N )
1

2
· 2K = 5

2
N log2 N + N .

2. The numbers we just derived should be viewed as an upper limit on the number of
basic arithmetic computations done in a “well-written and implemented” fast Fourier
transform. Remember, “our” fast Fourier transform algorithm is simply our K th level
algorithm without any of the refinements that would be added by a competent numerical
analyst and programmer. For example, if you actually construct our FFT according to
the discussion on page 738, you will find the algorithm repeats a number of divisions by√

2 (see step 3). That number can be reduced by, say, doing none of these divisions until
the end, at which point the N th order sequence computed so far is multiplied by 2−K/2 .

As it turns out, most of the efficiency in a fast Fourier transform comes from the
process developed here in which an N th order discrete transform computation is converted
to a number of 1st order discrete transform computations. The main effect of those
additional refinements on the number of computations is to reduce the first coefficient in
the last equation from 5/2 to some smaller constant.

Keeping in mind the above observations, we then have:

The number of basic arithmetic operations required to compute an N th order discrete
Fourier transform using a well-written radix 2 fast Fourier transform algorithm is
no more than

5

2
N log2 N + N .

(This assumes log2 N is an integer.)

Comparing the Computational Times

Summarizing what we just derived:

Computing an N th order discrete Fourier transform using just the basic definition
takes

2N 2 − 2N + 1 arithmetic operations .

Computing an N th order discrete Fourier transform using the first level algorithm
takes

N 2 + 1

2
N + 2 arithmetic operations .
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Fast Fourier Transforms 743

Computing an N th order discrete Fourier transform using a well-written (radix 2)
fast Fourier transform takes at most

5

2
N log2 N + N arithmetic operations .

(Provisos: Use of the first level algorithm requires that N be even. Use of the radix 2 fast
Fourier transform requires that log2 N be an integer.)

These numbers, of course, do not tell the entire story. In deriving them, we did not distin-
guish between the computational effort required to do a complex-valued “add”, a complex-valued
“multiply”, and an integer-valued “add”. Nor did we take into account the extra overhead neces-
sary for the bookkeeping in the fast Fourier transform algorithm. On the other hand, the above
number of operations for the fast Fourier transform is based on “our” fast Fourier transform
algorithm, which is relatively primitive and could be further improved had we the time and
inclination.

Still, these numbers do give reasonable estimates of the number of time-consuming opera-
tions a computer would use to compute a discrete transform by each of the indicated methods,
and rough comparisons of the computational times for these methods can be obtained by as-
suming the total computational time is directly proportional to the number of basic arithmetic
operations involved.

!IExample 39.6: Suppose N = 210 = 1024 . According to our calculations, the computation
of a 1024th order discrete Fourier transform would take

2 · 10242 − 2 · 1024 + 1 ≈ 2.1 × 106

arithmetic operations using the basic definition,

10242 + 1

2
· 1024 + 2 ≈ 1.05 × 106

arithmetic operations using our first level algorithm, and no more than

5

2
· 1024 · 10 + 1024 ≈ 2.7 × 104

arithmetic operations using a well-implemented fast Fourier transform algorithm.
Consider what this means in terms of the time it takes to compute a 1024th order discrete

Fourier transform. Assuming a direct relation between the number of basic arithmetic opera-
tions and the computational time, the above figures tell us that using our first order algorithm
requires half the time needed using the basic definition. This pales, however, alongside the
improvement resulting from the fast Fourier transform — using that reduces the computational
time to 27/2100 (a little over one percent) of the time required using the basic definition.

As the example indicates, using a fast Fourier transform can greatly reduce the computa-
tional time for a discrete transform, especially when the order of the transform is large. The
relation between the savings in time and the order is, perhaps, most clearly seen in the ratio of
the times required to compute an N th order discrete transform using a fast Fourier transform and
using the basic definition. Assuming computational time is directly proportional to the number
of basic arithmetic operations, our calculations yield

time to compute an N th order transform using an FFT

time to compute an N th order transform using the basic definition
≤

5
2 N log2 N + N

2N 2 − 2N + 1
.

A slightly simpler upper bound on this ratio can be obtained after observing that, when N > 4 ,

1 = 1

2
log2 4 <

1

2
log2 N and N <

1

4
N 2 .
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744 Sampling and the Discrete Fourier Transform

So, for N > 4 ,

5

2
N log2 N + N <

5

2
N log2 N + 1

2
N log2 N = 3N log2 N ,

2N 2 − 2N + 1 > 2N 2 − 2N > 2N 2 − 2
(

1

4
N 2

)
= 3

2
N 2 ,

and
5
2 N log2 N + N

2N 2 − 2N + 1
<

3N log2 N
3
2 N2

= 2 log2 N

N
.

Thus, for N > 4 ,

time to compute an N th order transform using an FFT

time to compute an N th order transform using the basic definition
<

2 log2 N

N
.

As you can easily verify, this upper bound becomes extremely small as N gets large.

?IExercise 39.19: Find, approximately, the upper bound on the above ratio of computational
times when N = 210 ? when N = 212 ? when N = 220 ?

Additional Exercises

39.20. Let N = 4 , and, for each of the following choices of f (t) and L ,

1. find the N th order regular sampling of f over the minimal window,

and

2. sketch the corresponding discrete approximation, f̂ .

a. f (t) = 2t and L = 1

b. f (t) = 2t and L = 2

c. f (t) = (5 − 3t)2 and L = 1

d. f (t) = (5 − 3t)2 and L = 2

e. f (t) = 1 and L = 2

f. f (t) = step
(
t − 4/5

)
and L = 2

39.21. Repeat exercise 39.20 with N = 3 replacing N = 4 .

39.22. In the text, it was assumed that all the samplings were from piecewise smooth functions.
In the following, you are to generate the samplings corresponding to delta functions by
doing the following for each of the indicated choices of f (t) , N , and 1t :

1. Determine and sketch the regular, periodic array

f̂ =
∞∑

k=−∞
f̂k δk1t

with index period N that “best approximates” f on
(
− N

2
1t ,

[
N − 1

2

]
1t

)
.
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Additional Exercises 745

2. Determine the sampling { f0, f1, . . ., fN−1} corresponding to f̂ .

a. N = 4 , 1t = 1/2 , and

i. f (t) = δ(t) ii. f (t) = δ1(t)

b. N = 4 , 1t = 1/3 , and

i. f (t) = δ(t) ii. f (t) = δ1(t)

c. N = 32 , 1t = 1/16 , and

i. f (t) = δ(t) ii. f (t) = δ1(t)

39.23. Using F4 , the matrix for the 4th order discrete Fourier transform (see example 39.4
on page 727), find the discrete Fourier transform of each of the following 4th order
sequences:

a. { 1, 0, 0, 0 } b. { 0, 1, 0, 0 } c. { 1, 1, 1, 1 }

d. { 3, 2, 1, 0 } e. { 1, −1, 1, −1 }

39.24 a. Compute F3 , the matrix for the 3th order discrete Fourier transform.

b. Find the discrete Fourier transform of each of the following 3rd order sequences:

i. { 1, 0, 0 } ii. { 0, 1, 0 } iii. { 1, 1, 1 }
iv. { 3, 2, 1 } v. { 1, −1, 1 }

39.25 a. Compute F8 , the matrix for the 8th order discrete Fourier transform.

b. Find the discrete Fourier transform of each of the following 8th order sequences:

i. { 1, 0, 0, 0, 0, 0, 0, 0 } ii. { 0, 1, 0, 0, 0, 0, 0, 0 }
iii. { 1, 1, 1, 1, 1, 1, 1, 1 } iv. { 1, −1, 1, −1, 1, −1, 1, −1 }

39.26 a. Find the discrete Fourier transform of each 4th order sampling you computed in
exercise 39.20.

b. Find the array coefficients Ĝ0 , Ĝ1 , Ĝ2 , and Ĝ3 for the Fourier transform of each
discrete approximation f̂ found in exercise 39.20. (Use theorem 39.6 on page 729
and your answer to the previous part.)

39.27. Let NN be the N × N matrix whose ( j, k)th component is

[
NN

]
j,k =





1 if j = k = 0

1 if j 6= 0 and k = N − j

0 otherwise

.

a. Write out the matrix N4 and verify that N4x = x̃ where x is any 4th order sequence
vector and x̃ is the corresponding vector obtained by index negation.

b. Verify that, in general, NN x = x̃ where x is any N th order sequence vector and x̃
is the corresponding vector obtained by index negation.

c. Show that the discrete near-equivalence identities (equations 39.20 on page 731) are
equivalent to the matrix equations

FN = NN F
−1

N = F
−1

N NN and F
−1

N = NNFN = FN NN .

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

746 Sampling and the Discrete Fourier Transform

39.28. For M = 0, 1, 2, . . ., and N − 1 , let EN ,M and TN ,M be the N × N matrices whose

( j, k)th components are

[
EN ,M

]
j,k

=

{
e−i 2π

N j M if j = k

0 if j 6= k

and

[
TN ,M

]
j,k

=





1 if j < M and k = j + N − M

1 if M ≤ j and k = j − M

0 otherwise

.

a. Assume {v0, v1,. . ., vN−1} is an N th order sequence with corresponding sequence
vector v , and let

u = EN ,M v and w = TN ,M v .

Verify that the components of u are given by

{ u0 , u1 , u2 , . . . , uN−1 }

= { e0v0 , e−i 2π
N M·1v1 , e−i 2π

N M·2v2 , . . . , e−i 2π
N M(N−1)vN−1 } ,

while the components of w are given by

{w0, w1 , w2 , . . . , wN−1 } = { v0−M , v1−M , v2−M , . . . , vN−1−M } .

b. Letting E∗
N ,M be the complex conjugate of EN ,M , show that the discrete translation

identities are equivalent to the matrix equations

TN ,MFN = FN E∗
N ,M , EN ,MFN = FN TN ,M ,

F
−1

N TN ,M = E∗
N ,MF

−1
N and F

−1
N EN ,M = TN ,MF

−1
N .

39.29. In the following, ∗ denotes complex conjugation, and ∼ denotes index negation. In
addition, assume

{ v0 , v1 , v2 , . . . , vN−1 } and {w0 , w1 , w2 , . . . , wN−1 }

are two N th order sequences with respective discrete Fourier transforms

{ V0 , V1 , V2 , . . . , VN−1 } and { W0 , W1 , W2 , . . . , WN−1 } ,

and let v , w , V , and W be the corresponding sequence vectors. (So V = FN v and
W = FN w .)

a. Confirm that FN
∗ = F

−1
N and F

−1
N

∗ = FN .

b. Show that
FN v∗ = Ṽ∗ and FN ṽ∗ = V∗ .

c. Using the above and the appropriate discrete convolution identity, prove the correlation
identity

1
√

N

N−1∑

k=0

e−i 2π
N nkv ∗

k wk = 1
√

N

N−1∑

j=0

V ∗
j−n W j for n = 0, 1, 2, . . . , N − 1 .
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Additional Exercises 747

d. Prove the other correlation identity,

1
√

N

N−1∑

n=0

ei 2π
N kn V ∗

n Wn = 1
√

N

N−1∑

j=0

v ∗
j−kw j for k = 0, 1, 2, . . . , N − 1 .

e. Using either correlation identity, show that

V · W = v · w and ‖V‖ = ‖v‖ .

(The first is the discrete version of Parseval’s equality, and the second is the discrete
version of Bessel’s equality.)

39.30 a. Using a computer math package such as Maple, Mathematica, or Mathcad, write a
“program” or “worksheet” for computing the N th order discrete Fourier transform
using the basic definitions. (Do not use any “Fourier routines” that are already part
of the math package.)

b. Test your program/worksheet by using it to compute the discrete Fourier transform of
each of the following 8th order sequences and then comparing the answer obtained
to the corresponding answer obtained in doing exercise 39.25 b:

i. { 1, 0, 0, 0, 0, 0, 0, 0 } ii. { 0, 1, 0, 0, 0, 0, 0, 0 }
iii. { 1, 1, 1, 1, 1, 1, 1, 1 } iv. { 1, −1, 1, −1, 1, −1, 1, −1 }

39.31 a. Using a computer math package such as Maple, Mathematica, or Mathcad, write a
“program” or “worksheet” for computing the N th order discrete Fourier transform
using our first level fast Fourier transform algorithm. (Do not use any “Fourier
routines” that are already part of the math package.)

b. Test your program/worksheet by using it to compute the discrete Fourier transform of
each of the following 8th order sequences and then comparing the answer obtained
to the corresponding answer obtained in doing exercise 39.25 b:

i. { 1, 0, 0, 0, 0, 0, 0, 0 } ii. { 0, 1, 0, 0, 0, 0, 0, 0 }
iii. { 1, 1, 1, 1, 1, 1, 1, 1 } iv. { 1, −1, 1, −1, 1, −1, 1, −1 }

39.32. Set N = 2K for, say, K = 10 (this may be changed in a moment), and let {v0, v1,
. . ., vN−1} be the N th order sequence with

vk =

{
3 k is even

−3 k is odd

(or you can generate your own sequence). Compute the N th order discrete transform
of this sequence using each of the following:

a. Your program/worksheet from exercise 39.30.

b. Your “first level” program/worksheet from exercise 39.31.

c. The fast Fourier transform in the computer math package you are using.

In each case, measure the length of time it takes to compute the discrete transform.
Which is fastest? How much faster than the others is it? (If necessary, adjust the value
of K to get discrete transforms that requires a measurable amount of time to compute.)

© 2001 by Chapman & Hall/CRC

© 2001 by Chapman & Hall/CRC



i

i

i

i

i

i

i

i

748 Sampling and the Discrete Fourier Transform

39.33. How many basic arithmetic operations does it take to compute the convolution of two
N th order sequences using the basic definition, formula 39.27 on page 734?

39.34. The discrete convolution of two N th order sequences {v0, v1, . . ., vN−1} and {w0, w1,
. . ., wN−1} can also be computed by the following alternative procedure:

1. Compute the discrete transforms {V0, V1, . . ., VN−1} and {W0, W1, . . ., WN−1}
of {v0, v1, . . ., vN−1} and {w0, w1, . . ., wN−1} .

2. Compute the product of {V0, V1, . . ., VN−1} and {W0, W1, . . ., WN−1} , letting
{U0, U1, . . ., UN−1} denote this product.

3. Finally, compute the inverse discrete transform {u0, u1, . . ., u N−1} of {U0, U1,
. . ., UN−1} .

a. Using equation (39.26), verify that {u0, u1, . . ., u N−1} is the convolution of {v0, v1,
. . ., vN−1} and {w0, w1, . . ., wN−1} .

b. At most, how many basic arithmetic operations does this procedure require? Assume
N is large and equal to 2K for some integer K , and that the discrete transforms are
computed using fast Fourier transforms. You may also use the upper bound

number of basic arithmetic operations for an N th order FFT < 3N log2 N ,

which we obtained in deriving inequality (39.6).

39.35. Compare your answer for exercise 39.33 to your answer to the final question in the last
exercise above. Assuming N is large and equal to 2K for some integer K , which way
of computing the convolution of two N th order sequences should be faster: ( 1) using just
the basic definition discrete convolution or ( 2) the alternative procedure described in
the previous exercise? Approximately how much faster is that method when N = 210 ?
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TABLE A.1
Fourier Transforms of Some Common Functions

In the following:

α , β , and γ all denote real numbers.

f (t) F(ω) = F [ f (t)]|ω Restrictions

pulseα(t) 2α sinc(2παω) 0 < α

rect(α,β)(t)
i

2πω

[
e−i2πβω − e−i2παω

]
α ≤ β

tri(t) sinc2(πω) none

cos
(
π

2α
t
)

pulseα(t)
α
[

sinc
(

2παω + π

2

)

+ sinc
(

2παω− π

2

) ] 0 < α

sinc(2παt)
1

2α
pulseα(ω) 0 < α

sinc2(2παt)
1

2α
tri

(
ω

2α

)
0 < α

e−(α+iβ)t step(t)
1

α + iβ + i2πω
0 < α

tke−(α+iβ)t step(t)
k!

(α + iβ + i2πω)k+1
0 < α

k = 0, 1, 2, . . .

e(α+iβ)t step(−t)
1

α + iβ − i2πω
0 < α

tke(α+iβ)t step(−t) (−1)k
k!

(α + iβ − i2πω)k+1
0 < α

k = 0, 1, 2, . . .

1

α + iβ + iγ t
2π

γ
e2π(α+iβ)ω/γ step(−ω) 0 < α, 0 < γ

1

(α + iβ + i t)k+1
2π

k!
(2πω)ke2π(α+iβ)ω step(−ω) k = 0, 1, 2, . . .
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752 Fourier Transforms of Some Common Functions

f (t) F(ω) = F [ f (t)]|ω Restrictions

1

α + iβ − iγ t
2π

γ
e−2π(α+iβ)ω/γ step(ω) 0 < α, 0 < γ

1

(α + iβ − i t)k+1
2π

k!
(−2πω)ke−2π(α+iβ)ω step(ω)

0 < α

k = 0, 1, 2, . . .

e−α|t | 2α

α2 + 4π2ω2
0 < α

1

α2 + γ 2t2
π

αγ
e−2πα|ω|/γ 0 < α, 0 < γ

e−αt2+βt
√
π

α
exp

(
− 1

4α
(2πω + iβ)2

)
0 < α

e−λt2

[√
|λ| + α − i sgn(β)

√
|λ| − α

]

× 1
|λ|

√
π

2
exp

(
−π2

λ
ω2

) λ = α + iβ,
0 ≤ α

e−αt2
cos

(
βt2

)

1

|λ|

√
π

2
exp

(
−π2α

|λ|2
ω2

)
×

[√
|λ| + α cos

(
π2β

|λ|2
ω2

)

+
√

|λ| − α sin

(
π2β

|λ|2
ω2

)]

λ = α + iβ,
0 ≤ α, 0 < β

e−αt2
sin

(
βt2

)

1
|λ|

√
π

2
exp

(
−π2α

|λ|2
ω2

)
×

[√
|λ| − α cos

(
π2β

|λ|2
ω2

)

−
√

|λ| + α sin

(
π2β

|λ|2
ω2

)]

λ = α + iβ,
0 ≤ α, 0 < β

e±iπαt2 1
√
α

exp

(
∓iπ

[
ω2

α
− 1

4

])
α > 0

cos
(
παt2

)
1

√
α

cos

(
π

[
ω2

α
− 1

4

])
α > 0

sin
(
παt2

)
− 1

√
α

sin

(
π

[
ω2

α
− 1

4

])
α > 0
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A.1 Fourier Transforms of Some Common Functions 753

f (t) F(ω) = F [ f (t)]|ω Restrictions

1 δ(ω) none

tk
(

i

2π

)k
Dkδ(ω) k = 0, 1, 2, . . .

ei2π(α+iβ)t δα+iβ(ω) none

sin(2παt)
1

2i

[
δα(ω) − δ−α(ω)

]
none

cos(2παt)
1

2

[
δα(ω) + δ−α(ω)

]
none

step(t)
1

i2π
T−i

[ 1

ω − i

]
none

step(t)
1

i2π
pole(ω) + 1

2
δ(ω) none

step(−t)
−1

i2π
Ti

[ 1

ω + i

]
none

step(−t)
−1

i2π
pole(ω) + 1

2
δ(ω) none

ramp(t)
−1

4π2
T−i

[
(ω − i)−2

]
none

ramp(t)
−1

4π2

[
pole2(ω) − iπDδ(ω)

]
none

tk step(t)
(

1

i2π

)k+1
k! T−i

[
(ω − i)−k−1

]
k = 0, 1, 2, . . .

tk step(t)

( −i

2π

)k+1 [
k! polek+1(ω)

+ i(−1)kπDkδ(ω)

] k = 0, 1, 2, . . .

tk step(−t) −
(

1

i2π

)k+1
k! Ti

[
(ω + i)−k−1

]
k = 0, 1, 2, . . .

tk step(−t)

( −i

2π

)k+1 [
− k! polek+1(ω)

+ i(−1)kπDkδ(ω)
] k = 0, 1, 2, . . .
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754 Fourier Transforms of Some Common Functions

f (t) F(ω) = F [ f (t)]|ω Restrictions

sgn(t)
1

iπ
D ln |ω| none

sgn(t)
1

iπ
pole(ω) none

pole(t) −iπ sgn(ω) none

polek(t)
(−i2π)k

2(k − 1)!
ωk−1 sgn(ω) k = 1, 2, . . .

tk sgn(t)
(−i

2π

)k+1
2k! polek+1(ω) k = 0, 1, 2, . . .

|t |n
(

−i

2π

)n+1
2n! polen+1(ω) n = 1, 3, 5, . . .

combα(t)
1

α
comb1/α(ω) 0 < α

sawα(t)
α

2
δ(ω)+

∞∑

k=−∞
k 6=0

iα

2πk
δk/α(ω) 0 < α
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TABLE A.2
Identities for the Fourier Transforms

In the following:

α = any real number, F(ω) = F [ f (t)]|ω , and G(ω) = F [g(t)]|ω

h(t) H(ω) = F [h(t)]|ω Restrictions

f (t)
∫ ∞

−∞
f (t) e−i2πωt dt f in A

∫ ∞

−∞
F(ω) ei2πωt dω F(ω) F in A

f (αt)
1

|α|
F

(
ω

α

)
α 6= 0

1
|α|

f
(

t

α

)
F(αω) α 6= 0

f (t − α) e−i2παωF(ω) none

Tα+iβ [ f (t)] e−i2π(α+iβ)ωF(ω) none

ei2παt f (t) F(ω − α) none

ei2π(α+iβ)t f (t) Tα+iβ [F(ω)] none

sin(2παt) f (t)
i

2
[F(ω + α) − F(ω − α)] none

cos(2παt) f (t)
1

2
[F(ω + α) + F(ω − α)] none

1

2
[ f (t − α) + f (t + α)] cos(2παω) F(ω) none

i

2
[ f (t − α) − f (t + α)] sin(2παω) F(ω) none

d f

dt
i2πωF(ω) see chap. 22

dn f

dtn (i2πω)n F(ω) see chap. 22
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756 Identities for the Fourier Transforms

h(t) H(ω) = F [h(t)]|ω Restrictions

t f (t)
i

2π

d F

dω
see chap. 22

tn f (t)
(

i

2π

)n dn F

dωn see chap. 22

D f i2πωF(ω) none

Dn f (i2πω)n F(ω) none

t f (t)
i

2π
DF none

tn f (t)
(

i

2π

)n
Dn F none

f g F ∗ G yes, see chap. 24

f ∗ g FG see chap. 24

f ∗g F ? G see chap. 25

f ? g F∗G see chap. 25

Other Useful Identities:

For all transformable functions:

Near-equivalence:

F
−1[φ(x)]|y = F [φ(−x)]|y = F [φ(x)]|−y

and

F [φ(x)]|y = F
−1[φ(−x)]|y = F

−1[φ(x)]|−y

Under suitable conditions (see chap. 25):

Fundamental Identity:
∫ ∞

−∞
F(x)g(x) dx =

∫ ∞

−∞
f (y)G(y) dy

Parseval's Identity:
∫ ∞

−∞
F(x)G∗(x) dx =

∫ ∞

−∞
f (y)g∗(y) dy

Bessel's Identity:
∫ ∞

−∞
|F(x)|2 dx =

∫ ∞

−∞
| f (y)|2 dy
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Answers to Selected Exercises

Chapter 1

1. geometric definition: v · w = |v| |w| cos(angle between v and w)
component formula: v · w = v1w1 + v2w2 + v3w3

Chapter 6

7a. 2 7b. 3 7c.
√

13 7d. Arctan
(

3/2
)

7e. −5 + 12i
7f. 2/13 7g. −3/13

10a. Re[ f (t)] =
(
1 + t2)−1

, Im[ f (t)] = t
(
1 + t2)−1

13a. 1/2 13b.
[
−a + aeax cos(bx)+ beax sin(bx)

] (
a2 + b2)−1 13c. 0 13d. p/2

15b i. 1 , i , − 1 and − i 15b ii. 1 , exp
(

i
2π

3

)
and exp

(
i

4π

3

)

15b iii. exp
(

i
π

3

)
, − 1 and exp

(
i

5π

3

)
15b iv. 2 exp

(
i
π

3

)
, − 2 and 2 exp

(
i

5π

3

)

Chapter 7

9b. 2 9d. 2/3

Chapter 9

5a. fund. period = 2 , fund. freq. = 1/2 , F.S. [ f ]|t = 1

2
+

∞∑

k=1

1 − (−1)k

kπ
sin(kπ t)

5b. F.S. [g]|t = −
∞∑

k=1

(−1)k
6

kπ
sin

(
kπ

3
t
)

5c. F.S. [h]|t = e − 1 +
∞∑

k=1

[
2(e − 1)

1 + 4π2k2
cos(k2π t) − 4πk(e − 1)

1 + 4π2k2
sin(k2π t)

]

5e. F.S.
[
cos2(t)

]∣∣∣
t

= 1

2
+ 1

2
cos(2t)

5f. F.S. [|sin(t)|]|t = 2

π
+

∞∑

k=1

4

π
(
1 − 4k2

) cos(2kt)

6a. odd, F.S. [ f ]|t =
∞∑

k=1

[
1 − (−1)k

]
2

kπ
sin(kπ t)

6b. even, F.S. [g]|t = 1

2
+

∞∑

k=1

2

kπ
sin

(
kπ

2

)
cos

(
kπ

2
t
)

6c. F.S. [evensaw]|t = 1

2
+

∞∑

k=1

[
(−1)k − 1

]
2

k2π2
cos(kπ t)
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760 Answers to

6d. F.S. [oddsaw]|t =
∞∑

k=1

(−1)k+1 2

kπ
sin(kπ t)

6e. F.S. [h]|t = 1

3
+

∞∑

k=1

(−1)k
4

k2πk
cos(kπ t)

6f. F.S. [k]|t =
∞∑

k=1

([
(−1)k − 1

]
4

k3π3
− (−1)k

2

kπ

)
sin(kπ t)

7a. G(t) = 2g(t)− 1 , F.S. [G]|t =
∞∑

k=1

4

kπ
sin

(
kπ

2

)
cos

(
kπ

2
t
)

7b. H(t) = 1 − h(t) , F.S. [H ]|t = 2

3
+

∞∑

k=1

(−1)k+1 4

k2πk
cos(kπ t)

7c. K (t) = h(t)− 2 oddsaw(t)− 3
7d. Φ(t) = 1

2
[evensaw(t)+ oddsaw(t)] ,

F.S. [Φ]|t = 1

4
+

∞∑

k=1

{[
(−1)k − 1

]
1

k2π2
cos(kπ t) + (−1)k+1 1

kπ
sin(kπ t)

}

7e. F.S. [Ψ1]|t = 1 +
∞∑

k=1

[
(−1)k − 1

]
4

k2π2
cos(kπ t)

7f. F.S. [Ψ2]|t = 1 +
∞∑

k=1

[
(−1)k − 1

]
4

k2π2
cos(kπ t)

7g. F.S. [Ψ3]|t = 1

2
+

∞∑

k=1

[
1 − (−1)k

]
2

k2π2
cos(kπ t)

Chapter 10

2. the sine series

3. T .F.S. [ f ]|t = 1 , F.S.S. [ f ]|t =
∞∑

k=1

2

kπ

[
1 − (−1)k

]
sin(kπ t) , F.C.S. [ f ]|t = 1

4. T .F.S. [ f ]|t = 1

2
+

∞∑

k=1

[
0 cos(2πkt)− 1

kπ
sin(2πkt)

]
,

F.S.S. [ f ]|t =
∞∑

k=1

(−1)k+1 2

kπ
sin(kπ t) ,

F.C.S. [ f ]|t = 1

2
+

∞∑

k=1

2

k2π2

[
(−1)k − 1

]
cos(kπ t)

5a.
∞∑

k=1

{
4

3

(
3

kπ

)3 [
(−1)k − 1

]
− 18

kπ
(−1)k

}
sin

(
kπ

3
t
)

5b. sin(2t)

6a. 3 +
∞∑

k=1

(−1)k
(

6

kπ

)2
cos

(
kπ

3
t
)

6b.
∞∑

k=1

ak cos(kt) where ak =





4

π
(
4 − k2

)
[
1 − (−1)k

]
if k 6= 2

0 if k = 2

Chapter 12

1a.
∞∑

k=−∞

1 + ik

k2 + 1
ei2πωk t 1b.

∞∑

k=1

−2k

k2 + 4
sin(2πωk t)
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Selected Exercises 761

3a. 1

2
+

∞∑

k=−∞
k 6=0

i

2πk

[
(−1)k − 1

]
eiπkt 3b.

∞∑

k=−∞

1 + i2πk

1 + 4π2k2
[e − 1] ei2πkt

3c. 1

2
+

∞∑

k=−∞
k 6=0

1

k2π2

[
(−1)k − 1

]
eikπ t 3d.

∞∑

k=−∞
k 6=0

(−1)k
i

kπ
eikπ t

3e. 1

2
− 1

4
ei2t − 1

4
e−i2t 3f.

∞∑

k=−∞

2

π
(
1 − 4k2

)ei4kπ t

3g.
∞∑

k=−∞
k 6=0

1

kπ
sin

(
kπ

2

)
ei2πωk t where ωk = k

4
3h. 1

3
+

∞∑

k=−∞
k 6=0

(−1)k
2

k2π2
eikπ t

Chapter 13

6a. 1/2 , 1 , 1/2 , 1/2 , 1 6b. (1 + e)/2 , exp
(

1/2
)

, (1 + e)/2 , (1 + e)/2 , exp
(

1/2
)

6c. 0 , 1/4 , 1/2 , 1 , 3/4 6d. 0 , 0 , 0 , 0 , 0 6e. 0 , 1 , 0 , 0 , 1
6f. 0 , 1/4 , 1 , 0 , 1/4 6g. 0 , 1/4 , 1/2 , 0 , 1/4

8. the series converges uniformly for the even sawtooth, |sin(2π t)| and k(t)
11a i. 0 and 0 11a ii. yes 11a iii. no
11b i. 0 and 2 11b ii. yes 11b iii. yes
14a. when lim

t→0+
f (t) 6= 0 14b. never

Chapter 15

6a. f ′ = 0 , F.S.
[

f ′] = 0 6b. g′ = g , F.S.
[
g′] = F.S. [g]

6c. 1

2
+

∞∑

k=−∞
k 6=0

1

k2π2

[
(−1)k − 1

]
eikπ t 6d.

∞∑

k=−∞
k 6=0

(−1)k
i

kπ
eikπ t

8a. 1

2
− 1

2π2

∞∑

k=−∞
k 6=0

1

k2
8b. 1/6

9a. 1

2
t +

∞∑

k=1

1

2(πk)2

[
1 − (−1)k

]
+

∞∑

k=−∞
k 6=0

1

(2πk)2

[
(−1)k − 1

]
eiπkt

9b. 1

2
t +

∞∑

k=−∞
k 6=0

i

(kπ)3

[
1 − (−1)k

]
eikπ t

9c.
∞∑

k=1

(−1)k+1 2

(kπ)2
+

∞∑

k=−∞
k 6=0

(−1)k
1

(kπ)2
eikπ t

9d.
∞∑

k=−∞
k 6=0

−2i

(kπ)2
sin

(
kπ

2

)
ei2πωk t where ωk = k

4

Chapter 16

1c. max. temp. < 128 , max. temp. < 64 , max. temp. < 0.25

10a. 5e−3π2t sin(πx) 10b.
∞∑

k=1

(−1)k+1 4

kπ
e−3λk t sin

(
kπ

2
x
)

where λk =
(

kπ

2

)2
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11b. A0 +
∞∑

k=1

ake−λk t cos
(

kπ

L
x
)

where λk = κ
(

kπ

L

)2
,

A0 = 1

L

∫ L

0
f (x) dx and ak = 2

L

∫ L

0
f (x) cos

(
kπ

L
x
)

dx

11c. 1

2
+

∞∑

k=1

2

kπ
sin

(
nπ

2

)
e−λk t cos

(
kπ

3
x
)

where λk = 2
(

kπ

L

)2

12a.
∞∑

k=1

ck

λk

[
1 − e−λk t] sin

(
kπ

L
x
)

where λk = κ
(

kπ

L

)2

and ck = 2

L

∫ L

0
f (x) sin

(
kπ

L
x
)

dx

13.
∞∑

k=1

ak sin
(

kcπ

L
t
)

sin
kπ

L
x where ak = 2

kcπ

∫ L

0
f (x) sin

kπ

L
x dx

14a.
∞∑

k=1

[Ak cos(2πνk t)+ Bk sin(2πνk t)] e−βt sin
(

kπ

L
x
)

where the Ak’s and Bk’s are arbitrary constants and νk = 1

L

√
(kcπ)2 − β2

Chapter 18

9a. abs. integrable 9b. not abs. integrable 9c. not abs. integrable
10b. γ > 1 11b. γ < 1 12. all are absolutely integrable if and only if 0 ≤ γ

13a. abs. integrable 13b. not abs. integrable 13c. not abs. integrable
13d. abs. integrable 18c. |x |−1/2 rect(−1,1)(x) 18d. it blows up

Chapter 19

5. even, F
−1
I

[
pulsea

]∣∣
x = FI

[
pulsea

]∣∣
x = 2a sinc(2πax) 10. all except e−x2

14a. (a − ib + i2πy)−1

14b i. (2 + i(10π − 3))−1 14b ii. (2 + i(3 + 10π))−1 14b iii. (a + ib + i2πy)−1

14c i. (a − ib − i2πy)−1 14c ii. (a + ib − i2πy)−1 14c iii. (a + ib + i2πy)−1

14d i. 2a
(
a2 + (b − 2πy)2

)−1 14d ii. 1

2

[
(a − ib + i2πy)−1 + (a + ib + i2πy)−1

]

15a i. i
(
e−i2πy − 1

)
(2πy)−1 15a ii.

(
e−i2πy + i2πye−i2πy − 1

)
(2πy)−2

15b i. i
(
1 − ei2πy)(2πy)−1 15b ii.

(
1 − ei2πy + i2πyei2πy)(2πy)−2

15b iii. i
(
e−i2πy − 1

)
(2πy)−1 15b iv.

(
1 + i2πy − ei2πy)(2πy)−2

15b v.
(
1 − i2πy − e−i2πy)(2πy)−2

17a i. 1

2a
e−a|y| 17a ii. 1

2a
e−a|y| 17a iii. π

a
e−2πa|y|

17b i. 1

2
e−1 17b ii. 1

6
e−6 17b iii. 1

2
17b iv. 0 17b v. 1

2
e−1

Chapter 20

9. any pulse function 10. the sinc function

12a. 1

2a
pulsea(t) 12b. e−at step(t) 12c. eat step(−t)

12d. e−(a+ib)t step(t) 12e. e(a+ib)t step(−t) 12f. −2π i rect(0,1)(t)

13a. 1

2a
pulsea(ω) 13b. eaω step(−ω) 13c. e(a+ib)ω step(−ω)

13d. e−aω step(ω) 13e. e−(a+ib)ω step(ω) 13f. −2π i rect(−1,0)(ω)

14a. 2πe2πaω step(−ω) 14b. 2π

c
e2π(a+ib)ω/c step(−ω)
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15a. 2πe−2πaω step(ω) 15b. 2π

c
e−2π(a+ib)ω/c step(ω) 15c. 2πe−2πat step(t)

15d. 2π

c
e−2π(a+ib)t/c step(t) 15e. 2πe2πat step(−t) 15f. 2π

c
e2π(a+ib)t/c step(−t)

15g. π

ac
e−2πa|ω|/c 15h. π

ac
e−2πa|t |/c

16a. 1

10
pulse5(ω) 16b. e−3ω step(ω) 16c. e2ω step(−ω) 16d. e3t step(−t)

17a i. 1

5

[
e−3ω step(ω)+ e2ω step(−ω)

]
17a iii. i

4π

[
eaω step(−ω) − e−aω step(ω)

]

17a iv. π(1 + i)

a
√

2

[
eaπ

√
2(1+i)ω step(−ω)+ e−aπ

√
2(1+i)ω step(ω)

]

17a v. π(1 − i)

a
√

2

[
eaπ

√
2(1−i)ω step(−ω)+ e−aπ

√
2(1−i)ω step(ω)

]

17b i. iπc−2[e2aπω/c step(−ω)− e−2aπω/c step(ω)
]

17b ii. π(1 + i)

ac
√

2

[
eaπ

√
2(1+i)ω/c step(−ω)+ e−aπ

√
2(1+i)ω/c step(ω)

]

17b iii. π(1 − i)

ac
√

2

[
eaπ

√
2(1−i)ω/c step(−ω)+ e−aπ

√
2(1−i)ω/c step(ω)

]

18. classically transformable: x−2 step(x − 1) , e−ax step(x) , (1 − i x)−1 and e−ax2

not classically transformable: cos(ax) , x2 , x−2 , step(x) , eax step(x) and
1

1 − x

Chapter 21

11a. 6e−i8πω sinc(6πω) 11b. 6ei8πω sinc(6πω) 11c. 6 sinc(6π(ω − 4))
11d. 6 sinc(6π(ω + 4)) 11e. 2πe−2π(3+4i)ω step(ω) 11f. e(3+i4π)t step(−t)

11g. 10e−i4πω(
25 + 4π2ω2)−1 11h. 6

(
9 + 4π2(ω − 5)2

)−1

11i. 6
(
9 + 4π2(t + 5)2

)−1 11j. e3(t+ 1
2 ) step(−t − 1/2) 11k. (3 + i2πω)−1e−12−i8πω

11l. π

4
e−i6πωe−8π |ω| 11m. π

3
e−i10πωe−6π |ω| 11n. π

5
ei4πωe−10π |ω|

11o. 1

2

[
(3 + i2π(ω + 1))−1 + (3 + i2π(ω + 1))−1]

11p. 5
[(

25 + 4π2(ω + 3)2
)−1 +

(
25 + 4π2(ω − 3)2

)−1
]

11q. 5i
[(

25 + 4π2(ω + 3)2
)−1 −

(
25 + 4π2(ω − 3)2

)−1
]

11r. i

4

[
pulse1(ω+ 1)− pulse1(ω− 1)

]
11s. α

[
sinc

(
2παω + π

2

)
+ sinc

(
2παω− π

2

)]

12a. 2π

3
e8πω step(−ω) 12b. π

αγ
e−2πα|ω|/γ

13a. πe−i6π(ω+2) pulse1/2π
(ω + 2)

13b. iπe2π(6+3i)ω[
e12π step(−ω − 1) − e−12π step(1 − ω)

]

13c. 2π

3
e(1+i)8π(ω−3) step(3 − ω) 13d. 2π

γ
e2π(α+iβ)ω/γ step(−ω)

13e. 2π

γ
e−2π(α+iβ)ω/γ step(ω)

14a. β = 1/α , b = −1/α 14b i. i

2πω

[
e−i2παω − 1

]
14b ii. −i

2πω

[
ei2παω − 1

]

19a ii. IE = F [vE ] and IO = −iF [uO ]

Chapter 22

4a. (α + i2πω)−2 4b. 2(α + i2πω)−3 4c. 6(α + i2πω)−4 4d. (α − i2π t)−2

4e. −(α − i2πω)−2 4f. 2(α − i2πω)−3 4g. −i8απω
(
α2 + 4π2ω2)−2

4h. i8απ t
(
α2 + 4π2t2)−2 4i. − 1

4
π−3ω−3

[(
2 + 4π2ω2) sin(2πω) + ω cos(2πω)

]

5a. −(2π)2ωe2παω step(−ω) 5b. 4π3ω2e2παω step(−ω) 5c. (2π)2te−2παt step(t)
5d. 4π3t2e−2παt step(t) 5e. (2π)2ωe−2παω step(ω) 5f. 4π3ω2e−2παω step(ω)

5g. −i
π2ω

α
e−2πα|ω| 5h. i

π2t

α
e−2πα|t |
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6b. n!(α + i2πω)−n−1 6c i. (−1)nn!(α − i2πω)−n−1

6c ii. − (−2π)n

(n − 1)!
ωn−1e2παω step(−ω) 6c iii. (2π)n

(n − 1)!
ωn−1e−2παω step(ω)

7a. 2
[
(3 + i2πω)

(
1 + 4π2ω2)]−1

9a. −2 sinc(2πω)
(
9 + 4π2ω2)−1

9b.
[
(1 + i2πω)

(
3 − i8πω − 4π2ω2)]−1

Chapter 23

8a.
√
π

2
exp

(
−π2

4
ω2

)
8b.

√
π

2
exp

(
−π2

4
t2

)
8c. 1

2
exp

(
−π

4
ω2

)

8d.
√
π

γ
exp

(
−i6πω − π2

γ
ω2

)
8e.

√
π

γ
exp

(
i6π t − π2

γ
t2

)

8f.
√
π

3
exp

(
−π2

9
(ω − 3)2

)
8g. i

√
π

6

[
exp

(
−π2

9
(ω + 6)2

)
− exp

(
−π2

9
(ω − 6)2

)]

8h. −i
(
π

γ

)3/2
ω exp

(
−π2

γ
ω2

)
8i. 1

2π

(
π

γ

)3/2
[

1 − 2π2

γ
ω

]
exp

(
−π2

γ
ω2

)

8j.
(

4 − i
ω

8

)
exp

(
−i10πω − π

4
ω2

)
8k. 1

2
exp

(
−i10π(ω − 3)− π

4
(ω − 3)2

)

9a. e9γ
√
π

γ
exp

(
−i6πω − π2

γ
ω2

)
9b.

√
π exp

(
25 − i10πω − π2ω2

)

9c.
√
π

3
exp

(
−i2π(2 + 6i)ω − π2

3
ω2

)
9d. 1

3
exp

(
12πω − π

9
ω2

)

12a.
√
π

2

[√
|λ| + γ

|λ|
cos

(
κπ2

|λ|2
ω2

)
+

√
|λ| − γ

|λ|
sin

(
κπ2

|λ|2
ω2

)]
exp

(
− γπ2

|λ|2
ω2

)
with λ = γ +iκ

12b.
√
π

2

[√
|λ| − γ

|λ|
cos

(
κπ2

|λ|2
ω2

)
−

√
|λ| + γ

|λ|
sin

(
κπ2

|λ|2
ω2

)]
exp

(
− γπ2

|λ|2
ω2

)
with λ = γ+iκ

13b. M =
∫ T

−T
| f (t)| dt , β = 2πT 14a. 2 sinc(2πω + i6π)

14b. sinc(2πω + i6π)− sinc(2πω − i6π) 14c. sinc2(πω + i3π)

Chapter 24

9a. e−2x 9b. does not exist 9c. 3

10
sin(x) − 1

10
cos(x) 9d. does not exist

9e. 1

3

[
(x + 3)3 − (x − 3)3

]
− 24 9f.

[
x

20
− 3

5

]
(x + 3)4 −

[
x

20
+ 3

5

]
(x − 3)4

9g. π

2
+ arctan(x) 9h. (3x + 4)

√
π 9i.

√
πe4+4x 9j. 2α

α2 − β2
eβx

10a. cos(x − α)− cos(x + α) 10b. No, because pulseπ ∗ sin(x) = 0

12b. f is even. 12c i.
√
πe−π2

ei2πx 12c ii.
√
πe−π2

cos(2πx)

12c iii.
√
πe−π2

sin(2πx) 12c iv. 6(9 + π2)−1eiπx

12c v. (1 + 36π2)−1 [cos(6πx)+ 6π sin(6πx)]
15a. 1

β − α

[
e−αx − e−βx ] step(x) for β 6= α ; ωe−βω step(ω) for β = α

15b. 1

α + β

[
eβx step(−x)+ e−αx step(x)

]
whenever β > −α ; does not exist if β ≤ −α

16a. (x + 2) pulse2(x)+ 4 step(x − 2) 16b. 1

6
x3 step(x)

16c. 1

3

[
e5x − e2x] rect(0,2)(x)+ 1

3

[
e6 − 1

]
e2x step(x − 2)

16d. 1

6
e2x [e6x − e12] rect(2,3)(x)+ 1

6
e2x[e18 − e12] step(x − 3)
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16e.
[
e5x − e2x ] rect(0,2)(x)− e2x [e6x − e12 − e6 + 1

]
rect(2,3)(x)

−e2x[e18 − e12 − e6 + 1
]

step(x − 3)

16f. 1

12

[
4x + 3 + (x + 3)(x − 1)3

]
rect(0,2)(x)+ 2

3
x rect(2,3)(x)

+ 1

12

[
4x − 3 − (x + 12)(x − 4)3

]
rect(3,5)(x)

19a. π
[
e4πω − e8πω

]
step(−ω) 19b. 1

8

[
e5t step(−t) + e−3t step(t)

]

19c. 1

36

[
1 − e−6(t+3)

]
pulse3(t) + 1

36

[
e18 − e−18

]
e−6t step(t − 3)

19d. 1

4
(2 + ω) rect(−2,0)(ω) + 1

4
(2 − ω) rect(0,2)(ω)

19e. 1

42
e3ω step(−ω)+

[
1

6
e−3ω − 1

7
e−4ω

]
step(ω)

19f. ωe−αω step(ω) 19g.
(

1

2α

)2 [
1

α
+ |ω|

]
e−α|ω|

19h. 1

2π
[arctan(t + 1)− arctan(t − 1)]

20a. − 1

4

[
1 − e4(t+1)] pulse1(t)− 1

4

[
e4(t−1) − e4(t+1)] step(t − 1)

20b. − 1

36
e3t step(−t)− 1

36
(1 + 6t)e−3t step(t)

Chapter 25

5. α ≥
√

10 11a. (3 − i2π)−1ei2πx 11b. (3 + i2π)−1ei2πx 11c. 1

6
e−3|x |

13a. (2β)−1 13b. 1

2

[
1 − e−2π ]

13c. 0 13d.
(
2π2)−1 13e. 1/2 13f. 1/8

13g. 0 15a. E = 2(2 + ε)−1 and (1x)2 = (2 + ε)ε−1

16a. (1t)2 = 1/3 , 1ω = ∞ 16b. (1t)2 = 1/16π , (1ω)2 = 1/π

16c. 1t = π , 1ω = (2π)−2
√

2

Chapter 26

3. all except ex2
11a. f (x) = 3x 11b. g(x) = cos(x) 11c. h(x) = step(x)

13a. α ≥ 0 13b. α > −1 15a. f (x) = 4x 15b. g(x) = e−2πx 19b. π

Chapter 27

1b. no 14a. 1/3 14b.
∣∣1/b

∣∣ 14c. c =
∣∣1/b

∣∣ , γ = a/b

16a. δ4 16b. 1

2
[δ3 + δ−3] 16c. i

2
[δ−3 − δ3] 16d. 1

4
[2δ − δ6 − δ−6]

16e. 1

2
[δ6 + δ] 16f. δ(ω)+ 2 − 2

(
1 + 4π2ω2)−1

17a. 0 17b. 9 17c. 8 17d. x2 17e. (x − 3)2 17f. 0
17g. 9δ3(x) 17h. 9 17i. 0

18a. 1

2
δ(ω) +

∞∑

k=−∞
k 6=0

i

2πk

[
(−1)k − 1

]
δ
(
ω − k

2

)
18b.

∞∑

k=−∞

1 + i2πk

1 + 4π2k2
[e − 1] δk

18c. 1

2
δ(ω) +

∞∑

k=−∞
k 6=0

1

k2π2

[
(−1)k − 1

]
δ

(
ω − k

2

)
18d.

∞∑

k=−∞
k 6=0

(−1)k
i

kπ
δ

(
ω − k

2

)

18e.
∞∑

k=−∞

2

π
(
1 − 4k2

) δ2k 20a. −
∞∑

n=−∞
n3 ei6πnω 20b.

∞∑

n=−∞

4n2

1 + n2
eiπnω

22. F.S. [ f ]|t =
∞∑

n=−∞

1

2

[
1 − (−1)n

]
eiπ t , F [ f ] =

∞∑

n=−∞

1

2

[
1 − (−1)n

]
δn/2

25a. f ′(x) = D f (x) = step(x)
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25b. g′(x) = 3x2 rect(−1,2)(x) , Dg(x) = 3x2 rect(−1,2)(x)− δ−1(x)− 8δ2(x)
25c. Dh(x) = step(−x − 1)+ 2x rect(−1,2)(x)+ 3x2 step(x − 2)+ 2δ−1(x)+ 4δ2(x)

25d. f ′(x) = 0, D f =
∞∑

k=−∞
[δ2k − δ2k+1]

26a. −3e−3x step(x)+ δ(x) 26b. 3e3x step(2 − x)− e6δ2(x) 26c. rect(1,3) +δ1 −3δ3

26d. −i2π(3 + i2πx)−2 pulse3(x)+ (3 − i6π)−1δ−3(x)− (3 + i6π)−1δ3(x)

26e.
∞∑

k=−∞
[δ2k − δ2k+1]

28a. 6x step(2 − x)− 12δ2(x)− 8Dδ2(x) 28b. 2 pulse2 −4δ−2 − 4δ2

29a. i

2π
[δ(ω)− 3e−3ω step(ω)] 29b. 1

4π
[Dδ3 − Dδ−3] 29c. −1

4π2
D2δ+ i

3

2π
Dδ− 4δ

29d. −4π2ω2e−i6πω 30a. e−3t step(t) 30b. − 1

6
e−3|t |

Chapter 28

6a. H(ω) = (i2πω − 6)−1 , h(t) = −e6t step(−t) 6b i. −6e2t

6b ii. −3 sin(2t)− cos(2t) 6b iii. −e6t
∫ ∞

t
e−6s sinc(s) ds

6b iv. step(t)+ e6t step(−t)

7a. H(ω) =
[
(i2πω)2 + 7(i2πω)+ 10

]−1
, h(t) = 1

3

[
e−2t − e−5t

]
step(t)

7b. H(ω) =
[
(i2πω)2 − 10(i2πω)+ 29

]−1
, h(t) = − 1

2
e5t sin(2t) step(−t)

7c. H(ω) = (5 + i2πω)−2, h(t) = te−5t step(t) 8. h = δα , H(ω) = e−i2παω

9c i. 6 sin(4π t) 9c ii. 0 9c iii. 54 sinc(9π t) 9c iv. 3 −
4∑

n=1

6

nπ
sin(2πnt)

10b. h(t) = 1 , H = δ 10c. no

Chapter 31

4b. ψ(s) = 1

|a|
φ
(

1

a
s
)

4c. ψ(s) = −φ′(s)

12a. in 3 12b. in 3 12c. in 3 12d. not in 3 12e. in 3 12f. not in 3

12g. in 3 12h. not in 3 12i. in 3 12j. not in 3 12k. in 3 12l. in 3

14a. f (z∗) = u(x,−y)+ iv(x,−y) , f ∗(z) = u(x, y)− iv(x, y)
and f ∗(z∗) = u(x,−y)− iv(x,−y)

Chapter 32

21a. yes 21b. yes 21c. no 21d. yes 21e. no 21f. yes
23a. yes, it is exponentially integrable 23b. yes 23c. yes 23d. yes 23e. no
23f. yes 23g. yes 23h. yes 23i. no 23j. yes
26a. no 26b. yes

Chapter 33

5a. 1 5b. 1 5c. 0 5d. sgn(x) (i.e., step(x)− step(−x))

6a. δ 6b. 0 6c. 1

2
δ 6d. 2πδ 6e. −2πδ

10b i. h(x) = x2 10b ii. h(x) = cos(πx) 10b iii. g(x) = cos(πx/1x)

Chapter 34

12. F
−1[sin(2πat)] = i

2

[
δa − δ−a

]
and F

−1[cos(2πat)] = 1

2

[
δa + δ−a

]
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32a. 2 sinc(2πy) 32b. 4δ 32c. 4δ5 32d. 4δ−5
32e. e−i8πy 32f. 2δ − δ2 − δ−2
33a. 2 sinc(2πy) 33b. 4δ 33c. 4δ−5 33d. 4δ5
33e. ei8πy 33f. 2δ − δ2 − δ−2
34a. (i2π)−1[δ(ω) − 8e8ω step(−ω)] 34b. i(2π)−1[δ(ω) − 8e−8ω step(ω)]
37a. δ−i 37b. e(2−3i)2πy 37c. 1

2
[δ−3i + δ3i ] 37d. 1

2
[δ−3i − δ3i ]

38a. (2i)−1[δα−iβ − δ−α−iβ ] 38b. 2−1[δα−iβ + δ−α−iβ ]
38c. δ−iα(ω) − (2πα − i2πω)−1

38d. (2i)−1[δ4−iα(ω) − δ−4−iα(ω)] + (4π)−1[(iα + 4 + ω)−1 − (iα − 4 + ω)−1]
38e. δiα(ω) − (2πα + i2πω)−1 38f. δiα(ω) + δ−iα(ω) − α(πα2 + πω2)−1

39a. f ′(x) = D f (x) = step(x)
39b. g′(x) = 3x2 rect(−1,2)(x) , Dg(x) = 3x2 rect(−1,2)(x)− δ−1(x)− 8δ2(x)
39c. Dh(x) = step(−x − 1)+ 2x rect(−1,2)(x)+ 3x2 step(x − 2)+ 2δ−1(x)+ 4δ2(x)
40a. (i2πx)ne−i2πax 40b. (−i2πx)nei2πax

40c. (−i2π)−n Dnδ 40d. (i2π)−n Dnδ

41a. (i2π)−2 D2δ + i2(π)−1 Dδ − 5δ 41b. i(2π)−1 Dδ−3i

41c. (4π)−1[Dδ3 − Dδ−3] 41d. i(8π2)−1[D2δ3 − D2δ−3]
42a i. (i2π)−n−1n!T−i

[
(y − i)−n−1

]
42a ii. −(i2π)−n−1n!Ti

[
(y + i)−n−1

]

42b i. −(2π)−2T−i

[
(y − i)−2

]
42b ii. (−i2π)−n−1n!Ti

[
(y + i)−n−1

]

42b iii. (i2π)−n−1n!
(

T−i

[
(y − i)−n−1

]
− (−1)nTi

[
(y + i)−n−1

])

43. c = i2π 44a. 1 44b. (i2π)−1 44c. 1 44d. 1

45a. F
[
sgn

]
= 2F

[
step

]
− δ 45b. (iπ)−1 48b i. 1

√
α

exp

(
−iπ

[
ω2

α
− 1

4

])

48b ii. 1
√
α

exp

(
iπ

[
ω2

α
− 1

4

])
48b iii. exp

(
∓iπ

(
ω2 − 1

8

)2
)

48c i. 1
√
α

cos

(
π

[
ω2

α
− 1

4

])
48c ii. − 1

√
α

sin

(
π

[
ω2

α
− 1

4

])

Chapter 35

11a. −iδ(x) 11b. −iδi (x) 11c. sinc(x) 11d. 0 11e.
∞∑

k=−∞
(−1)kδk

12b. (2π)−1 sinh(2π)δi 17a. x2 17b. (x − 3)2 17c. 32δ3(x)
20a. 0 20b. 9 20c. 8 20d. 9 20e. 0 20f. 4 20g. 15

Chapter 36

11a. p = 3 , F
−1[ f ]|t =

∞∑

k=−∞

k

1 + k2
ei2π(k/3)t , F [ f ]|ω =

∞∑

k=−∞

−k

1 + k2
ei2π(k/3)ω

11b. p = 1/4 , F
−1[g]|t =

∞∑

k=−∞

k2

1 + k2
ei8kπ t

11c. p = 1 , F
−1[h]|t =

∞∑

k=−∞
(−k)k ei2πkt
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768 Answers to

12a. F.S. [ f ]|t = 1

2
+

∞∑

k=−∞
k 6=0

i

2πk

[
(−1)k − 1

]
ei2π(k/2)t ,

F [ f ] = 1

2
δ +

∞∑

k=−∞
k 6=0

i

2πk

[
(−1)k − 1

]
δk/2 12b. F [g] =

∞∑

k=−∞

1 + i2πk

1 + 4π2k2
[e − 1] δk

12c. F [evensaw] = 1

2
δ +

∞∑

k=−∞
k 6=0

1

k2π2

[
(−1)k − 1

]
δk/2

12d. F [oddsaw] =
∞∑

k=−∞
k 6=0

(−1)k
i

kπ
δk/2 12e. F [ f ] = 1

3
δ +

∞∑

k=−∞
k 6=0

(−1)k
2

k2π2
δk/2

13a. ck = 1

2

[
1 − (−1)k

]
, F.S. [ f ]|t =

∞∑

k=−∞

1

2

[
1 − (−1)k

]
eiπkt ,

F [ f ] =
∞∑

k=−∞

1

2

[
1 − (−1)k

]
δk/2 13b. ck = 1

4

[
(−i)k + 2(−1)k + 3(i)k

]

Chapter 37

15a. (x − 3i)e4x 15b. 0 15c. −3iδ(x) 15d. does not exist
16a. aδi2π 16b. aδ4 16c. aδ4 + bDδ4 + cD2δ4 16d. aδ + bDδ + cδ1
16e. aδ−2 + bδ−3 16f. aδ1 + bδ−1 + cδi + dδ−i

16g. aδ1 + bDδ1 + cD2δ1 + d D3δ1 16h. aδ3+4i + bδ3−4i

17a. u0(x) = (x − i2π)−1 , u(x) = (x − i2π)−1 + aδi2π (x) 17b. u0(x) = −Dδi2π (x)

17c. u0(x) = (x2 + 1)−1 , u(x) = (x2 + 1)−1 + aδi (x)+ bδ−i (x) 17d. u0(x) = 1

6
δ

17e. u0(x) = T−i

[
1

(x + 2 − i)(x + 3 − i)

]
17f. u0(x) = (x + 2)T−i

[
1

x + 3 − i

]

18a i.
(−i

2π

)k
2(k − 1)! polek 18a ii.

(
i

2π

)k
2(k − 1)! polek

18a iii.
(

−i

2π

)k+1 [
k! polek+1 +i(−1)kπDkδ

]

18a iv.
(−i

2π

)k+1 [
−k! polek+1 +i(−1)kπDkδ

]
18b i. −1

4π2

[
pole2 −iπDδ

]

18b ii. −1

2π2
pole2 18b iii.

(−i

2π

)k+1 [[
1 − (−1)k

]
k! polek+1 +i

[
1 + (−1)k

]
(−1)kπDkδ

]

19a. pole−2(x)− pole−3(x) 19b. pole1(x)− pole(x)− pole2(x)

19c. i

6
[pole−3i − pole3i ] 19d. i

8
[pole3−4i − pole3+4i ]

21b i. −π2δ 21b ii. π2 Dδ 21b iii. πx

1 + x2

22a. e−3t step(t)+ ce−3t 22b. ramp(t)+ a + bt

Chapter 38

1. 5

5a. [1] 5b.
[

1 1

1 −1

]
5c.

1

2




2 2 2

2 −1 − i
√

3 −1 + i
√

3

2 −1 + i
√

3 −1 − i
√

3




5d.
[

1 1

1 −1

]
5e.

1

2




2 2 2

2 −1 + i
√

3 −1 − i
√

3

2 −1 − i
√

3 −1 + i
√

3




6a. period = 8/3 6b. 1ω = 3/8 , P = 3/2
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6c. F0 = 3 , F1 = 1

4
(3 + 9i) , F2 = 0 , F3 = 1

4
(3 − 9i) , F4 = 3 , F−1 = 1

4
(3 − 9i)

7a. 3 comb3 7b. index period = 2 , F = · · · + 0δ0 + δ1/2 + · · ·
7c. index period = 3 , F = 1

6
(· · · + 4δ0 + δ1/6 + δ2/6 + · · · )

7d. index period = 3 , F = i
2

√
3
(· · · + 0δ0 − δ2/3 + δ4/3 + · · · )

Chapter 39

1. {0, 1/4, 1} 2. (−1/4,
5/4) 4. · · · + 0δ0 + 1

8
δ1/2 + 1

2
δ1 + · · ·

5b. N ≥ 12 5c. 195.02 6a. 0.11 6b. N ≥ 12 6c. none , |ω| ≤ 6 (approx.)
7. Ĝn = 1ωGn 8. Fn = F(n1ω) , F̂n = 1ω Fn

9b. no, just for “relatively small” n 9c. F(−1ω) ≈ G N−1

11. F
−1

4 = 1

2




1 1 1 1

1 i −1 −i

1 −1 1 −1

1 −i −1 i


 , {10, −2 − 2i, −2, −2 + 2i}

15a. {V0, e−i 2π
N M·1V1, e−i 2π

N M·2V2, . . . , e−i 2π
N M(N−1)VN−1}

15b. {v0+M , v1+M , v2+M , . . . , vN−1+M } 19. 2/100 , 6/1000 , 4/100,000

20a. {0, 2/3,
4/3, 2} 20b. {0, 4/3,

8/3, 4} 20c. {25, 16, 9, 4} 20d. {25, 9, 1, 1}
20e. {1, 1, 1, 1} 20f. {0, 0, 1, 1}
22a i. {2, 0, 0, 0} 22a ii. {0, 0, 2, 0} 22b i. {3, 0, 0, 0} 22b ii. {0, 0, 0, 3}
23a.

{
1/2,

1/2,
1/2,

1/2
}

23b.
{

1/2,−i/2,−1/2,
i/2

}
23c. {2, 0, 0, 0}

23d. {3, 1 − i, 1, 1 + i} 23e. {0, 0, 2, 0}

24b i.
{

1
√

3
,

1
√

3
,

1
√

3

}
24b ii.

{
1

√
3
,

−
√

3 − 3i

6
,

−
√

3 + 3i

6
,

}
24b iii.

{√
3 , 0, 0

}

24b iv.
{

2
√

3 ,
√

3 − i

2
,

√
3 + i

2
,

}
24b v.

{
1

√
3
,

1 + i
√

3
√

3
,

1 − i
√

3
√

3
,

}

25b i.
{

1
√

8
,

1
√

8
,

1
√

8
,

1
√

8
,

1
√

8
,

1
√

8
,

1
√

8
,

1
√

8

}

25b ii.
{

1
√

8
,

1 − i

4
,

−i
√

8
,

−1 − i

4
,

−1
√

8
,

−1 + i

4
,

i
√

8
,

1 + i

4

}

25b iii.
{√

8, 0, 0, 0, 0, 0, 0, 0
}

25b iv.
{
0, 0, 0, 0,

√
8, 0, 0, 0

}

33. 2N 2 + N (includes index arithmetic) 34b. 6N log2 N + N
35. the alternative procedure should be over 33 times faster
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