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v

 This book provides an important contribution to the literature on the scientifi c 
basis of drug development and clinical trials in the general fi eld of metabo-
lism. There is a worldwide epidemic of obesity, type 2 diabetes, and associ-
ated cardiometabolic diseases, which have collectively emerged as one of the 
greatest public health problems we face. Consequently, there is a huge unmet 
medical need for improved therapeutic options. This has created the opportu-
nity and incentive to test a number of new potential drugs for these disorders. 
Given the high level of interest in drug development in this fi eld, this book 
focuses exclusively on early phase (phase 1 and 2) clinical studies, rather than 
later-stage phase 3 development. As such, the chapters in this book discuss a 
variety of current methodologies in metabolic research, which focus on proof 
of mechanism, early indicators of effi cacy, biomarkers, and safety. A key 
goal of these early phase studies is to learn as quickly as possible whether 
a potential drug candidate works through the expected mechanism with the 
desired degree of effi cacy. This provides for earlier “go/no go” decisions, 
allowing biopharmaceutical companies to focus their resources on the most 
promising projects. 

 By using the latest in vivo methodologies to measure physiologic variables 
such as insulin secretion, insulin sensitivity, thermogenesis, metabolomics, 
and a variety of other outputs, a great deal can be learned in the initial stages 
of drug testing, which has not been possible in the past. Thus, thoughtfully 
designed proof-of-mechanism studies are highly feasible and make current 
discussions and resource allocations in metabolic drug development far more 
effi cient and informative. 

 The editors of this book, Andrew J. Krentz, MD, Lutz Heinemann, PhD, 
and Marcus Hompesch, MD, are all highly experienced experts in academic 
research and drug development, and they have recruited an expanded list of 
world leaders in metabolic research to cover a range of topics. Each chapter 
in part one chapter focuses on a specifi c approach or methodology, represent-
ing the leading edge of knowledge in clinical research and early-stage drug 
development. To maintain uniformity, each chapter in the fi rst part of the 
book is organized in a comparable format, which greatly enhances its acces-
sibility and usefulness to the reader. This includes an up-to-date summary of 
the latest scientifi c knowledge concerning each topic, coupled with practical 
information as to how the various methodologies can be best employed. The 
second part of the book considers emerging investigative approaches, regula-
tory and practical issues of early phase cardiometabolic drug development. 

   Foreword   
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 The intended readership includes industry-based scientists who are 
involved in the design and interpretation of fi rst-in-human effi cacy and proof-
of- mechanism studies, as well as academic physicians engaged in metabolic 
research. This book should also be useful to a broader audience, including 
students and fellows who are just beginning or contemplating a career in this 
fi eld.  

  San Diego, USA     Jerrold     M.     Olefsky  ,   MD       
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 This book is offered as a contribution to the complex quest for safe and effec-
tive new drugs for the burgeoning global challenge of diabetes, obesity, and 
associated disorders. In creating the textbook, we hope to help fi ll what we 
perceive to be a gap in the scientifi c literature. Specifi cally, the focus is fi rmly 
on early phase (i.e., phase 1 and 2) safety, effi cacy, and proof-of-mechanism 
studies of relevant new therapies. 

 As editors, we combine backgrounds anchored in the academic diabetes 
research environment with extensive experience of the professionalism of the 
biopharmaceutical industry. We hope that this dual – and, in our view, com-
plementary – perspective is evident in our choice of topics. The primary for-
mat is detailed reviews and critiques of the available methods along with 
illustrations of their use using examples derived from the literature. 

 We are delighted to be joined in this venture by many renowned clinical 
investigators drawn from leading academic institutions and scientifi c service 
providers in the USA and Europe. We thank the contributors for their shared 
enthusiasm in providing chapters each of which we believe stands as a self- 
contained state-of-the-art review. In addition, where relevant we have pro-
vided signposts that connect relevant sections of the book. 

 The need to “fail early in appropriate subjects” has become a guiding prin-
ciple in the development of new molecular entities for diabetes and obesity. 
In large part, this pressure refl ects the more stringent regulatory environment 
that was a response to recent high-profi le safety concerns of approved drugs. 
A new challenge facing the biopharmaceutical industry is fulfi lling the 
requirements for approval of biosimilar insulins, the pitfalls of which have 
already been demonstrated. For novel diabetes therapies, there is an increas-
ing realization that blood glucose lowering to a similar degree to available 
therapies is no longer suffi cient. This realism recognizes the existence of an 
already crowded therapeutic arena that faces ever-increasing restrictions 
imposed by payers faced with cost-benefi t decisions. 

 We anticipate that the primary readership of the book will be industry- 
based clinical scientists involved in the design and interpretation of fi rst-in- 
human effi cacy and proof-of-mechanism studies. We hope that academic 
physicians engaged in clinical metabolic research will also fi nd the book of 
value. While we have assumed a high level of knowledge among readers, we 
have tried to provide relevant background science concerning the etiopatho-
genesis of diabetes that informs the selection of the most appropriate 
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 investigative methods. In addition to core methods for determining insulin 
action, time-action profi les of insulin formulations, body composition, etc., 
we review the ethics of early phase clinical research in diabetes and obesity, 
notably the move toward “fi rst-in-patient” studies that is increasingly 
accepted. The potential application of emerging disciplines such as the omics 
technologies and complex modelling techniques to diabetes drug develop-
ment is also considered. 

 Many clinicians, while familiar with the later stages of drug development, 
i.e., phases 3 and 4, may be rather less conversant with the aims of fi rst-in- 
human and proof-of-concept studies. Being mindful of this potential discon-
nection, we have tried to bridge from the highly regulated early phase clinical 
research space to integrate new glucose-lowering drugs into clinical practice. 
For example, how does an improvement of X% of whole-body insulin sensi-
tivity translate into glucose-lowering effi cacy? What “added value” do 
patients and prescribers want from a new diabetes drug, and conversely, what 
unwanted effects must be avoided? Perhaps a more developed dialogue 
between clinicians and clinical scientists would be of value when contemplat-
ing the future of diabetes therapies. 

 We wish to thank Diane Lamsback, Emma Sinclair, and Rebecca Owen of 
Springer for their unstinting assistance and support.  

  Chula Vista, CA, USA     Andrew     J.     Krentz, MD, FRCP 
   Fall 2014     Lutz     Heinemann, PhD 
      Marcus     Hompesch, MD   
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Summary

 Background

Impaired insulin action is a prominent 
 metabolic feature in obese subjects and 
patients with type 2 diabetes as well as many 
cardiovascular disorders. Reducing obesity 
through non- pharmacological or pharmacologi-
cal interventions improves insulin sensitivity. 
Drugs that directly improve insulin sensitiv-
ity, e.g. thiazolidinediones, are widely used in  

the treatment of type 2 diabetes. Accurate 
measurement of insulin action is required to 
evaluate new drugs with insulin-sensitizing 
properties.

Determining the time-action profiles of insu-
lin formulations provides important pharmaco-
dynamic information that guides use in clinical 
practice. Novel insulin delivery systems, e.g. 
inhaled insulin, adjunctive measures to alter 
insulin action, and biosimilar insulins, require 
quantitative assessment of pharmacodynamic 
properties.

 Key Methods

 Assessment of Insulin Sensitivity
Methods for measuring insulin action may be 
classified according to whether the feedback loop 
between the islet β-cells and insulin-sensitive tar-
get tissues is maintained (closed-loop) or inter-
rupted through pharmacological manipulation 
(open loop).

A.J. Krentz, MD, FRCP (*) • L. Heinemann, PhD •
M. Hompesch, MD
Profil Institute for Clinical Research,  
Chula Vista, CA, USA
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Closed-Loop Methods

Method Measurement Advantages Disadvantages

Value in drug 
development 
decisions

Fasting serum 
insulin and 
glucose; 
mathematic 
models 
include 
HOMA-IRa 
and QUICKIb

Venous serum 
insulin and 
plasma glucose 
are measured 
in blood 
samples drawn 
after an 8–12 h 
overnight fast

Insulin sensitivity 
(%S)

Technically
simple; relatively 
inexpensive; 
provides an 
indication of 
insulin sensitivity 
in relation to 
hepatic glucose 
metabolism

Indirect assessment of 
insulin action; only 
assesses metabolism in 
basal (non-stimulated) 
state; insulin resistance 
may be underestimated in 
the presence of 
hyperglycaemia

May provide 
useful 
exploratory data 
in early-phase 
studies; results 
should be 
confirmed with a 
dynamic test

Frequently 
sampled 
intravenous 
glucose 
tolerance test 
(FSIVGTT)

Glucose,
insulin and 
C-peptide 
responses to an 
intravenous 
bolus of 
glucose; 
minimal model 
analysis of

Minimal model 
yields insulin-
sensitivity index 
(SI) and glucose 
effectiveness (SG)

Provides dynamic 
data; widely used 
in clinical 
metabolic 
research

Indirect integrated 
assessment of glucose 
metabolism; questionable 
relevance to normal 
physiology

Limited value

Mixed-meal 
tolerance test 
(MMTT)

Plasma 
glucose and 
serum insulin 
responses at 
defined 
intervals to a 
standardized 
meal

Area under the 
curve (AUC) for 
insulin; 
mathematical 
models of insulin 
and glucose 
responses (e.g., 
Matsuda index; 
Stumvoll index)

Provides data 
relevant to normal 
physiology; 
flexible, i.e. 
nutrient 
components can 
be adjusted; 
assesses integrity 
of incretin axis

Indirect assessment of 
insulin action; issues of 
intra- individual and 
between-individual 
variability;  
affected by gastric 
emptying rate

May be of value 
in providing 
early signal of 
effects of drugs 
on insulin action

Oral glucose
tolerance test 
(OGTT)

Glucose,
insulin and/or 
C-peptide 
responses to 
75 g oral 
glucose

AUC for insulin; 
mathematical 
models of insulin 
and glucose 
responses (e.g. 
Matsuda index; 
Stumvoll index

Simple; reference 
methods for 
diagnosing 
diabetes and 
impaired glucose 
tolerance; vast 
scientific 
literature

Indirect assessment of 
insulin action; intra-
individual and between-
individual variability; 
β-cell response to 
secretagogues other than 
glucose not assessed; 
affected by gastric 
emptying rate

May be of value 
in providing 
early signal of 
effects of drugs 
on insulin action

Insulin 
tolerance test 
(ITT)

Response of 
blood glucose 
to an 
intravenous 
bolus of 
glucose

Glucose disposal
rate (KITT)

Technically
simple

Risk of hypoglycaemia; 
cannot partition between 
insulin- mediated glucose 
disposal and suppression 
of hepatic glucose 
production

Limited role in
diabetes drug 
development

aHomeostasis model assessment
bQuantitative insulin-sensitivity check

A.J. Krentz et al.
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Open-Loop Methods

Method Measurement Advantages Disadvantages

Value in 
drug 
development 
decisions

Insulin suppression 
test (IST)

Somatostatin is 
infused to 
suppress 
endogenous 
insulin secretion; 
insulin and 
glucose are 
infused to achieve 
steady-state 
plasma glucose

Steady-state 
plasma glucose 
(SSPG)

Reproducible steady-
state method which 
eliminates endogenous 
insulin secretion and 
assesses insulin-
mediated glucose 
disposal

Indirect 
assessment of 
insulin action on 
glucose 
metabolism; 
labour-intensive; 
relatively 
inflexible; 
hepatic insulin 
sensitivity 
cannot be 
determined

Limited
value 

Insulin-sensitivity 
clamp (two-step 
hyperinsulinaemic- 
euglycaemic 
clamp)

Insulin is infused 
to provide 
steady-state 
hyperinsulinaemia 
at predetermined 
insulin 
concentration; 
variable rate 
glucose is infused 
to maintain 
plasma glucose at 
euglycaemia

Glucose
disposal rate 
(M); M/I; 
insulin- 
sensitivity 
index (SIclamp)

Direct measure of 
insulin-mediated glucose 
disposal; reproducible; 
low coefficient of 
variation; may be readily 
combined with 
complementary 
techniques, e.g. isotopic 
determination of glucose 
turnover, indirect 
calorimetry; automatic 
clamps using the 
Biostator offer advantages 
over manual clamps

Labour
intensive; 
requires skilled 
technical staff

Generally
regarded as 
the reference 
method for 
determining 
insulin 
sensitivity

 Determination of Pharmacodynamic Properties of Insulin Formulations

Method Measurement Advantages Disadvantages

Value in drug 
development 
decisions

Time-action
profile – 
glucose clamp 
(euglycaemic 
clamp)

Insulin is administered 
by subcutaneous 
injection/inhalation, 
etc.; hypertonic glucose 
is infused intravenously 
at a variable rate to 
maintain plasma 
glucose at euglycaemia

Maximal 
glucose 
infusion rate 
(GIRmax); 
time to 
GIRmax (tmax); 
area under 
the curve 
(AUC0-T)

Yields simultaneous 
detailed 
pharmacodynamic and 
pharmacokinetic data

Labour
intensive; 
requires skilled 
technical staff; 
assessment of 
ultra-long 
acting insulins 
has limitations

Clamp- derived 
time-action 
profiles for 
insulin and 
biosimilar 
insulins are 
required by US 
and European 
regulators for 
market approval 
of new insulins

 Conclusions

Of the available methods for quantifying insulin
action, the euglycaemic glucose clamp technique 
is widely regarded as the reference method. The
hyperinsulinaemic-euglycaemic glucose clamp 
provides robust and reproducible measures of 

insulin sensitivity. When combined with isotopic 
determination of glucose turnover, the sensitiv-
ity of hepatic glucose metabolism to insulin can 
also be quantified. The glucose clamp technique
is highly adaptable and may be complemented 
by methods such as indirect calorimetry to mea-
sure substrate oxidation or tissue biopsy of fat or 

1 Methods for Quantifying Insulin Sensitivity and Determining Insulin Time-Action Profiles
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 muscle to examine enzyme activity in the stimu-
lated state.

The euglycaemic/isoglycaemic glucose clamp
technique is used extensively to assess the time- 
action profiles of insulin preparations. Glucose
clamp studies are resource-intensive. All variants 
of the glucose clamp technique, including auto-
mated clamps, are to some extent operator depen-
dent and require experienced technical staff to 
ensure accurate and reproducible data.

 Introduction

Insulin is a pivotal hormone controlling critical 
energy functions including regulation of glucose 
and lipid metabolism at cellular, tissue, and whole-
body level. Impaired action of insulin, i.e. insulin 
resistance, is a well-documented feature of many 
physiological and pathological states (Table 1.1) 
[1–4]. These range from temporary subclinical
decrements in insulin action to rare genetic syn-
dromes of severe insulin resistance requiring 
innovative pharmacotherapeutic approaches [5]. 
From a global public health perspective, excess 
adiposity is the most common form of acquired 
insulin resistance. Impaired insulin action is a 
major modifiable factor in the pathogenesis of 
glucose intolerance and type 2 diabetes and is 
closely associated with the adverse profile of risk 
factors for cardiovascular disease [6].

 Insulin Physiology and Metabolic 
Regulation

Hepatocytes, skeletal myocytes, and white adipo-
cytes are regarded as classic insulin-responsive 
tissues [7]. Most cells express surface insulin 
receptors. Insulin regulates glucose metabolism 
both through direct actions [8] and in part by 
influencing interorgan crosstalk pathways includ-
ing the synthesis and secretion of fat-derived adi-
pocytokines (Table 1.2) [9]. Insulin signalling in 
the brain influences energy balance and periph-
eral glucose metabolism [10]. Other nonclassic
target tissues for insulin include the heart [11], 
skeleton [12], brown adipocytes [13], and ova-

ries [14]. The metabolic function of these organs
may be favourably or unfavourably affected by 
insulin-sensitizing drugs [15]. The range of phys-
iological actions of insulin has expanded beyond 
regulation of carbohydrates and other macronu-
trients to include antioxidant, anti-inflammatory, 
and vascular effects (Table 1.3) [16, 17].

 Cellular Insulin Signalling
In peripheral tissues, e.g. muscle and fat, insu-
lin must leave the intravascular compartment 
and traverse the interstitial space before inter-
acting with cellular insulin receptors [18]. The

Table 1.1 Physiological and pathological states associ-
ated with whole-body insulin resistance

Physiological states
 Adolescence
 Pregnancy (2nd and 3rd trimesters)

Luteal phase of the menstrual cycle
 Postmenopausea

 Ageinga

Common pathological conditions
Obesityb

Glucose intolerance
Type 2 diabetes

 Metabolic syndromec

 Sedentary lifestyle (vs. regular physical activity)
 Non-alcoholic fatty liver disease/steatohepatitis

Modified from Krentz [4]
aThe evidence for direct effects of these physiological pro-
cesses on insulin sensitivity is inconsistent. Changes in 
body composition and other factors may, at least in part, 
explain the reduced insulin action reported in some 
studies
bIncludes lesser degrees of overweight. Abdominal adi-
posity is more closely associated with whole-body insulin 
resistance than gynecoid subcutaneous fat deposition. 
Ethnicity is an important modifier of the metabolic effects 
of adiposity; non-white populations including East and 
South Asians develop adverse cardiometabolic profiles at 
lower levels of body mass index compared with counter-
parts of white European ancestry. Ectopic fat in skeletal 
muscle and liver are closely correlated with impaired 
whole-body insulin action. Ectopic fat may also be depos-
ited in the pancreas and the heart and vascular system with 
detrimental effects on organ function
cVarious definitions of the metabolic syndrome have been 
proposed. The main features are abdominal adiposity, glu-
cose intolerance, hypertriglyceridaemia, low levels of 
high-density lipoprotein cholesterol, hypertension in vari-
able combinations and in association with insulin resis-
tance, and hyperinsulinaemia

A.J. Krentz et al.
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insulin  receptor is a transmembrane heterodi-
mer comprising two α- and two β-subunits 
(Fig. 1.1). Binding to the α-subunit induces a 
conformational change resulting in release of 
the inhibitory effect of the α-subunit and auto-
phosphorylation of tyrosine residues in the 
β-subunit [19]. Insulin receptor tyrosine kinase 
phosphorylates and recruits substrate adaptors 
such as the insulin receptor substrate (IRS) fam-
ily of proteins. This initiates molecular events
that result in translocation of the facilitative 
glucose transporter (GLUT4) from the cytosolic
vesicles to the cell membrane [20, 21]. Fusion 
of GLUT4 with the cell membrane transports
glucose into the cell where it is phosphory-
lated to glucose-6- phosphate. A post-binding 
cascade of phosphorylation/dephosphorylation 
reactions leads to activation of key enzymes 
including glycogen synthase and pyruvate dehy-
drogenase. In the presence of hyperinsulinaemia, 
 glucose-6- phosphate is mainly (approximately 
70 %) polymerized to form glycogen; the 
remainder enters the glycolytic pathway and is 
either oxidized or converted to lactate [22].

Insulin is a potent growth factor that exerts 
transcriptional effects on cell growth and differ-
entiation [23], via the mitogen-activated protein 
(MAP) kinase pathway [24]. Other actions of
insulin include regulation of protein metabolism 
[25] and aspects of cellular ion transport [26].

 Insulin Resistance

Insulin resistance may be defined as a state in 
which physiological concentrations of insulin 
produce a less than normal biological response 
[27]. The assessment of insulin sensitivity in clin-
ical practice is recognized as being problematic. 
Accurate quantification of insulin action is pos-
sible only within a specialized clinical research 
setting. While obesity is closely associated with 
insulin resistance, body mass index (BMI) is a 
relatively unreliable indicator of whole-body 
insulin sensitivity (essentially the inverse of insu-
lin resistance) [28]. Visceral adiposity, which is 
often accompanied by chronic low-grade sys-
temic inflammation and alterations in cytokine 
physiology, is more closely associated with insu-
lin resistance and risk factors for cardiometabolic 
diseases (see below) [29]. Clinically useful bio-
markers for insulin resistance remain underdevel-
oped [30].

 Cardiometabolic Consequences 
of Insulin Resistance
Insulin resistance is strongly implicated in the 
pathogenesis of hyperglycaemia, dyslipidaemia, 
and vascular disease [31–33]. It is estimated that 

Table 1.2 Classic metabolic actions of insulin

Direct effects Indirect effects

Skeletal 
musclea

↑Glucose uptake ↓  NEFA availability 
and oxidation↑Glucose oxidation

↑ Glycogen synthesis
Liver ↓ Glucose output ↓  NEFA availability 

and oxidation↓ Glycogenolysis
↓ Gluconeogenesis
↑ Glycogen synthesis
↑ Glycolysis
↑ Lipogenesis

Adipose 
tissue

↑ Glucose uptake ↓ Lipolysis
↑ Lipogenesis Regulation of 

adipocytokines

Adapted from Konrad et al. [8]
aCardiomyocytes are also regulated by insulin

Table 1.3 Nonclassic actions of insulin

Antioxidant
 ↓ Reactive oxygen species
Anti-inflammatory
 ↓ NFκB ↓ C-reactive protein
Antithrombotic
 ↓ Tissue factor ↓ platelet activation
Pro-fibrinolytic
 ↓ Plasminogen activator inhibitor-1
Vasodilatory

NO-mediated improvements in endothelial function
Large vessel compliance

Lipid regulation
 ↓ Hepatic production of very-low-density

lipoproteins
Sympathetic nervous system
 ↑ Activation
Anti-atherosclerotic actions
 Apo E null mouse, IRS-1 null mouse

Adapted from Refs. [16, 17]

1 Methods for Quantifying Insulin Sensitivity and Determining Insulin Time-Action Profiles
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approximately 30 % of the variability in insulin- 
mediated glucose uptake is accounted for by 
BMI, with factors such as physical activity levels 
and genetic influences contributing to the remain-
der of the variance [34]. Ectopic fat deposition, 
which may occur in the liver, skeletal muscle, the 
myocardium, and the pancreas, is associated with 
organ dysfunction and decreased insulin action 
both locally and more systemically [32, 35].

The leading cause of premature mortality in
patients with diabetes is cardiovascular disease 
[36]. The metabolic syndrome (also known as
the insulin resistance syndrome) encompasses 
the major obesity-associated clinical risk fac-
tors for atherothrombotic vascular disease, i.e. 
central adiposity, hyperglycaemia, dyslipidaemia 
(hypertriglyceridaemia or low levels of high-den-
sity lipoprotein cholesterol), and hypertension 
[37]. At the cellular molecular level, maintained 
insulin stimulation of the MAP kinase pathway 

by hyperinsulinaemia has been proposed as a 
pathway to atherosclerosis activation of inflam-
matory pathways (see Fig. 1.1) [38].

 Insulin Resistance in the Pathogenesis 
of Type 2 Diabetes
Using quantitative techniques the majority of sub-
jects with impaired glucose tolerance and patients 
with type 2 diabetes are insulin resistant, together 
with 25 % of otherwise apparently healthy nor-
moglycaemic individuals [1, 39]. According to a 
widely accepted model, islet β-cells respond to 
reduced insulin signalling in target tissues with 
an appropriate increase in secretion of the hor-
mone [39, 40]. If the rise in insulin production is 
less than the amount required for full metabolic 
compensation, glucose intolerance develops; pro-
gressive β-cell failure leads to degrees of glucose 
intolerance that may culminate in type 2 diabetes 
[39, 41].

a

+ Artery
NOS

Glucose
metabolism

IRS-1

IRS-1
p85 p 110

Akt

Pl-3-kinase

Plasma membrane

Insulin
receptor GLUT 4

Glucose

b

+ Artery

Inflammation
Cell proliferation
Atherosclerosis

NOS
IRS-1

IRS-1
p85 p 110

Akt

Pl-3-kinase

SHC

Plasma membrane

Insulin
receptor GLUT 4

↑Glucose↑Insulin

MAP

kinase

Fig. 1.1 (a) Insulin signal 
transduction system in 
individuals with normal 
glucose tolerance. NOS,
nitric oxide synthase. (b) In 
patients with type 2 diabetes, 
insulin signalling is impaired 
at the level of insulin 
receptor substrate (IRS)-1 
leading to decreased glucose 
transport/phosphorylation/
metabolism and impaired 
nitric oxide synthase 
activation/endothelial 
function. At the same time, 
insulin signalling through 
the mitogen-activated protein 
(MAP) kinase pathway is 
normally sensitive to insulin. 
The compensatory
hyperinsulinaemia due to 
insulin resistance in the 
IRS-1/phosphatidylinositol-3 
(PI-3) kinase pathway results 
in excessive stimulation of 
the former pathway, which is 
involved in inflammation, 
cell proliferation, and 
atherogenesis. SHC Src 
homology collagen (With 
kind permission from 
Springer Science + Business 
Media: DeFronzo RA. 2010. 
[46])
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In widely cited early study, Jerrold Olefsky,
Orville Kolterman, and colleagues used the
hyperinsulinaemic- euglycaemic glucose clamp 
technique to construct dose-response curves for 
insulin action across a range of insulin concentra-
tions in subjects with obesity with or without type 
2 diabetes. Defective insulin-mediated glucose 
disposal was most marked in the more insulin- 
resistant, hyperinsulinaemic obese subjects 
[42]. In less insulin-resistant nondiabetic obese 
individuals [42] and in subjects with impaired 
glucose tolerance [43], there was a rightward 
shift in the whole-body glucose disposal curve 
indicative of decreased insulin sensitivity. This
was considered to be consistent with a defect in 
insulin action at the level of the insulin recep-
tor (Fig. 1.2) [27, 42, 43]. In patients with type 
2 diabetes, an additional defect was evident with 
an inability to achieve maximal response even in 

the presence of very high insulin concentrations 
(see Fig. 1.2) [42, 43]. The latter observation is
characteristic of type 2 diabetes and is considered 
to be consistent with impaired insulin signalling 
distal to the interaction of the hormone with its 
receptor [43].

Post-binding intracellular defects in insulin 
action that have been described in type 2 dia-
betes include impaired transmembrane glucose 
transport, reduced glucose phosphorylation, 
lower rates of glucose oxidation, and reduced 
glycogen synthesis [22]. Defective insulin action, 
compounded by impaired physiological suppres-
sion of glucagon secretion [44], leads to fasting 
and postprandial hyperglycaemia [45]. In health, 
hepatic glucose production is appropriately sup-
pressed by hyperinsulinaemia following a meal. 
Higher insulin levels are required to suppress glu-
cose output by the liver in the presence of insulin 
resistance [43]. In subjects with type 2 diabetes, 
rates of postprandial glucose release into the cir-
culation are increased. This glucose originates
partly from endogenous sources, i.e. liver and 
kidney, due to a combination of increased gly-
cogenolysis and gluconeogenesis, in concert 
with decreased splanchnic glucose uptake [45]. 
In absolute terms postprandial glucose disposal 
by skeletal muscle is not significantly impaired 
relative to nondiabetic subjects as a consequence 
of the mass action effect of hyperglycaemia 
[45]. However, the metabolic clearance rate of
glucose, which takes prevailing hyperglycaemia 
into account, is reduced. In patients with type 2 
diabetes, impaired insulin-mediated glucose dis-
posal is associated with reduced non-oxidative 
metabolism, i.e. glycogen synthesis, in skeletal 
muscle [46].

 Insulin Sensitivity: A Therapeutic 
Target in Type 2 Diabetes 
and Cardiovascular Disease

Improving insulin sensitivity through weight 
reduction and physical exercise remains the cor-
nerstone of management of type 2 diabetes [47]. 
However, lifestyle modifications alone rarely
provide adequate metabolic control and glucose- 
lowering medications are usually required [48, 
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Fig. 1.2 Mean dose-response curves for control subjects 
(solid circles), subjects with impaired glucose tolerance 
(open circles), and nonobese (solid triangles) and obese 
(solid squares) subjects with type 2 diabetes. 
Hyperinsulinaemic-euglycaemic clamps were performed
at multiple circulating insulin levels. The dose-response
curve for the subjects with impaired glucose tolerance is 
shifted to the right relative to the health controls. This
decrease in insulin sensitivity has been interpreted as con-
sistent with a defect at the level of the insulin receptor. 
The subjects with type 2 diabetes show a more profound
impairment of insulin-mediated glucose disposal. Not 
only is the shift to the right more pronounced, there is also 
a decrease in maximal insulin action, i.e. reduced insulin 
responsiveness. This is considered to be indicative of
defects in the insulin signalling pathway distal to the 
interaction of insulin with its receptor (Data from 
Kolterman et al. [43] with permission) To convert μU/mL
to pmol/L, multiply by 6.0
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49]. Insulin sensitizers are effective glucose-
lowering agents [50]. The biguanide metformin,
which lowers blood glucose primarily by improv-
ing hepatic insulin action, is widely regarded 
as the drug of choice [49, 51]. In the Diabetes 
Prevention Program, metformin reduced progres-
sion from glucose intolerance to type 2 diabe-
tes in high-risk obese subjects [52]. Protection 
against the development of diabetes has also been 
reported with for thiazolidionediones [53].

Insulin-sensitizing drugs may be of value 
in preventing cardiovascular events [54, 55]. 
However, some investigators consider that this
evidence supporting this assertion remains less 
than conclusive [56, 57]. The controversy sur-
rounding the reported increase in myocardial 
infarction with rosiglitazone highlighted the 
potential for molecule-specific adverse effects 
even within a class of glucose-lowering agents 
[58, 59]. Safety concerns have led to discontinu-
ation of the development other insulin- sensitizers 
including tesaglitazar [60] and muraglitazar in 
2006 [61] and aleglitazar in 2013 [62]. Better 
understanding of peroxisome proliferator- 
activated receptor (PPAR-γ) signalling may help 
reduce or eliminate adverse effects of fluid reten-
tion, weight gain, congestive cardiac failure, and 
skeletal fractures [15, 63]. The identification of
novel mechanisms of insulin resistance, e.g. adi-
pose tissue inflammation [64], has opened the 
door to new therapeutic approaches [65].

 Principles of Insulin Therapy

Exogenous insulin is used in the treatment of all 
patients with type 1 diabetes and in a substan-
tial proportion of patients with type 2 diabetes 
[66]. In the latter population, insulin is usually 
deferred until other glucose-lowering strategies 
have proved insufficient [67]. Many technical 
advances in purity, pharmacokinetics, and deliv-
ery systems have been achieved since the intro-
duction of insulin into clinical practice in 1922 
(see below; Tables 1.4 and 1.5). Nonetheless, 
optimal insulin replacement remains a formi-
dable therapeutic challenge. During the 1980s 
the advent of recombinant DNA technology 

permitted the creation of insulin analogues with 
improved pharmacokinetic (PK) properties [68]. 
This advance facilitated the use of so-called
basal-bolus intensive insulin regimens that aim 
to reproduce the complex and finely tuned physi-
ological pattern of insulin secretion [69–71]. 
Rapid-acting insulin analogues (e.g. insulin 
aspart, insulin lispro, insulin glulisine) [72] and 
analogues with prolonged action (e.g. insulin 

Table 1.4 Chronological evolution of insulin therapy

Animal insulin
 Beef
 Pork
Highly purified insulins
Monocomponent insulin
Human insulin
 Recombinant DNA technology
High-strength insulin
 U500 human insulin
 U300 insulin glargine
Insulin analogues
 Rapid acting

Long acting
 Ultra-long acting
Inhaled insulin
 Exubera®

 Afrezza®

Biosimilar insulins
‘Smart’ insulins, i.e. glucose-responsive
Premixed combinations with glucagon-like peptide-1 
agonists, e.g., Ideg Lira (insulin degludec + liraglutide)

Table 1.5 Modified insulin preparations with altered 
pharmacokinetics

Isophane
 Neutral protamine hagedorn
Lente
 Semi-lente

Lente
 Ultralente
Protamine zinc insulin
Modified analogue (retarded action)
 Pegylatation
 Fc- carrier
Absorption enhancers (accelerated action)

Hyaluronidase
EDTAa destabilization of insulin hexamers

aEthylenediaminetetraacetic acid

A.J. Krentz et al.
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glargine, insulin detemir, insulin degludec) are 
now well established in clinical practice [73]. 
More recently, ultra-rapid-acting insulin formu-
lations, injectable, e.g. hyaluronidase [74, 75], 
VIAject® [75, 76], and inhaled [77, 78], have 
been evaluated; in June 2014 the FDA approved 
the first inhaled human insulin (Afrezza®) since 
Exubera in 2006 [79]. The quest for a viable
orally delivered insulin continues to drive clini-
cal research activity [80]. In parallel, basal insu-
lin analogues with ultra-long durations of action 
with potential for once-weekly administration are 
being developed [81].

 Type 1 Diabetes
Modern intensive insulin regimens aim to sus-
tain near-normal blood-glucose profiles, includ-
ing low postprandial glycaemic excursions 
[70]. On a day-to-day basis, the risk of acute
metabolic decompensation, i.e. hyperglycaemia 
and diabetic ketoacidosis, resulting from insuf-
ficient insulin must be balanced against the risk 
of hypoglycaemia. The latter, which is the main
limiting factor to achieving glycaemic goals, 
occurs when insulin action is in excess of physi-
ological requirements. The quest for insulin prep-
arations and regimens that further improve this 
risk- benefit equation remains a research prior-
ity. Much effort continues to be directed towards 
the creation of a closed-loop ‘artificial pancreas’ 
[82]. Glucose-responsive insulins that aim to
match insulin availability to ambient glucose lev-
els are also under investigation [83]. Pramlintide, 
glucagon-like peptide (GLP)-1 agonists, dipepti-
dyl peptidase (DPP)-4 inhibitors, and leptin have 
been explored as adjunctive therapies.

 Type 2 Diabetes
In patients with type 2 diabetes other glucose-
lowering agents are often used in combination 
with insulin with the aim of attenuating unwanted 
aspects of insulin therapy [84, 85]. The risk of
severe hypoglycaemic events is generally lower 
than in patients with type 1 diabetes [86]. This
risk increases over time as β-cell function pro-
gressively declines and physiological counter-
regulatory responses to hypoglycaemia become 
impaired [86]. Weight gain is a frequent and 

unwanted effect of insulin therapy. With greater 
degrees of obesity, daily insulin requirements 
may become cumbersome. Use of high concen-
tration insulin preparations reduces the required 
volume of insulin [87]. While U500 insulin is 
unmodified soluble human insulin, its pharma-
cokinetics resemble those of an intermediate- 
duration insulin [88].

 Measurement of Insulin Action 
in Humans

In clinical studies during the 1930s using an oral 
glucose challenge with a concomitant injection 
of insulin, Professor Sir Harold Himsworth of
London University made a series of classic sci-
entific observations that continue to inform cur-
rent views of quantifying insulin action [89]. 
Himsworth divided diabetes into insulin-sensitive
and insulin-insensitive subtypes, effectively pre- 
empting the modern diagnostic categories of type 
1 and type 2 diabetes [90].

A major step forward came several decades 
later with the development of a method to measure 
insulin in the circulation [91], an achievement for 
which Rosalyn Yalow and Solomon Berson were 
awarded the Nobel Prize in medicine. It rapidly 
became clear that obesity and glucose intolerance 
were conditions characterized by elevated sys-
temic insulin concentrations [92]. This led John
Karam and Gerold Grodsky to speculate about
antagonism of insulin action from an excess of 
nonesterified fatty-acid levels in muscle. By this 
time Professor Sir Philip Randle and colleagues 
at the University of Cambridge had described 
the glucose-fatty- acid cycle in rat myocardial 
and skeletal myocytes [93]. Kenneth Zierler and 
David Rabinowitz examined the dose-response 
effects of intrabrachial insulin infusion on glu-
cose, fatty acids, and potassium metabolism in 
elegant isolated forearm experiments [94].

During the 1970s techniques for quantify-
ing insulin action at the whole-body level, most 
notably the hyperinsulinaemic euglycaemic glu-
cose clamp, were devised and implemented (see 
below) [95]. The 1980s was a decade of many
notable advances concerning insulin receptor 
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binding and intracellular signal transduction [96, 
97]. Using techniques such as indirect calorime-
try, isotopic tracers, and tissue biopsy, the details 
of defective insulin action in obesity, diabetes, 
and related cardiometabolic disorders became 
ever clearer [2].

The 1990s saw the introduction of the thia-
zolidinediones, a therapeutic advance that was 
later to have a profound and enduring impact on 
safety requirements for glucose-lowering agents 
[58, 98, 99]. In the 1980s and 1990s, the glucose 
clamp technique was also used to systematically 
evaluate time-action profiles of novel insulin for-
mulations [100].

 Classification of Methods 
for Measuring Insulin Sensitivity

Methods in current use for quantifying insulin 
action may be classified according to whether 
metabolism is studied at levels of insulin relevant 
to normal physiology or at pharmacological con-
centrations of the hormone. An alternative clas-
sification considers whether the feedback loop 
between the β-cells and insulin-sensitive tissues 
remains intact or is interrupted by pharmacolog-
ical intervention (Table 1.6) [4]. Methods may 
also be subdivided into either whether they are 
basal or dynamic tests or whether they involve an 
experimental steady state of hyperinsulinaemia.

All of the commonly used methods focus 
primarily on the assessment of glucose metabo-
lism. In the context of developing new drugs 
for diabetes, this approach is, of course, entirely 
appropriate. However, the complex dynamic
interconnections that exist between carbohy-
drate, lipid, and protein metabolism support 
consideration of a broader perspective [101]. We 
propose that such an approach might prove use-
ful in diabetes drug development. For example, 
in animal models the fibrate class of lipid-mod-
ifying drugs improve glucose metabolism via 
effects on PPAR-α receptors [102]. In 2008 the 
bile-acid sequestrant colesevelam was licensed 
by the US Food and Drug Administration (FDA) 
for the adjunctive treatment of hyperglycaemia in 
patients with type 2 diabetes. While the glucose-

lowering mechanisms of this lipid- modifying 
agent have yet to be clarified, improved hepatic 
insulin sensitivity has been reported [103]. 
Selective cannabinoid receptor agonists [104, 
105] and novel PPAR-γ agonists [106] have 
effects on multiple facets of intermediary 
metabolism that may contribute to their glucose- 
lowering actions.

 Minimizing Confounding Factors 
in Studies of Insulin Sensitivity

When designing clinical studies evaluating novel 
insulin- sensitizing drugs or insulin preparations, 
confounding factors that may impact insulin sen-
sitivity should be carefully considered (Table 1.7). 
Subjects should be maintained on a stable diet 
with constant exercise levels and should be free 
of acute illness or a history of recent hospitaliza-
tion. These factors, if not held constant as far as
possible, may contribute to day-to-day variability 
in insulin sensitivity thereby reducing the statisti-
cal power of the study. Admission to the clini-
cal facility a day or two ahead of glucose clamp 
study days is recommended in order to stabilize 
diet, exercise, and sleep patterns [100, 107]. A 
practical consideration is the residual effect of 
prior treatment with drugs affecting glucose 
metabolism or body weight. In countries with 
well-developed healthcare systems, it may be 
difficult to recruit drug- naïve patients with type 

Table 1.6 Investigative techniques for the assessment of 
insulin action in man

Closed-loop assessment of basal metabolism
 Fasting insulin

Homeostasis model assessment (HOMA)
Closed-loop dynamic tests
(a) Endogenous insulin

Oral glucose tolerance test, e.g., Matsuda index
  Intravenous glucose tolerance test with minimal 

model assessment
(b) Exogenous insulin
 Insulin tolerance test

Open-loop steady-state tests
 Insulin suppression test

Hyperinsulinaemic-euglycaemic clamp

A.J. Krentz et al.
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2 diabetes since metformin is recommended at 
an early stage after diagnosis [49]. Monotherapy 
may be withheld from suitable patients with type 
2 diabetes in preparation for early-phase studies 
of an experimental diabetes drug (see Chap. 9). 
For thiazolidinediones [108] and glucagon-like 

peptide (GLP)-1 receptor agonists [109] which 
have sustained effects on insulin sensitivity and/
or body weight, a sufficient period of withdrawal 
is recommended to ensure a new steady state.

 Closed-Loop Assessments
Tests of Basal Insulin Sensitivity
Fasting Insulin Levels
In the fasting state hyperinsulinaemia in the pres-
ence of normo- or hyperglycaemia is indicative of 
insulin resistance. Homeostasis model assessment
(HOMA) is a mathematical model that estimates
insulin sensitivity as a percentage of a normal 
population based on fasting serum insulin and 
blood-glucose concentrations.

HOMA-IR
This test was originally described by David
Matthews and colleagues at the University of 
Oxford [110]. Both the original HOMA approach
and the updated version (HOMA2) [111] assume 
the presence of a feedback loop between the liver 
and β-cells. HOMA-IR is the reciprocal of %S
(100/%S).

 HOMA-IR G= b bI k× /  

Gb and Ib are, respectively, basal (fasting) glucose 
(in mmol/L) and insulin (in mU/L) with k = 22.5.

Since physiological insulin secretion from the 
β-cells is pulsatile, the mean of three samples 
taken at 5 min intervals to compute HOMA may
be more accurate than a single sample. In prac-
tice a single measurement is often used and for 
large sample sizes, this compromise provides 
comparable data [112]. Since insulin action is 
not measured directly, HOMA-IR may be more
appropriately considered a surrogate of insulin 
resistance. 

A similar approach, the quantitative insulin-
sensitivity check (QUICKI), is the reciprocal of 
the logarithm of HOMA-IR with k assigned a 
value of 1 [113]. In this model, logarithmic trans-
formation accounts for the nonnormal distribu-
tion of fasting serum insulin concentrations. 

HOMA has been compared with a variety
of investigative methods for assessing insulin 
 sensitivity, including the glucose clamp [112], 
albeit with varying conclusions [114]. It has been 

Table 1.7 Factors that may influence insulin sensitivity 
of relevance to metabolic studies of insulin action

Ethnicity (e.g., East and South Asians may be insulin 
resistant even in the absence of generalized obesity)
Body weight should be stable (within 5–10 %) in the 
weeks preceding a metabolic study. For in-house studies, 
care must be taken to maintain body weight
Family history of type 2 diabetes may be associated with 
greater degrees of insulin resistance
Personal history of glucose intolerance (e.g., gestational 
diabetes; an insulin-resistant state carrying a high risk of 
progression to permanent type 2 diabetes)
Recent intercurrent illness (moderate inflammatory 
response and/or tissue damage/repair are associated with 
reduced insulin sensitivity via release of cytokines)
History of recent (within 6–8 weeks of study) major
surgery (includes minimally invasive procedures 
requiring a general anaesthetic
Current or recent history of malignant disease
Polycystic ovary syndrome (relatively common among 
women of reproductive age)
Male hypogonadism
Impaired function of major organs, i.e. heart, liver, 
kidney – see Table 1.1
Medications; many drugs may affect insulin sensitivity 
and glucose tolerance
Diet – calorie consumption, macronutrient composition, 
and micronutrient intake may each independently 
influence insulin sensitivity
Recent acute physical exertion (avoid rigorous exercise 
for >24 h prior to metabolic studies)
Alcohol consumption (U-shaped association with insulin 
resistance; excess alcohol consumption may aggravate 
hypertriglyceridaemia; avoid alcohol for 24 h prior to 
study)
Tobacco (use associated with insulin resistance; smoking
activates sympathetic nervous system activity)
Caffeine (high caffeine consumption may acutely reduce 
insulin sensitivity; in contrast, habitual coffee 
consumption is protective against the development of 
type 2 diabetes)
Disorders associated with antagonism of insulin action, 
e.g., hyperthyroidism, hypothyroidism, 
hyperprolactinaemia
Rare inherited or acquitted syndromes, e.g., lipoatrophic 
diabetes, insulin receptor antibody syndromes
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proposed that HOMA-IR provides information
that is primarily relevant to basal hepatic glucose 
metabolism. Thus, if insulin-stimulated glucose
uptake in skeletal muscle is of interest, consid-
eration should be given to using a technique that 
raises circulating insulin concentrations. The
insulin-glucose HOMA model cannot be used
to assess β-cell function in patients taking exog-
enous insulin.

HOMA-IR is technically straightfor-
ward, quantitative, and relatively inexpensive. 
Accuracy is dependent in part on the precision 
of the insulin assay as well as the type of sample, 
i.e. serum vs. plasma [115]. The absence of an
international standardized insulin assay [116] 
precludes use of HOMA-IR to define universal
cut-off points for insulin resistance. For sub-
jects without diabetes, the correlation between 
HOMA-IR and fasting insulin concentration is
close to unity [117]. HOMA-IR is well suited
to large-scale studies where it is perhaps most 
appropriately positioned [118]. The relatively
high intra-individual variability of HOMA-IR
renders the index less suitable for determining the 
impact of an intervention on insulin sensitivity in 
early-phase studies in patients with type 2 diabe-
tes [119]. The correlations between HOMA and
a more sophisticated measure of insulin-medi-
ated glucose uptake were less good in normal 
weight individuals than in overweight or obese 
subjects (correlation coefficients 0.36, 0.55, and 
0.60, respectively [117]. Similar (inverse) trends 
were observed for QUICKI [117].

HOMA-IR may be of value as an explor-
atory endpoint in interventional studies where 
a change in insulin sensitivity is postulated. 
For example, a study of the effects of niacin/
laropiprant in women with ovary syndrome 
showed an impairment of glucose regulation 
despite beneficial effects on blood lipid pro-
files. The adverse effect on glucose metabolism
was accompanied by an increase in HOMA-IR
(3.8 vs. 2.2; p = 0.02) indicating reduced insu-
lin sensitivity [120]. In a meta-analysis of non-
diabetic patients, angiotensin receptor blockers 
improved HOMA-IR relative to calcium chan-
nel blockers for a similar degree of blood pres-
sure lowering [121]. These effects on insulin

sensitivity may be of relevance to the hierarchy 
of risk of new-onset type 2 diabetes associated 
with the use of different classes of antihyperten-
sive agents [122].

 Closed-Loop Dynamic Tests

An oral glucose or mixed-meal challenge can be 
used to provide indirect or surrogate information 
about insulin resistance under more physiologi-
cal conditions. In both scenarios, the release 
of endogenous insulin is stimulated by intes-
tinally absorbed glucose in part via the activa-
tion of the incretin system [123]. In the situation 
wherein fasting and/or postprandial hypergly-
caemia are present, the degree of hyperinsu-
linaemia will underestimate the level of insulin 
resistance. If compensatory endogenous insulin 
secretion were to be restored, e.g. by use of a 
classic insulin secretagogue drug, such as a sul-
phonylurea, then the resulting hyperinsulinae-
mia would return blood-glucose levels towards 
normality. In the case of sulphonylureas, the 
dynamics of insulin secretion are not normal-
ized in an important sense; insulin secretion is 
not regulated by prevailing glucose concentra-
tions [50]. Sulphonylureas will stimulate insulin 
secretion even when plasma glucose is normal 
with a well- recognized risk of hypoglycaemia. 
The risk varies according to the sulphonylurea
[124]. The risk of inappropriate hyperinsu-
linaemia is largely avoided with glucagon-like 
peptide (GLP)-1 agonists and dipeptidyl pepti-
dase (DPP)-4 inhibitors [50, 125]. This recently
introduced class of incretin mimetics promotes 
insulin secretion only in the presence of hyper-
glycaemia [125].

 Intravenous Glucose Tolerance Test
This technique, in which the caveat concerning
impaired β-cell function also applies, has been 
widely applied in clinical metabolic research. A 
bolus of glucose (0.3 g/kg) is administered via 
an indwelling venous catheter after an overnight 
fast. Venous blood is sampled frequently from 
the contralateral arm for insulin and glucose over 
a period of 3 h [126]. The peak, and subsequent
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decline, in blood glucose reflects both the insu-
lin response and whole-body insulin sensitivity. 
Modifications of the frequently sampled intrave-
nous glucose tolerance test (FSIVGTT) include
co-administration of tolbutamide to enhance 
insulin secretion [127] or a bolus of exogenous 
insulin (0.5 U/kg) [18]. Richard Bergman and 
colleagues advanced the analysis of data derived 
from the FSIVGTT and modified FSIVGTT
with the introduction of the so-called minimal 
model [128, 129]. The insulin-sensitivity index,
SI, is calculated from two differential equations. 
SI, which reflects composite insulin action on 
muscle and adipose tissue, reportedly corre-
lates well with the M-value obtained using the 
hyperinsulinaemic-euglycaemic glucose clamp 
technique, at least in relatively insulin- sensitive 
and glucose-tolerant subjects [130]. In addition, 
the minimal model permits an assessment of the 
ability of glucose to promote its own disappear-
ance from the circulation (and inhibit its endog-
enous appearance) independently of insulin; this 
value is known as glucose effectiveness or SG 
[131]. The FSIVGTT avoids potential variations
in gastric emptying that may affect the metabolic 
response to an oral glucose challenge in patients 
with diabetic autonomic neuropathy [132]. 
However, this advantage comes at the expense of
losing the contribution of the powerful incretin 
effect on insulin secretion [133].

Concerns have been expressed about aspects 
of the validity of the minimal model and its lim-
ited correlation with more direct methods for 
assessing insulin action [134–136]. Nonetheless, 
using the theoretical framework of the minimal 
model, Michael Schwartz and colleagues at the 
University of Washington, USA have recently 
proposed the development of novel diabetes 
therapies that target a putative brain-centred glu-
coregulatory system modulating insulin-indepen-
dent mechanisms (SG) [137].

 Oral and Mixed Meal Tolerance Tests
The oral route of glucose delivery is self-evidently
more physiological than an intravenous glucose 
infusion. However, the oral glucose tolerance test
(OGTT) cannot be regarded as a physiological
stimulus, even though this is sometimes implied 

in the literature. The OGTT is recognized as
having relatively low day-to-day reproducibility 
[138]. Factors contributing to intra- individual 
variability include inconstant rates of glucose 
absorption and splanchnic glucose uptake, varia-
tions in gastric emptying including gastroparesis 
due to autonomic neuropathy in some patients 
[139], and the modulating effects of gut-derived 
incretin hormones A longer-term influence on 
glucose tolerance is the macronutrient com-
position of the diet, e.g. percentage of calories 
derived from carbohydrate vs. fat and the pro-
portion of monounsaturated fat [140]. Less well-
documented dietary factors include micronutrient 
status [141] and the influence of the intestinal 
microbiome [142].

The 75 g OGTT is widely used in clinical
practice to confirm diagnostic categories of glu-
cose intolerance and type 2 diabetes [143]. After 
overnight fast, venous blood samples for glucose 
and insulin concentrations are taken at baseline 
and then every 30 min until 120 min following 
a standard oral glucose load (75 g); in a mixed 
meal tolerance test a standardized meal or meal 
substitute, e.g. Ensure®, may be used for clini-
cal research purposes. The diagnosis of impaired
glucose intolerance and diabetes are based solely 
on the baseline and 120 min blood-glucose lev-
els [143]. Note that the classification limits differ 
according to the sample used, e.g. venous plasma 
vs. whole blood. Glucose should be dissolved
in water so that the maximum glucose concen-
tration in the beverage is 25 g per 100 mL. The
drink, which may be made more palatable with 
a non-calorie flavour additive, should be con-
sumed within 5 min with the subject sitting qui-
etly throughout the test. For children, the glucose 
load is calculated according to body weight, i.e. 
1.75 g per kg of weight to a maximum of 75 g. It 
has long been recognized that dietary carbohy-
drate restriction in the days preceding an OGTT
may impair glucose tolerance. Accordingly, 100–
150 g/day carbohydrates should be consumed as 
part of the diet for 3 days prior to the scheduled 
OGTT. In parentheses, the clinical impact of car-
bohydrate intake on insulin action is illustrated 
by the benefits of oral carbohydrate loading on 
surgical outcomes [144].
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The OGTT (and meal tolerance test) mim-
ics the glucose and insulin dynamics of 
physiological conditions more closely than 
the insulin suppression test, FSIVGTT, or
hyperinsulinaemic- euglycaemic glucose clamp. 
Several insulin-sensitivity indices based on the 
OGTT are available. These include the Matsuda
index [145] and the Stumvoll index [146]. 
The latter has been validated against the glu-
cose clamp technique in subjects with a range 
of metabolic states and is widely regarded as a 
reliable indicator of insulin sensitivity. Others
include the OGIS120 index of Mari et al. [147] 
and an oral glucose minimal model enabling  
measurement of insulin sensitivity that has been 
developed and validated against multi-tracer and 
hyperinsulinaemic-euglycaemic glucose clamp 
protocols [136, 148]. In general, these indices of 
insulin sensitivity are more accurate in nondia-
betic individuals with normal β-cell function. 

Moving beyond measures of insulin and glu-
cose, Beysen et al. developed the deuterated- 
glucose disposal test (2H-GDT). The stable
isotope [6,6-2H2]glucose is administered in a 75 g 
oral glucose load in order to determine whole-
body glycolysis. Glycolytic disposal of the deu-
terated glucose generates 2H2O from which an
index of insulin sensitivity is calculated using the 
insulin exposure resulting from the glucose chal-
lenge [149]. The investigators report close corre-
lations with measures of insulin resistance using 
the hyperinsulinaemic- euglycaemic glucose 
clamp and the insulin suppression test (see below) 
across a range of insulin sensitivities [149].

The rise in blood glucose following oral
loading is determined in part by the degree of 
suppression of hepatic glucose production in 
addition to the absorption and disposal of the 
oral glucose load [150]. Radiolabelled tracers 
may be used to ascertain the metabolic fate of 
an intestinal glucose load and quantify the con-
tribution of endogenous glucose production to 
the post-challenge blood-glucose concentration. 
The merits of the various tracer options, which
involve use of two or three ingested and infused 
tracers, have recently been reviewed [151]. As 
an example of the application of tracer method-
ology in a proof-of-mechanism study, Polidori 

et al. used a mixed-meal tolerance test with a 
dual-tracer (3H-glucose,14C-glucose) method to 
examine the effects of canagliflozin, a sodium- 
glucose cotransporter (SGLT)-2 inhibitor which
also has activity at the intestinal SGLT-1 recep-
tor. Canagliflozin reduced postprandial plasma 
glucose and insulin levels in healthy subjects by 
increasing urinary glucose excretion (via renal 
SGLT-2 inhibition) and by delaying the rate
of appearance of oral glucose (RaO), the latter
being attributed to intestinal SGLT-1 inhibition
[152]. In this study, plasma insulin level was 
reduced as a secondary consequence of reduced 
intestinal glucose absorption [153]. This study
provides an illustration of the well- recognized 
phenomenon whereby an improvement in insulin 
sensitivity, indicated by lower insulin levels in 
conjunction with improved post- challenge glu-
cose tolerance, may occur secondary to a reduc-
tion in hyperglycaemia achieved by other means. 
This is an important general point that should be
borne in mind since any intervention that lowers 
blood glucose such as dietary modifications or 
exercise, and a range of non-insulin-sensitizing 
drugs, can reduce insulin resistance by reliev-
ing the negative metabolic impact of hyper-
glycaemia i.e. glucotoxity [48]. Determining 
whether a drug exerts a primary insulin-sensitiz-
ing effect requires direct evidence of improved 
insulin action using appropriate investigative 
techniques. Of these, the hyperinsulinaemic-
euglycaemic glucose clamp is regarded as the 
reference method (see below).

 Insulin Tolerance Test (ITT)
This involves an intravenous injection of a bolus of
exogenous insulin (typically 0.1 U/kg) in the fast-
ing state. The response of blood glucose reflects the
combined effects of the injected insulin on hepatic 
and peripheral insulin-sensitive tissues. Due to the 
dynamic rise and subsequent fall in serum insu-
lin concentrations, the contribution to the decline 
in blood glucose by reduced hepatic glucose pro-
duction and insulin-stimulated glucose uptake, 
respectively, will vary during the test according to 
relative dose-response characteristics (Fig. 1.3). 
An insulin-sensitivity index may be calculated 
from the ratio of the change in blood glucose to the 
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basal glucose concentration. The glucose disposal
rate (KITT) may be calculated from the slope of the 
regression line of the logarithm of blood glucose 
against time during the first 3–15 min [154]. The
ITT has important limitations, notably the risk
of inducing hypoglycaemia. Clinical hypogly-
caemia is usually unpleasant and is potentially 
hazardous in certain subjects, e.g. patients with 
ischaemic heart disease. Furthermore, the release 
of the counterregulatory hormones, primarily glu-
cagon and catecholamines antagonizes the actions 
of insulin confounding the test results. A mean 
coefficient of variation of 30 % for the ITT was
reported in a study using 0.05 U/kg insulin healthy 
volunteers [154]. However, better reproducibility
has been reported using the same insulin dose by 
other investigators [155]. The ITT is not widely
used in clinical metabolic research nor is the tech-
nique regarded as meeting the requirements for 
drug development studies.

 Open-Loop Methods

 Insulin Suppression Test (IST)
This method, introduced by Gerald Reaven and
colleagues at Stanford University, USA in 1970, 
was the first to offer a direct measurement of 
insulin action in human subjects [136, 156]. In 
its original inception, an intravenous infusion of 
adrenaline (epinephrine) was used to suppress 
endogenous insulin secretion. The non-selective

β-adrenergic blocker propranolol was co-infused 
to counter the metabolic and haemodynamic 
effects of the adrenaline. However, complete
blockade of the adrenergic receptors could not be 
guaranteed and the hazard of cardiac arrhythmias 
led to a modification of the approach by which to 
interrupt the glucose-β-cell feedback loop [157]. 
After an overnight fast, an intravenous infusion 
of somatostatin or the somatostatin analogue 
octreotide [158] is used to suppress the endog-
enous secretion of insulin and glucagon from 
the pancreatic β- and α-cells, respectively [158]. 
Simultaneous infusions of insulin (25 mU/m2/
min) and glucose (240 mg/m2/min) are delivered 
for 3 h. Blood samples for the determination of 
glucose and insulin are drawn from the contralat-
eral arm every 30 min for 2.5 h and then at 10 min 
intervals to 180 min. Under these controlled con-
ditions, the steady-state plasma glucose (SSPG)
concentration between 150 and 180 min reflects 
the net effect of the achieved hyperinsulinae-
mia on insulin-sensitive tissues. Since SSPG is
inversely related to insulin sensitivity, it is pre-
dicted that the SSPG concentration will be higher
in more insulin-resistant subjects. Assumptions 
inherent in the interpretation of the IST include
the complete suppression of endogenous insulin, 
glucagon and growth hormone secretion (which 
is also suppressed by somatostatin), reproduc-
ible direct effects of somatostatin on splanchnic 
blood flow and peripheral glucose metabolism, 
and attainment of steady- state hyperinsulinae-
mia. While the IST has been used extensively in
clinical metabolic research, it has not been widely 
applied in diabetes drug development.

 Insulin-Sensitivity Clamp
This technique, usually known as
hyperinsulinaemic- euglycaemic glucose clamp, 
is widely regarded as the ‘gold standard’ among 
methods for quantifying insulin action. However,
while this accolade attests to advantages that 
the technique has over some of the alternatives, 
it should not be taken to imply that the glucose 
clamp technique offers unique insights into insu-
lin action that more fundamentally reflect human 
physiology. The hyperinsulinaemic-euglycaemic
glucose clamp technique is a pharmacological 
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Fig. 1.3 Approximate relative amounts of insulin 
required for maximal effects on major metabolic pro-
cesses in vivo. HGP hepatic glucose production
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perturbation of homeostatic metabolic mecha-
nisms that provides quantifiable and reproducible 
data with which to test hypotheses concerning the 
role of insulin resistance in human disease.

The hyperinsulinaemic-euglycaemic glucose
clamp establishes a temporary state of sustained 
hyperinsulinaemia. This permits quantification
of a key aspect of glucose metabolism, i.e. insu-
lin-mediated glucose disposal. One of the advan-
tages of the glucose clamp technique is that it 
be can be readily adapted to provide a broader 
perspective of human metabolism, including 
assessments of hepatic glucose production and 
lipolysis. When selecting target insulin levels 
it should be noted that the inhibitory effect of 
insulin on hepatic glucose production requires 
lower plasma insulin concentrations than those 
required to maximally stimulate glucose uptake 
in skeletal muscle (Fig. 1.3) [129, 159, 160]. 
In a one-step hyperinsulinaemic-euglycaemic 
glucose clamp study performed in healthy vol-
unteers, Rizza et al. observed half-maximal 
suppression of hepatic glucose production 
(determined using [3-3H]glucose as a tracer)
at a mean (±standard deviation) plasma insulin 
concentration of 174 ± 12 pmol/L (29 ± 2 mU/L).
In contrast, the insulin concentration required 
for half-maximal stimulation of glucose utiliza-
tion was nearly twice as high at 330 ± 36 pmol/L
(55 ± 7 mU/L) [161]. Maximal glucose utilization 
occurred at pharmacological insulin concentra-
tions of 1,320–4,200 pmol/L (220–700 mU/L).
Other groups have reported similar findings.
As discussed above, impaired insulin-mediated 
suppression of hepatic glucose production, i.e. 
hepatic insulin resistance, is the main driver of 
pathological states of fasting hyperglycaemia. 
Accordingly, assessment of liver glucose output 
is of interest in the context of the development of 
new diabetes drugs.

Following an overnight fast, plasma glucose 
concentrations are maintained entirely from 
endogenous sources. The liver and the kidney are
the only organs in the human body with sufficient 
gluconeogenic enzyme activity and glucose- 6-
phosphatase to release glucose into the circula-
tion via gluconeogenesis. Glucose production
by the liver accounts for approximately 80 % 

with renal glucose production accounting for the 
remainder [162, 163]. 

When the insulin sensitivity of glucose 
metabolism is impaired, other defects are detect-
able using appropriate techniques [164, 165]. 
Lipolysis is very sensitive to inhibition by insulin,
with only small increments above fasting levels 
being sufficient to restrain hydrolysis of trigly-
cerides (see Fig. 1.3) [160, 164, 165]. Circulating 
levels of nonesterified (‘free’) fatty acids are 
often elevated in subjects with obesity, impaired 
glucose tolerance, and in patients with type 2 dia-
betes and fail to suppress normally in response 
to insulin [164]. These defects are indicative of
insulin resistance within adipocytes.

 Two-Step Hyperinsulinaemic- 
Euglycaemic Glucose Clamp
This variant can be used to assess direct sup-
pression of fatty acids by insulin and other 
hormones, e.g. insulin-like growth factor)-1, at 
low and high insulin concentrations [166]. The
multistep hyperinsulinaemic glucose clamp 
technique may also be combined with isotopic 
determination of glycerol turnover to provide 
an alternative measure of lipolysis [167]. The
glucose clamp technique is suitable for pairing 
with various complementary methods that permit 
insulin action to be studied under controlled con-
ditions at whole-body, regional, or tissue level 
(Table 1.8). For example, the hyperinsulinaemic- 

Table 1.8 Examples of complementary investigative 
methods that may be combined with the hyperinsulinaemic- 
euglycaemic clamp technique

Method Measure of interest

Isotopic glucose tracer Glucose turnover (RaG, RdG)
Indirect calorimetry Substrate oxidation
Magnetic resonance 
spectroscopy

Intramyocellular lipid; 
hepatic lipid content

Positron emission 
tomography

Regional brain/heart glucose 
metabolism

Venous occlusion 
plethysmography

Endothelial function

Isotopic glycerol tracer Lipolysis
Tissue biopsy (muscle, fat) Insulin-responsive enzyme 

expression
Microdialysis Adipose tissue substrate 

metabolism
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euglycaemic glucose clamp may be performed in 
conjunction with indirect calorimetry to quantify 
substrate oxidation. While combining these two 
methods is conceptually intriguing and if done 
properly might can generate useful data, it has to 
be pointed out that managing this sophisticated 
experimental setup is demanding and requires 
a high level of expertise and experience. Using 
this approach, a study of pioglitazone in insulin-
resistant women with polycystic ovary syndrome 
demonstrated that increases in circulating lev-
els of the insulin- sensitizing cytokine adipo-
nectin correlated closely with improvements in 
glucose and lipid oxidation as well as inversely 
with changes in fasting fatty acid concentrations 
[168]. The investigators considered that their
observations provided support for the hypothesis 
that improvements in multiple aspects of insulin 
sensitivity with pioglitazone were at least partly 
explained by an increase in adiponectin levels 
[168]. 

The flexibility of the glucose clamp read-
ily permits the design of studies in which mul-
tiple target glucose levels can be achieved. This
approach has been used, for example, to test new 
glucose sensors [169].

 Hypoglycaemic Glucose Clamp
This technique, which does not quantify insulin
action, is widely used to assess counterregulatory 
hormone responses under standardized condi-
tions of experimental hypoglycaemia [170]. This
design variation of the glucose clamp will usually 
be based on administering individualized intrave-
nous insulin infusions that will be titrated to the 
point of achieving a predefined hypoglycaemic 
blood glucose target, or if designed as a stepwise 
hypoglycaemic glucose clamp, to achieve and 
maintain for a certain period of time, e.g. 30 min, 
several euglycaemic and  hypoglycaemic target 
levels in sequence, e.g. 7, 5, 4, and 3 mmol/L. At
each target level blood samples to assess variables 
of interest, e.g. counterregulatory hormones, 
incretins, can be collected. At the end of the low-
est clamp target level, the intravenous insulin 
infusion is terminated and the time to spontaneous 
recovery to euglycaemic blood- glucose levels can 
be captured as an additional outcome variable.

 Islet Cell Clamp 
In this variant of the clamp approach, somatosta-
tin or octreotide is infused to suppress endoge-
nous insulin secretion [171]. Target steady-state
circulating insulin and glucagon levels may be 
achieved by appropriate intravenous infusions 
of theses hormones. Growth hormone, secretion
of which from the pituitary is also suppressed by 
somatostatin, is replaced at basal levels. The islet
cell (also known as the pancreatic) clamp can 
be combined with the hyperglycaemic glucose 
clamp technique thereby being of particular value 
for assessing urinary glucose excretion [172].

In another variant, Tonelli et al used the islet
cell clamp to investigate the effects of piogli-
tazone on glucose kinetics in patients with type 
2 diabetes during low and high insulin infusion 
rates at euglycaemia [173]. While endogenous 
glucose production was suppressed by piogli-
tazone at both levels of hyperinsulinaemia glu-
cose disposal was increased only during the high 
insulin infusion rate.

 Hyperglycaemic Glucose Clamp
This technique is primarily a method used
to evaluate endogenous insulin secretion. 
However, it can be also be used to measure insu-
lin sensitivity [136] and to assess urinary glu-
cose excretion [95, 172]. A variable quantity of 
hyperosmolar glucose is infused intravenously 
to establish predefined levels or a single level 
of hyperglycaemia, for periods of time during 
which blood or urine samples are collected in 
order to determine endogenous insulin secre-
tion or urinary glucose excretion, respectively. 
The amounts of intravenous glucose needed to
establish predefined levels of hyperglycaemia 
can vary widely between individuals according 
to insulin sensitivity and the ability of hypergly-
caemia per se to enhance glucose uptake [174]. 
The method, when applied in healthy sub-
jects, also has very practical limitations in that 
above certain hyperglycaemic target levels, e.g. 
10–11 mmol/L or higher, the volume of intra-
venous glucose needed to establish and then 
maintain the target level can be excessive due 
to the ever-increasing concentrations of insulin 
stimulated by the hyperglycaemia.

1 Methods for Quantifying Insulin Sensitivity and Determining Insulin Time-Action Profiles



20

The versalility of the glucose clamp tech-
nique is illustrated by a recent study in which a 
pancreatic and stepped hyperglycaemic glucose 
clamp (plasma glucose range 5.5–30.5 mmol/L)
were combined to characterise major compo-
nents of renal glucose reabsorption in response 
to dapagliflozin in healthy subjects and patients 
with type 2 diabetes [172]. Patients with type 2 
diabetes (n = 12) and matched healthy subjects 
(n = 12) were studied at baseline and after 7 days 
of treatment with dapagliflozin. A pharmaco-
dynamic model was developed to describe the 
major components of renal glucose reabsorption 
for both groups and then used to estimate these 
parameters from individual glucose titration 
curves. At baseline, the patients with diabetes 
had elevated maximum renal glucose reabsorp-
tive capacity (TmG), splay (the rounding of the 
glucose reabsorption curve), and renal threshold 
 compared with controls. Dapagliflozin reduced 
the TmG and splay in both groups. The most sig-
nificant effect of dapagliflozin was a reduction of 
the renal threshold for glucose excretion in the 
patients with type 2 diabetes and the controls. It 
was concluded that dapagliflozin increases uri-
nary glucose excretion in patients with type 2 
diabetes by reducing the TmG and the threshold 
at which glucose is excreted in the urine [172].

 Experimental Procedure 
for the Hyperinsulinaemic- 
Euglycaemic Glucose Clamp

This glucose clamp method, whether comprising
a single step or two steps of steady-state hyperin-
sulinaemia, is conducted in the morning after an 
overnight fast. An arm vein is cannulated for the 
infusion of insulin and glucose. In the contralateral 
forearm, another cannula is placed for sampling, 
the hand being enclosed in a thermostat-controlled 
warming unit at approximately 55 °C to open 
arteriovenous channels and so provide ‘arterial-
ized’ blood that approximates the arterial supply; 
this avoids the reduction in plasma glucose due 
to extraction during the passage of blood through 
insulin-sensitive tissues and so avoids potential 
overestimation of insulin action [134]. However,

hand warming may induce peripheral vasodilata-
tion resulting in a rise in heart rate and changes in 
blood pressure [175]. Soluble insulin or a rapid-
acting insulin analogue is infused using a preci-
sion pump at a rate calculated to elevate serum 
insulin concentration from basal levels to a pre-
defined target within the euglycaemic range, i.e. 
to approximately 4–5 mmol/L. A typical insulin
infusion dose is 1.0 mU/kg/min (6 pmol/kg/min) 
or 40 mU/min/m2 body surface area (0.24 nmol/
min/m2). Insulin doses based on surface area are 
preferred for obese subjects (body mass index 
>30 kg/m2) in order to avoid over- insulinization 
[134]. Infusing insulin at a rate of 1 mU/kg/
min generally provides plasma insulin levels in 
the high physiological range, albeit with wide 
variations reported in the literature (see below). 
Adsorption of insulin to the plastic surfaces of the 
infusion tubing can be avoided by adding 2 mL of
the subject’s blood to the insulin/saline solution 
used for infusion [176].

The response of the key outcome measure, i.e.
glucose disposal rate (also known as the M-value), 
is approximately linear over the physiological range 
of plasma insulin concentrations (see Fig. 1.2). It 
has been suggested that very high doses of insulin, 
i.e. producing pharmacological serum insulin con-
centrations of 200 mU/L (1,200 pmol/L) or more,
carry the risk of saturating the physiological clear-
ance of insulin leading to unpredictable hyperin-
sulinaemia. However, dose-response effects have
been described using doses as high as 5.0 U/kg/
min in insulin-resistant subjects [177]. Some cen-
tres advocate the use a primed-continuous infusion 
of insulin to achieve the desired level of hyperinsu-
linaemia more rapidly, accepting a temporary over-
shoot above target for this advantage.

 Manual vs. Automated 
Glucose Clamp

During the glucose clamps plasma, glucose is 
monitored online at intervals ranging from 1 to 
10 min. For the purposes of a hyperinsulinae-
mic glucose clamp, a precise and accurate glu-
cose oxidase or hexokinase reference method 
which meets requisite quality control standards 
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is required [178]. In response to hyperinsulinae-
mia, glucose starts to decline as hepatic glucose 
production is inhibited and, at higher insulin con-
centrations, glucose uptake is stimulated. Glucose
(20 % v/v) is therefore infused intravenously to 
maintain the arterialized blood glucose constant 
at the target level. In an isoglycaemic glucose 
clamp, a pre-existing level of plasma glucose for 
the individual is selected as the target. In patients 
with diabetes, blood- glucose levels may be nor-
malized overnight before the studies by a vari-
able rate low-dose intravenous insulin infusion 
[179]. This approach is valuable for standardizing
the baseline metabolic state prior to the clamp 
in studies in which a therapeutic intervention is 
tested. While published algorithms for calculating 
 glucose infusion rates during clamps are available 
[95], many investigators prefer to rely on their 
own judgment – the so-called manual clamp.

An alternative to the manual clamp is provided 
by the automated clamp using the Biostator® 
glucose-controlled insulin infusion system (Life
Science Instruments, Elkhart, IN, USA; Fig. 1.4). 
The Biostator was originally developed as an
extracorporeal artificial pancreas [180, 181] but 
failed to fulfil its clinical potential due to degrada-
tion of insulin by the mechanical pump [182]. The
device was repositioned for clinical metabolic 
research as an automated method for performing 
glucose clamps [183, 184]. In brief, the Biostator 
senses plasma glucose every minute and adjusts 
an intravenous infusion of glucose according to 
an algorithm originally described by Clemens 
et al. [185]. A double-lumen venous catheter is 
used for continuous glucose measurement: one 
tube administers saline-heparin solution at a con-
stant rate and is then mixed and returned with 
the blood that is withdrawn at an equal rate via 
the other (inner) lumen. The Biostator algorithm
takes the current measurement of blood glucose 
and the variations in glucose levels during preced-
ing minutes into consideration. In addition to its 
application in the setting of the hyperinsulinae-
mic-euglycaemic glucose clamp, the Biostator has 
been used extensively to determine  time-action 
 profiles of glucose- lowering drugs (see below) 
[186]. Blood glucose is measured continuously 
by a glucose oxidase sensor. This permits rapid

alterations of the glucose infusion rates. However,
periodic recalibration of the glucose measurement 
is required using an external reference method due 
to inherent drift of the glucose sensor, which is in 
constant contact with sampled blood. Advantages 
of the Biostator compared to a manual eugly-
caemic glucose clamp include relatively small 
blood volume requirements for measurement of 
glucose and minute-by-minute adjustment of glu-
cose infusion rates. Perhaps the most compelling 
advantage that the Biostator offers is the removal 
of risk of any unconscious bias on the part of 
the clamp operator [186]. The cost of automated
clamps compared to manual clamps is higher only 
if consumable materials are considered, mainly 
arising from the expense of glucose sensor mem-
branes and other materials, e.g. the double-lumen 
sampling catheter. Balanced against these costs 
are the better quality of the clamp data (=smaller 
swings of glycaemia around the target values, 
expressed as the coefficient of variation (CV) of 
glycaemia), which is unbiased by a human opera-
tor, and the fact that a single human operator can 
manage more than one automated glucose clamp 
in parallel. Biostator devices have to be carefully 
maintained and require expertise in application. 
Second- generation proprietary automated glucose 
clamp technology is now available that allows an 
even tighter management of the target glucose 
concentration to CVs of <5 % and provides results 
immediately ready for data processing.

 Experimental Conditions

If strictly defined, a steady state of glucose infu-
sion will typically not be achieved during a 
typical 120 min hyperinsulinaemic- euglycaemic 
glucose clamp procedure [187]. With hyperin-
sulinaemia extending beyond this time, insulin-
mediated glucose uptake continues to rise [188, 
189]. However, for practical purposes data from
the final 30–60 min of a 2–4 h glucose clamp 
study are generally accepted as being suffi-
ciently stable for the determination of insulin- 
mediated glucose uptake [134, 176]. A more 
rigorous approach is to define steady state as a 
CV in blood glucose of <5 % [135].
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Since inhibition of hepatic glucose production 
is insulin-dependent full suppression must be 
achieved in order to provide a reliable estimate 
of insulin-mediated glucose disposal. For healthy 
insulin-sensitive subjects, this assumption will 
often be valid. However, for insulin-resistant
subjects complete suppression of hepatic glu-
cose production cannot be assumed and should 
be confirmed using an isotopic tracer. Under the 
conditions of a hyperinsulinaemic- euglycaemic 
glucose clamp using 1 mU/kg/min of insulin 
infusion rate or more, the majority (approxi-

mately 85–90 %) of the glucose infused to main-
tain plasma glucose at target is accounted for by 
uptake and metabolism in skeletal muscle with 
adipose tissue largely accounting for the remain-
der. The mean glucose infusion rate (GIR) under
these circumstances represents the integrated 
insulin-mediated glucose uptake. While theo-
retical considerations favour normalization of 
the M-value by kg fat-free mass rather than per 
kg body weight for within-subject comparisons, 
correction by body weight is a more practical and 
widely used approach [134].

i.v. insulin
infusion

i.v. glucose
infusion

Blood samples

Data transfer and
storage

Hot box Biostator

Saline
Saline GlucoseHeparin

Fig. 1.4 Euglycaemic glucose clamp technique using a 
Biostator. The subject’s left hand is in a heated box main-
tained at an air temperature of 55 °C. Blood supplemented 
with heparin is continuously pumped from the hand vein to 
the Biostator. The intravenous glucose infusion delivered
into the forearm of the contralateral arm is continuously 
adjusted to the current blood-glucose concentration 
according to an algorithm. Saline solution is continuously 
infused with a low flow rate in order to keep the venous 
access patent. Intravenous insulin is infused into the vein 
of the same arm. In the 2-step hyperinsulinaemic- 
euglycaemic clamp, insulin concentrations are achieved 
that are appropriate to assess hepatic insulin sensitivity 

(step 1) and insulin-mediated glucose uptake (step 2). In 
the euglycaemic clamp variant test, insulin is administered 
by subcutaneous injection. A constant low-dose infusion 
of insulin may also be administered, as necessary, in order 
to establish similar baseline glucose concentrations. In the 
euglycaemic clamp variant, insulin may also be infused to 
suppress endogenous insulin production in healthy sub-
jects. Blood samples for blood-glucose determinations and 
subsequent hormone measurements are drawn from a cubi-
tal vein of the left arm at regular intervals. The results
printed by the Biostator are, at the same time, stored in a 
computer for subsequent data analysis (Reprinted with 
permission from Heinemann and Anderson [100])
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 Insulin-Sensitivity Measures Derived 
from the Hyperinsulinaemic- 
Euglycaemic Glucose Clamp

Insulin sensitivity as measured by the glucose 
clamp technique can be expressed in a variety of 
ways (see below and Table 1.9). Division of the 
M-value by the prevailing mean serum/plasma 
insulin concentration (M/I) accounts for minor 
differences in insulin levels between clamps, 
albeit at the expense of potentially introduc-
ing additional variability [129]. The metabolic
 clearance rate of glucose during steady state is 
calculated by dividing M by the mean plasma 
glucose concentration. However, metabolic
clearance rate of glucose is not independent of 
blood glucose [190]. Since glucose clearance is 
dependent upon blood glucose concentration as 
well as circulating insulin levels, comparison of 
insulin sensitivity between groups of subjects 
clamped at markedly different target glucose 
levels should be done only with caution. A vari-
ant of the clamp technique that involves two 
steps of hyperinsulinaemia above basal (fast-
ing) levels avoids these issues. This approach
has also the advantage over single-step glucose 
clamps of permitting insulin-dependent glu-
cose uptake to be determined [191]. During the 
clamp, two periods of 120 min serial intrave-
nous insulin infusion rates are applied at rates 
of 0.5 mU/kg/min and 2.0 mU/kg/min (infu-
sion rates might differ according to the level 
of insulin resistance of the subjects studied). 
Step 1 provides an elevation of circulating 

insulin concentrations suitable for determining 
the suppression of hepatic glucose production, 
whereas step 2 attains levels of hyperinsulinae-
mia that ensures stimulation of glucose uptake. 
The last 30 min of each insulin infusion phase
is regarded as having reached a steady state. 
Glucose (20 % v/v) is infused intravenously
to maintain arterialized venous blood glucose 
constant at the target level. Blood samples 
for the determination of plasma glucose and 
serum insulin are drawn at 0, 90, 100, 110, and 
120 min in period 1 and at 90, 100, 110, and 
120 min in period 2. The procedure is readily
combined with an isotopic tracer, e.g. [6,6-2H2] 
glucose tracer, permitting the suppression of 
hepatic glucose production from baseline to be 
determined during each step. The following pri-
mary endpoint, the quotient of augmentation of 
M/I between periods is calculated as follows:

SI Insulin sensitivity index

mean GIR mean GIR

clamp

Period 2 P

=

( ) ( )−
eeriod1

Period 2 Period1 Periods1&
mean I mean I mean BG( ) ( )  ( )− ×

22
 

GIR=glucose infusion rate and BG=blood glu-
cose. SIclamp should be corrected for body surface 
area (or weight) and is expressed in mL/(min ×
m2) per pmol/L. The increment in glucose uptake
between step 1 and step 2 must be attributable to 
insulin-dependent mechanisms since non-insulin-
mediated glucose uptake will be unchanged [191].

In addition to determining the effects of new 
insulin-sensitizing drugs, the adverse effect of 
other commonly used drugs, e.g. corticosteroids, 
β-adrenergic blockers (especially non-selective), 
and high-dose thiazide diuretics, on insulin sen-
sitivity can also be quantified using the hyperin-
sulinaemic euglycaemic clamp technique. Using 
this approach (step 1, insulin infusion = 0.5 mU/
kg/min or 20 mU/m2/min; step 2, insulin infu-
sion = 2.0 mU/kg/min or 80 mU/m2/min), the 
effect of 1 week of treatment with low doses of 
the synthetic corticosteroid prednisone on insu-
lin sensitivity in healthy nonobese men (n = 17) 
was evaluated [192]. The coefficient of variation
of the clamp glucose concentrations was 2.9–
3.7 %. In response to 25 mg prednisone daily, all 

Table 1.9 Insulin-sensitivity indexes derived from the 
two-step hyperinsulinaemic-euglycaemic clamp

M Whole-body glucose 
metabolism at steady state

mg/kg/min

MCR Metabolic clearance rate of 
glucose

mL/kg/min

M/I Glucose metabolism divided
by mean steady-state insulin 
concentration

(mg/kg/min)/
pmol/L

SIclamp Insulin-sensitivity index 
calculated from 2-step clamp

mL/(min × m2) 
per pmol/L

Notes: kg = fat-free mass; results may also be normalized 
to body surface area or to alternative measures of meta-
bolically active tissue, e.g. resting energy expenditure
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indices of insulin sensitivity were significantly 
impaired in step 2 of the clamp: whole-body glu-
cose disposal (M) was reduced by 33 %, MCR 
by 32 %, and M/I by 31 % compared to placebo 
(p<0.001). The corresponding values for 10 mg
prednisone were 15, 14, and 13 % (p < 0.03). 
Insulin- sensitivity index (see above) was reduced 
in a clinically relevant degree by both doses, i.e. 
35.3 % (p < 0.01) and 23.5 % (p < 0.05) for the 25 
and 10 mg doses of prednisone, respectively. This
study confirmed that even short courses of pred-
nisone at clinically relevant but relatively low 
doses impair insulin action in healthy volunteers 
in dose-dependent fashion.

 Application of the 
Hyperinsulinaemic- Euglycaemic 
Glucose Clamp in Drug Development

Since its inception more than four decades 
ago, application of the hyperinsulinaemic glu-
cose clamp has generated an extensive scien-
tific literature, much of which is concerned 
with the evaluation of therapeutic interventions. 
An example of the enduring utility of the hyper-
insulinaemic glucose clamp is provided by a 
recent study which combined the technique with 
 measurement of endogenous glucose produc-
tion using 3-3H-glucose in male patients with
type 2 diabetes treated for 14 days with another 
SGLT-2 inhibitor dapagliflozin [193]. After 
14 days of dapagliflozin, whole-body glucose 
disposal during the hyperinsulinaemic glucose 
clamp increased (p < 0.05) to 5.7 ± 0.4 mg/kg/
min and remained unchanged in placebo-treated 
subjects (4.2 ±0.5 mg/kg/min). The improvement
in muscle insulin sensitivity is congruent with the 
glucose toxicity hypothesis. However, lowering
plasma glucose concentrations by increasing 
urinary glucose excretion was associated with 
a paradoxical increase in endogenous glucose 
production p<0.05 vs. placebo). The increase in
endogenous glucose production was almost iden-
tical to the amount of glucose excreted in the urine 
in the dapagliflozin-treated subjects. An increase 
in the fasting level of the counterregulatory hor-
mone glucagon was also observed. This study

points first, to the need to use sensitive investi-
gative techniques in proof-of-mechanism studies 
and second, to the fact that novel diabetes drugs 
may be associated with unanticipated metabolic 
effects, in this instance elevated endogenous glu-
cose production blunting the glucose-lowering 
effect of dapagliflozin. In a study of another 
drug in this class, empagliflozin, in patients with 
type 2 diabetes, Ferrannini et al. noted a simi-
lar increase in endogenous glucose production 
that detracted from the therapeutic effects of the 
SGLT-2 inhibitor on plasma glucose. As would
be expected, plasma insulin declined in response 
to the lowering of blood glucose, whereas plasma 
glucagon levels increased [194].

 Disadvantages of the Glucose Clamp 
Technique

In all its variants the glucose clamp technique is 
labour- and resource-intensive. Well-trained and 
experienced personnel are necessary to ensure 
reliable and reproducible results. A study of 
healthy volunteers in whom hyperinsulinaemic 
glucose clamps were repeated on three sepa-
rate days reported an intra-individual CV of 
 approximately 6 % [195]. Factors such as dif-
ferences in subject population, methodology, 
technical expertise, and statistical analysis may 
account for differences between studies, some of 
which have reported higher CVs [196]. The glu-
cose clamps technique is more robust when used 
in the context of a crossover design because of 
intrasubject variation in M which is evident even 
among apparently healthy subjects of the same 
sex [175].

Some reported disadvantages of the glucose 
clamp technique may reflect extraneous factors. 
For example, even when similar insulin doses 
have been used, wide variations in achieved 
hyperinsulinaemic plateaus have been reported 
between studies [129]. Factors that may be rele-
vant to these discrepancies include body weight 
and body composition, differences in insulin 
assays between studies, and variable degrees of 
fasting hyperinsulinaemia and insulin clearance 
in certain metabolic states, e.g. decreased clear-
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ance in patients with renal impairment [197]. 
Glucose clamps are generally safe and well
tolerated. Hypoglycaemia during the period
after termination of the clamp is avoidable 
with appropriate precautions. Clinically rel-
evant hypokalaemia resulting from the hyper-
insulinaemia is rare in healthy subjects. The
risk of hypokalaemia, which is usually tran-
sient, can be countered by appropriate infusion 
of potassium chloride although this is not our 
practice [198]. In a study using the two-step 
hyperinsulinaemic- euglycaemic clamp study 
in healthy volunteers, preventing the decline in 
potassium through intravenous supplementa-
tion with potassium chloride did not influence 
SIclamp [198].

In addition to several caveats and assump-
tions that have already been discussed, perhaps 
the most important limitation of the hyperinsu-
linaemic glucose clamp technique is an inherent 
consequence of the strength of the approach, 
i.e. interruption of the physiological feedback 
between glucose and insulin. The method quan-
tifies aspects of integrated glucose metabo-
lism under non-physiological conditions, i.e. 
sustained hyperinsulinaemia. The insulin lev-
els attained in a glucose clamp study exceed 
the normal maximal excursions of insulin in 
response to meals. Thus, the relevance of the
data derived from the technique to day-to-day 
glucose metabolism in patients with diabetes 
cannot be assumed. This said, it is possible to
predict the glucose-lowering effect of a novel 
insulin- sensitizing drug from hyperinsulinae-
mic glucose clamps with some confidence. For 
example, thiazolidionediones are an effective 
therapeutic option for patients with type 2 dia-
betes. In clinical practice, a realistic expectation 
would be a decline in glycated haemoglobin A1c 
averaging approximately 1 %, with a range of 
0.5–1.5 % (indicative of the variable response to 
therapy that characterizes all glucose- lowering 
drugs) [199]. This improvement in glycaemic
control reflects reported improvements in clamp-
measured glucose disposal of approximately 
20–50 % [200–202]. This knowledge provides
a useful benchmark against which new agents 
may be compared. Accordingly, a novel insulin 

sensitizer that produced an improvement of only 
10–15 % in insulin sensitivity might not be a 
viable proposition.

 Choice of Test for Quantifying Insulin 
Sensitivity

Key points to be considered when choosing a 
test of insulin action in the context of a new insu-
lin sensitizer, aside from limitations that may be 
imposed by funding and resource issues, include 
the target population and the predicted efficacy 
and mechanism of action of the drug in question. 
A proof-of-concept study for a novel insulin 
sensitizer requires that the subjects to be stud-
ied have degrees of insulin resistance that will 
permit a therapeutic signal to be identified [203]. 
Having defined a suitable study population, this
objective could be met using a surrogate mea-
sure of insulin action such as the oral glucose 
tolerance test (see above). However, robust evi-
dence of improved insulin sensitivity relies on 
the hyperinsulinaemic- euglycaemic glucose 
clamp. Note that for drugs such as nuclear recep-
tor agonists, maximum efficacy is generally not 
observed until approximately 6 weeks of therapy 
[108].

The sample size will be influenced by factors
such as the study design, e.g. crossover studies 
generally have a higher statistical power than 
parallel-group studies, and the expected hetero-
geneity within the study population. The latter
problem is inherent to all studies in patients with 
type 2 diabetes given the widely varying inter- 
individual degrees of both insulin resistance and 
insulin deficiency.

Early identification of safety or efficacy con-
cerns has become an accepted strategy in diabetes 
drug development [204]. Within this paradigm, 
ascertaining the effects of a novel insulin-sen-
sitizing agent on surrogate markers of vascular 
integrity, e.g. endothelial function, during early-
phase studies may be of value [205]. However,
while certain drugs may have favourable actions 
on cardiovascular risk profiles and the vascula-
ture [206], these have not always translated into 
clinical benefits.

1 Methods for Quantifying Insulin Sensitivity and Determining Insulin Time-Action Profiles



26

 Methods for Determining the Time- 
Action Profile of Insulin and Other 
Glucose-Lowering Drugs

Safe and effective clinical application of insulin 
therapy relies on knowledge of the time- course 
of action of all insulin formulations (and other 
blood-glucose-lowering agents) [100]. Methods 
used to evaluate the time-action profile can be 
divided into indirect and direct methods.

 Indirect Methods

 Radio-Labelled Insulin
The absorption of insulin from a subcutaneous
depot can be estimated by labelling the test prod-
uct with the gamma ray-emitting isotope 125I and 
measuring the decay in radioactivity using an 
external scintillation counter placed above the 
skin area in which the insulin was injected [207].

 Gerritzen’s Test
Subjects receive low doses of insulin in a single 
ascending dose (SAD) study design [208]. The test
product is administered by subcutaneous injec-
tion and complex carbohydrates are consumed 
at regular intervals to prevent hypoglycaemia. 
This permits assessment of pharmacokinetics but
can provide at best an approximate indication of 
pharmacodynamics [208]. An approximation of 
the end of insulin action becomes evident when 
carbohydrate is no longer required to support 
blood-glucose levels. Davidson et al. assessed 
the acute response of severely insulin- resistant 
obese subjects to U500 insulin. A dose of 100 
units was administered by subcutaneous injection 
to fasting, hyperglycaemic individuals and the 
decline in blood glucose over several hours was 
observed until normoglycaemia was achieved, at 
which point the subjects were provided with a 
meal [209]. This technically simple clinical study
provided limited pharmacokinetic data concern-
ing onset of action together with nonstandard-
ized glucodynamic data. However, due to the
pragmatic study design neither observation was 
independent of the effects of endogenous insulin 
action [209].

 Direct Methods

 Euglycaemic Glucose Clamp
The only reliable method for acquiring robust
data concerning the pharmacodynamic properties 
of insulin preparations or sulphonylureas (which 
act by stimulating endogenous insulin secretion) 
is the euglycaemic glucose clamp [100, 210]. 
This technique is a variant of the glucose clamp
in which glucose is infused intravenously at a 
variable rate as needed to maintain blood glucose 
at euglycaemia following the administration of, 
e.g. an insulin preparation (Fig. 1.5). Most often 
this will be a subcutaneous injection of the test 
insulin, but the technique is adaptable for deter-
mining time-action profiles of insulin delivered 
by other routes, e.g. pulmonary application or 
other agents that lower blood glucose [211]. The
euglycaemic glucose clamp represents the most 
direct quantitative approach to measure glucose 
metabolism and is a key method for assessing 
the pharmacodynamics of new drugs for diabetes 
therapy, as mandated by both the European [212] 
and US [213] regulatory authorities:
• The European Medicines Agency (EMA)

guidance states: ‘Pharmacodynamic data are 
of primary importance to demonstrate thera-
peutic equivalence or differences between 
insulin preparations, including their use in 
mixture. Data on the time-action profiles using 
the euglycaemic clamp technique should be 
available, providing data based on the glucose 
infusion rate and the exogenous insulin serum 
concentration’ [212].

• The Food and Drug Administration (FDA) states
‘In the case of a new insulin with perhaps unique 
pharmacokinetic characteristics dictating a spe-
cific method of use (i.e. dosing interval, timing 
relative to meals), efficacy can be assumed based 
on pharmacodynamic (e.g. clamp) studies’ [213].

 Insulin Pharmacokinetics 
and Pharmacodynamics

The pharmacokinetics of a drug describes its
concentration, along with those of its metabolites,  
in the body over time. In the case of novel insulin 

A.J. Krentz et al.



27

analogues, appropriate analogue-specific assays 
must be used to reliably measure the molecules 
in question [214]. For example, insulin glargine 
is rapidly metabolized into its two main active 
metabolites: M1 (GlyA21) and M2 (GlyA21, des-
ThrB30) with the M1 metabolite accounting for 
approximately 90 % of the circulating levels fol-
lowing subcutaneous injection [215].

The time-course of action of a glucose-lowering
drug is determined by key steps including absorp-
tion, distribution, biotransformation, and elimina-
tion. The pharmacodynamic properties of a drug
describe the biological effects induced over time. 
In the case of insulin, the primary effect of inter-
est is the blood-glucose- lowering effect. While 
pharmacodynamic studies using the euglycaemic 
glucose clamp technique have sought to estimate 
the time-action profiles of all insulin preparations, 

differences in methodologies between different 
research groups and study sites make between-
study comparisons  difficult. For example, stud-
ies of time to peak action of short-acting insulin 
preparations after subcutaneous administration 
have produced varying estimates [100]. Similarly, 
inconsistencies between studies of time-action 
profiles for long- acting insulin analogues have 
been observed [216]. 

When considering the insulin dose to be used 
in an euglycaemic glucose clamp study, it should 
be noted that a basal insulin given at an optimal 
dose for the individual would not require any 
exogenous glucose infusion at all since hepatic 
glucose production would be restrained precisely 
to maintain euglycaemia. The apparent duration
of action of an insulin formulation as assessed 
using the euglycaemic glucose clamp technique 
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Fig. 1.5 Principle of the euglycaemic glucose clamp 
technique. After subcutaneous insulin injection, the 
blood- glucose concentration decreases as hepatic glucose 
production is inhibited and, at higher insulin concentra-
tions, glucose uptake by muscle and fat is stimulated. 
After some time, the metabolic activity of the adminis-
tered insulin decreases, and the blood-glucose level rises 
again. When the blood-glucose level falls below the 
threshold at which a hormone secretion causing the 
blood- glucose level to rise again is elicited (counterregu-
lation), the blood-glucose level increases more rapidly 

than one would expect from the action profile of the insu-
lin preparation (dashed curve). When a decrease of the 
blood glucose level is prevented by a variable rate intra-
venous glucose infusion, i.e. the blood-glucose level is 
kept almost constant at baseline or a given target level 
(solid line with dots), the amount of glucose infused 
reflects the metabolic activity of the injected insulin at a 
given point of time. Plotting the glucose requirement over 
time reflects the time-action profile of the insulin prepa-
ration (Reprinted with permission from Heinemann and
Anderson [100])
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may be influenced by several factors, such as 
definitions of onset and end of action of insu-
lin action (Table 1.10). In recognition of these 
issues, a standardized approach to the study of 
the time-action profiles of novel insulin prepara-
tions and administration technologies has been 
proposed (Table 1.11) [100].

First-in-human studies of a new insulin may be 
performed at appropriate doses initially in healthy 
volunteers with careful monitoring of blood glu-
cose over a time period anticipated to encompass 
the time-course of action with a suitable safety 
margin. In clamp studies of healthy volunteers, 
endogenous insulin production should be sup-
pressed either by a continuous low-dose exoge-
nous insulin infusion or by maintaining the blood 
glucose slightly below the usual fasting level for 
the individual [100]. Patients with type 1 diabe-
tes are an especially suitable study population for 
insulin time-action profile studies since endog-
enous insulin production is effectively absent 
(Table 1.12) [100]. In fact, recent studies have 
shown that many patients with type 1 diabetes of 
long duration continue to secrete insulin, albeit 
at very low concentrations that are unlikely to 
interfere with the results of a glucose clamp study 
[217, 218]. For the purposes of clinical research, 
insulin deficiency can be confirmed at screening 
by measuring stimulated serum C-peptide [219]. 
Conversely, when the objective is to ensure the 
presence of sufficient residual β-cell function, e.g. 
in the evaluation of a new insulin secretagogue 
or insulin-sensitizing agent for type 2 diabetes, a 
lower threshold for C-peptide should be defined 
since endogenous insulin secretion declines over 

time [220]. In patients treated with subcutane-
ous insulin care should be taken to ensure that no 
carry-over effect from the subject’s usual basal 
insulin contaminates the glucose clamp. This

Table 1.10 Factors that may affect calculation of time- 
action profiles of insulin as assessed using the euglycae-
mic glucose clamp technique

Blood-glucose and insulin levels prior to injection  
of insulin
Endogenous insulin secretion
Insulin dose (higher doses extend insulin action)
Definitions used to identify onset and end of action
Insulin sensitivity

Adapted from Swinnen et al. [216]

Table 1.11 Proposals for a standardized approach to 
insulin time-action profile studies using the euglycaemic 
glucose clamp technique

Studies should use a double-blind design as far as 
possible
Automated glucose clamps using the Biostator may have 
advantages over manual clamps:
  Minimal (first-generation Biostator) or no net blood 

loss (second-generation Biostator) for glucose 
sampling

 Avoidance of unconscious bias by operator
  Frequent measurements of blood glucose, i.e. every 

minute, are appropriate for rapid-acting insulin
Doses used in clamp studies should be relevant to the 
clinical application of the insulin
Site and mode of subcutaneous injection should be 
standardized using syringes with minimal dead space
Blood-glucose target must be identical in all 
experiments
Subjects should be studied in the fasting state having 
avoided excessive exercise, caffeine, and alcohol
Studies in patients with diabetes should provide for a 
sufficiently long equilibration period, that is, blood 
glucose should be carefully titrated to the target 
blood-glucose level and maintained at that level for 
several hours prior to dosing with any study drug
The clock time of the study should be identical for all
experiments, e.g. 0800 h, in recognition of 
chronobiological cycles that may affect insulin 
sensitivity, e.g. the dawn phenomenon

Reprinted with permission from Heinemann and Anderson
[100]

Table 1.12 Study design considerations in insulin analogue 
time-action profile studies: selection of study population

Type 1 diabetes
  Advantage of having no/negligible endogenous insulin 

secretion
Type 2 diabetes

Largest clinically relevant population. However, variable
endogenous insulin secretion may confound results

Healthy volunteers
  Endogenous insulin secretion should be suppressed by 

either (a) clamping at a target blood-glucose concentration 
below fasting levels or (b) continuous intravenous 
administration of an appropriate dose of insulin
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requires that long-acting insulin analogues are 
withdrawn and replaced by multiple injections of 
short-acting insulin well in advance of a glucose 
clamp study day (see Chap. 9).

 Glucose Clamp Parameters

When considering time-action profiles of dif-
ferent insulin formulations, various summary 
measures may be calculated to characterize the 
profiles. GIRmax denotes the time point at which 
the maximal glucose infusion rate is reached 
(Fig. 1.6) [100]. It should be noted that Cmax for 
serum insulin levels (pharmacokinetics) and 
GIRmax (pharmacodynamics) are not equivalent 
due to the hysteresis between the peak insulin 
concentration and the subsequent effect on glu-
cose metabolism [18, 100]. Thus, full descrip-
tion of the time-action profile of an insulin 
formulation requires that comprehensive phar-
macokinetic and pharmacodynamic data be 
jointly considered [100]. For insulin prepara-
tions with a duration of action >24 h, an impor-
tant additional consideration is the assessment 
of pharmacokinetics and pharmacodynamics 
at steady state using a clinically relevant dose, 
i.e. the test insulin is applied several days in a 
row to establish steady-state circulating insulin 
levels [216].

Statistical techniques such as LOESS (from
‘LOcal regrESSion’) can reduce the inherent
noise in GIR data generated by the time con-
stants of the Biostator and the autoregressive 
properties of the Clemens algorithm used in the 
Biostator [186, 221]. Note that for long-acting 
insulin analogues or formulations designed to 
avoid peak activity, the concept of GIRmax does 
not readily apply. However, the scientific litera-
ture contains somewhat discrepant views about 
the presence or absence of a peak of glucose-low-
ering action of insulin glargine and other aspects 
of the time- action profile of this commonly used 
basal insulin analogue [216]. Determining the 
end of action may be problematic for an insu-
lin with a prolonged duration of action [100]. 

Indeed, with the advent of ultra-long-acting 
insulin preparations, the value of assessing onset 
and end of action in single-dose glucose clamps 
is open to question. In addition to the total area 
under the curve (AUC0−∞), the AUC for various 
time intervals (ACU0−T) may be of interest; these 
can be calculated using the trapezoidal rule 
[100]. An important practical consideration that 
impacts the assessment of time-action profiles 
of ultra-long-acting insulins is the upper limit of 
duration for a single-clamp experiment, which is 
~36–40 h. In this scenario a more complex study 
design may be required. For example, guided 
by preclinical and first-in-human clinical data, 
a euglycaemic glucose clamp might be timed 
to coincide with the expected onset of glucose- 
lowering action. Hompesch et al. applied this
approach to study a novel ultra-long-acting 
insulin HM12460A (human insulin is fused via
a non-peptidyl connector to a non-glycosylated 
Fc immunoglobulin carrier) [222]. Additional 
clamps may be performed with the aim of quan-
tifying the pharmacodynamic properties of the 
insulin formulation during the plateau phase and 
subsequently the waning of the glucose-lower-
ing action. This study design would require that
each subject has multiple glucose clamps to cap-
ture onset, plateau, and end of action, e.g. three 
glucose clamps with a period of tightly managed 
 glucose metabolism and diet between each glu-
cose clamp assessment. Alternatively the key 
elements of the time-action profile can be stud-
ied in  multiple study participants with the aim of 
providing a composite picture of onset, plateau, 
and end of action. Summary pharmacokinetic 
measures typically obtained from time-action 
profile clamps include Cbasal (basal concentra-
tion), Cmax (maximal concentration), Tmax (time at 
which maximal concentration is attained), early 
t50 %, and late t50 % (time at which the early and late 
halves of the peak concentrations, respectively, 
are attained). In studies in which a basal infu-
sion of insulin is used to suppress endogenous 
insulin secretion in healthy volunteers, the basal 
insulin concentration must be subtracted, either 
directly or after fitting a mathematical function.
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 Position of Time-Action Profiles 
in the Clinical Development of Novel 
Insulin Formulations

 Rapid-Acting and Ultra-Rapid-Acting 
Insulins
As mentioned above, rapid-acting insulin 
analogues [72] and novel ultrafast insulin 
formulations designed to accelerate insulin 
absorption – thereby achieving a more rapid 
peak than conventional soluble insulin formu-
lations – have been developed. For example, it 
was shown that the co-administration of hyal-
uronidase to insulin lispro or soluble human 
insulin produced earlier and higher peak insulin 
concentrations and improved postprandial gly-
caemic control in patients with type 1 [74] and 
type 2 diabetes [75]. In a double-blind six-way 
crossover euglycaemic glucose clamp study, co-
injection of recombinant hyaluronidase with the 
rapid-acting insulin analogues aspart, glulisine, 
and lispro provided accelerated insulin exposure 
producing an ultra-rapid time-action profile with 

a faster onset and shorter duration of insulin 
action in each case [223].

 Long-Acting Insulin Formulations
In healthy subjects, endogenous insulin secre-
tion between meals and during the nights con-
trols hepatic glucose production and restrains 
adipocyte lipolysis in the fasting state while 
maintaining glucose supply to the brain and 
other organs. Replacement of these low insulin 
requirements by means of long- acting insulin 
formulations has made tremendous progress in 
the last decades. Isophane insulin (see Table 1.5) 
has well-recognized pharmacokinetic limitations 
that detract from use as a basal insulin [224]. 
These include variable rates of absorption from
the subcutaneous depot, relatively high inter- and 
intra-individual variation, a discernible peak in 
insulin concentration 3–6 h after injection, and 
a less than 24 h duration of action. When given 
before bed, the risk of nocturnal hypoglycaemia 
rises as doses are increased with the aim of con-
trolling fasting blood-glucose concentrations. To
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Fig. 1.6 Time-action profile of soluble insulin (SI) with
certain summary measures. GIRmax represents the maxi-
mal glucose infusion rate (GIR) required to maintain the
blood-glucose concentration at the desired target value, 
considering the variations of the original values during the 
experiments. The time point after subcutaneous (s.c.)
injection at which GIRmax was achieved is described by 
tmax. The time points at which 50 % of the GIRmax occur 

before (early t50 %) and after (late t50 %) the GIRmax deter-
mine the rate of increase/decrease of action. The area
under the action profile (AUC) can be calculated either for 
the entire action profile, i.e. until the latter returns to the 
zero line (AUC0-∞), or just for the period of the experi-
ment or for shorter intervals (AUC0-T) (Reprinted with 
permission from Heinemann and Anderson [100])
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counter these shortcomings, long-acting insulin 
analogues have been developed. Strategies used 
to protract the action of insulin have included:
• Modification of the insulin molecule to 

achieve lower solubility at physiological pH,
e.g. insulin glargine [215].

• Addition of a fatty-acid chain to the insulin 
molecule that binds to albumin forming a 
depot from which the insulin analogue is sub-
sequently slowly released, e.g. insulin detemir, 
or building up of long chains of insulin hex-
amers, e.g. insulin degludec [225, 226]. 
Insulin degludec has a half-life of about 25 h 
[227] with a very flat action profile and a dura-
tion of action in excess of exceeding 40 h.

• Attachment of polyethylene glycol to insu-
lin (pegylation), e.g. LY2605541 (insulin
peglispro) [228]. Comparative studies in 
healthy volunteers using the euglycaemic 
glucose clamp demonstrated the absence of 
a similar peak of action with insulin glargine 
[229, 230].
The aim is to develop insulins with improved

pharmacokinetics properties that translate into 
clinical advantages. In a phase 3 open-label 
study in which insulin glargine was compared 
with neutral protamine Hagedorn (NPH) as
pre-bed insulin added to oral glucose- lowering 
therapy in 756 patients with type 2 diabetes, both 
groups achieved good glycaemic control (fasting 
plasma glucose 6.5 vs. 6.7 mmol/L for glargine
and NPH, respectively) [231]. However, the fre-
quency of documented nocturnal hypoglycaemia 
was 25 % lower for insulin glargine than for 
NPH (p < 0.05). A reduced risk of hypoglycae-
mia with insulin glargine compared with NPH
insulin for similar levels of glycaemic control 
was also observed in subjects with type 1 dia-
betes [232].

In a single centre, subject and investigator- 
blinded, parallel, randomized, two-arm, 4-period 
study of intrasubject pharmacodynamic variabil-
ity, Ocheltree et al. compared a single subcutane-
ous injection of the investigational drug insulin 
lispro protamine suspension with insulin glargine. 
Patients with type 1 diabetes were admitted to a 
clinical research institute and received a variable 
rate intravenous infusion of soluble human insu-
lin for at least 4 h prior to the administration of the 

study insulin in order to attain a target plasma glu-
cose level of 5 mmol/L. The intravenous insulin
was discontinued approximately 15 min prior to 
the injection of 0.6 U/kg insulin lispro protamine 
or insulin glargine. The time-action profiles of the
two insulin preparations were quantified in 24 h 
euglycaemic glucose clamps using the Biostator. 
While the GIR-time profile for insulin glargine
was flatter than for lispro protamine suspension, 
this was associated with lower intrasubject phar-
macodynamic variability [221]. The implication
of these findings is that lispro protamine suspen-
sion might provide more reproducible day-to-day 
metabolic control in this population. As noted 
above, injection of hyaluronidase, which increas-
ing the dispersion and absorption of subcutane-
ously administered drugs, has been shown to 
alter the pharmacokinetics of rapid-acting insulin 
analogues to provide an ultra-rapid time-action 
profile, e.g. fast on and fast off insulin action 
[223]. In a double- blind euglycaemic glucose 
clamp study, Morrow et al. studied the effect 
of co-administration of 5 μg/mL recombinant
human hyaluronidase (rHuPH20) on the intrasu-
bject variability of insulin lispro or recombinant 
human insulin in healthy adults [233]. Compared 
to insulin lispro alone, rHuPH20 significantly
reduced the variability of insulin pharmacoki-
netics and reduced early exposure intrasubject 
variability with human insulin (Fig. 1.7) [233]. 
Lower within-subject variability in aspects of
the pharmacokinetics and pharmacodynamics 
of insulin detemir compared with both NPH and
insulin glargine has been reported in patients 
with type 1 diabetes [234]. Potential clinical 
benefits of novel insulins may be tempered by 
unwanted effects. For example, it has been sug-
gested that hepato-selective insulin analogues 
may have a relative weight-sparing effect [73]. 
Studies of LY2605541 in dogs have suggested
a preferential effect on hepatocytes. The hepatic
sinusoidal endothelium has large fenestrations 
that theoretically might allow greater transport 
of LY2605541 to hepatocytes than to muscle
and fat [235]. However, adverse effects includ-
ing minor elevations in hepatic aminotransferases 
and triglycerides along with adverse changes in 
other components of the lipid profile have been 
reported [235].
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In the case of insulin analogues, molecules 
that are not encountered in nature, the issue of 
altered post-binding signalling has come under 
scrutiny. In a study of licensed insulin analogues, 
three rapid-acting analogues showed molecular 
and biological effects that were considered to be 
similar but not identical to human insulin. In con-
trast, the prolonged-duration analogues insulin 
glargine and insulin determir activated extracellu-
lar signal-regulated kinase (ERK) more strongly 
than human insulin via both the insulin receptor 
and the insulin-like growth factor (IFG)-1 recep-
tor [236]. Thus, this cell model suggested that
long-acting insulin analogues activate the mito-
genic signalling pathway to cause increased cell 
proliferation more effectively than human insulin. 
However, a caveat of this study is the aforemen-
tioned metabolism of insulin glargine to the M1 
and M2 active metabolites which were not exam-
ined. The potential for enhanced mitotic activity
of insulin and insulin analogues (insulin glargine 
in particular) has been a topic of enormous clini-
cal interest in recent years [237]. However, the

FDA and EMA have concluded that there is no 
evidence of an increased risk of cancer with insu-
lin glargine. The Outcomes Reduction with an
Initial Glargine Intervention (ORIGIN) trial of
insulin glargine in 12,537 subjects with glucose 
intolerance or patients with type 2 diabetes over a 
median of 6.2 years showed no excess of cancers 
compared to standard care (hazard ratio, 1.00; 
95 % confidence interval 0.88–1.13; p = 0.97) 
[238, 239]. Based on their structural differences, 
in can be hypothesized that each insulin analogue 
may in principle trigger a specific signalling ‘sig-
nature’ when interacting with the insulin or IGF
receptor, e.g. the activation of kinases may occur 
in a different sequence. Therefore, every new
insulin analogue should be thoroughly profiled in 
terms of its safety, in particular its mitogenic and 
mutagenic potential. In light of the possibility of 
analogue-specific signalling cascades, the recent 
discussion about insulin degludec triggered by 
the FDA’s non-favourable assessment of this 
analogue’s cardiovascular safety profile [240] 
should lead to more research on how differences 
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Fig. 1.7 (a) Serum insulin levels and (b) glucose infu-
sion rate values over an 8 h period following subcutaneous 
administration of human insulin + recombinant human 
hyaluronidase (rHuPH20) and lispro + rHuPH20 com-
pared with lispro alone in healthy adults studied in a 
double- blind randomized sequence of six euglycaemic 
clamps. Plasma glucose was clamped at a level 10 % 
below baseline glucose concentration using a Biostator. 
Data are mean ± standard error of the mean (SEM). 
Intrasubject variability with lispro was significantly 
reduced (p< 0.0001) by co-injection of rHuPH20 for
pharmacokinetic (PK) parameters (tmax, t50 %) related to 

early insulin exposure. The coefficient of variability
(CV%) in the percentage of glucose infused during the 
first 4 h period was significantly (p < 0.05) lower for lis-
pro + rHuPH20. For most other glucodynamic parame-
ters, intrasubject variability was numerically lower after 
co-injection of for lispro + rHuPH20 compared with lis-
pro alone. Thus, glucodynamic parameters showed a
reduction in variability corresponding to the PK results, 
but owing to the intrinsically greater variability in the for-
mer measures in general, the differences were not statisti-
cally significant (Reproduced with permission from 
Morrow et al. [233])
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in downstream insulin signalling may contribute 
to secondary effects, e.g. in the vasculature or via 
cardiovascular risk profiles.

 Biosimilar Insulins

With the expiry of the patent protection on most 
of the rapid-acting and long-acting insulin ana-
logues, other pharmaceutical companies have an 
opportunity to manufacture such insulins and try to 
get them approved as ‘biosimilar insulins’ [241]. 
A number of companies are currently active in 
this endeavour [242, 243]. Biosimilar insulins are 
available in some countries outside the European 
Union. and USA, including ‘copies’ of insulin 
glargine, insulin lispro, and insulin aspart. To date,
no biosimilar insulins have been approved by the 
FDA. The FDA has recently issued guideline for
biosimilars, but until 2020 these are not of rele-
vance for biosimilar insulins. Until this date they 
are regarded as drugs. In December 2013 Eli Lilly
and Boehringer Ingelheim announced that the 
FDA had accepted their New Drug Application 
(NDA) for LY2963016 (a insulin glargine formu-
lation). The company has performed a full clini-
cal development of LY2963016 as a novel insulin.
However, an automatic 30-month stay of approval
commenced when Sanofi (the originator of insu-
lin glargine) issued a lawsuit against Lilly alleg-
ing patent infringements. In Europe, LY2963016
was filed through the EMA’s biosimilar path-
way, and in June 2014 the EMA’s Committee 
for Medicinal Products for Human Use (CHMP)
issued a positive opinion recommending approval 
for LY2963016 for the treatment of patients with
type 1 and type 2 diabetes. Accordingly, this insu-
lin is set to become the first biosimilar insulin 
approved in the European Union.

The regulatory requirements for approval of
biosimilar insulins include adequate evaluation of 
the pharmacodynamic properties of these insulins 
and their immunogenicity [244]. The rigorous
requirements of the US and European regulatory 
authorities towards biosimilars reflect the com-
plex nature of these biopharmaceutical products 
as well as the proprietary manufacturing process 
[243, 245]. (Pre)clinical studies required by the 

EMA include in vitro pharmacodynamic evalu-
ation (=performance of glucose clamps, in vitro 
affinity bioassays, and assays for binding to 
insulin and insulin-like growth factor-1 recep-
tors). The glucose clamp study should include
at least one single-dose crossover study design 
to be performed in patients with type 1 diabetes. 
The regulatory environment for biologics, and in
particular for biosimilar insulins, remains het-
erogeneous from a global perspective. In many 
countries regulation either is nonexistent or does 
not provide for robust guidance. The EMA has
developed a useful set of guidance documents 
that outline the mandatory elements required in 
a submission package. The EMA guidance on
recombinant human insulin and insulin analogues 
considers the design of glucose clamp studies and 
approaches to pharmacokinetic and pharmacody-
namic data analysis and interpretation as well as 
safety studies, the latter focusing on immunoge-
nicity [246]. Using the EMA guidance as a rea-
sonable reference point seems appropriate. Thus,
successfully bringing a biosimilar insulin to these 
markets represents a higher hurdle than in the case 
of a generic diabetes drug. The demonstration of
compatibility of a biosimilar with administration 
devices is an additional consideration [242].

Concerns have been raised about the afore-
mentioned lack of more rigorous regulations or 
regulations in principle for approval and phar-
macovigilance of biosimilar insulins in countries 
outside Europe and the USA (see below) [247]. 
It has been proposed that every biosimilar insu-
lin and insulin analogue should be assessed in 
well-defined globally harmonized preclinical and 
clinical studies followed by post-marketing phar-
macovigilance programmes [247]. In recognition 
of a need for globally acceptable standardization, 
the World Health Organization (WHO) issued
guidance for biosimilars in 2009 [245]. The cru-
cial role of the euglycaemic glucose clamp in the 
evaluation of the pharmacodynamics of a bio-
similar insulin is clear [243]. The EMA’s CHMP
has stated that the sensitivity to detect differences 
between insulin products is higher for euglycae-
mic clamp pharmacodynamic studies than for 
clinical efficacy trials; the latter are considered 
supportive in this context. The FDA also issued
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a series of guidance documents directed towards 
follow- on biologics (the FDA’s preferred term for 
biosimilars) [245, 248]. Mechanistically-related 
pharmacodynamic assays that are relevant to 
clinical outcomes and adequate assessment of 
clinical immunogenicity are included in this 
guidance [249]. The FDA requires that the spon-
sor of a proposed product, e.g. biosimilar insulin, 
must include in its submission information dem-
onstrating that ‘there are no clinically meaning-
ful differences between the biological product 
and the reference product in terms of the safety, 
purity and potency of the product’ [249].

 Biosimilar Approval: A Case Study
The failure of the first European biosimilar insu-
lin application in 2007 provides some important 
lessons [243]. Data from euglycaemic glucose 
clamps for three biosimilar human insulin prepa-
rations (a soluble unmodified version, an isophane 
product, and a 30:70 premixed formulation) were 
considered to have failed to demonstrate equiva-
lent blood-glucose-lowering effect compared to 
the reference products [243, 247]. Unacceptable 
departures from the reference products in aspects 
of both the pharmacokinetic and the pharmacody-
namic properties were evident for the three bio-
similars, along with concerns of waning efficacy 
over time and inadequate assessment of immu-
nogenicity. Other points of concern included the
un-blinded design of the glucose clamp studies 
and questions concerning the clinical relevance 
of the primary endpoint presented for the eug-
lycaemic glucose clamps [243]. This case study
illustrates the potential for formulations contain-
ing products with identical amino acid sequences 
(primary protein structures) to deviate from the 
comparator [244].

 Reference Product Considerations
A broader issue of relevance to the design of insu-
lin glargine bioequivalence studies that needs to 
be considered is the high day-to-day variability of 
the reference product [250] even though  insulin 
glargine has been promoted as an analogue with 
a more reproducible pharmacodynamics than 
its predecessors [215, 224]. Larger sample sizes
are required to ensure bioequivalence in studies 

involving long-acting insulin analogues com-
pared with rapid-acting insulin analogues which 
tend to have more reproducible pharmacokinetic 
and pharmacodynamic profiles.

 Summary and Conclusions

 Insulin Sensitivity

Insulin-sensitizing drugs have an important role 
in the treatment of patients with type 2 dia-
betes. Accordingly, accurate quantification of 
insulin action is an important aspect of early-
phase development of novel agents purported 
to improve insulin action. In this endeavour, the 
hyperinsulinaemic-euglycaemic glucose clamp is 
a reproducible and adaptable research technique 
which permits assessment not only of insulin- 
mediated glucose disposal but also the sensitivity 
of hepatic glucose production and other relevant 
aspects of metabolism, e.g. suppression of lipoly-
sis by insulin, substrate oxidation. The flexibility
of the hyperinsulinaemic-euglycaemic clamp, 
and its capacity for use alongside complementary 
in vivo research techniques, has assured its place 
as the reference method for measuring insulin 
action in humans.

 Insulin Time-Action Profiles

Characterizing the pharmacodynamic properties 
of novel insulin formulations is a prerequisite 
for their safe and effective application in clini-
cal practice. The euglycaemic glucose clamp,
by virtue of its versatility and accuracy, is the 
technique of choice for determining time-action 
profiles of new insulin products. The pharmaco-
kinetic and pharmacodynamic characteristics of 
insulin delivered by nonclassic routes, e.g. via 
the pulmonary system, and the time- action pro-
files of other classes of blood-glucose- lowering 
agents are also amenable to assessment using 
glucose clamp methodology. The euglycaemic
clamp has a pivotal role in the requirements of 
the EMA and FDA for market approval of bio-
similar insulins.
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        Summary 

    Background 

 Defective insulin secretion is a fundamental defect 
in the pathogenesis of diabetes. In patients with 
type 1 diabetes, absolute insulin defi ciency result-
ing from autoimmune destruction of islet β-cells 
necessitates lifelong replacement therapy with 
exogenous insulin or insulin analogues. Strategies 
to prevent type 1 diabetes or to preserve β-cell 
function have been tested in clinical trials, albeit 
with limited success to date. In patients with type 
2 diabetes, insulin defi ciency is relative rather than 
absolute but insuffi cient to compensate for insulin 
resistance which is usually present, leading to an 
increase in blood glucose by insuffi cient handling 
of a glucose load. Sulphonylureas (which directly 
stimulate insulin release), dipeptidyl peptidase 

(DPP)-4 inhibitors (which enhance levels of incre-
tin hormones), and glucagon-like peptide-1 ana-
logues (which enhance glucose-stimulated insulin 
secretion via activation of the incretin system) are 
widely used in the treatment of patients with type 
2 diabetes. Progressive loss of β-cell mass and/or 
function usually requires escalating polypharmacy 
and ultimately insulin replacement therapy also in 
many patients with type 2 diabetes. Novel classes 
of insulin secretagogues, e.g. GPR40 and GPR119 
agonists, have recently entered clinical trials.  

    Key Methods 

 Tests of basal insulin secretion measure circulat-
ing β-cell products after an overnight fast. Dynamic 
tests assess the response of the β-cells to oral or 
intravenous glucose ± non-glucose secretagogues. 
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    Tests of Basal Insulin Secretion 

 Method  Measurement  Advantages  Disadvantages 

 Value in drug 
development 
decisions 

 Fasting 
serum 
insulin and/
or C-peptide a  

 Serum insulin 
and/or 
C-peptide 
measured after 
an overnight 
fast 

 Fasting insulin; 
homeostasis model 
assessment 
(HOMA-B) is a 
mathematical index 
calculated from 
insulin and glucose 
concentrations 

 Simple; relatively 
inexpensive 

 Provides no 
information about 
stimulated insulin 
secretion; 
relatively high 
day-to-day 
variability 

 Relatively limited; 
of value as an 
exploratory 
endpoint requiring 
confi rmation with a 
dynamic test of 
β-cell function 

   a Measurement of proinsulin and partially processed proinsulin products released from the β-cell may provide additional 
evidence of compromised β-cell function 

        Tests of Stimulated Insulin Secretion 

 Method  Measurement  Advantages  Disadvantages 

 Value in drug 
development 
decisions 

 75 g oral glucose 
tolerance test 

 Insulin and/or 
C-peptide 
responses to 
75 g oral glucose 

 Area under the 
curve for insulin; 
insulinogenic 
index (Δinsulin/
Δglucose at 
 t  = 30 min) 

 Assesses β-cell 
response to the 
principal dietary 
secretagogue under 
well-standardized 
and internationally 
accepted 
conditions; 
extensive scientifi c 
literature against 
which to reference 
data; assesses 
integrated response 
that includes the 
effect of incretin 
hormones 

 Relatively high 
intra- individual 
and between- 
individual 
variability; β-cell 
response to 
secretagogues 
other than 
glucose not 
assessed; may be 
affected by 
gastric emptying 
rate 

 Similar to mixed 
meal tolerance 
test but less 
comprehensive 
assessment since 
restricted to 
glucose-
stimulated insulin 
secretion; 
provides 
additional 
categorical data 
on glucose 
tolerance, i.e. 
progression/
regression of 
diabetes 

 Mixed meal 
tolerance test 

 Serum insulin 
and/or C-peptide 
to a meal of 
defi ned 
composition 

 Area under the 
curve for insulin; 
insulinogenic 
index (Δinsulin/
Δglucose at 
 t  = 30 min) 

 Provides data 
relevant to normal 
physiology; 
fl exible, i.e. 
nutrient 
components can be 
adjusted; assesses 
integrity of incretin 
axis 

 Relatively high 
intra- individual 
and between- 
individual 
variability; 
affected by 
gastric emptying 
rate 

 Provides dynamic 
data of 
physiological 
relevance; 
sensitive 
techniques for 
preliminary 
assessment of 
drug effects on 
insulin secretion; 
incretin axis is 
integral to 
responses 
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 Method  Measurement  Advantages  Disadvantages 

 Value in drug 
development 
decisions 

 Intravenous 
glucose tolerance 
test 

 Insulin and 
C-peptide 
responses to an 
intravenous 
bolus of glucose 

 Acute insulin 
response (AIR) 

 Provides dynamic 
data; widely used 
in clinical 
metabolic research 

 Relevance to 
normal 
physiology 
uncertain; does 
not generate 
dose–response 
data; incretin 
axis not assessed 

 May be a useful 
indicator of 
drug-induced 
effects on insulin 
secretion 

 Hyperglycaemic 
clamp 

 Serum insulin 
and C-peptide 
responses to 
sustained 
hyperglycaemia 
generated by 
constant infusion 
of hypertonic 
glucose 

 First- and 
second-phase 
insulin responses 
to 
hyperglycaemia 

 Provides 
standardized 
assessment of 
insulin secretion 

 Insulin secretion 
is assessed in an 
unphysiological 
state of sustained 
hyperglycaemia; 
does not provide 
dose–response 
data; incretin 
axis not assessed 

 Moderately useful 
technique for 
assessing drug 
effects on insulin 
secretion 

 Arginine 
potentiation test 

 Intravenous 
infusion of 
arginine 
superimposed on 
hyperglycaemic 
clamp 

 Acute insulin 
response to 
arginine (AIR max ) 
usually in the 
setting of 
controlled 
hyperglycaemia 

 Provides an 
assessment of 
near-maximal 
insulin secretion 

 Of limited 
physiological 
relevance; 
incretin axis not 
assessed 

 Of limited 
application in the 
context of drug 
development 

 Graded glucose 
infusion 

 Serum insulin 
and C-peptide 
responses to a 
stepped 
incremental 
intravenous 
glucose infusion 

 Insulin secretion 
dose–response 
vs. glucose 
concentration; 
displacement of 
curve to left 
indicative of 
improved β-cell 
function 

 Provides detailed 
insulin-glucose 
dose–response data 
over range of 
glycaemia relevant 
to normal 
physiology as well 
as the 
pathophysiology of 
glucose intolerance 
and type 2 diabetes 

 Incretin axis not 
assessed; lengthy 
and labour 
intensive 

 Sensitive and 
reproducible 
technique that can 
provide robust 
data about 
drug-induced 
changes in insulin 
secretion, albeit 
without 
information about 
the incretin axis 

        Conclusions 

 The range of different techniques for the assess-
ment of insulin secretion and response to thera-
peutic interventions refl ects the absence of a true 
reference method for drug development. No sin-
gle method adequately captures all potentially 
relevant aspects of β-cell function. Selection of 

the most appropriate tests should be guided by 
the putative mechanism of action, e.g. direct 
secretagogue and activation of the incretin axis. 
A plurality of methods may be required to pro-
vide a comprehensive picture suffi cient for mak-
ing drug development decisions. Assessing the 
integrity of the incretin axis has come to promi-
nence in recent years.   
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    Introduction 

 Insulin is the principal anabolic hormone of the 
body and is essential for life [ 1 ]. The hormone 
exerts wide-ranging effects on carbohydrate, lipid 
and protein metabolism and regulates aspects of 
cell growth and differentiation [ 2 ]. Human insulin 
is composed of 51 amino acids and has a molecu-
lar weight of 5.8 kDa. The insulin molecule is a 
dimer comprised of an A-chain and a B-chain. 
The insulin gene is located on the short arm of 
chromosome 11 [ 3 ]. Insulin is synthesized within 
the β-cells of the pancreatic islets as a 110-amino-
acid precursor. Preproinsulin is cleaved to proin-
sulin, and the latter is processed to insulin and 
C-peptide by specifi c endopeptidases and pro-
cessed in the endoplasmic reticulum [ 4 ]. After 
passage through the Golgi apparatus, insulin is 
stored as hexamers in secretory granules awaiting 
release [ 5 ]. Insulin has a compact three-dimen-
sional structure consisting of three helices and 
three conserved disulphide bridges [ 6 ]. This con-
formation is important for binding to and activat-
ing the insulin receptor. In the presence of zinc, 
the fl ux of which is regulated by zinc transporter 
proteins [ 7 ], and at a pH of approximately 6.0, 
insulin monomers assemble into higher order 
hexameric conformations [ 8 ]. The concentration 
of insulin within the storage granules of the 
β-cells is approximately 40 mmol/L [ 9 ]. The syn-
thesis of insulin is regulated at both the transcrip-
tional and translational level. Glucose metabolism 
within the β-cells stimulates the secretion of pre-
formed insulin. Glucose is also the major physi-
ological stimulator of the insulin gene [ 10 ]. 

    Islet Physiology 

 The human pancreas contains approximately one 
million islets that comprise 1–2 % of the total 
mass of the gland. Islets contain four different 
endocrine cell types:
•    β-cells that produce insulin and constitute 

~60–80 % of the endocrine cell mass  
•   α-cells (~10–20 %) that produce glucagon  
•   δ-cells (~5 %) that produce somatostatin  
•   PP cells (<1 %) that produce pancreatic 

polypeptide    

 In order that β-cells can respond rapidly to 
prevailing blood glucose concentrations, islets 
receive approximately tenfold the blood fl ow of 
the surrounding exocrine cells of the pancreas. 
The capillaries surrounding islets have numer-
ous fenestrations that facilitate nutrient exchange 
[ 11 ]. Heterogeneity in β-cell numbers between 
islets may be relevant to insulin secretion [ 12 ]. 
The activity of β-cells is synchronized both 
within and across islets. Endogenous insulin 
secretion is characterized by a pulsatile secretion 
with a periodicity of approximately 5 min and 
higher order swings [ 13 ,  14 ]. Alterations in the 
pulsatile secretion of insulin have been reported 
in patients with type 2 diabetes [ 15 ,  16 ] and also 
in glucose-intolerant fi rst-degree relatives [ 17 ]. 
The increase in β-cell insulin secretion follow-
ing ingestion of a meal normally signals a 
decrease or maintenance of glucagon secretion 
[ 18 ]. In the setting of defi cient insulin secretion, 
relative hyperglucagonaemia contributes to 
hyperglycaemia in diabetes [ 18 ]. The higher 
proportion of α-cells to β-cell in the islets of 
some patients with type 2 diabetes has been 
attributed to a decrease in β-cell number rather 
than an increase in α-cell number [ 19 ]. 
Somatostatin, the pulsatility of which is aligned 
with insulin [ 20 ], inhibits the secretion of both 
insulin and glucagon [ 21 ]. 

    Glucose-Stimulated Insulin Secretion 
 In health, insulin is secreted to precisely meet 
metabolic demand and maintain circulating glu-
cose concentration within strict limits. The rates 
of hepatic glucose production and glucose utili-
zation are regulated by circulating insulin levels, 
remaining closely matched and relatively con-
stant from day to day. Endogenous insulin secre-
tion is stimulated primarily by increases in blood 
glucose levels. Non-glucose initiators of insulin 
secretion include certain monosaccharides, 
amino acids and fatty acids [ 11 ,  22 ]. It has been 
suggested that insulin secretion may also be 
infl uenced by other factors acting directly via cell 
surface receptors [ 23 ]. The discovery of G-protein 
fatty acid receptors that are either directly 
(GPR40) or indirectly (e.g. GPR120) involved in 
insulin secretion has generated new targets for 
diabetes drug development (see below) [ 24 ]. 

A.J. Krentz et al.



49

 Glucose is transported from the blood into the 
β-cell via the high-capacity glucose transporter 
(GLUT2) system. Inside the cells, it is meta-
bolized by glucokinase to generate glucose-6- 
phosphate [ 25 ]. Glycolytic and oxidative 
meta bolism of glucose elevates the cytosolic ade-
nosine triphosphate/adenosine diphosphate (ATP/
ADP) ratio. This closes ATP-sensitive potassium 
channels in the cell membrane. The resulting 
depolarization triggers opening of voltage-gated 
calcium channels. Increased intracellular calcium 
concentration allows the fusion of insulin-con-
taining granules with plasma membrane and the 
subsequent release of stored insulin through inter-
actions with Ca 2+ -sensitive proteins (Fig.  2.1 ).
•      Initiators of insulin secretion  – These induce 

insulin secretion both by triggering, i.e. 
involving closure of the K ATP  channels, and 
amplifying effects.  

•    Potentiators of insulin secretion  – The incretin 
hormone glucagon-like peptide (GLP)-1 
(see below) and arginine do not initiate insulin 

secretion by themselves, but enhance insulin 
secretion in the presence of an initiator, e.g. 
glucose.    
 Even in the unstimulated (basal) state, insulin 

secretion is continually tuned by numerous stimu-
latory and inhibitory signals [ 26 ]. Insulin secre-
tion is infl uenced by central neural activity [ 27 ] 
and paracrine factors [ 28 ,  29 ]. Autocrine regula-
tion of insulin secretion has been proposed [ 30 , 
 31 ], although the physiological relevance of such 
a mechanism in humans has been questioned [ 32 ]. 

 Glucose-stimulated insulin secretion to a rapid 
and sustained increment in plasma glucose is 
characteristically biphasic (Fig.  2.2 ) [ 33 ]. A tran-
sient fi rst phase of insulin secretion with an early 
peak is followed by a gradually developing and 
more prolonged second phase. It has been sug-
gested that the fi rst phase may represent release 
of insulin from rapidly mobilized storage gran-
ules, triggered by the infl ux of Ca 2+ ; the second 
phase of insulin secretion may refl ect ATP-
dependent recruitment and release of granules 
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  Fig. 2.1    Insulin secretion after a meal is typically initi-
ated by a rise in extracellular glucose, which is detected 
by a metabolic signalling pathway. Aerobic glycolysis 
and mitochondrial oxidation produce metabolic signals, 
such as a rise in the ATP to ADP concentration ratio. This 
closes K + ATP-channels, depolarizes the plasma mem-
brane and causes calcium infl ux that stimulates exocyto-
sis. At the same time, the incretin hormones GLP-1 and 
GIP bind to their receptors, which are highly expressed on 
human pancreatic β-cells. This causes the activation of G 

proteins. The glucose and GLP1 signalling pathways con-
verge on AC8, an isoform of adenylate cyclase that is 
abundant in pancreatic β-cells and fully activated when 
both Gαs–GTP and calcium–calmodulin are bound. The 
subsequent rise in cellular cAMP triggers exocytosis by 
protein kinase A (PKA) and EPAC2 (also known as 
RAPGEF4) (Reprinted by permission from β-cells 
Macmillan Publishers Ltd: Nature Cell Biology, 
Integrating insulin secretion and ER stress in pancreatic 
β-cells, K Lemaire and F Schuit, copyright 2012)       
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from a reserve pool [ 5 ,  34 ]. The relevance of 
fi rst-phase insulin secretion to glucose homeosta-
sis in human physiology remains uncertain [ 35 ].

       Role of the Incretin System in Insulin 
Secretion 
 At matched plasma glucose concentrations, orally 
ingested glucose elicits a substantially greater 
insulin secretory response than intravenous 
glucose; this is the so-called incretin effect [ 36 ]. 
The main incretin hormones, GLP-1 and glucose-
dependent insulinotropic polypeptide (GIP), are 
released from intestinal endocrine cells (L cells 
and K cells, respectively) within minutes of nutri-
ent ingestion. The potentiation of glucose-stimu-
lated insulin secretion by the incretin hormones 
may account for approximately 50–70 % of post-
prandial insulin secretion [ 37 ,  38 ]. GLP-1 and 
GIP circulating in the blood are rapidly inacti-
vated via enzymatic cleavage by dipeptidyl pepti-
dase 4 (DPP-4) [ 39 ,  40 ]. GLP-1 and GIP act via 
specifi c G-protein-coupled cellular receptors to 
raise intracellular levels of cyclic adenosine 
monophosphate (AMP) and inhibit ATP-sensitive 
K +  channels, actions which induce β-cell exocy-
tosis of insulin (see Fig.  2.1 ) [ 41 ]. Incretin- 
mediated augmentation of insulin secretion and 
inhibition of glucagon secretion are dependent on 
ambient glucose concentrations [ 42 ]. In addition, 

GLP-1 reduces gastric emptying, increases  satiety 
and reduces food intake [ 43 ] as well as  stimulating 
the transcription of glucokinase and the GLUT 2 
transporter gene [ 44 ]. 

 Defects in incretin axis physiology are impli-
cated in the pathogenesis of type 2 diabetes. 
Delineation of these defects has led to the devel-
opment of important new classes of glucose- 
lowering drugs, i.e. the DPP-4 inhibitors and 
GLP-1 analogues [ 40 ]. Reported reductions in 
GLP-1 responses in patients with type 2 diabetes 
provided the theoretical basis for these incretin- 
based glucose-lowering drugs [ 45 ]. The impact 
of hyperglycaemia and incretin effect on insulin 
secretion and β-cell function continues to be 
unravelled [ 46 ,  47 ]. In a placebo-controlled study 
of subjects ( n  = 22) with impaired fasting glu-
cose, sitagliptin increased intact circulating 
GLP-1 concentrations but had no effect on post-
prandial plasma glucose, insulin or C-peptide 
concentrations [ 48 ]. While the secretion of GIP is 
near normal in patients with type 2 diabetes, the 
effect of this incretin on insulin secretion, partic-
ularly the late phase, is impaired [ 38 ].  

    Hepatic Clearance of Insulin 
 Insulin and C-peptide are co-secreted into blood 
that is directed to the portal vein, and insulin 
directly regulates hepatic glucose metabolism 
[ 16 ]. Hepatic fi rst-pass clearance of insulin 
removes >50 % of insulin ensuring that the 
portal:systemic insulin gradient is 2:1 or higher. 
Insulin clearance, of which hepatic extraction is 
the main determinant, may be altered in common 
metabolic diseases [ 49 ] and possibly by certain 
glucose-lowering drugs [ 50 ]. Since it is not 
cleared by the liver, the serum concentration of 
C-peptide in the peripheral circulation provides a 
more reliable indicator of endogenous insulin 
secretion. The most robust assessment of dynamic 
β-cell insulin secretion would require blood sam-
ples drawn directly from the hepatic portal vein. 
Such a highly invasive approach is not feasible in 
clinical research, although the technique has been 
applied in nonhuman primate studies [ 51 ]. 
Prehepatic insulin secretion may be estimated by 
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5 1000

  Fig. 2.2    Glucose-induced insulin secretion. A rapid fi rst 
phase is followed by a slower and more sustained sec-
ond phase of insulin release.  iv  intravenous. The bipha-
sic response is observed in response to acute sustained 
experimental hyperglycaemia as induced by the hyper-
glycaemic clamp technique. See DeFronzo et al. [ 33 ] for 
methodological details       
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mathematical deconvolution of serum C-peptide 
in peripheral blood (see below) [ 52 ]. The  half-life 
of serum C-peptide is longer than that of insulin 
(~20–30 vs. ~3–5 min). During dynamic tests of 
insulin secretion, the longer half-life in the circu-
lation of serum C-peptide requires that blood 
sampling time points for measurement of 
C-peptide be adjusted relative to those for insu-
lin. Impaired renal function reduces C-peptide 
clearance [ 53 ].   

    β-Cell Dysfunction 
in the Pathogenesis of Diabetes 

 Glucose metabolism is regulated via a feedback 
loop between islet β-cells and insulin-sensitive 
target tissues [ 54 ]. Within this physiological reg-
ulatory system, the sensitivity of the liver and 
muscle cells to insulin modulates the β-cell 
response [ 55 ]. When insulin resistance develops, 
usually due to combinations of genetic and life-
style factors, β-cells maintain normal glucose tol-
erance via an appropriate increase in endogenous 
insulin secretion [ 56 ]. According to a widely 
accepted model of the pathogenesis of type 2 dia-
betes, hyperglycaemia results when suffi cient 
amounts of insulin cannot be secreted to fully 
compensate for insulin resistance (see below) 
[ 55 ,  57 ]. In this scenario, the relative contribu-
tions of decreased β-cell mass versus decreased 
β-cell function remain uncertain [ 58 ]. In humans, 
β-cell mass increases through cellular prolifera-
tion during the fi rst decade of life before stabiliz-
ing during adolescence [ 59 ]. In adulthood, 
hyperplasia and hypertrophy permit a degree of 
plasticity in compensation for insulin resistance 
[ 60 ]. If issues of sensitivity and precision can be 
resolved [ 61 ], quantitative imaging techniques, 
e.g. fl uorescent exendin-4 derivatives [ 61 ,  62 ], 
may eventually complement conventional meta-
bolic approaches for estimating β-cell mass [ 63 ]. 
Type 1 diabetes and type 2 diabetes are both char-
acterized by progressive β-cell destruction (see 
below) in which apoptosis (programmed cell 
death) predominates. Since a low rate of β-cell 

turnover may continue throughout the human 
lifespan, β-cell number will fall if the rate of 
apoptosis or dedifferentiation is increased rela-
tive to neogenesis [ 64 ,  65 ]. 

    Type 1 Diabetes 
 Selective immune destruction of β-cells is the 
principal pathogenic defect of type 1 diabetes 
[ 66 ]. The resulting insulin defi ciency necessitates 
lifelong replacement therapy with subcutaneous 
administration of insulin or insulin analogues (or 
a successful pancreas or islet transplant). 
However, recent data suggest that even patients 
with type 1 diabetes of long duration may have 
low levels of residual insulin secretion [ 67 ,  68 ]. 

 In clinical trials of patients with type 1 diabe-
tes, β-cell function is commonly assessed by the 
serum C-peptide response to intravenous gluca-
gon [ 69 ] or a mixed meal [ 70 ]. Glucagon is 
injected as an intravenous bolus with timed mea-
surements of serum C-peptide [ 69 ]. The gluca-
gon stimulation test may also be of value in 
clinical practice when therapeutic decisions may 
be are informed by assessment of endogenous 
insulin secretion [ 71 ].  

    Type 2 Diabetes 
 Islet β-cell insuffi ciency is central to the develop-
ment and progression of type 2 diabetes. A decline 
in β-cell function antedates and predicts the onset 
of clinical diabetes [ 61 ]. Genetic and environ-
mental factors are strongly implicated [ 55 ]. 
Characterization of defective insulin secretion in 
the precursor states of impaired fasting glucose 
(IFG) and impaired glucose tolerance (IGT) has 
provided valuable insights into the pathogenesis 
of type 2 diabetes [ 72 ]. In the United Kingdom 
Prospective Diabetes Study (UKPDS), β-cell 
function, determined using a modelling method 
(HOMA-B, see below), was reduced by approxi-
mately 50 % in middle-aged subjects at the time 
of diagnosis [ 73 ]. This is in line with estimates 
based on autopsies place the reduction of β-cell 
mass at approximately 40–65 % at the time of 
clinical presentation of type 2 diabetes [ 74 ]. 
A reduction in functional β-cell mass is evident 
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during the long preclinical phase of type 2 
 diabetes. In parallel, the regulation of blood glu-
cose both postprandially and in the fasting state 
deteriorates through stages of glucose intolerance 
before rising to levels diagnostic of diabetes. 
Insulin secretion rates rise through the range 
between normal glucose tolerance to IGT and 
decline thereafter [ 75 ]. Longitudinal studies have 
demonstrated  progressive and variable, but not 
inevitable, loss of β-cell function in patients with 
type 2 diabetes [ 76 ,  77 ]. As the number of β-cells 
per islet falls, plaques of amyloid fi brils, which 
may contribute to β-cell loss, are deposited [ 78 , 
 79 ]. Hyperglycaemia (glucotoxicity), both acute 
[ 80 ] and chronic [ 81 ], and prolonged elevations 
of plasma concentration of nonesterifi ed (‘free’) 
fatty acid concentrations (lipotoxicity) [ 82 ] are 
detrimental to β-cell function and viability [ 10 , 
 83 ]. Oxidative and endoplasmic reticulum stress 
together with infl ammation have been identifi ed 
as pathways to β-cell loss that are potentially 
amenable to targeted therapeutic interventions 
[ 84 ]. As hyperglycaemia develops, insulin pulses 
are attenuated [ 85 ] and circulating levels of pro-
insulin and partially processed proinsulin prod-
ucts become are elevated, albeit remaining at low 
concentrations relative to insulin [ 86 ]. Loss of 
acute glucose- stimulated insulin secretion is 
accompanied by alterations in β-cell phenotype 
and in gene and protein expression. 

 Uncommon monogenic forms of diabetes in 
which β-cell defects have been well delineated, e.g. 
forms of maturity-onset diabetes of the young 
(MODY) [ 87 ,  88 ], contrast with the complexity of 
type 2 diabetes in which the relative contributions 
of genetic, epigenetic and nongenetic factors to 
β-cell failure remain uncertain [ 61 ,  89 ]. To date, the 
utility of molecular genetics in identifying person-
alized therapeutic approaches for diabetes has been 
confi ned to relatively small subgroups of patients. 
Diabetes due to hepatic nuclear factor-1α muta-
tions is especially sensitive to sulphonylureas [ 90 ]. 
Neonatal diabetes due to rare activating mutations 
in genes encoding the ATP-sensitive potassium 
channel subunits Kir6.2 or SUR1 can be success-
fully treated with high-dose sulphonylureas [ 90 ].   

    Strategies to Improve β-Cell Function 
for the Treatment and Prevention 
of Diabetes 

    Type 1 Diabetes 
 The causes of type 1 are complex and multifacto-
rial, involving genetic and environmental factors 
[ 91 ]. The natural history of type 1 diabetes 
involves a prolonged and variable latent preclini-
cal period that culminates in the destruction of 
pancreatic β-cells [ 92 ]. When autoimmune- 
mediated β-cell loss reaches a critical point, 
hyperglycaemia develops. A temporary partial 
recovery of β-cell function may occur after initia-
tion of insulin therapy – the so-called honeymoon 
period – before waning again thereafter. A diverse 
range of strategies for averting type 1 diabetes 
(primary prevention) or preserving β-cell func-
tion in subjects with recently diagnosed type 1 
diabetes (secondary prevention) have been 
explored in clinical trials [ 93 ]. Examples of inter-
ventions directed at arresting the immune process 
include nicotinamide, insulin injections, oral 
insulin, nasal insulin, glutamic acid decarboxyl-
ase, cyclosporine, teplizumab and abatacept [ 93 ]. 
These challenging intervention studies have been 
aided by the development of biomarkers of auto-
immunity [ 94 ] and serial tests of β-cell function 
[ 95 ]. The latter include the mixed meal tolerance 
test (see below) and glucagon- stimulated serum 
C-peptide response; these methods should not be 
assumed to provide equivalent results [ 96 ]. 
Recent research has shown that endogenous glu-
cagon dynamics are also altered early in the 
course of type 1 diabetes with elevated levels in 
response to a mixed meal challenge [ 97 ]. The plu-
rality of aforementioned therapeutic targets 
attests to the complex pathophysiology of β-cell 
attrition in type 1 diabetes. Novel non- 
immunomodulatory strategies are being explored. 
For example, preclinical evidence suggests that 
verapamil, a calcium channel blocker used for the 
treatment of hypertension and cardiac arrhyth-
mias, may enhance β-cell survival and function 
[ 98 ]. In a recent study of patients with newly 
diagnosed type 1 diabetes the lipid-modifying 
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agent atorvastatin appeared to slow the decline of 
β-cell function (stimulated C-peptide secretion), 
in a subgroup defi ned by higher levels of infl am-
mation-associated immune mediators [ 99 ].  

    Type 2 Diabetes 
 In obese subjects with glucose intolerance 
behavioural interventions that indirectly 
improve insulin secretion reduce the risk of pro-
gression to diabetes [ 100 ]. Many drugs have 
been shown to increase insulin secretion in vitro, 
but few have therapeutic potential [ 101 ]. 
Thiazolidinediones, which do not directly stim-
ulate insulin secretion, have also been shown to 
improve β-cell function and reduce the risk of 
new-onset diabetes in insulin-resistant women 
with a history of gestational diabetes [ 102 ]. The 
latter observation illustrates the pathophysiolog-
ical relevance of the feedback loop between 
insulin secretion and insulin action [ 103 ]. 
Lifestyle modifi cation is the cornerstone of con-
trolling hyperglycaemia in established type 2 
diabetes [ 104 ]. Bariatric surgery procedures 
[ 105 ] or voluntary dietary calorie restriction of a 
suffi cient degree can rapidly lower blood glu-
cose concentrations and improve β-cell function 
[ 106 ]. A doubling of β-cell function in obese 
patients with type 2 diabetes 1 year after gastric 
bypass surgery has been reported [ 107 ]. When 
standard behavioural changes prove insuffi cient, 
pharmacotherapy is required to control hyper-
glycaemia. Sulphonylureas have the mainstay of 
pharmacological strategies to enhance insulin 
secretion for decades [ 108 ]. Agents in this class 
act primarily by blocking ATP-sensitive potas-
sium channels in the β-cells thereby stimulating 
insulin release [ 109 ]. Dipeptidyl peptidase 
(DPP)-4 inhibitors, which potentiate insulin 
secretion in a glucose-dependent fashion by 
reducing the breakdown of GLP-1, have supe-
rior safety and tolerability profi les to sulphonyl-
ureas [ 110 ]. Unlike sulphonylureas, which 
continue to stimulate insulin secretion even dur-
ing hypoglycaemia [ 111 ], DPP-4 inhibitors and 
GLP-1 analogues promote insulin exocytosis 
only when blood glucose levels are elevated. 

This property reduces the risk of hypoglycaemia 
when these drugs are used as monotherapy or in 
combination with other agents that have a low 
propensity to cause hypoglycaemia [ 112 ,  113 ]. 
Preclinical data suggesting effects of DPP-4 
inhibitors on functional β-cell mass and pancre-
atic insulin content in rodent models raised 
hopes that the natural history of type 2 diabetes 
might be modifi ed [ 114 ]. The UKPDS demon-
strated an inexorable loss of β-cell function with 
sulphonylureas and insulin [ 73 ]. As yet, how-
ever, there is no fi rm evidence from clinical 
studies that GLP-1 agonists [ 115 ] or DPP-4 
inhibitors [ 114 ] have durable effects on β-cell 
function. Progressive loss of β-cell function is 
regarded as the main reason that many patients 
with type 2 diabetes ultimately require insulin 
replacement therapy [ 73 ]. The hypothesis that 
β-cell function may be preserved by using spe-
cifi c combinations of glucose-lowering drugs is 
being tested in clinical trials [ 116 ]. New drugs 
designed to improve β-cell function that have 
entered clinical trials in recent years include:
•    DDP-4 inhibitors (including agents requiring 

only once-weekly dosing) [ 117 ]  
•   Novel GLP-1 agonists [ 118 ] (including new 

delivery routes) [ 119 ]  
•   Bile acid sequestrants with indirect effects on 

incretin secretion [ 120 ]  
•   GPR40 agonists [ 121 ]  
•   GPR119 agonists [ 122 ]  
•   Unimolecular dual agonists of GLP-1 and GIP 

[ 118 ,  123 ]  
•   Glucokinase activators [ 124 ]  
•   Interleukin-1 β antagonists [ 125 ] (Table  2.1 )

      In parallel, potential cardioprotective actions 
of GLP-1, highly attractive in the context of the 
enhanced risk of cardiovascular disease in type 
2 diabetes, have also been explored [ 126 ]. A 
novel hypothesis that extends to the broader car-
diometabolic risk profi le of patients with type 2 
diabetes is that strategies to raise high-density 
lipoprotein (HDL) levels may improve β-cell 
function [ 127 ]. The cholesteryl ester transfer 
protein inhibitor torcetrapib improved glycae-
mic control in atorvastatin- treated patients with 
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type 2 diabetes. However, it remains to be deter-
mined whether this effect was a direct conse-
quence of raising HDL levels [ 128 ]. Further 
elucidation of the molecular regulation of β-cell 
mass and function offers the prospect of addi-
tional therapeutic agents to preserve insulin 
secretion [ 129 ].  

   Other Drugs with Effects on β-Cell 
Function 
 In the design of studies of novel therapies for dia-
betes, the potential for confounding by drugs that 
have effects on β-cell function should be carefully 
considered (Tables  2.1  and  2.2 ). In studies of new 
pharmacological entities for type 2 diabetes, indi-
viduals who are treatment naïve or on stable met-
formin monotherapy are preferred (see Chap.   9    ). 
Washing off sulphonylureas and DPP-4 inhibitors 

is a routine practice in early-phase studies of 
 diabetes drugs although careful monitoring of 
 glycaemic control is required according to regula-
tory guidelines [ 130 ]. When thiazolidinediones 
[ 131 ] or GLP-1 analogues [ 132 ] are temporarily 
withdrawn, a suffi cient length of time is required 
to ensure that the any metabolic effects of these 
drugs have fully dissipated [ 130 ].

   Aside from glucose-lowering medications, 
many patients with diabetes are treated with anti-
hypertensive and lipid-modifying drugs that may 
have class-specifi c effects to either increase or 
decrease endogenous insulin secretion [ 133 , 
 134 ]. Recent reports of adverse effects of statins 
on glucose metabolism are pertinent in this con-
text [ 135 ]. Certain statins may affect insulin 
secretion through direct and/or indirect effects on 
β-cell calcium channels [ 136 ].    

    Table 2.1    Current and future pharmaceutical agents with direct or indirect actions on islet β-cells for the treatment of 
diabetes   

 Primary pharmacological effect on β-cells a  

  Insulinotropic agents  
 Sulphonylureas b   Direct: closure of K ATP  channels; stimulation of insulin secretion 
 Meglitinides  Direct: closure of K ATP  channels; stimulation of insulin secretion 
 DPP-4 inhibitors  Indirect: elevation of GLP-1 levels; potentiation of insulin secretion 
 Incretin mimetics c   Direct: stimulation of GLP-1 receptors; potentiation of insulin secretion 
  Insulin sensitizers  
 Metformin  Indirect: reduction in insulin resistance; elevation of GLP-1 levels 
 Thiazolidinediones  Indirect: reduction in insulin resistance; reduction in lipotoxicity 
  Glucose-lowering drugs with non-insulin-dependent actions  
 α-glucosidase inhibitors  Indirect: reduction in glucotoxicity 
 SGLT-2 inhibitors  Indirect: reduction in glucotoxicity 
 Insulin; insulin analogues  Indirect: reduction in glucotoxicity 
  Potential agents and/or targets for future treatment of type 2 diabetes  
 Bile acid sequestrants  Indirect: stimulation of intestinal GLP-1 secretion 
 GPR40 agonists  Direct: activation of FFA1 receptor 
 GPR119 agonists  Direct and indirect: activation of GPR119 receptor; activation of incretin 

axis 
 Dual GLP-1/GIP agonists  Direct: stimulation of GLP-1 and GIP receptors 
 Glucokinase activators  Direct: activation of glucose-sensing enzyme glucokinase 
 IL-1β antagonist  Direct: reduced intracellular cytokine signalling 
 HDL lipoproteins d   Direct: calcium-dependent insulin secretion 

   DPP-4  dipeptidyl peptidase,  FFA  free fatty acid,  GIP  glucose-dependent insulinotropic peptide,  IL  interleukin 
  a Multiple mechanisms may contribute to effects on insulin secretion for some drugs. Furthermore, not all putative 
mechanisms have been demonstrated in humans to date 
  b High-dose sulphonylureas are also used in the treatment of neonatal diabetes due to activating mutations in genes 
encoding the ATP-sensitive potassium channel subunits Kir6.2 or SUR1 
  c Glucagon-like peptide (GLP)-1 receptor agonists 
  d HDL (high-density lipoprotein), apolipoprotein-A-I, apolipoprotein-A-II  
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    Clinical Research Methods 
for Quantifying β-Cell Function 

 No consensus exists on a reference method for 
assessing endogenous insulin secretion in humans 
[ 103 ]. It has been argued that conclusions con-
cerning insulin secretion and the impact of thera-
peutic interventions may vary according to the 
use of different methodologies [ 137 ]. Each of the 
commonly used methods focuses on a defi ned 
facet of β-cell function [ 138 ]. Assessment of 
β-cell function may be undertaken either in the 
basal, i.e. non-stimulated state, or following 
 challenge with various secretagogues, either in 
 isolation or combination [ 139 ]. The administered 
stimuli may be either physiological, i.e. a test 

meal of known macronutrient composition, or 
pharmacological, e.g. intravenous injection of 
glucose or arginine. 

 The advent of the therapeutic era of incretin 
mimetics has focused attention on the incretin axis 
and broader aspects of islet function. The effect of 
DPP-4 inhibitors on insulin secretion is indirect, 
mediated through improvements in incretin axis 
signalling [ 140 ]. Comprehensive evaluation of a 
novel incretin mimetic requires assessment of both 
the incretin axis and the resulting effect on insulin 
secretion [ 37 ]. Approximately 30–50 % of circu-
lating GLP-1 in the postprandial state consists of 
active GLP-1, the rest being the inactive truncated 
fragment [ 141 ]. During treatment with DPP-4 
inhibitors, the relative proportion of the active 
form of the hormone, i.e. GLP-1 7-36 , is increased 
[ 142 ]. DPP-4 inhibitors preferentially lower post-
prandial glucose, with less marked effects on fast-
ing hyperglycaemia [ 110 ]. Metformin [ 143 ] and 
α-glucosidase inhibitors [ 144 ] have also been 
shown to increase circulating GLP-1 levels. Part of 
the glucose-lowering effect of incretin mimetics is 
mediated via reductions in glucagon secretion 
[ 145 – 147 ]. Clinical methods for the assessment of 
α-cell function are not as sophisticated as those 
directed towards β-cell function [ 72 ]. The gluca-
gon receptor has been identifi ed as a therapeutic  
target for type 2 diabetes [ 148 ]. However, toxicity 
issues including elevations in hepatic transami-
nases direc and plasma lipids have been reported 
with glucagon receptor antagonists [ 148 ]. 

    Non-stimulated (Basal) Assessments 

   Fasting Insulin and/or C-Peptide 
 The feedback loop between the β-cells and insu-
lin-responsive tissues requires that circulating 
insulin concentrations be interpreted in the con-
text of the prevailing blood glucose level. 
Changes in both insulin sensitivity and β-cell 
function are evident as glucose tolerance deterio-
rates [ 149 ]. When fasting hyperglycaemia is 
present, the predicted level of hyperinsulinaemia 
would be higher if β-cells were able to fully over-
come any defect in insulin action through com-
pensatory increased insulin secretion [ 150 ]. 

   Table 2.2    Selected drugs commonly used in the treat-
ment of disorders other than diabetes with reported direct 
effects on β-cell function   

 Effect on insulin secretion 

  Anti-hypertensive drugs  
 β-adrenergic blockers a   Decreased 
 Angiotensin-converting enzyme inhibitors  Increased 
 Angiotensin receptor  Increased 
 Calcium channel blockers b,c   Decreased 
 Imidazoline agonists  Increased 
 Diazoxide b   Decreased 
  Lipid-modifying drugs  
 Statins d   Decreased 
  Antipsychotic drugs  
 Second-generation antipsychotic agents d   Decreased 
  Calcineurin inhibitors  
 Cyclosporine, tacrolimus  Decreased 
  Somatostatin receptor agonists  b  
 Octreotide, lanreotide  Decreased 

   a Nonselective β-adrenergic blockers impair β-cell func-
tion, whereas β-blockers with vasodilator activity may 
improve insulin secretion 
  b These drugs or individual members of the class have been 
used in the treatment of endogenous and/or iatrogenic 
hyperinsulinaemia 
  c Nifedipine has been used in the treatment of hyperinsu-
linaemia. Other calcium channels blockers, e.g. amlodip-
ine, reportedly have neutral effects on insulin secretion 
  d Differences may be evident between drugs within the 
class. Current evidence incomplete and of uncertain sig-
nifi cance in the context of drug-induced diabetes. Other 
iatrogenic metabolic defects, e.g. impaired insulin sensi-
tivity, may coexist with effects on insulin secretion  

2 Assessment of β-Cell Function



56

Demonstration of an effect on residual β-cell 
function is an important consideration in studies 
of new drug therapies for type 2 diabetes. This is 
most readily accomplished by measurement of 
serum or plasma C-peptide after an overnight 
fast. Several classes of diabetes drugs either stim-
ulate insulin secretion (e.g. sulphonylureas, 
DPP-4 inhibitors) or require the presence of suf-
fi cient insulin to exert their glucose- lowering 
effects (e.g. metformin, thiazolidinediones) 
[ 108 ]. Exceptions include α-glucosidase inhibi-
tors [ 151 ] and sodium glucose cotransporter 2 
(SGLT2) inhibitors [ 152 ].  

   Proinsulin 
 The use of insulin-specifi c immunoradiometric 
assays eliminates cross-reactivity with proinsulin 
and partially processed proinsulin molecules 
[ 153 ]. Loss of the normal pulsatile oscillations in 
insulin secretion [ 85 ] and increased ratios of cir-
culating proinsulin to insulin [ 153 ,  154 ] are 
regarded as markers of compromised β-cell func-
tion in prediabetic states of glucose intolerance. 
In patients with type 2 diabetes, the ratio of pro-
insulin to insulin is inversely related to β-cell 
function [ 155 ]. In studies of an insulin secreta-
gogue and an insulin sensitizer in patients with 
type 2 diabetes, a differential effect of the two 
classes of glucose-lowering drugs was observed 
on plasma proinsulin and the proinsulin to immu-
noreactive insulin ratio [ 155 ]. Glibenclamide 
(glyburide) increased, whereas rosiglitazone 
decreased, the concentration of proinsulin and 
the proinsulin-to-insulin ratio [ 155 ]. In a 
12-month head-to-head study of these two drugs, 
rosiglitazone reduced the concentrations of insu-
lin, proinsulin and split proinsulin compared to 
glibenclamide [ 156 ]. As expected, rosiglitazone 
improved insulin sensitivity, whereas gliben-
clamide therapy was associated with worsening 
insulin resistance [ 156 ]. These results were repli-
cated in ADOPT (A Diabetes Outcome 
Progression Trial) [ 157 ]. Over the 4-year course 
of ADOPT, rosiglitazone had more favourable 
effects on β-cell function than glibenclamide 
[ 158 ]. The improvements in β-cell function with 
rosiglitazone, which were accompanied by a 
decrease in insulin resistance, were associated 

with a more durable effect on glycaemic control 
[ 157 ,  158 ]. Whether the benefi cial effects of rosi-
glitazone on β-cell function were indirect via 
improved insulin sensitivity or resulted from a 
direct β-cell action [ 159 ] could not be determined 
from this study (see below). Metformin, which 
was also studied in ADOPT, had effects on β-cell 
function and glycaemic control that were inter-
mediate to those observed with rosiglitazone and 
glibenclamide [ 157 ,  158 ].  

   HOMA-B 
 Homeostasis model assessment is a method for 
assessing insulin secretory capacity from fasting 
plasma insulin and glucose concentrations. 
HOMA-B has been widely applied in clinical 
metabolic research, including diabetes drug 
development.
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An early study of diabetic and nondiabetic sub-
jects reported a coeffi cient of variation (CV) for 
HOMA-B measured on two occasions of 
approximately 30–40 % [ 160 ]. Subsequent stud-
ies using specifi c insulin assays in larger sam-
ples have yielded CVs closer to 10 % [ 138 ]. The 
use of triplicate samples may improve the CV 
with smaller sample sizes [ 138 ]. In comparative 
studies, HOMA-B has been shown to correlate 
with measures of insulin secretion obtained 
using the hyperglycaemic clamp (see below) in 
diabetic ( r  = 0.59) and nondiabetic subjects 
( r  = 0.71) [ 160 ]. Since HOMA values are rarely 
normally distributed, the data should be loga-
rithmically transformed and presented as geo-
metric means with appropriate measures of 
dispersion. 

 The HOMA model apportions the basal state 
of insulin and glucose in terms of insulin resis-
tance and β-cell function [ 138 ]. Insulin sensitiv-
ity and insulin secretion are mutually related as a 
hyperbolic function in which insulin resistance is 
compensated by increased insulin secretion [ 54 , 
 103 ]. Reporting HOMA-B data in isolation, i.e. 
without considering the prevailing level of insu-
lin sensitivity for the individual, could lead to 
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erroneous conclusions about β-cell function [ 103 , 
 138 ]. The validity of assumptions inherent in 
HOMA-B has been challenged [ 161 ]. It has been 
argued that measures of β-cell function and insu-
lin sensitivity should be as independent as possi-
ble; clearly, HOMA does not satisfy this 
requirement [ 103 ]. HOMA-B is a measure of 
β-cell activity rather than health; accordingly, the 
temporary improvement observed in response to 
a classic secretagogue, i.e. a sulphonylurea, 
should be regarded as refl ecting the mechanism 
of action of the drug rather than any intrinsic 
change in functional capacity [ 73 ]. 

 HOMA-B provides an index of insulin secre-
tory capacity in the non-stimulated state at serum 
insulin levels primarily of relevance to hepatic 
glucose regulation [ 162 ]. This focus may detract 
from the ability of HOMA-B to quantify defec-
tive β-cell function relative to dynamic tests. In 
the Insulin Resistance Atherosclerosis Study 
(IRAS), HOMA-B underestimated the magni-
tude of the β-cell defect in subjects with IGT and 
newly diagnosed diabetes compared with the 
acute insulin response assessed using an intrave-
nous glucose challenge (see below) [ 163 ]. In a 
study in which insulin secretion was compared 
with pancreatic histology, the glucose- stimulated 
C-peptide-to-glucose ratio appeared to predict 
β-cell area better than HOMA [ 164 ]. With these 
caveats in mind, HOMA-B offers a simple and 
useful approach for assessing β-cell function that 
can be of value in evaluating the actions of new 
diabetes drugs. For example, the insulin sensi-
tizer pioglitazone lowers blood glucose in 
patients with type 2 diabetes primarily by improv-
ing insulin action [ 131 ]. Thiazolidinediones also 
improve β-cell function through indirect mecha-
nisms, an effect demonstrable as an increase in 
HOMA-B [ 165 ]. For DDP-4 inhibitors, which 
primarily enhance postprandial insulin secretion, 
an oral glucose challenge would be more logical 
than an assessment of fasting β-cell function. 
However, in a recent meta-analysis of placebo- 
controlled clinical trials of sitagliptin, improved 
β-cell function was evident as an increased 
HOMA-B index [ 166 ]. Note that HOMA-B 
 cannot be used in patients treated with exogenous 
insulin.   

    Dynamic Tests of β-Cell Function 

   Oral Glucose Tolerance Test 
 The 75 g oral glucose tolerance test (OGTT) is 
the reference method for diagnosing diabetes and 
other categories of glucose dysregulation [ 167 ]. 
Thus, regression from one diagnostic category to 
another, e.g. IGT to normal glucose tolerance, in 
response to therapy can be determined. For 
example, in the DREAM (Diabetes Reduction 
Assessment with Ramipril and Rosiglitazone 
Medication) study in adults with IFG and/or IGT, 
rosiglitazone signifi cantly reduced the incidence 
of type 2 diabetes and increased the likelihood of 
regression to normoglycaemia compared to pla-
cebo [ 168 ]. 

 The OGTT can also provide an integrated 
assessment to the β-cell response to an intestinal 
glucose stimulus that includes activation of the 
incretin axis. As discussed above, the incretin 
effect on the islets includes enhancement of glu-
cose-stimulated insulin secretion in concert with 
reduced glucagon release [ 169 ]. When assessing 
the response to therapeutic agents whose primary 
mode of action is mediated via the incretin axis, 
e.g. DDP-4 inhibitors, the response of the major 
incretin hormones (GLP-1, GIP) can be quanti-
fi ed and related to the stimulation of insulin 
secretion and suppression of glucagon secretion. 
For example, in a placebo-controlled crossover 
study performed in patients with type 2 diabetes, 
a single oral dose of sitagliptin (25 mg or 200 mg) 
dose-dependently inhibited plasma DPP-4 activ-
ity over 24 h [ 170 ]. Sitagliptin increased active 
levels of GLP-1 and GIP, increased serum insulin 
and C-peptide levels, decreased plasma glucagon 
levels and reduced the rise in blood glucose dur-
ing a 75 g OGTT [ 170 ]. 

 For paired comparisons, the area under the 
curve (AUC) for serum insulin (or C-peptide) 
offers a simple exploratory assessment of the 
change in endogenous insulin secretion in 
response to a therapeutic intervention that incor-
porates early and later phases of insulin release. 
Consideration should be given to the methods 
used for data analysis in this scenario [ 171 ]. 
Since the OGTT is not standardized in terms of 
attained blood glucose concentrations, methods 
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for normalizing insulin secretion to the glucose 
stimulus have been developed. A number of 
empirical indexes of modelling approaches have 
been proposed which relate insulin responses to 
increments in blood glucose. For example, the 
 insulinogenic index , which reportedly correlates 
with fi rst-phase insulin release assessed using an 
intravenous glucose bolus, is calculated as the 
ratio of the increment of insulin to glucose above 
baseline 30 min (Δinsulin/Δglucose) after an oral 
glucose challenge [ 172 ]. In ADOPT [ 157 ] (see 
above), the insulinogenic index was used to study 
the β-cell responses to rosiglitazone, gliben-
clamide and metformin. A higher acute change in 
the insulinogenic index was observed over the 
fi rst 6 months with glibenclamide than with rosi-
glitazone or metformin [ 158 ]. Thereafter, gliben-
clamide was associated with a signifi cantly faster 
rate of decline in insulinogenic index versus rosi-
glitazone (11.1 vs. 6.0 % per year), the decline 
with metformin being intermediate. Despite the 
fact that glibenclamide is a classic insulin secre-
tagogue, the mean insulinogenic index with glib-
enclamide was lower than those in the other 
treatment groups beyond 2 years [ 158 ]. Patients 
who failed monotherapy (with any agent) had a 
lower median insulinogenic index at baseline 
compared to those who completed the 4-year trial 
[ 158 ]. High within- subject variability for the 
insulinogenic index has been reported [ 173 ] 
which should be considered in the design of stud-
ies with smaller sample sizes.  

   Mixed Meal Tolerance Test 
 The mixed meal tolerance test (MMTT) has the 
advantage over the OGTT of providing a more 
physiological assessment of β-cell function. The 
β-cell response to a meal of varied macronutrient 
composition is complex and includes activation 
of the incretin system and direct contributions of 
glucose and other stimuli the phases of insulin 
 secretion to the overall β-cell response cannot be 
readily identifi ed. The MMTT is a relatively 
straightforward procedure requiring only an 
overnight fast. This, like the OGTT, makes it suit-
able for use in an outpatient research setting. 
However, admission to a clinical research facility 
1–2 days in advance is recommended in order 

that preceding meals and physical activity levels 
can be standardized. This precaution helps to 
reduce the impact of these sources of variability, 
a principle that pertains to any quantitative test of 
β-cell function. 

 Test meals of specifi ed macronutrient compo-
sition can be prepared in a metabolic kitchen. 
Alternatively, proprietary liquid nutritional prod-
ucts may be used, e.g. Sustacal (Mead Johnson 
Nutritionals, Greenville, IL, USA). The MMTT 
has been widely applied in drug development 
studies. For example, Cosma et al. used a 500 kcal 
test meal to assess the insulinogenic index 
(Δinsulin30/Δglucose30) and AUC for insulin in 
response to the meglitinide derivative repaglinide 
in doses of 0.5, 1, 2 and 4 mg versus placebo in 
patients with diet-treated type 2 diabetes [ 174 ]. 
Dose-dependent increases in insulin secretion 
were noted. On subgroup analysis, incremental 
insulin responses were apparent only in patients 
who had a fasting plasma glucose <9 mmol/L 
(162 mg/dL) [ 174 ]. In a 24-week placebo-con-
trolled study conducted in metformin-treated 
patients with type 2 diabetes, sitagliptin 100 mg 
daily led to a reduction in glycated haemoglobin 
(haemoglobin A 1c , HbA 1c ) which was associated 
with improved post-meal serum insulin and 
C-peptide AUCs and in post-meal insulin AUC-
to- glucose AUC ratio ( p  < 0.001 for all) [ 175 ]. 
Fasting serum insulin, fasting serum C-peptide, 
fasting proinsulin-to-insulin ratio and HOMA-B 
were also signifi cantly improved by sitagliptin 
[ 175 ]. Ahren et al. performed a mechanistic study 
in patients with type 2 diabetes in which placebo 
or vildagliptin (50 mg daily) was added to met-
formin (1.5–3.0 mg/day) [ 176 ]. In patients who 
completed 52 weeks ( n  = 57), HbA 1c  decreased in 
the vildagliptin/metformin group ( n  = 31) but 
increased in the placebo/metformin group. In 
response to a standardized 465 kcal breakfast, 
insulin secretion (post-meal suprabasal area 
under the 0–30 min C-peptide curve divided by 
the 30 min increase in plasma glucose) increased 
in the vildagliptin-treated group but was reduced 
in the patients who received placebo (Fig.  2.3 ). 
Insulin sensitivity during meal ingestion 
(assessed using a modelling method) [ 177 ] 
increased in the vildagliptin treatment group but 
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was not altered with placebo. Insulin secretion 
related to insulin sensitivity (i.e. adaptation 
index) increased in the patients in the vildagliptin 
group but decreased in those in the placebo 
group. The change in adaptation index correlated 
to the change in HbA 1C  ( r  = −0.39,  p  = 0.004) 
which was interpreted as supporting improved 
β-cell function in the improvement observed in 
glucose metabolism [ 176 ].

    An  oral minimal model method  has been pro-
posed for the estimation of β-cell responses along 
with insulin sensitivity and hepatic insulin extrac-
tion from an MMTT (or an OGTT) [ 178 ]. 
Proponents argue that the oral minimal model is 
both more physiological and simpler to adminis-
ter than the intravenous alternatives, e.g. the 
intravenous glucose tolerance test and the glu-
cose clamp technique (see below).  

   Intravenous Glucose Tolerance Test 
 The intravenous glucose tolerance test (IVGTT) 
measures direct β-cell responses to glucose in the 
absence of the modulating effect of the incretin 
axis. Thus, the IVGTT provides at best a partial 
assessment of β-cell physiology. During an 
IVGTT, the subject lies supine or semi-supine. 
After an overnight fast, basal blood samples for 
measurement of glucose, insulin and C-peptide 

are drawn at t −10 and −5 min. At 0 min, a bolus 
of glucose (0.3 g/kg body weight given as a 50 % 
solution in sterile water) is administered via an 
intravenous line and completed within 2 min. The 
cannula is then fl ushed with 20–30 mL 0.9 % 
sterile saline to reduce the risk of venous irrita-
tion and thrombosis. Blood samples are with-
drawn at 2, 4, 6, 8 and 10 min. As discussed 
above, the early phase – or acute – insulin 
response, during the fi rst 5–10 min, is held to 
refl ect the rapid release of insulin from storage 
granules into the circulation [ 34 ]. The acute insu-
lin response (AIR) is defi ned as the increment of 
insulin above the baseline, i.e. fasting level. 
Several aspects of the IVGTT have been stan-
dardized to reduce variability between tests, 
including glucose load and the timing of sample 
collection [ 179 ]. 

 The AIR is dependent on the stimulus, i.e. the 
glucose load and the increase in blood glucose 
concentration. The latter will vary as a function 
of the insulin sensitivity of the individual, even if 
the glucose bolus is standardized. For this reason, 
comparisons of AIR between groups of subjects 
with different degrees of insulin sensitivity 
should be made with caution [ 103 ]. The patho-
physiological signifi cance of a reduced AIR, as 
derived using the IVGTT, has been the subject of 
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debate. Individuals may still show a response to 
oral glucose in the absence of a discernable acute 
phase insulin response during an IVGTT [ 180 , 
 181 ]. If the caveat is accepted that an impaired 
AIR may have limited relevance to broader 
aspects of β-cell function, then the AIR may nev-
ertheless be a useful marker of response to a ther-
apeutic intervention. For example, Fehse et al. 
demonstrated restoration of impaired fi rst- phase 
insulin secretion with intravenous exenatide dur-
ing an IVGTT in patients with type 2 diabetes 
[ 182 ]. Second-phase insulin secretion was also 
improved in this study [ 182 ]. A mechanistic 
study of the DPP-4 inhibitor vildagliptin for 
6 weeks in subjects with impaired fasting glucose 
showed an improved AIR ( p  < 0.05) during an 
IVGTT together with a decrease in glucose AUC 
in response to a MMTT ( p  = 0.002) [ 183 ]. The 
improvement in fi rst-phase insulin secretion 
using a method that excludes acute activation of 
the incretin axis, i.e. the IVGTT, suggests a thera-
peutic effect of vildagliptin indepedent of acute 
elevation of incretin hormones. While the mecha-
nism remains uncertain, a concomitant improve-
ment in insulin sensitivity (S I ) suggests that 
multiple aspects of metabolism may be infl u-
enced by DPP-4 inhibition. A reduction in glu-
cose toxicity has been hypothesized [ 183 ].

   The IVGTT has also been used extensively in 
prevention studies of type 1 diabetes. Using data 
from the Diabetes Prevention Trial Type 1 (DPT-1) 
which involved serial IVGTT data, Sosenko et al. 
observed a distinct pattern of fi rst-phase insulin 
response among subjects identifi ed as being at 
elevated risk who progressed to type 1 diabetes 
[ 184 ]. While prophylactic parenteral and oral insu-
lin failed to slowed the progression of type 1 dia-
betes the identifi cation of an optimal point during 
the natural history of declining β-cell function may 
help to guide the design of future early interven-
tion studies [ 185 ]. 

 The  insulin-modifi ed frequently sampled 
IVGTT  permits calculation of endogenous insulin 
secretion that follows the AIR [ 186 ]. However, 
the administration of exogenous insulin may con-
found the results by partially suppressing insulin 
secretion. As originally described by Philip Eaton 
and colleagues at the University of New Mexico, 

USA deconvolution analysis requires knowledge 
of C-peptide kinetics [ 187 ]. The necessity to col-
lect data on serum C-peptide kinetics in individ-
ual study subjects was superseded by a method in 
which approximate kinetics are derived from 
anthropometric measurements [ 188 ,  189 ]. 
Deconvolution analysis has been applied in the 
evaluation of the effects of GLP-1 [ 190 ] and 
GLP-1 analogues on endogenous insulin secre-
tion [ 191 ]. Where serum C-peptide levels are not 
available, an alternative method for determining 
pre-hepatic insulin secretion based on plasma 
insulin concentrations after an oral glucose toler-
ance test has been described [ 192 ]. Deconvolution 
analysis of C-peptide can also be applied to meal-
derived data [ 193 ].  

   Continuous Infusion of Glucose 
with Model Assessment (CIGMA) 
 In this method, increases in circulating insulin 
levels are measured in response to a low-dose 
intravenous infusion of glucose. This provides a 
simple and non-labour-intensive test in which 
β-cell function is expressed as a percentage of 
that expected in healthy subjects [ 194 ]. However, 
CIGMA has not found wide application in the 
development of metabolically active drugs [ 195 ]. 

   Hyperglycaemic Clamp 
 This technique permits the biphasic insulin 
response to glucose to be quantifi ed. Both the 
fi rst and second phases of insulin secretion can be 
assessed, albeit in the setting of the non- 
physiological construct of a sustained increment 
of blood glucose [ 33 ]. In the fasting state, an 
intravenous bolus of glucose is followed by a 
continuous glucose infusion delivered at a vari-
able rate in order to achieve and maintain a target 
level of hyperglycaemia, e.g. 10 mmol/L 
(180 mg/dL) or higher [ 196 ]. Frequent measure-
ments of blood glucose at the bedside guide a 
variable rate intravenous infusion of glucose. 
Samples for measurement of blood glucose and 
endogenous insulin responses are taken at fre-
quent intervals during the fi rst 10 min or so in 
order to assess fi rst-phase insulin secretion. 
Thereafter, during the plateau hyperglycaemic 
phase, less frequent sampling is required. An 
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intravenous bolus of 5 g arginine may then be 
given as an additional non-glucose stimulus (see 
below) [ 191 ]. Indices of glucose-stimulated insu-
lin secretion that may be calculated from the 
hyperglycaemic clamp include the amplitude of 
the fi rst phase, the fi nal attained plasma insulin 
concentration and the rise above fasting levels. 
The hyperglycaemic clamp provides a robust and 
reproducible stimulus to the β-cells. In a proof-
of- concept study, Krentz et al. used the hypergly-
caemic clamp to assess the completeness of 
pharmacological inhibition of endogenous insu-
lin secretion achieved using an intravenous infu-
sion of the somatostatin analogue octreotide in 
healthy volunteers [ 197 ]. Insulin, glucagon and 
growth hormone were infused to provide basal 
replacement levels of the hormones. This study 
supported the use of octreotide in place of the 
native hormone somatostatin in the  pancreatic  or 
 islet cell clamp technique  [ 197 ]. 

 While the hyperglycaemic clamp provides a 
robust stimulus to both phases of insulin secre-
tion, the technique is labour intensive and requires 
technical expertise [ 196 ]. The enhancement of 
endogenous insulin secretion attributable to the 
entero-insular axis is not assessed using this 
method. Henry et al. addressed this limitation by 
performing randomized, parallel-group, placebo- 
controlled study of 12 weeks of treatment with 
saxagliptin in a dose of 5 mg daily. The investiga-
tors used the hyperglycaemic glucose clamp to 
assess insulin secretion in the fasting state and 
then tested integrated incretin-enhanced insulin 
secretion by following the clamp with a 75 g oral 
glucose challenge. Using this combined 
approach, it was confi rmed that treatment with 
saxagliptin improved pancreatic β-cell respon-
siveness to glucose in the fasting ( p  < 0.02) and 
postprandial states ( p  < 0.04) [ 198 ]. The effect on 
fasting glucose- stimulated insulin secretion is 
congruent with the lowering of fasting plasma 
glucose that is usually observed during DPP-4 
therapy [ 199 ].  

   Arginine Stimulation Test 
 While glucose is the chief physiological regula-
tor of β-cells, arginine, which is the direct precur-
sor of nitric oxide, may also be used to provoke 

an acute insulin response. An intravenous injec-
tion of arginine elicits insulin release that may 
exceed the response observed during an 
IVGTT. In the 1960s, it was demonstrated that 
intravenous arginine increased circulating insulin 
concentrations and was the most potent among 
several essential amino acids [ 200 ]. In a method 
originally described by Daniel Porte’s group at 
the University of Washington, USA injections of 
arginine are superimposed upon multiple levels 
of hyperglycaemia achieved by intravenous glu-
cose infusion [ 201 ]. This approach, which has 
been widely applied by investigators, aims to 
generate a near- maximal insulin secretory 
response. The greater insulin response from the 
combination of arginine and hyperglycaemia is 
thought to result from release of a larger intracel-
lular pool of insulin within storage granules. 
Arginine is injected in the basal (fasting) state 
and then after raising and maintaining blood glu-
cose using a stepped hyperglycaemic clamp up to 
levels of approximately 35 mmol/L (630 mg/dL). 
Thus, the β-cell response to arginine is modu-
lated by short-term hyperglycaemia to provide a 
synergistic stimulus to insulin secretion. It should 
be noted that arginine also  stimulates glucagon 
secretion from islet α-cells, and so glucagon 
release occurs in addition to insulin secretion 
[ 202 ]. 

 Using this approach, Ward et al. in early stud-
ies documented a decreased maximal insulin 
responsiveness to the potentiating effects of glu-
cose on arginine-stimulated insulin secretion in 
patients with type 2 diabetes [ 201 ]. In addition to 
quantifying the absolute response of insulin 
(AIR max ), the so-called glucose potentiation slope 
may be calculated by plotting the AIR to arginine 
during the basal and fi rst level of hyperglycae-
mia. The arginine potentiation test has been used 
in the assessment of new therapies for type 2 dia-
betes. For example, Bunck et al. studied metfor-
min-treated patients with type 2 diabetes 
randomly assigned to the GLP-1 analogue exena-
tide or insulin glargine titrated to target according 
to a prespecifi ed algorithm [ 115 ]. Arginine-
stimulated hyperglycaemic clamps were per-
formed at baseline, at week 52 and after a 4-week 
off-drug period. An intravenous bolus of arginine 
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was administered at steady-state hyperglycaemia 
of 15 mmol/L (270 mg/dL). Exenatide signifi -
cantly improved arginine-stimulated C-peptide 
levels ( p  < 0.0001) during 1 year of treatment 
compared with titrated insulin glargine. After 
cessation of both exenatide and insulin glargine 
therapy, β-cell function returned to pretreatment 
values [ 115 ].  

   Graded Glucose Infusion 
 In 1995, Ken Polonsky and colleagues at the 
University of Chicago, USA described a low-
dose graded glucose infusion protocol designed 
to explore the dose–response relationship 
between glucose and insulin secretion [ 203 ]. 
After an overnight fast, a basal (control) period is 
followed by sequential incremental intravenous 
infusions of glucose calculated to raise the blood 
glucose concentration from fasting to approxi-
mately 12 mmol/L (216 mg/dL). Venous blood 
samples for measurement of glucose and serum 
C-peptide are drawn, and the pre-hepatic insulin 
secretion rate for each step of hyperglycaemia is 
calculated by deconvolution of peripheral serum 
C-peptide  levels. The mean insulin secretion rate 
at the end of each step may be plotted against 
mean blood glucose to generate a dose–response 
curve for β-cell function. Changes in the relation-
ship between glucose and insulin secretion rate, 
e.g. as a result of an intervention that improves 
β-cell function, can be identifi ed as shifts in 
the mean dose–response curve. In their original 
report, Byrne et al. observed an increased insulin 
secretion rate with a shift of the dose–response 
curve to the left indicative of improved β-cell 
responsiveness following a 42-h glucose infusion 
in healthy volunteers [ 203 ]. The graded glucose 
infusion provides reproducible data over blood 
glucose concentrations spanning the physiologi-
cal and pathological range. In our view, this places 
the graded glucose infusion at the forefront of 
techniques available for quantifying β-cell func-
tion in clinical diabetes drug development stud-
ies. An important limitation of the technique is 
the inability to directly assess the contribution of 
the incretin response to insulin secretion. 

 The graded glucose infusion provides a stan-
dardized method for examining the effect of 

novel pharmacotherapies for patients with type 2 
diabetes. For example, Kjems and colleagues 
assessed the effect of intravenous infusions of 
GLP-1 on insulin secretion in patients with type 
2 diabetes and a group of matched healthy con-
trols [ 204 ]. Small doses of intravenous insulin 
were used to bring fasting plasma glucose con-
centrations in the patients with diabetes down to 
a level similar to the healthy controls. A graded 
infusion of 20 % glucose was then administered 
at 2, 4, 6, 8 and 12 mg/kg/min each for 30 min. 
Blood samples were drawn at 10, 20 and 30 min 
during each 30 min period for measurement of 
glucose, insulin and plasma C-peptide. Pre- 
hepatic insulin secretion rates for each individ-
ual were derived by deconvolution of peripheral 
C-peptide concentrations. Infusion of GLP-1 
increased pre-hepatic insulin secretion in both 
groups in a dose-dependent manner. GLP-1 
restored insulin secretion and β-cell responsive-
ness to glucose in the patients with diabetes to 
levels observed in the normal subjects in the 
absence of GLP-1 infusion [ 204 ]. However, the 
dose–response relation between β-cell respon-
siveness to glucose and GLP-1 was severely 
impaired in the patients with type 2 diabetes 
when compared with the healthy controls. Using 
a similar experimental approach, Hompesch 
et al. in a proof-of-concept study. Compared the 
effect of a dual agonist of GLP-1 and GIP 
(MAR701) with exenatide and placebo on 
endogenous insulin secretion rate in healthy vol-
unteers [ 205 ]. Dose-dependent increases in insu-
lin secretion rate were observed at each glucose 
infusion rate with exenatide (and MAR701 com-
pared to placebo ( p  < 0.001 for each) (Fig.  2.3 ).

         Choosing Between Different Tests 
of β-Cell Function 

 As the centennial of the naming of insulin 
approaches [ 206 ], the evaluation of β-cell func-
tion continues to present challenges to clinical 
researchers. No clear best choice exists for the 
assessment of β-cell function. The absence of a 
reference method refl ects the complexity of β-cell 
function which cannot be completely captured 
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using a single test. The most informative stan-
dardized assessments require a specialist clinical 
investigation unit with experienced research staff 
and strict observance of the experimental proto-
col. The choice of a test – or combination of 
tests – may be infl uenced by considerations that 
not only include the required (minimum vs. opti-
mal) information about β-cell function but also 
the study budget, available clinical facilities and 
subject acceptability of the time, complexity and 
invasiveness of specifi c methods.      
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        Summary 

    Background 

 Stable isotopes have been used for more than 
75 years to assess the rates of synthesis and deg-
radation, or turnover, of proteins, lipids, and car-
bohydrates in animals and humans. Advances in 
the sensitivity and sophistication of mass spec-
trometry and modelling and interpretation of 
tracer data have made possible the development 
of numerous useful tools for determining the 
turnover or many pathways that are important 

targets in disease development and treatment 
with pharmacological agents for cardio-meta-
bolic disease. Stable isotope tracers are safe and 
simple to administer in a clinical research set-
ting and allow – using minimally invasive tech-
niques – the activity of synthetic and catabolic 
pathways to be quantifi ed. The activity of agents 
that target the synthesis or degradation of fatty 
acids, triglycerides, glucose, or proteins can be 
directly assessed in individual subjects before 
and after treatment. The sensitive and quanti-
tative nature of these measurements generally 
provides clear signifi cant results with fewer than 
20 subjects, allowing early assessment of phar-
macologic activity in clinical studies. Because 
these measurements are quantitative, they can 
be very useful for defi ning dose response and 
pharmacokinetic/pharmacodynamic (PK/PD) 
relationships.  
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    Key Methods 

 There are numerous publications describing iso-
tope tracer methods. Our aim here is to provide 
methods and approaches that have worked well 
in our hands and with collaborators for investi-
gations of pathophysiology and treatment inter-

ventions in early clinical trials. In many instances 
these isotope methods can be performed in 
tandem providing a “multiplexed” approach 
to metabolic fl ux analysis. Several examples 
of multiplexed study designs will be provided. 
Methods are divided in the table below according 
to the metabolic pathway assessed. 

    Lipid Metabolism 

 Method  Measurement  Advantages  Disadvantages 
 Value in drug 
development decisions 

 Fasting 
hepatic 
DNL 

 2–3 days of oral 
administration 
of deuterated 
water ( 2 H 2 O) 

 The fraction of 
palmitate that is 
newly 
synthesized in 
the liver 

 Outpatient, single 
blood sample, real 
world measurement 

 Repeat measurement 
variable depending 
on recent diet 

 Can be used to assess 
diet/drug interactions in 
response to chronic 
treatment; useful for 
evaluating nonalcoholic 
fatty liver disease 

 Fasting 
hepatic 
DNL 

  13 C-acetate 
infusion 

 The fraction of 
palmitate that is 
newly 
synthesized in 
the liver 

 Single blood 
measurement, known 
precursor pool 
enrichment 

 Requires overnight 
intravenous infusion. 
Repeat measurement 
variable depending 
on recent diet 

 Accurately assesses 
metabolic status and 
response to chronic 
treatment 

 Fructose-
stimulated 
hepatic 
DNL 

  13 C-acetate 
infusion and 
continuous oral 
fructose feeding 

 The fraction of 
palmitate that is 
newly 
synthesized in 
the liver in 
response to 
fructose feeding 

 Very reproducible; 
less between subject 
variability compared 
to fasting hepatic 
DNL; known 
precursor pool 
enrichment 

 Requires 24-h 
inpatient intravenous 
infusion and 
repeated fructose 
dosing 

 Accurate assessment of 
acute or chronic 
inhibition of DNL; 
particularly useful for 
evaluation of 
lipogenesis inhibitors 

 Adipose 
DNL and 
triglyceride 
synthesis 

 14–21 days of 
oral 
administration 
of deuterated 
water ( 2 H 2 O) 

 The fraction of 
palmitate and 
triglyceride that 
are newly 
synthesized in 
adipose tissue 

 In vivo assessment of 
fatty acid and 
triglyceride synthesis 
rates in adipose tissue; 
can be combined with 
adipocyte cell 
proliferation 
measurement 

 Requires adipose 
tissue sample 

 Can evaluate chronic 
effects on adipose 
growth/metabolism; 
particularly valuable 
for weight loss and 
insulin-sensitizing 
agents 

   DNL  de novo lipogenesis,  TG  triglyceride,   2   H   2   O  deuterated water 

        Glucose Metabolism 

 Method  Measurement  Advantages  Disadvantages 
 Value in drug 
development decisions 

 Fasting 
endogenous 
glucose 
production 
(infusion) 

 Infusion of a 
stable isotope-
labeled glucose 

 Rate of 
endogenous 
glucose 
production into 
plasma 

 Gold standard, 
quantifi es hepatic 
and renal 
contribution to 
fasting glucose 

 5–7-h IV 
required 

 Demonstrate effects 
on regulation of 
fasting glucose 

 Suppression of 
endogenous 
glucose 
production 
(clamp) 

 Infusion of a 
stable isotope-
labeled 
glucose during a 
hyperinsulinaemic 
euglycaemic 
clamp 

 Rate of 
endogenous 
glucose 
production into 
plasma 

 Gold standard for 
the measurement 
of hepatic insulin 
sensitivity, 
simultaneous 
measurement of 
peripheral insulin 
sensitivity 

 IV and glucose 
clamp required, 
prior knowledge 
of endogenous 
glucose 
production rates 
needed for 
optimal infusion 
protocol design 

 Evaluation of PK/PD 
effects on hepatic and 
peripheral insulin 
sensitivity 
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 Method  Measurement  Advantages  Disadvantages 
 Value in drug 
development decisions 

 Fasting 
endogenous 
glucose 
production 
(bolus) 

 Intravenous 
bolus of a stable 
isotope-labeled 
glucose with 
frequent blood 
sampling 

 Rate of 
endogenous 
glucose 
production into 
plasma 

 Easy to perform, 
shorter duration 
than intravenous 
method 

 Less validated, 
data modelling 
required, 
frequent blood 
sampling 

 Demonstrate effects 
on regulation of 
fasting glucose 

 Glycolysis  Oral 
administration 
of [6,6- 2 H 2 ] 
glucose as part of 
a mixed meal of 
an oral glucose 
tolerance test 
(OGTT) 

 Disposal of oral 
glucose through 
glycolytic 
pathway (vs. 
glycogen storage) 

 Simple oral test 
to assess 
glycolysis 

 Accurate insulin 
measurements 
required to 
properly 
interpret 

 Adds additional 
information about the 
metabolic fate of 
glucose in an OGTT 
or mixed meal 

 Postprandial 
glucose fl uxes 

 Dual tracer 
approach 

 Glucose 
absorption, 
glucose disposal 
an endogenous 
glucose 
production during 
a mixed meal 

 Simplifi ed 
version of the 
triple tracer; can 
be combined 
with glycolysis 
measurement 

 IV and frequent 
blood sampling 
required, 
calculation of 
parameters 
based on some 
assumptions 

 Useful for evaluating 
PK/PD effects of 
glucose absorption 
inhibitors 

 Gluconeogenesis/
glycogenolysis 

 Infusion of 
 13 C-glycerol in 
combination with 
mass isotopomer 
distribution 
analysis (MIDA) 

 Contribution of 
gluconeogenesis 
vs. glycogenolysis 
to endogenous 
glucose 
production 

 Can be 
simultaneously 
assessed with 
endogenous 
glucose 
production 

 Glycogenolysis 
is calculated 
and not directly 
measured, 
MIDA requires 
highly accurate 
measurements 

 Can determine hepatic 
pathways contributing 
to hepatic glucose 
output 

       Lipoprotein and Protein Metabolism 

 Method  Measurement  Advantages  Disadvantages 
 Value in drug 
development decisions 

 Intravenous 
bolus 

 Intravenous bolus 
of  13 C- leucine, 
multi-compartment 
modelling 

 Lipoproteins 
and protein 
synthesis rates 

 Gold standard, 
Simple 
administration of 
tracer, many model 
parameters 
accessible 

 Frequent blood 
sampling and 
multi-compartment 
modelling required 

 Can determine 
numerous 
mechanisms of 
altering lipoprotein 
concentrations 

 Primed 
constant 
infusion 

 Constant infusion 
of  2 H or  13 C 
labeled leucine and 
simple precursor/
product model 

 Lipoproteins 
and protein 
synthesis rates 

 Fewer samples 
required, 
straightforward 
modelling 

 Simple model, 
ignores some 
parameters 

 Can determine 
mechanisms of 
altering lipoprotein 
concentrations and 
turnover of 
regulatory proteins 

 Deuterated 
water 

 Oral administration 
of  2 H 2 O 

 Tissue and 
whole-body 
protein 
synthesis rates 

 Simple oral tracer 
administration; 
simple lipoprotein 
and protein kinetics 
can be determined 
from a single blood 
draw or fi nger prick 

 Less useful for 
careful assessment 
of rapidly turning 
over proteins 

 Suitable for large 
trials, can 
concurrently assess 
lipid and 
carbohydrate 
metabolism with 
same tracer 
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        Conclusions 

 Stable isotope tracer methods offer the early clini-
cal investigator unique quantitative tools to evaluate 
pharmacodynamics in small clinical studies. These 
methods can also be performed in preclinical stud-
ies and provide early proof of mechanism and dose 
response in humans by demonstrating direct modu-
lation of pathways in cardio- metabolic disease.   

    Introduction 

 Metabolic fl ux refers to transformations of chemi-
cals in living systems in the dimension of time. 
These transformations may be biochemical in 
nature and involve synthesis, degradation, interme-
diary metabolism, storage, or other processes, or 
they may be spatial in nature and involve  processes 
such as transport, uptake, or secretion. A central 
element to the defi nition of metabolic fl ux is that it 
is best described quantitatively in terms of the rate 
(mass/per unit time) at which the processes occur. 
Careful regulation of the fl ux through metabolic 
pathways may be seen as the unifying theme gov-
erning all cellular regulatory machinery, the cen-
tral defi ning feature of a cell type, and the basis of 
phenotypic variability among cells and organisms. 

 There are few fi elds where measurements of 
metabolic fl uxes have been more effectively uti-
lized than in the study of cardio-metabolic dis-
ease. From the elucidation of carbon fl uxes in the 
Krebs cycle [ 1 ] to the effect of diet on protein and 
lipid synthesis [ 2 ,  3 ], isotopes, both radioactive 
and stable, have been essential in understanding 
the source and fate of metabolites in cell biology 
and physiology. With the development of modern 
mass spectrometric methods, there has been an 
explosion in the number of pathways which can 
be accurately measured in vivo using stable iso-
tope labeling techniques. Dozens of analytical 
methods and clinical protocols can be found in 
the literature dating back more than 70 years [ 4 ]. 

 Regardless of the specifi c methodology used, 
the in vivo measurement of fl uxes is a unique and 
powerful approach to assess disease physiology 
and clinical responses. The measurement of fl ux 
rates provides information about what is new 

within a biological system and how rapidly mol-
ecules are being synthesized and degraded. It is 
useful to see the fl ux of molecules as consisting of 
the production (rate of entry) and removal (rate of 
exit) of a molecule into a compartment in the 
body, such as the cytosol of a tissue or the blood-
stream. Static measurements, in contrast to fl ux 
measurements, may provide information on the 
concentration, content, or structure of compo-
nents of a system in a compartment in the body, 
which in turn refl ects the balance between the 
input and output rates. When the input and output 
rates are the same, the system is at steady state, 
i.e., there are no changes in concentrations of 
molecules in the system over the time period stud-
ied. However, a system at steady state can have 
either high fl ux rates (large numbers of new mol-
ecules entering and replacing old molecules) or 
low fl ux rates (a small number of new  molecules 
entering and replacing old molecules). Static 
measurements cannot reveal the turnover within 
the dynamic system that is at steady state and dif-
ferentiate between these very different states. 
Understanding the dynamic state within a biolog-
ical system and the effect of interventions on that 
state is especially important in early clinical trials 
where the duration of intervention is often not 
suffi cient to reach a new steady-state condition as, 
for example, when a treatment targets a slow turn-
over molecular process, such as tissue fi brosis and 
brain myelin content. It is axiomatic that changes 
in fl ux necessarily precede changes in concentra-
tion and is often of a greater magnitude as counter 
regulatory pathways will typically feedback and 
“defend” steady-state concentrations [ 5 ,  6 ]. 

 For the evaluation of early clinical responses 
to novel therapies, it is important that methods be 
relatively simple in order to be minimally bur-
densome on the subjects as well as the clinical 
research team. Here we present selected applica-
tions for the in vivo assessment of lipid, glucose, 
and protein metabolic fl ux using stable isotope 
tracers. The focus will be on methods that have 
been used effectively in early clinical research 
studies to study disease pathology and drug effi -
cacy. This is by no means intended to be a review 
of all the available methods for measuring meta-
bolic fl uxes in vivo. Many of the methods 
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described here may be performed with single 
quadrupole gas chromatography/mass spectros-
copy (GC/MS) analysis methods, such as the 
Agilent 6890’s series instruments which are 
inexpensive, widely available, and provide excel-
lent quantitative isotope enrichment measure-
ments when carried out properly. In principle, 
however, any instrument that can accurately mea-
sure the relative isotopomer abundance for a spe-
cifi c analyte can be used. Methods such as GC/
MS, isotope ratio mass spectrometry (IR/MS), 
liquid chromatography-tandem mass spectrome-
try (LC-MS/MS), and nuclear magnetic reso-
nance (NMR) can be combined with stable 
isotope  tracers to measure metabolic fl uxes 
in vivo very accurately, provided appropriate 
analytical expertise is applied. The tracers pre-
sented herein refl ect what we feel to be the most 
practical choices in terms of cost and utility. 
Although in certain cases substitutions are pos-
sible, care must be taken and careful consider-
ation given to the fate of specifi c labeled carbon 
or hydrogen atoms. 

 The well-established safety and straightfor-
ward regulatory status of stable isotope tracers 
are worth mentioning. Stable isotopes have been 
safely administered in human research for 
decades. The long-standing policy of the US 
Food and Drug Administration is that “if a sub-
stance does not otherwise require submission of 
an IND (i.e., investigational new drug applica-
tion), then that substance enriched with a stable 
isotope does not require an IND either. Thus, 
INDs are not required for metabolic tracer studies 
using stable isotope-enriched substances such as 
water, glucose and individual amino acids.” This 
policy is based on extensive biological evidence 
that the introduction of tracer levels of stable 
isotope- perturbed molecules carries no additional 
risks compared to their natural abundance conge-
ners [ 7 – 9 ]. This is certainly well established for 
stable isotope-tagged glucose, glycerol, acetate, 
fatty acids, and amino acids which can be given 
safely orally or intravenously provided usual US 
Pharmacopeia (USP) precautions are taken [ 9 ]. 

 Deuterated or heavy water is an increasingly 
common and highly versatile stable isotope- 
tagged precursor used in clinical and preclinical 

research [ 10 ,  11 ]. Deuterated water ( 2 H 2 O) as a 
tracer for clinical studies is safe and well toler-
ated, as well as being simple to administer [ 7 – 9 ]. 
Deuterated water does have some biological 
effects at very high doses (>20 % enrichment in 
cellular water in an organism), but these levels 
are more than an order of magnitude greater than 
is required or achieved for fl ux rate measure-
ments in people and would never be achieved in 
a clinical setting [ 12 ]; in general the body water 
enrichments (%  2 H 2 O) used range from 1 to 2 % 
in clinical studies and <10 % in animal studies. 
The only notable side effect of giving deuterated 
water to humans is a transient feeling of dizzi-
ness or vertigo if the tracer is initially adminis-
tered too quickly. This is thought to be the result 
of slight changes in the fl uid dynamics in the 
inner ear. This effect has been reported to occur 
in approximately 1 in 30 subjects but can be 
essentially completely eliminated if the dose of 
deuterated water for an adult is less than 40 mL 
every 3 h [ 12 ]. 

 It is recognized in the fi eld of enzymology that 
there are “isotope” effects on certain reactions, 
comparing the rate of a 100 % labeled site vs. 
natural abundance. In principle this could have a 
small but measurable effect on stable isotope 
tracer studies in vivo. These theoretical isotope 
effects are relevant to any reaction wherein a 
chemical bond containing the heavy atom is 
 broken. In vivo, however, the observed isotope 
effect for  13 C or deuterium is minimal for almost 
all reactions, with the exception of certain car-
boxylation/decarboxylation reactions. This is 
confi rmed by the observation that over the life-
time of a mammal, there is not a signifi cant accu-
mulation or depletion of heavy atom-containing 
molecules (as is seen in some plant metabolic 
processes, such as carbon dioxide fi xation which 
may exhibit isotope effect and differential reten-
tion of  13 C). Moreover, studies comparing deuter-
ated water labeling with  13 C labeling of the same 
pathways have repeatedly given the same results 
when directly compared [ 13 ] in spite of having 
signifi cantly different theoretical isotope effects. 

 Stable isotope administration combined 
with mass spectrometry can reliably deter-
mine the fl ux rates through many metabolic 
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 pathways involved in cardio-metabolic diseases. 
Quantitative assessments of pathways of glucose 
metabolism [ 14 ,  15 ], fatty acid [ 16 ,  17 ], triglyc-
eride [ 18 ,  19 ], and lipoprotein metabolism [ 20 , 
 21 ] as well as muscle protein turnover [ 22 ,  23 ] 
including mitochondria biogenesis [ 24 ] can be 
studied using minimally invasive techniques 
applicable in early clinical as well as in preclini-
cal studies.  

    De Novo Lipogenesis 

    Introduction 

 De novo lipogenesis (DNL) is the synthesis of 
fatty acids from their metabolic precursor, 
acetyl- CoA. This process can in principle occur 
in all cells but in humans is primarily performed, 
in quantitative terms, by adipose and liver tis-
sues. Other tissues, however, such as skeletal 
muscle, pancreatic β-cells, skin, blood cells, and 
hypothalamus, have been shown to carry out 
DNL to some extent, with what may be critical 
regulatory functions in cellular metabolism. 
Indeed, where it was once believed to simply be 
an “overfl ow” pathway for excess carbohydrate 
intake, DNL is increasingly recognized to be a 
key regulatory pathway infl uencing lipid metab-
olism, fuel oxidation, plasma triglyceride pro-
duction, tissue insulin resistance, and obesity 
[ 25 ,  26 ]. Abnormal regulation of DNL has been 
observed in numerous animal models of meta-
bolic syndrome and diabetes, and recent clinical 
research has demonstrated increased hepatic 
DNL in nonalcoholic fatty liver disease 
(NAFLD) [ 27 ] and impaired adipose DNL in 
insulin resistance [ 28 ]. Finally, DNL may also 
play a signifi cant role in the detrimental effects 
of certain dietary factors (e.g., fructose) which 
contribute to the etiology of cardio-metabolic 
diseases [ 29 ,  30 ]. Measurement of DNL and 
other lipid synthesis pathways may also be use-
ful in the study of adipose metabolism and obe-
sity. During the development of obesity, there is 
accumulation of lipid in adipose tissues. 
Accordingly, quantifying adipose tissue triglyc-
eride and fatty acid synthesis is likely to be 

important in studying the development of obe-
sity. The dynamic state of adipose lipid stores 
may play a role in the development and treat-
ment of obesity [ 18 ]. 

 DNL may be a viable pathway to target 
directly with pharmacological agents. Inhibition 
of DNL may increase fatty acid oxidation, relieve 
ectopic fat accumulation, and improve insulin 
sensitivity [ 25 ,  31 ]. Furthermore, the observation 
that DNL is increased in insulin resistance and 
NAFLD may make measurement of DNL useful 
for evaluating improved metabolic status in 
response to interventions which do not directly 
target lipid synthesis. It should be pointed out 
that simply measuring the concentrations of pal-
mitate (the primary end product of DNL) is gen-
erally insuffi cient to evaluate DNL pathway 
activity, because DNL generally contributes a 
minority of circulating or stored palmitate, the 
majority of which is derived from diet. 

 There are numerous ways to approach mea-
suring these pathways in vivo [ 18 ,  32 ,  33 ]. Here 
we will focus on describing a few examples of 
useful clinical stable isotope tracer approaches 
for evaluating hepatic and adipose lipid synthesis 
with an emphasis on the physiological and phar-
macological questions they address. Specifi cally, 
two approaches to measuring lipid fl uxes in vivo 
will be described; deuterated water labeling is 
useful for long-term and comprehensive analysis, 
and  13 C-acetate labeling is an attractive option 
when short-term quantitative sensitivity and min-
imum variability of the pathway is desired.  

    Background 

 The use of stable isotope tracers to measure lipid 
synthesis began in the Department of Biological 
Chemistry of the Columbia College of Physicians 
and Surgeons in New York in 1935. Rudolf 
Schoenheimer developed the fi rst approaches 
using deuterated water to measure the “dynamic 
state of body constituents” [ 34 ]. Many talented 
researchers have since utilized stable and 
 radioactive isotopes to provide our current body 
of knowledge on the regulation of lipid synthe-
sis. Contemporary measurement of DNL is 
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 performed using either deuterated water or 
 13 C-acetate. Both of these labeling approaches 
have intrinsic advantages and limitations, which 
are highlighted below. In general, however, when 
utilized properly, the two methods deliver nearly 
identical results. While it is beyond the scope of 
this text to detail the analytical methods or derive 
calculation parameters, several excellent reviews 
and texts are available [ 3 ,  19 ,  32 ,  33 ].  

    Key Methods 

    De Novo Lipogenesis Measured 
Using Deuterated Water 
 Deuterated water can be used to assess the contri-
bution of DNL to total palmitate in adipose sam-
ples and plasma very low-density lipoprotein 
(VLDL) triglycerides. Orally administered deu-
terated water is freely permeable across almost 
all biological membranes, is well mixed in the 
body, and its enrichment within the body water 
compartment is easily maintained for extended 
periods of time because of relatively slow turn-
over of body water (half-life 7–10 days). Labeled 
hydrogen atoms from deuterated water ( 2 H 2 O) 
enter into biosynthetic pathways by exchange 
with cellular water or by specifi c incorporation of 
H from NAD(P)H. Deuterated water is a particu-
larly useful tracer for assessment of lipid synthe-
sis because it can be administered for long 
periods of time, and the label is incorporated into 
multiple lipid components so that, if desired, the 
synthesis rate of cholesterol, phospholipid, tri-
glyceride, and fatty acids can be determined in a 
single experiment.    Cell proliferation, i.e., deoxy-
ribonucleic (DNA) synthesis [ 18 ,  35 ] as well as 
protein synthesis, can also be measured through 
deuterated water labeling [ 11 ,  22 ,  36 ] (see pro-
tein synthesis). 

 Deuterated water has been given to humans 
for more than 70 years without signifi cant adverse 
effects, and animals have been raised for sequen-
tial generations on relatively high levels of deute-
rium water (e.g., up to 15–20 %), without 
phenotypic consequences or adverse effects. 
Additionally, no known risks have been observed 
in studies examining the effect of deuterated 

water on male or female reproductive tissues, 
including sperm function. As mentioned, the 
only minor adverse effect reported for deuterated 
water at these doses is transient dizziness when 
the initial rate of deuterated water intake is too 
rapid, occurring in approximately 1 in 30 indi-
viduals, which typically resolves completely 
within 3 h. Accordingly, care must be taken in the 
initial loading rate of deuterated water that is 
administered. 

   Method 
 Deuterated water labeling studies generally con-
sist of several short outpatient visits for blood or 
tissue sampling, while the deuterated water is 
consumed daily at home. For proof of concept 
studies in healthy subjects, adult female and 
male volunteers are appropriate. Bulk deuter-
ated water is available from several vendors and 
can be administered as 100 % or a more dilute 
solution, typically 70 %. Deuterated water is 
most conveniently prepared in single-use bottles 
which should be tested for sterility to ensure 
safe use and durable shelf life. Plasma, urine, or 
saliva samples are appropriate for measurement 
of body water enrichments provided they are 
collected in tubes with no additional liquid (e.g., 
spray-dried anticoagulants should be used). 
Often frequent  2 H 2 O measurements are desired, 
and this can be easily done by the subject col-
lecting saliva at home in salivette containers that 
are mailed to the laboratory or frozen and 
brought to the site during a scheduled visit. The 
dose of deuterated water given is dependent on 
the specifi c study design; however, a typical 
labeling paradigm that works well in most set-
tings is as follows: Subjects receive loading 
doses of 70 % deuterated water for 2 days 
administered as oral doses of 50–60 mL four 
times daily to achieve approximately 1 % body 
water enrichment. Subjects then continue to take 
a single daily oral deuterated water dose (50–
60 mL of 70 % deuterated water) until 
 completion of the study. Subjects return to the 
site outpatient visits for blood collection. At all 
 outpatient visits, plasma, urine, or saliva sam-
ples are collected to determine body deuterated 
water enrichments and to determine fractional 
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DNL in very low-density lipoprotein triglycer-
ide or total plasma triglyceride. Adipose sam-
ples can be  collected after 7 days for assessment 
of DNL. Subcutaneous adipose tissue biopsy 
samples are obtained under sterile conditions 
and local anesthesia with 1 % lidocaine. After a 
small incision, a biopsy needle (Bard Biopsy 
Systems, Crawley, UK) is used to obtain tissue 
samples. The portion of adipose tissue used for 
lipid synthesis should be rinsed in saline and 
immediately frozen. Alternatively subcutaneous 
adipose tissue can be collected though aspira-
tion. Examples of typical values for body water 
enrichment, DNL, triglyceride, and cholesterol 
synthesis in the plasma compartment are shown 
in Fig.  3.1 .

      Advantages/Disadvantages 
 Using deuterated water labeling for assessing de 
novo lipid synthesis has several intrinsic 
 advantages over other approaches. The fl exibility 
in timing from hours to weeks allows for mea-
surements in different metabolic compartments 
to be made in the same subject. The ubiquitous 
nature of deuterated water labeling also allows 
the turnover of multiple metabolites to be 
assessed simultaneously. The ability to assess 
lipogenesis at metabolic steady state integrates 
diurnal and dietary fl uctuations into a single real 
world measurement. Finally, the simple route of 
administration (oral, once daily) unburdens the 
patient and research sites from requiring over-
night intravenous infusions. 

  Fig. 3.1    An example of the use of oral deuterated water 
( 2 H 2 O) as a metabolic tracer for the simultaneous mea-
surement of de novo lipogenesis (DNL), triglyceride (TG) 
and cholesterol turnover in the plasma compartment in a 
human volunteer. The subject received loading doses of 

70 %  2 H 2 O for 2 days (four aliquots of 60 ml of 70 %  2 H 2 O 
given at least 3 h apart on day 1 and day 2) followed by a 
single dose of 60 ml of 70 %  2 H 2 O once daily until the end 
of the experiment to achieve steady-state body deuterated 
water enrichments of approximately 1 %       
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 There are some drawbacks to this labeling 
approach, principally around the interaction 
between behavior and metabolism. Because deu-
terated water labeling is generally used in the 
outpatient setting, potential variability or changes 
in diet or other behaviors need to be considered. 
Deuterated water labeling also requires some 
time to reach the optimal enrichment in the body 
water pool and thus is not ideal for very short- 
term kinetic studies that require high precursor 
pool enrichments. Deuterated water also has a 
long half-life in the body which prevents short- 
term (<3 weeks) restudy of subjects. For studies 
where very tight metabolic control over the short- 
term is desired, we recommend using  13 C-acetate 
infusion method.   

    De Novo Lipogenesis Measured 
Using  13 C-Acetate 
 Intravenous infusion of  13 C-acetate is another 
common method used to measure hepatic 
DNL. Oral or intravenous acetate is effi ciently 
taken up by the liver and the intrahepatic acetyl- 
CoA pool is labeled. As lipids are synthesized, 
 13 C acetyl-CoA is incorporated into the new fatty 
acids and the fractional synthesis can in principle 
be calculated from a simple precursor/product 
ratio. The challenge historically has been the dif-
fi culty in accurately determining the isotope 
enrichment in the intrahepatic acetyl-CoA pre-
cursor pool. Additionally, other concerns regard-
ing the lack of equilibrium of acetate across the 
liver have also been raised. Both of these meth-
odological considerations have been largely 
resolved. The intracellular acetyl-CoA pool 
enrichment can be noninvasively determined 
using mass isotopomer distribution analysis 
(MIDA) [ 33 ,  37 ] or other similar combinatorial 
algorithms [ 38 ] which largely correct for any 
transhepatic disequilibrium [ 39 ] and have been 
shown to give results in line with deuterated 
water labeling methods where equilibration is 
not an issue. There are many possible ways to 
utilize this approach for assessing hepatic DNL. 
 13 C-acetate can be safely infused for several 
days, and diurnal changes in DNL can be moni-
tored [ 40 ,  41 ]. For proof of concept studies 
focused on the regulation of hepatic DNL, we 

have found the use of a controlled dietary stimu-
lation to deliver very reproducible results in 
cross-sectional and particularly longitudinal 
studies where subjects can serve as their own 
controls. 

 While obese and diabetic subjects are known 
to have higher than normal basal fasting levels of 
hepatic fractional DNL, on the order of 15–20 % 
contribution to VLDL palmitate, healthy lean 
individuals have fasting hepatic fractional DNL 
on the order of 3–5 % after a brief 8–12-h infu-
sion of labeled acetate [ 40 ,  42 ]. Fasting DNL var-
ies considerably within as well as among subjects, 
due to infl uences from changes in exercise, alco-
hol, diet (both caloric content and carbohydrate 
composition) [ 30 ,  43 ], energy balance, weight, 
etc. [ 26 ]. A high carbohydrate diet can increase 
DNL from 5 % or less to 20 % in the fasting state, 
for example. Accordingly, study cohorts should 
be carefully enrolled to match for these physio-
logical factors, as well as body mass index (BMI), 
sex, age, etc. when fasting DNL is the measure-
ment of interest. It is known that acute ingestion 
of ethanol and fructose can increase fractional 
DNL contribution to circulating fatty acids in 
VLDL triglyceride from baseline to approxi-
mately 35 %, and we have shown that fructose- 
stimulated DNL assessments are very 
reproducible compared to fasting DNL [ 44 ]. The 
improvement in variability in the DNL measure-
ment with fructose feeding will require fewer 
subjects to fi nd certain effects in clinical studies. 

   Method 
 Subjects receive a standardized eucaloric dinner 
on day 0 and abstain from all foods and drinks 
(except water), until the oral fructose intake 
begins the next morning. On day 0 (e.g., 
10:00 PM) a continuous infusion of 1- 13 C-acetic 
acid (sodium salt) is started and continuous until 
the last sample for DNL is drawn. An infusion 
rate of approximately 10 mg  13 C-acetate per min-
ute is ideal. A fasting blood draw is taken in the 
morning of day 1 prior to fructose dosing, then 
oral fructose (approximately 10 mg/kg fat free 
mass/min) is given as a drink every 30 min (e.g., 
20 drinks given over 9.5 h). Blood samples are 
obtained regularly until 10 h post. There should 
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be a minimum of a 5-day washout interval 
between fructose/[1- 13 C]acetate administration 
studies to allow labeled fatty acids to be cleared 
from hepatic lipid stores. 

 Fasting- and fructose-stimulated hepatic DNL 
is determined by measuring the incorporation of 
[1- 13 C] acetate into palmitate in circulating 
VLDL triglyceride by use of mass isotopomer 
distribution analysis (MIDA) [ 33 ]. VLDL is iso-
lated from frozen plasma samples (1 mL) by 
ultracentrifugation. Lipoprotein triglyceride 
should be prepared by thin-layer chromatogra-
phy (TLC), and VLDL-triglyceride fatty acids 
are then trans-esterifi ed to fatty acid methyl 
esters in preparation for GC/MS analysis. 
Fractional DNL should be calculated using 
MIDA as described. This method for determin-
ing hepatic precursor pool enrichment is impor-
tant in this setting as the acetyl-CoA pool is 
signifi cantly diluted by fructose in humans. An 
example of changes in plasma DNL and hepatic 
acetyl-CoA pool dilution with fructose feeding 
are shown in Fig.  3.2 . In practice, fructose can be 
replaced with other dietary components. In our 
hands, fructose stimulation offers a very direct 
and predictable model for assessing hepatic lipo-
genesis [ 44 ]. Mixed meal stimulation have also 
been shown to work well.

      Advantages/Disadvantages 
 Using  13 C-acetate combined with fructose 
 administration to assess de novo lipid synthesis 
has several intrinsic advantages over other 
approaches. Because the fructose administration 
results in a reproducible individual response over 
time [ 44 ], the metabolic response to a treatment 
intervention such as a putative inhibitor of DNL 
(e.g., an acetyl-CoA carboxylase inhibitor or 
ATP-citrate lyase inhibitor) can be accurately 
quantifi ed relative to dose and time of exposure 
in a small number of patients. This approach can 
be used for single and multiple dose studies as 
well as long- term interventions. 

 Drawbacks to this approach are largely 
 operational; it requires overnight intravenous 
administration of acetate and repeated dosing of 
fructose during the day which can occasionally 
cause gastrointestinal discomfort.    

    Translating Results into Clinical 
Practice 

 Direct measurement of DNL can be extremely 
valuable in making early decisions in cardio- 
metabolic drug development. Just as DNL sen-
sitively responds to diet, it can be a very 
sensitive barometer of metabolic changes 
induced by a therapeutic intervention, making it 
an excellent pharmacodynamic marker and in 
some circumstances may predict treatment 

  Fig. 3.2    Example of the response of hepatic de novo lipo-
genesis (DNL) and its precursor pool (hepatic acetyl- 
CoA) to acute fructose feeding in a healthy subject. The 
volunteer was confi ned to the Clinical Research Unit 
throughout the study under standardized conditions. At 
approximately 10:00 PM on day 0, an intravenous admin-
istration of [1- 13 C] acetate (9–9.5 mg/min) was started and 
continued for approximately 19.5 h. Immediately follow-
ing the fasting blood draw (8:00 AM on day 1 or 0 h), oral 
fructose (0.25 g per kg body weight) was started (8:30 
AM on day 1 or 0.5 h) and given as a drink every 30 min 
(20 drinks given over 9.5 h). Blood samples were obtained 
hourly for 10 h post fructose for the assessment of hepatic 
DNL       
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response or identify candidate populations for 
particular therapeutic targets. The role of DNL 
in the pathophysiology of fatty liver, obesity, 
and insulin resistance all point to this being an 
important pathway refl ecting metabolic health 
which is also responsive to interventions. 
Assessment of DNL can be useful for evaluat-
ing diabetes, fatty liver, infl ammation, obesity, 
and dyslipidemia and is particularly informative 
when combined with complementary assess-
ments such as energy expenditure, food intake, 
triglyceride, or lipoprotein production, to name 
a few. 

 Because the role of DNL is varied and highly 
context-dependent, it is a challenge to tie alter-
ations in DNL to a single clinical endpoint. 
Furthermore, direct inhibitors of DNL have not 
been studied for the clinical pharmacodynamics 
of DNL reduction in relation to specifi c disease 
components. On the other hand, several stud-
ies have examined the cross-sectional relation-
ship between DNL and disease phenotype as 
well as examining dietary interventions which 
increase DNL specifi cally. Using the  13 C-acetate 
approach, Stanhope et al. [ 30 ] demonstrated that 
overfeeding of fructose beverages for 10 weeks 
increased meal-stimulated DNL by 50 % and 
resulted in a doubling of the postprandial triglyc-
eride AUC (area under the curve). Interestingly, 
no increase was seen in fasting triglyceride or 
DNL in this study. Comparing insulin-resistant 
elderly subjects to young controls using deuter-
ated water, Flannery et al. [ 45 ] observed a two-
fold higher rate of DNL in the insulin-resistant 
group, with corresponding increases in post-
prandial triglyceride concentrations, insulin 
level, and intrahepatic lipid content. Similarly 
in obese hypertriglyceridemic diabetic and non-
diabetic subjects, a threefold increase in DNL 
was observed [ 40 ]. In a separate study, a 50 % 
reduction in DNL corresponded to 30 % drop in 
fasting plasma triglyceride. Finally, in fatty liver 
disease DNL has been consistently shown to be 
two to threefold elevated compared to controls 
[ 27 ]. Taking these results together it is evident 
that increased postprandial DNL is closely asso-
ciated with clinically relevant aspects of cardio- 
metabolic disease.  

    Conclusions 

 DNL is a relatively straightforward metabolic 
pathway to measure in vivo using a variety of 
stable isotope methodologies. Postprandial 
or stimulated DNL appears to have the most 
relevance when translating results into clini-
cal practice and can be performed with either 
 13 C-acetate or deuterated water. The quantitative 
nature of these measurements make them well 
suited for early clinical trials and with the rela-
tive ease of administration of deuterated water 
for the study of DNL performing large clinical 
trials with quantitative fl ux measurements are 
now possible.   

    Glucose Metabolism 

    Introduction 

 Blood glucose concentrations are tightly con-
trolled in healthy people through the regulation 
of both glucose disposal and glucose delivery by 
glucose, insulin, and other signals. In the fasting 
state, glucose circulating in the plasma is mainly 
produced by the liver whereas the brain is the 
major organ of glucose disposal. After a meal, 
glucose is absorbed from the intestine into the 
circulation, endogenous glucose production 
(EGP) is suppressed, and tissue glucose disposal 
is increased. Following a meal in a healthy 
 person, glucose concentrations return to fasting 
levels within a few hours [ 46 ]. 

 Type 2 diabetes is characterized by hypergly-
caemia in both the fasting and the postprandial 
state. Even though type 2 diabetes is defi ned as 
a single disease, most clinicians recognize that 
type 2 diabetes is a complex, multifactorial dis-
order which may be the result of dysregulation 
of one or more pathways in glucose metabolism. 
Measurements of glucose concentrations are, of 
course, important but do not provide any mecha-
nistic information of the metabolic events lead-
ing to type 2 diabetes. The metabolic fl ux of 
glucose through the different pathways can be 
measured using stable isotope tracer methodol-
ogies. These methods have been shown to be 
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In healthy subjects a fi xed priming dose cor-
responding to a 100-min infusion is usually used. 
However, in insulin-resistant states, where the 
glucose pool size is increased, the priming dose 
should be adjusted for plasma glucose concentra-
tions, and a prolonged infusion (4–6 h) is required 
for valid measurements when using steady-state 
equations, because of slower turnover rate of the 
larger extracellular glucose pool. An insuffi cient 
priming and infusion time when hyperglycaemia 
is present has been shown to overestimate EGP 
due to failure to reach true plateau glucose enrich-
ments in the plasma compartment [ 50 – 52 ]. 
Indeed, the greater EGP rates in people with type 
2 diabetes compared to healthy subjects have 
been questioned due to tracer protocol design. In 
our experience, using an adjusted prime and a 
5–7-h continuous infusion of [U- 13 C 6 ]-glucose or 

[6,6- 2 H 2 ]-glucose, we can reproducibly demon-
strate an isotopic steady state in essentially all 
subjects, and we consistently observe higher 
EGP values in type 2 diabetes compared to 
healthy subjects confi rming published results. 

 While the primed-continuous infusion of a 
glucose tracer is the most commonly used method 
for the measurement of fasting EGP, and consid-
ered the gold standard, there may be some 
instances where a primed constant infusion is not 
desirable or possible. As an alternative, a bolus 
injection method has been validated against the 
primed-continuous infusion method [ 53 ]. By this 
method, a glucose tracer is administered as a 
bolus (7 mg/ kg body weight of [U- 13 C 6 ]-glucose 
given over 1–3 min) and frequent blood samples 
are collected for 1–3 h. The decay of plasma 
 glucose tracer enrichments is fi t to a two- or 

sensitive to detect changes in glucose pathways 
with disease and treatment, often before changes 
in glucose concentrations are detected. Because 
diabetes is such a multifactorial disease usually 
requiring polypharmacy for effective manage-
ment, it is important to have the best possible 
understanding of the effect of new therapies on 
the metabolic pathways regulating glucose 
homeostasis.  

    Key Methods 

    Fasting Endogenous Glucose 
Production 
 Fasting EGP can be assessed using the isotope 
dilution technique [ 47 ]. Originally the method 
involved the use of radioactive tracers but the 
introduction of stable isotope-labeled glucose 
resulted in extensive research exploring the effect 
of disease and drug treatment on EGP in the post-
absorptive state. Isotopic measurement of EGP 
represents glucose release from both the liver and 
the kidney, and although the quantitative contri-
bution of renal glucose release (between 5 % and 
28 % in healthy subjects) is small compared to 

that of the liver, one should not equate whole- 
body isotopically measured EGP with hepatic 
glucose production alone [ 48 ]. 

 A variety of experimental protocols for the 
measurement of fasting endogenous glucose 
production have been described in the litera-
ture. Methodological differences are noted in 
the type of glucose tracer, administration of the 
tracer (continuous infusion vs. bolus), prim-
ing technique, tracer infusion time, timing, and 
number of sample collection and calculation 
models (steady-state vs. non-steady-state equa-
tions) used. It is generally accepted that the use 
of [U- 13 C 6 ]-glucose and [6,6- 2 H 2 ]-glucose pro-
vide the most relevant and easily interpretable 
measurement of total EGP in context of iso-
tope loss or recycling during partial metabolism 
of glucose taken up by the liver [ 49 ]. Detailed 
description of the different tracers for the use 
of glucose production has been published by 
Wolfe [ 3 ]. Often, the tracer is administered as 
a primed-continuous infusion for 2–5 h, and 
plasma glucose enrichments are determined by 
GC/MS during the last 30–60 min of the steady-
state period. The rate of EGP is then calculated 
using the steady-state  equation: 

EGP rate of tracer infusion plasma glucose enrichment rate of tra= -/ ccer infusion.  
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three- exponential curve using a kinetic simula-
tion module (e.g., SAAM II software [ 54 ]), and 
EGP is then calculated from the fi t parameters. 
While published data are currently limited to 
healthy volunteers, we have seen very good 
agreement in patients with type 2 diabetes and 
impaired glucose tolerance as well (unpublished 
results). 

 Several endpoints can be calculated from the 
direct measurement of EGP. Hepatic insulin sen-
sitivity has been calculated as the inverse of the 
product of EGP and fasting plasma insulin [ 55 ], 
while the metabolic clearance rate (MCR), which 
is a measurement of the ability of whole-body tis-
sues to take up glucose in the fasting state, is cal-
culated as EGP divided by glucose concentration.  

    Sources of Fasting EGP: 
Gluconeogenesis and Glycogenolysis 
 Several approaches have been described to mea-
sure the contribution of gluconeogenesis and 
glycogenolysis to fasting endogenous glucose 
production [ 3 ]. In this chapter we focus on the 
method described by Hellerstein et al. involv-
ing the infusion of [2- 13 C 1 ] glycerol and the use 
of MIDA [ 56 ,  57 ]. This method allows the cal-
culation of gluconeogenesis from all three-car-
bon sources; lactate, amino acids, and glycerol. 
A primed-continuous infusion of [2- 13 C 1 ] glyc-
erol is administered to label the precursor pool 
(hepatic triose phosphate) for glucose synthesis 
for several hours (see above), and samples are 
taken during the last 30–60 min. The [2- 13 C 1 ] 
glycerol can be infused with [U- 13 C 6 ]-glucose 
or [6,6- 2 H 2 ]-glucose for the simultaneous mea-
surement of gluconeogenesis and endogenous 
glucose production. The principle of MIDA and 
its application for measuring biosynthesis of a 
variety of polymers (e.g., glucose) have been dis-
cussed in detail elsewhere [ 37 ,  58 ]. In brief, the 
technique consists of quantifying fractional abun-
dances of different mass isotopomers (i.e., differ-
ent isotopic isomers) in an intact polymer (e.g., 
glucose) that contains two or more repeats of a 
precursor monomeric subunit. Gluconeogenesis 
can be conceptualized as the polymerization 
synthesis of two triose-phosphate monomers. 
The fractional abundances of mass isotopomers 

(M0 for unlabeled glucose, M1 for singly labeled 
glucose, and M2 for doubly labeled glucose) in 
the polymer must then be accurately measured 
by GC/MS and compared with the natural frac-
tional abundance of baseline values to calculate 
changes, or excesses, of mass isotopomeric spe-
cies in the polymer. The precursor pool enrich-
ment (i.e., the hepatic triose-phosphate isotope 
content, for glucose) can then be back- calculated 
from the pattern or distribution of mass isotopo-
meric excesses in the polymer (glucose), using 
formulae derived from the binomial or multi-
nomial expansions, as described in detail else-
where [ 57 ]. Once the precursor pool enrichment 
is established, the precursor/product relationship 
can be applied for calculation of the fraction of 
polymers that were derived from the endogenous 
biosynthetic pathway during the labeling period. 
In the case of gluconeogenesis, the ratio of excess 
doubly labeled glucose to excess single-labeled 
glucose species reveals the isotopic abundance 
of the true precursor pool, from which fractional 
gluconeogenesis can be calculated. Absolute fl ux 
through gluconeogenesis into plasma glucose can 
then be calculated as the fractional gluconeogenic 
contribution times the rate of fasting EGP. These 
two parameters can be assessed simultaneously, 
as described above. The absolute contribution 
of glycogenolysis to fasting EGP is calculated 
as the difference of rate of fasting EGP and rate 
of gluconeogenesis. Potential methodological 
problems have been addressed and discussed in 
detail by Neese et al. [ 57 ]. More complex stable 
isotope techniques like the secreted glucuronate 
technique have been described for the measure-
ment of intrahepatic glycogen fl uxes. This method 
has been described in detail elsewhere [ 57 ,  59 ].  

    Suppression of EGP During 
a Hypersulinaemic Euglycaemic Clamp 
 Hepatic insulin resistance is a key player of 
whole-body insulin resistance in people with type 
2 diabetes [ 60 ]. Fasting rates of EGP are often 
elevated and suppression of glucose production 
during intestinal absorption of a meal is impaired 
in type 2 diabetes. The gold standard to determine 
hepatic insulin sensitivity is the measurement of 
partial suppression of EGP during a low-dose 
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insulin infusion. Tracer methodology combined 
with the hyperinsulinaemic euglycaemic clamp 
allows the simultaneous measurement of fasting 
EGP, insulin-mediated suppression of hepatic 
glucose production (hepatic insulin sensitivity), 
and tissue glucose disposal (peripheral insulin 
sensitivity) independent of the effects of hyper-
glycaemia per se. Currently the best methodology 
to do this is the so-called hot GINF (glucose infu-
sion) method proposed a few decades ago [ 61 , 
 62 ]. The method is designed to keep the ratio of 
the glucose tracer to tracee in plasma constant 
during the fasting state and during the clamp to 
minimize errors (or negative values) in EGP mea-
surements due to non-steady-state conditions. 
Ideally, deviations in circulating tracer enrich-
ments should be kept to <20 % to avoid errors in 
the EGP results [ 63 ]. The method involves the 
administration of a glucose tracer as a primed-
continuous infusion and as part of the exogenous 
glucose infusion (GINF) used during the clamp. 
The tracer enrichment of the GINF is calculated 
to be equal to the expected plasma tracer enrich-
ment at the start of clamp. Originally a radioactive 
or hot glucose tracer was added to the exogenous 
glucose infusion, hence the name hot GINF. The 
continuous infusion of the glucose tracer is started 
before the clamp to determine fasting EGP as 
described above. Its rate is then reduced at the 
start of the clamp and after fasting EGP measures 
are completed to approximate the expected fall of 
EGP during the clamp (e.g., the infusion rate of 
the tracer is reduced to half the starting rate if a 
50 % reduction of EGP is expected during the 
clamp). The anticipated fall in EGP during the 
clamp depends on several factors such as patient 
population (e.g., healthy subjects may have a 
greater suppression of EGP than subjects with 
type 2 diabetes under similar insulin conditions), 
clamp insulin infusion rates, and duration of the 
clamp. Pilot experiments are  recommended to 
determine the optimal tracer design during the 
clamp if there is not prior experience with the 
patient population and method. An intrinsic limi-
tation of this approach is therefore that the quanti-
tative effects of an intervention on EGP have to be 
to some extent known in advance to apply the 
model. Examples of EGP measured during a 

clamp in a healthy subject and an individual with 
type 2 diabetes are shown in Fig.  3.3 .

   In order to perform hyperinsulinaemic eugly-
caemic clamps in subjects with type 2 diabetes, 
plasma glucose concentrations are typically low-
ered to euglycaemic levels by a low-dose over-
night infusion of exogenous insulin prior to the 
clamp. Staehr et al. have shown that neither 
 fasting EGP nor suppression of EGP or Rd during 
a hyperinsulinaemic euglycaemic clamp are 
affected by overnight normalization of plasma 
glucose levels; however, in their study, fasting 
glucose disposal rates were lowered by this pro-
cedure [ 64 ].  

    Measurement of Postprandial Glucose 
Fluxes During a Mixed Meal Test: 
The Dual Tracer Approach 
 Much of our knowledge about glucose metabo-
lism is based on measurements performed in the 
fasting state or during nonphysiologic settings, 
such as intravenous glucose and insulin adminis-
tration (glucose clamp) studies, as described 
above (also see Chap.   1    ). Although these mea-
surements are important to understanding the 

  Fig. 3.3    Endogenous glucose production (EGP) mea-
sured after an overnight fast (from −30 to 0 min) and dur-
ing a hyperinsulinemic isoglycemic clamp (from 0 to 
300 min) in a healthy person and a person with type 2 
diabetes (T2DM). Fasting EGP  was measured with the 
isotope dilution methodology using a 5-h primed- 
continuous infusion of [6,6- 2 H 2 ]-glucose. Suppression of 
EGP in response to insulin during the clamp was mea-
sured using the hot glucose infusion (hot GINF) protocol. 
During the clamp, insulin was infused at 40 mU/m 2 /min 
which resulted in steady-state insulin concentration of 
approximately 50 μU/mL.  FFM  is fat free mass       

 

C. Beysen et al.

http://dx.doi.org/10.1007/978-1-4471-4920-0_1


85

pathophysiology and treatment of type 2 diabe-
tes, it should be recognized that humans spend 
most of their time in the postprandial (fed) state. 
The glucose response to a meal is a dynamic, 
non-steady-state process, and the determination 
of postprandial glucose fl uxes is more challeng-
ing and complex than the fasting response. The 
dual glucose tracer method to assess glucose 
fl uxes during the oral glucose tolerance test was 
fi rst introduced by Steele et al. [ 65 ] and has been 
used and further adapted by others to study glu-
cose responses to a mixed meal. The dual tracer 
method utilizes two distinct glucose tracers that 
can be differentiated analytically (e.g., [U- 13 C 6 ] 
glucose and [6,6- 2 H 2 ]). One is infused intrave-
nously and the second is administered orally as 
part of the meal. An example of measured plasma 
glucose tracer enrichments during a dual glucose 
tracer test is shown in Fig.  3.4 . Glucose fl uxes 
are then calculated using Steele’s non-steady-
state one-compartment model [ 65 ]. The rate of 
appearance of total glucose (R a T, labeled and 
unlabeled glucose from ingested, endogenous, 
and infused sources) is calculated from isotopic 
dilution of the infused glucose tracer. The rate of 
appearance of oral glucose (R a O or often referred 
to as glucose absorption) is calculated from the 

rate of appearance of the ingested glucose tracer 
and the glucose tracer enrichment of the meal. 
EGP is then calculated by subtraction of R a O and 
the infused glucose from R a T. When using the 
dual tracer method, one has to recognize that the 
 one- compartment model and its assumptions 
(e.g., a fi xed value for the effective volume 
of  distribution) may be inadequate for the mea-
surement of glucose fl uxes, especially when glu-
cose  concentrations and enrichments change 
rapidly. Investigators have tried to overcome this 
limitation by using more complex models [ 66 , 
 67 ] or by minimizing the changes in tracer 
over time by changing the infusion rate of the 
intravenous tracer to mimic changes in EGP 
[ 68 ]. Additionally, a more complex triple-tracer 
approach was developed [ 69 ] to minimize 
changes in both meal and endogenous plasma 
tracer enrichments to provide model-indepen-
dent estimates of glucose fl uxes. These updated 
methods are experimentally and computation-
ally complex, however, and require a priori 
knowledge of the changes in the glucose fl uxes 
and have not consistently shown to outperform 
the dual tracer technique [ 70 ].

       Glycolytic Disposal of an Oral 
Glucose Load 
 Glycolysis is the breakdown of glucose into pyru-
vate (aerobic glycolysis) or lactate (anaerobic gly-
colysis) in cells following glucose uptake and 
glucose phosphorylation, to provide substrates for 
energy production and energy storage (glycogene-
sis and lipogenesis). Glycolytic disposal in the 
postprandial state has been characterized in healthy 
subjects using sophisticated methods like the triti-
ated-glucose release of tritiated water technique 
[ 71 ]. Results from these studies show that glycoly-
sis is an important route for glucose disposal and 
accounts for ~66 % of overall glucose disposal dur-
ing a meal in healthy people [ 72 ]. In the presence of 
type 2 diabetes, however, glycolysis is signifi cantly 
reduced [ 73 ], making glycolysis a potentially inter-
esting target for the treatment of type 2 diabetes. 

 More recently, a simple method for the mea-
surement of whole-body glycolytic disposal of 
oral glucose during an oral glucose tolerance test 
(OGTT) [ 14 ] and during a mixed meal [ 15 ] has 

  Fig. 3.4    Plasma glucose enrichments measured during a 
dual tracer test in a healthy subject. A 15-h primed- 
continuous infusion of [U- 13 C 6 ] glucose (0.03 mg/kg body 
weight/min, prime 3 mg/kg body weight) was started at 
−300 min. A mixed meal was administered at 0 min and 
consisted of a glucose drink containing a total of 75 g of 
glucose of which 15 g was [6,6- 2 H 2 ] glucose and foods 
containing fat and protein.  MPE  is molar percent excess       
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been described. The method involves an oral glu-
cose challenge containing deuterated glucose 
([6,6- 2 H 2 ]-glucose) with or without other foods, 
followed by the measurement of deuterated water 
in blood using a very sensitive infrared laser spec-
trophotometer. For [6,6- 2 H 2 ]-glucose (which has 
deuterium label only on carbon 6), >90 % of the 
 2 H 2  atoms are only lost to tissue water during gly-
colytic metabolism to pyruvate and oxaloacetate; 
otherwise, the  2 H 2  atoms are non-labile and are 
retained in the glucose molecule [ 49 ], e.g., after 
phosphorylation and direct entry into tissue glyco-
gen or partial glycolytic metabolism to the 
 triose- phosphate level and recycling to the glucose- 
phosphate level. Using this method, Beysen et al. 
[ 14 ] and others [ 74 ] showed that the total fl ux of 
glucose through the glycolytic  pathway in the 
postprandial state was similar in insulin- resistant 
and insulin-sensitive nondiabetic subjects but was 
confi rmed to be reduced in subjects with type 2 
diabetes (unpublished). When glycolysis was 
expressed per unit of plasma insulin exposure, 
however, glycolytic  disposal of the oral glucose 
load was also impaired in the insulin-resistant non-
diabetic subjects. These results indicate that insu-
lin-mediated whole-body glycolytic disposal is a 
feature of insulin resistance but that, interestingly, 
the islet β-cell compensation in insulin-resistant 
 nondiabetic subjects but not in type 2 diabetes is 
suffi cient to overcome the insulin-resistant state of 
glycolytic fl ux and to normalize whole-body gly-
colytic rates. Whole-body glycolysis, corrected for 
ambient exposure to plasma insulin, as measured 
by this simple test (deuterated glucose disposal 
test or  2 H-GDT) was found to be a quantitative 
measure of insulin sensitivity, based on a high cor-
relation of results from the  2 H-GDT to results 
obtained from the hyperinsulinaemic euglycaemic 
clamp, the gold standard for the measurement of 
insulin sensitivity. Results from the  2 H-GDT ( 2 H 2 O 
production per unit of insulin) strongly ( r  = 0.95, 
 P  < 0.0001) correlated with the clamp results, 
whereas surrogate markers of insulin resistance 
(e.g., homeostasis model assessment (HOMA), 
fasting serum insulin, Matsuda index, etc.) corre-
lated much less well [ 14 ]. The  2 H-GDT has been 
applied, for example, to investigate the mechanism 
of action of the glucose- lowering effect of cole-
sevelam, a bile acid sequestrant. Colesevelam 

improved total glycolytic fl ux (total  2 H 2 O pro-
duced) but not glycolysis per unit of insulin ( 2 H 2 O 
per insulin AUC), indicating that colesevelam 
treatment resulted in an improved β-cell response 
without effects on insulin sensitivity.   

   Example of an Experimental Design 
Using Stable Isotopes for the 
Measurement of Glucose, Lipid and 
Bile Acid Pathways in Humans 
 Figure  3.5  shows an example of a stable isotope 
protocol to simultaneously measure glucose, lipid, 
and bile acid pathways. This experimental design 
was used to evaluate metabolic changes with cole-
sevelam treatment in individuals with type 2 dia-
betes [ 15 ]. Multiple stable isotopes were used: 
[1- 13 C 1 ]acetate (intravenous) for fractional DNL, 
cholesterol, and bile acid synthesis; [2- 13 C 1 ]glyc-
erol (intravenous) for gluconeogenesis; [U- 13 C 6 ]
glucose (intravenous) for EGP; and oral [6,6- 2 H 2 ]
glucose for glucose absorption and whole-body 
glycolysis. When designing an experimental sta-
ble isotope protocol such as this, great care needs 
to be taken to avoid isotopic interference and erro-
neous results. For example, the entry of  13 C from 
[U- 13 C 6 ]glucose as a doubly labeled species into 
the triose- phosphate pool will contaminate mea-
surement of gluconeogenesis based on the MIDA 
approach, which assumes that double-labeled glu-
cose  species derived from combination of two 
single- labeled triose-phosphate species. The result 
will be an underestimation of gluconeogenesis. 
Accordingly, a low tracer infusion rate for [U- 13 C 6 ]
glucose is used to minimize recycling of double-
labeled  13 C 2 -triose-phosphate species in liver 
when infused with [2- 13 C 1 ]glycerol [ 75 ].  

     Translating Results into Clinical 
Practice 
 Systematic meta-analysis shows that currently 
approved oral glucose-lowering agents have simi-
lar effects on haemoglobin A 1C  (HbA 1c ) [ 33 ]. On 
average, approximately a 1–1.25 % reduction in 
HbA 1C  has been observed, with most of the treat-
ment effect evident by 3–6 months of initiation. 
Despite similar effects on glycemic controls, many 
of these drugs have distinct mechanism of action 
(MOA). Understanding the MOA of the different 
classes of oral glucose-lowering drugs will make 
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drug selection and disease management more suc-
cessful. The use of stable isotope methods has 
been proven to be an excellent tool to investigate 
the MOA of drugs and may help in identifying 
responders vs. nonresponders to single- agent or 
combination therapy. Stable isotope technologies 
are also suitable for the investigation of the mech-
anism of adverse effects of glucose-lowering 
drugs. An example from our group is the applica-
tion of stable isotope methods (see description of 
study design above) to elucidate the MOA of glu-
cose-lowering of the bile acid sequestrant cole-
sevelam [ 15 ]. We showed that the improvement in 
HbA 1C  (−0.6 % compared to placebo) was medi-
ated through an increase in fasting plasma glucose 
clearance and an increase in glycolytic disposal of 
oral glucose but not by effects on intestinal glu-
cose absorption. The improvements in glucose 
control were associated with increases in gluca-
gon-like peptide (GLP)-1 and glucose-dependent 
insulinotopic peptide (GIP) concentrations. 
Colesevelam treatment also prevented increases in 
EGP and glycogenolysis, suggesting a predomi-
nant action of colesevelam on glucose homeosta-
sis in the liver, distinct from the metabolic actions 
of metformin. Interestingly, every subject treated 
with colesevelam showed a signifi cant increase in 
bile acid and cholesterol syntheses, confi rming 

target engagement and inhibition of the choles-
terol absorption pathway, but this did not always 
result in an improvement in glucose kinetics. 
These results not only indicate that drug compli-
ance was excellent but that it may prove important 
to characterize the metabolic basis of responders 
vs. nonresponders to improve drug effi cacy. 

 Stable isotope techniques have also been 
applied to better understand the differential meta-
bolic effects of pioglitazone and rosiglitazone on 
hepatic glucose and lipid metabolism. Treatment 
with these two thiazolidinediones improves 
plasma glucose and HbA 1C  concentrations equally 
but differences in lipid metabolism have been 
observed [ 76 ]. Different effects on the regulation 
of hepatic metabolic pathways, for example, may 
be of relevance to the differences in cardiovas-
cular disease outcomes that have been reported 
for these two thiazolidinediones [ 77 ,  78 ]. Using 
methods described above, it has been shown that 
hepatic DNL was reduced by 40 % with piogli-
tazone treatment, whereas no changes were seen 
with rosiglitazone treatment [ 36 ]. Moreover, fast-
ing EGP improved with pioglitazone but not with 
rosiglitazone. Other studies have found effects on 
EGP with both treatments, but effects of piogli-
tazone on both EGP and hepatic lipid synthesis 
or DNL suggest greater activity of pioglitazone 

1-13C1 acetate infusion for DNL, DNCS and Bile Acid Synthesis (10 mg/min)

2-13C1 glycerol infusion for GNG
0.25 mg/kg FFM/min

U-13C6 glucose infusion for EGP
2-13C1 glycerol prime

(15 mg/kg FFM)

U-13C6 glucose prime
(1.2 mg/kg BW)

0.02mg/kg BW/min 0.08mg/kg BW/min

10 pm

Sampling

Mixed lunch mealMixed breakfast meal +
15 g 6,6- 2H2 glucose

for rates of glucose appearance
and glycolytic disposal

0:30 am 2:30 am 5:30–6:30 am 8:30 am 1:30 pm 5:30 pm

  Fig. 3.5    Example of an experimental design using stable 
isotopes for the simultaneous measurement of glucose, 
lipid and bile acid pathways in humans.  BW  Body weight, 

 FFM  fat free mass,  DNL  de novo lipogenesis,  DNCS  de 
novo cholesterol synthesis,  GNG  gluconeogenesis,  EGP  
endogenous glucose production       
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on liver metabolism in patients with type 2 dia-
betes. These results also highlight that even drugs 
within a given class of glucose-lowering agents 
cannot always be considered to have identical 
metabolic effects. Stable isotope methods have 
also been applied to investigate the MOA of 
recently approved sodium- glucose cotransporter 
2 (SGLT2) inhibitors. SGLT2 inhibitors (e.g., 
canaglifl ozin and dapaglifl ozin) improve glucose 
control by increasing renal glucose excretion in 
the urine. Stable isotope methods revealed, how-
ever, that dapaglifl ozin [ 79 ] and empaglifl ozin 
[ 80 ] treatments increased EGP as a consequence 
of lower plasma glucose and insulin levels and 
higher glucagon levels. Results like these are 
helpful for clinicians to decide on an optimal 
treatment strategies for their patients and may 
want to consider using SGLT2 inhibitors together 
with therapies that suppress this increase in EGP 
(e.g., incretin or metformin therapy).  

    Conclusions 

 Assessment of glucose pathways such as EGP, 
glucose absorption, glucose disposal, glycolysis, 
and gluconeogenesis can provide critical infor-
mation when assessing insulin-sensitizing and 
other classes of glucose-lowering drugs. With a 
wide range of tracers and methods available, 
small studies can be designed which give very 
comprehensive assessment of multiple pathways 
in a single study. On the other hand, oral and 
intravenous bolus methods can be easily applied 
to larger studies with minimal effort. Quantitative 
measurement of glucose metabolic pathways 
may enable the  development of novel effective 
therapies and help open the door for personalized 
diabetes management.   

    Lipoprotein and Protein 
Metabolism 

    Introduction 

 In the study of cardio-metabolic disease, probably 
the most signifi cant application of protein turn-
over measurements to date has been in the assess-

ment of lipoprotein production and clearance. The 
production and catabolic rates for atherogenic 
apolipoprotein B (apo-B) containing lipoproteins, 
e.g., low-density lipoprotein (LDL), and anti-ath-
erogenic high-density lipoprotein (HDL) have 
been determined for many disease states and treat-
ments. In spite of this knowledge, there are still 
signifi cant gaps in our understanding of the role of 
lipoprotein metabolism in diabetes and cardiovas-
cular disease. New advances in tandem mass 
spectrometry (LC-MS/MS) have dramatically 
shifted the focus of protein metabolic studies 
away from the study of a single protein at a time, 
e.g., apo-B, toward the measurement of many 
dozens if not hundreds of proteins simultaneously 
(the “lipoproteome”). These developments prom-
ise to dramatically expand our understanding of 
protein regulation in dyslipidemia, atherosclero-
sis, and diabetes (also see Chap.   8    ).  

    Background 

 There is a long and very rich history of protein 
turnover being measured with stable isotopes. 
Indeed several textbooks have been written on 
the topic [ 2 ,  3 ,  9 ]. One of the biggest challenges 
that isotope methods for protein synthesis have 
had is the diffi culty in determining the intracel-
lular isotope enrichment of the labeled amino 
acids. This is because plasma amino acid enrich-
ments do not refl ect the intracellular pool, which 
is the source of label for protein synthesis. Much 
effort has gone into indirectly determining the 
intracellular pool enrichment though chemical 
and modelling approaches [ 2 ,  3 ,  9 ], although for 
lipoprotein metabolism, specifi cally apo-B 
metabolism, this has been less of an issue because 
of the availability of a precursor/product relation-
ship within the plasma compartment for apo-B 
containing lipoprotein particles (see below). 

 Isotope tracer studies have been instrumental 
in shaping our understanding of lipoprotein 
metabolism. The study of lipoprotein metabolism 
using intravenous stable isotope-labeled amino 
acid has been successfully used to evaluate many 
metabolic diseases and therapies. As noted, there 
are several excellent reviews available that cover 
the use of these methods and the modelling 
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 principles involved [ 20 ,  54 ,  78 ,  82 ]. Lipoprotein 
metabolism is extremely complex, involving 
many different particle types, tissues, lipids, and 
clearance mechanisms. 

 Fortunately, in early clinical drug develop-
ment, the critical questions about target engage-
ment, treatment effi cacy, or mechanism of action 
can be addressed with simplifi ed clinical and 
analytical methods, depending on the hypothesis 
being tested. In the case of lipoprotein synthesis 
in the liver, two methods have been well vali-
dated and widely used. The bolus decay method 
combined with multi-compartment modelling is 
very well studied and has been applied success-
fully in many settings. A similar approach using 
a primed constant infusion has also been used 
successfully and can be combined with multi- 
compartment modelling or analyzed with simpler 
precursor/product calculations. Finally, deuter-
ated water labeling has recently been applied to 
lipoprotein metabolism, [ 83 ] and although the 
advantages for these types of studies may be lim-
ited, a simple assessment of hepatic protein syn-
thesis rates can be estimated with a single blood 
sample and no need for an intravenous infusion, 
making it attractive in some settings.  

    Key Methods 

 Regardless of the tracer method used for assess-
ing lipoprotein metabolism, some general princi-
ples study design elements are important to take 
into consideration. Studies of lipoprotein metabo-
lism require special attention to subject selection. 
Properly matching treatment and control groups 
   for body composition, exercise habits, glucose 
tolerance, lipid-lowering medication, plasma cho-
lesterol, triglyceride, and HDL and LDL apo-A 
and apo-B levels are all potentially important to 
ensure proper interpretation of results. Sex hor-
mone status, hormone supplementation, alcohol 
intake, unusual dietary habits (e.g., low carbohy-
drate diet, vegan diet, etc.), and nutritional supple-
ment use should also be considered. If medications 
are allowed, stable dose and laboratory values 
should be confi rmed, and medication washout 
periods should be based on known pharmacoki-
netic/pharmacodynamic (PK/PD) parameters. If 

the study population has very high or very low 
plasma lipid values, genetic testing for known 
polymorphisms may also be warranted since 
mutations in lipoproteins and receptors (e.g., 
familial hypercholesterolemia) can signifi cantly 
confound results if not taken into consideration. 

 Because much of the information regarding 
lipoprotein metabolism is related to the size and/
or density of the lipoprotein particle, sample col-
lection and storage are important to carefully 
control. Blood samples should be collected on 
ice, spun quickly, separated into aliquots, and 
frozen preferably at −80 °C. Particular care 
should be taken to avoid repeated freeze-thaw 
cycles. Generally 1 mL of plasma or serum is suf-
fi cient for isolation of lipoprotein particles and 
subsequent mass spectrometry. Sequential ultra-
centrifugation is commonly used to separate 
 lipoproteins by density, followed by precipitation 
or isolation of individual proteins by polyacryl-
amide gel electrophoresis (PAGE). Isolated pro-
teins are then hydrolyzed to amino acids. 
Following acid hydrolysis, amino acids are 
derivatized with pentafl uorobenzyl bromide and 
leucine enrichments are measured by GC/MS. 

 Historically, these studies are performed in 
the fasted state, and a large literature concerning 
the effects of a variety of drugs and diet interven-
tions is available. However, more recently, there 
has been a shift toward performing studies in a 
fed state, either a simulated “constant” fed state 
where subjects consume a small meal at regular 
intervals throughout the day [ 81 ,  84 ] or follow-
ing a defi ned test meal [ 85 ]. Fasting apo-B 
metabolism has played an important role in elu-
cidating the LDL-lowering mechanisms of 
statins [ 86 – 88 ], ezetimibe [ 89 ], ligands for per-
oxisome proliferator- activated receptors [ 90 ,  91 ], 
and niacin [ 92 ], among other drugs [ 88 ]. Because 
of this, fasting values provide a simple, steady-
state condition to compare new therapeutic 
approaches to the standard of care. On the other 
hand, postprandial (fed) lipoprotein metabolism 
is emerging as a rich and important area for the 
study of atherosclerotic risk factors [ 85 ], particu-
larly as related to the regulation of triglyceride 
and chylomicron metabolism. More studies are 
still needed to fi rmly establish which pathways 
are most important for reducing cardiovascular 
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risk, however. In all studies of lipoprotein kinet-
ics, accurate measurement of individual protein 
concentrations is extremely valuable. This is par-
ticularly important when performing studies in 
the fed state as the changes in concentration of 
each traced metabolite is used in the kinetic 
calculations. 

    Intravenous Bolus Method 
 Of the tracer methods available for determining 
apolipoprotein production and clearance rates, 
the intravenous bolus method is considered by 
many to be the “gold standard” approach, and 
indeed, it has been very thoroughly studied in 
many disease and treatment studies. The details 
of the method are available and published in sev-
eral reviews [ 20 ,  93 ]. 

   Method 
 A typical protocol will involve a single bolus of 
deuterated leucine ([5,5,5- 2 H 3 ]leucine, also called 
d 3 -leucine), 5 mg/kg of body weight administered 
intravenously within a 2-min period. Blood sam-
ples are taken immediately prior to and following 
the injection of the isotope at 5, 10, 20, 30, and 
40 min and at 1.0, 1.5, 2.0, 2.5, 3.0, 4.0, 5.0, 6.0, 
8.0, and 10.0 h. Sampling may continue at 2-h 
intervals depending on the turnover of the target 
particle. VLDL turnover may be complete by 
12 h, whereas LDL and HDL apolipoproteins 
may require >18 h of sampling due to the relative 
half-lives of these apolipoproteins in the blood. 
Additional fasting blood samples can be collected 
at longer intervals, e.g., 24, 48, 72, and 96 h. 
Following determination of leucine enrichment in 
the apolipoproteins of interest, the data are mod-
eled using SAAM II or similar multi-compart-
ment modelling software. The compartmental 
model used and the specifi c parameters calculated 
should be selected based on the specifi c protocol 
and hypothesis being tested. Production and 
clearance rates of many individual lipoproteins 
can be determined with this method as well as the 
conversion rates from one particle to another.  

   Advantages/Disadvantages 
 The bolus method has some intrinsic advan-
tages over other isotope labeling approaches. It 
is particularly useful to characterize the conver-

sion of one particle into another, e.g., VLDL 
to intermediate- density lipoproteins (IDL) to 
LDL. This approach may also be desirable 
because it does not require a long intravenous 
infusion; data analysis does however require the 
use of relatively complex multi-compartment 
modelling and very frequent blood sampling. 
Blood volumes of at least 2 mL per time point are 
recommended for isolation of lipoprotein density 
fractions by ultracentrifugation. Plasma or serum 
samples are suitable for analysis. Until recently, 
the standard method for analysis of lipoprotein 
kinetics involved selective precipitation of apo-B 
from VLDL and LDL samples, and isolation of 
apo-A and other apolipoproteins by immunoaf-
fi nity precipitation or gel electrophoresis.   

    Primed Constant Infusion 
 A primed constant infusion of isotopically labeled 
leucine is a commonly utilized alternative to the 
bolus decay method. Operationally, it is very simi-
lar and can yield essentially the same types of 
kinetic results using multi-compartment models 
[ 20 ,  93 ] when frequent blood samples are obtained. 

   Method 
 A typical study design is as follows: subjects receive 
a primed constant infusion of d 3 -leucine under 
fasted or fed conditions to determine the kinetics of 
LDL apo-B; [5,5,5-D3]L-leucine (10 μmol/kg 
body weight) is injected, intravenously, as a bolus 
followed by a continuous infusion (10 μmol/kg 
body weight/h) over a 15-h period. Blood samples 
are collected at 0, 30, 35, and 45 min and 1, 1.5, 2, 
3, 4, 6, 9, 10, 12, and 15 h after the bolus. VLDL, 
IDL, and LDL are isolated by sequential ultracen-
trifugation. Blood samples (2–5 mL) for plasma or 
serum collection are drawn at each time points. 
Serum is collected immediately after centrifugation 
and stored at −70 °C as 1–2.5 mL serum or plasma 
aliquots in cryogenic vials. Lipoproteins are iso-
lated and analyzed as described above.  

   Advantages/Disadvantages 
 The primed constant infusion method can be very 
useful in obtaining reasonable estimates of lipo-
protein fractional synthesis rates with signifi -
cantly fewer blood samples and modelling, which 
may be more compatible with early clinical 
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 studies where blood volumes are limited and 
sampling protocols for safety and PK are 
involved. This modifi ed approach utilizes the 
measured VLDL apo-B d 3 -leucine enrichment as 
a surrogate for intrahepatic d 3 -leucine, based on 
the assumption that VLDL apo-B is fully replaced 
when measured [ 94 ]. Once the precursor pool for 
hepatic lipoprotein synthesis is established, a 
simple precursor/product calculation can be used 
to determine the fractional synthesis rate of each 
lipoprotein of interest. This can be done, in prin-
ciple, from a single blood sample. Confi rming 
the complete replacement of VLDL is recom-
mended, however, by taking several sequential 
samples and demonstrating plateau enrichment. 
As shown in Fig.  3.6 , the VLDL apo-B reaches 
plateau enrichment by 20 h, which allows the    % 
new LDL apo-B produced to be calculated as the 
ratio of d 3 -leucine enrichment LDL apo-B to the 
VLDL apo-B. A primed constant infusion method 
is more frequently used in fed studies because the 
kinetics are simpler to calculate; however, the 
modelling parameters are similar. It is important 
to understand that in modelling studies of this 
type, the more frequent the sampling, the more 

accurate the fi tting results are; therefore, reduc-
ing the number of samples collected should be 
balanced with the increased sample size likely 
required. In large studies it may be most practical 
and economical to study a greater number of sub-
jects with fewer analyses per subject; however, 
this should be based on known intra-subject vari-
ability and good treatment effect estimates.

        Recent Advances 
 LC-MS/MS methods are emerging as an exciting 
platform to perform kinetic analysis of many 
 apolipoproteins and associated proteins at once 
[ 11 ,  22 ,  36 ,  83 ,  95 ]. This approach has been 
 successfully used with a variety of LC-MS/MS 
instrument platforms. As an analytical modality, 
LC-MS/MS is compatible with any of the labeling 
protocols described above. While still early in its 
adoption, LC-MS/MS analysis of protein enrich-
ment allows the simultaneous assessment of pro-
tein composition and turnover rates on lipoprotein 
particles. It is now well established that HDL, for 
example, can carry more than 100 different pro-
teins which presumably impact its function as an 
anti-atherosclerotic particle [ 96 – 98 ]. Improved 
understanding of the relationship between the 
HDL-associated proteins and atherosclerotic risk 
will be valuable. Table  3.1  lists some simultane-
ously measured proteins on LDL and HDL and 
their half-lives as measured by LC-MS/MS.

   Deuterated water labeling is also being used 
more frequently to assess human plasma protein 
metabolism [ 36 ]. Recent publications in mice 
demonstrate the feasibility of the approach and 
open the possibility to measuring the production 
and clearance of apolipoproteins without an intra-
venous infusion [ 83 ]. In fact, in some cases apoli-
poprotein kinetics could be obtained from dried 
blood spots from a fi nger stick, presenting the 
opportunity for essentially noninvasive measure-
ments (i.e., no intravenous infusion, no blood 
draw). Needless to say, the possibility of a simple 
inexpensive labeling and a noninvasive sampling 
system would potentially allow the synthesis and 
degradation of apolipoproteins to be measured in 
thousands of subjects and could even be adapted 
into a diagnostic test based on fl ux rather than 
concentration of atherogenic particles. Currently, 
these methods could be applied using the same 

  Fig. 3.6    Example of the use of a primed constant [1- 13 C 1 ]-
leucine infusion method for the measurement of very low-
density lipoprotein (VLDL) apolipoprotein B (apo-B) and 
low-density lipoprotein (LDL) apo-B turnover in a healthy 
subject. The volunteer was confi ned to the Clinical 
Research Unit throughout the study under standardized 
conditions. The infusion was administered for 20 h, and 
fasting blood samples were obtained hourly for the assess-
ment of  13 C-leucine enrichments in VLDL apo-B and 
LDL apo-B. The catabolic rates are 13.4 and 2.6 % per 
hour for VLDL apo-B and LDL apo-B, respectively, and 
the half-lives are 5 and 26 h for VLDL apo-B and LDL 
apo-B, respectively, for this subject       
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labeling paradigms as described above utilizing 
deuterated water. Careful monitoring of body 
water enrichments and some modelling is required 
to account for the changing body water during the 
loading phase, since this period will contribute to 
most of the label of apolipoproteins. Because this 
method can be combined with measurement of 
lipid fl uxes simultaneously, it has enormous 
potential to inform early phase drug development 
in lipidology and cardiovascular disease.  

    Tissue and Whole-Body Protein 
Synthesis 
 The synthesis and degradation of proteins is 
 critical to maintain cell viability, and alterations 
in protein homeostasis have been implicated in 
many diseases as well as the normal decline in 
cellular functions with age. Much of the early 
work studying protein turnover focused on pro-
tein balance in the whole body, with an emphasis 
on the assessment of adequate protein intake. 

 The application of LC-MS/MS to tracer stud-
ies of tissue protein metabolism has several 
important applications to the study of metabolic 
disease and development of new therapeutics. 
Loss of skeletal muscle mass with aging, for 
example, is a signifi cant contributor to morbidity 
and mortality, particularly in patients with meta-
bolic disease. The continued synthesis of skeletal 
muscle proteins is critical for maintenance of 
skeletal muscle mass; moreover, interventions 

aimed at improving metabolic health have sig-
nifi cant benefi cial impact on muscle mass and 
function. Examination of the dynamics of muscle 
proteome with deuterated labeling and LC-MS/
MS can determine the fractional synthesis rate of 
glycolytic, mitochondrial, contractile, and ER 
proteins from a single 10-mg sample [ 22 – 24 ]. 
This approach can similarly be applied to adipose 
tissue samples or other tissues. The application of 
these methods to plasma proteins can be an effec-
tive method for biomarker discovery and can 
potentially be used to noninvasively monitor 
intracellular protein synthesis if there is suffi cient 
transport of cellular proteins into the plasma. The 
ability to determine the synthesis of specifi c indi-
vidual proteins within a cell allows improved 
understanding of the regulation or dysregulation 
of functional cellular components. 

 Deuterated water labeling has been critical for 
the development of methods to study skeletal 
muscle and adipose protein synthesis. Because of 
the ease of administration for long periods of 
time and the small physical sample requirements 
for LC-MS/MS analysis, large-scale studies eval-
uating changes in proteome turnover in cardio- 
metabolic diseases are now possible. While still 
early in their development, the use of proteomic 
platforms with isotope labeling will have a 
 signifi cant impact on the breadth of drug targets 
and diseases that will ultimately be understood 
based on the changes in protein fl uxes which are 

   Table 3.1    An example of the simultaneous measurement by LC-MS/MS of the fractional synthesis rates of multiple 
proteins in HDL and LDL fractions isolated by sequential ultracentrifugation from a healthy volunteer after a 20-h 
primed-continuous infusion of [U- 13 C 6 ]-leucine   

 HDL  LDL 

 Protein  Mean (%)  SD (%) 
 Number
of peptides  Mean (%)  SD (%) 

 Number
of peptides 

 Apo-L1  2  1  3.3  22  6  1.2 
 Apo-A1  14  4  9.2  16  4  8.4 
 Apo-A2  14  4  2.2  13  3  2.1 
 Apo-A4  37  11  4.1  33  6  0.9 
 Apo-B  27  6  14.3  22  6  29.7 
 Apo-C2  51  17  3.9  44  9  6.7 
 Apo-C3  47  12  4.0  46  9  3.8 
 Apo-C4  53  12  1.2  50  10  1.6 
 Apo-E  80  19  7.8  89  10  14.4 
 Apo-M  5  1  4.1  16  4  1.7 
 PON1  5  2  4.1  −  −  − 
 Serum amyloid A  12  4  1.0  −  −  − 
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induced by disease and restored with effective 
therapies.   

    Translating Results into Clinical 
Practice 

 It is well established in the lipoprotein literature that 
statin treatment reduces LDL cholesterol levels by 
increasing the clearance of LDL particles through 
the upregulation of the LDL receptor in the liver 
[ 99 ]. This simple assessment is misleading, how-
ever, given the complex interactions between spe-
cifi c manifestations of cardio- metabolic disease, 
concurrent medications and lipoprotein metabo-
lism. This makes generalizations regarding the 
effect of a treatment on lipoprotein metabolism and 
its relationship to improving traditional risk factors 
diffi cult. Based on the clinical experience with 
statin therapies, it is reasonable to predict that novel 
interventions, such as anti-PCSK9 therapies, which 
increase LDL clearance rates and lower LDL con-
centrations, will provide clinical benefi t. Reductions 
in LDL that are a result of impaired hepatic produc-
tion of apo-B-containing particles may provide 
LDL lowering; however, that may come with an 
increased risk of hepatic lipid accumulation. Early 
trials of apo-B antisense in humans suggest that this 
is not the case but larger and longer studies will be 
required to confi rm this [ 100 ]. Recent trials using 
apo-C-III antisense provide some enticing data on 
the effect of reducing apo-C-III production. In 
human trials, inhibiting apo-C-III production 
reduced triglyceride levels and increased HDL cho-
lesterol [ 101 ]. Preclinical studies also suggest that 
there may be potential for improvement in meta-
bolic syndrome and atherosclerosis [ 102 ].  

    Conclusions 

 Using stable isotopes to assess the lipoprotein 
fl uxes has been a critical element in our under-
standing and treatment of dyslipidemia and car-
diovascular disease. Understanding the 
mechanisms of lipid lowering in early clinical 
studies will continue to be important in the eval-
uation of the potential safety and effi cacy of 
novel agents. Continued development of novel 

tools and clinical studies examining the relation-
ship between apolipoprotein fl uxes and 
 cardio- metabolic disease will continue to be 
essential in advancing novel treatments.      
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 Summary

 Background

The increasing prevalence of obesity worldwide 
has prompted the development of noninvasive 
imaging techniques to monitor excessive accu-
mulation of ectopic fat in liver and muscle. These 
methods may be applied to quantify liver, and 
skeletal muscle fat may be used to assess efficacy 
and safety endpoints in the development of new 
drugs for the treatment of nonalcoholic fatty liver 
disease (NAFLD) and related conditions such as 
type 2 diabetes.

 Key Methods

 Noninvasive Imaging Assessment 
of Liver Fat
Ultrasound (US)
Hepatic parenchymal imaging of liver fat using 
US currently is semiquantitative, difficult to 
interpret, and lacks reproducibility.

Computed Tomography (CT)
Non-contrast CT currently may have a limited role 
in the noninvasive assessment of liver fat when it is 
performed for other reasons such as evaluating 
coronary artery calcium or as part of a clinical CT 
abdomen examination or when magnetic reso-
nance imaging (MRI) is contraindicated or not 
available. In such situations, non-contrast CT 
images of hepatic parenchyma could be evaluated 
for liver fat, but results may be difficult to interpret 
and, unless all CT exams performed on carefully 
calibrated scanners, may lack reproducibility.

Magnetic Resonance Spectroscopy (MRS)
The use of MRS to noninvasively assess liver fat 
has a limited role in drug development, mainly 
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due to challenges of implementation in multi-
centre studies. However, it may be helpful in 
single-centre early exploratory or mechanistic 
studies.

Conventional Magnetic Resonance 
Imaging ((MRI) 2-Point Dixon Imaging)
Conventional 2-point Dixon MRI (i.e., double- 
echo imaging, usually at usually at in-phase (IP)
and opposed phase (OP) echo time (TE) values,
with a low flip angle to minimize T1 weighting, 
and analysis that accounts for interference effects 
between fat peaks) may play a role in drug devel-
opment if acquisition parameters are rigorously 
standardized and limitations are understood. The 
most important limitation is that this kind of 
imaging neglects T2* effects and hence tends to 
underestimate liver fat content. However, so long 
as the study intervention does not affect T2* 
(e.g., by changing the degree of iron deposition in 
the liver from one time point to the next), 2-point 
Dixon MRI is likely to be accurate for assessing 
longitudinal change in liver fat content and hence 
may serve as a suitable biomarker for safety or 
efficacy in that setting.

Advanced Magnetic Resonance  
Imaging (MRI)
Advanced MRI (i.e., three or more echoes to per-
mit T2* correction, low flip angle to minimize T1 
weighting, and analysis that accounts for interfer-

ence effects between fat peaks) can play an 
important role in drug development. These tech-
niques provide an estimate of proton density fat 
fraction (PDFF), a biomarker of liver fat content,
and are well suited for drug development trials 
where assessment of liver fat content is required, 
including those in which a baseline level of liver 
fat content is needed for study inclusion, and for 
studies in which drug efficacy, safety, and mecha-
nism are being assessed. Importantly, MRI- 
estimated PDFF using advanced techniques is
reproducible across scanner manufacturer and 
field strength which facilitates implementation in 
multicentre clinical trials. Moreover, comparison 
of different studies is reliable and meta-analysis 
of multiple studies is possible. Challenges facing 
advanced MRI estimation of PDFF are that it
is not yet widely available, that care quality con-
trol is required, and that levels and changes of 
PDFF that are clinically and biologically mean-
ingful have not been established. To improve 
availability, we recommend partnership with 
a team experienced in the acquisition and analy-
sis of advanced MRI and centralized analysis 
of images. Analysis of PDFF levels and
changes between treatment and placebo groups 
will require multidisciplinary input. Required 
numbers of subjects in clinical trials will likely 
strongly depend on the values of and changes 
in PDFF that are considered to be clinically
significant.

Method Measurement Advantages Disadvantages
Value in drug 
development decisions

Ultrasound 
(US)

Images based on 
frequency and strength 
(amplitude) of ultrasound 
signal and time it takes 
for that signal to return 
to transducer

Inexpensive, 
widely available

Inaccurate, imprecise, 
operator dependent

Low suitability for 
clinical trials requiring 
quantitative assessment 
of liver fat

Computer 
tomography 
(CT)

Images based on 
measuring x-ray 
attenuation

Widely available, 
moderate 
accuracy, high 
repeatability

Ionizing radiation, 
expensive, not always 
reproducible across 
different CT scanners

Limited suitability for 
clinical trials requiring 
quantitative assessment 
of liver fat

Magnetic 
resonance 
spectroscopy 
(MRS)

MR spectrum obtained 
from specified location 
in liver

Accurate, high 
repeatability, 
provides detailed 
spectral 
information for fat

Whole liver not 
assessed, analysis 
requires expertise, 
expensive, limited 
reproducibility across 
different MR scanners

Suitable for some 
single-centre cross-
sectional and longitudinal 
studies where additional 
information to that 
available from MRI is 
being sought
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 Noninvasive Imaging Assessment 
of Skeletal Intramyocellular Lipid 
(IMCL)
Magnetic Resonance Spectroscopy (MRS)
As described above for MRS evaluation liver fat, 
MRS noninvasive assessment of IMCL may also 
have a limited role in drug development. Since 
MRI alone cannot assess IMCL and since MRS is 
the only way to assess IMCL noninvasively, if 
noninvasive assessment of IMCL is required, 
MRS is necessary. Hence, although there are limi-
tations, MRS is feasible for single-centre trials 
where expertise in acquisition and analysis is 
available.

 Conclusions

In the context of developing new drugs for nonal-
coholic fatty liver disease (NAFLD) and related 
metabolic conditions (obesity, type-2 diabetes, 
cardiovascular disease, metabolic syndrome), 
advanced MRI currently stands out as the best 
method to assess liver fat. The advantages of 
whole-liver coverage, accuracy, precision, suit-
ability for multi- as well as single-centre trials, 
and suitability for cross-sectional and longitudi-
nal trials outweigh the disadvantages of cost and 
currently less-than-widespread availability. The 
various MRI scanner vendors are developing and 
can be expected in the future to support advanced 
MRI techniques. Future harmonization of acqui-
sition and analysis techniques across MRI scan-
ner vendors will result in advanced MRI 
becoming more widely available, and eventually 

results across sites, vendors, and time will be 
comparable. Conventional 2-point Dixon MRI is 
likely to remain useful in longitudinal trials.

Advanced ultrasound techniques are being 
developed to assess liver fat and, if validated as 
biomarkers of liver fat, may also become useful 
in clinical trials. CT is likely to be less useful 
than MRI but probably will continue to be of 
value on a limited basis when advanced MRI is 
not available or contraindicated. MRS is cur-
rently the only way to noninvasively assess 
IMCL, and so if that is required in single-centre 
or small multicenter trials, it may be of use. The 
use of MRS in large multicenter trials to assess 
IMCL is not feasible at this time.

 Introduction

The global obesity epidemic is driving increasing 
rates of type 2 diabetes [1–3], nonalcoholic fatty 
liver disease (NAFLD) [4–6], and associated car-
diometabolic disorders [6–9]. This urgent public 
health threat has prompted the development of 
noninvasive imaging techniques to monitor exces-
sive accumulation of ectopic fat in liver and mus-
cle. Ectopic fat is defined as the deposition of 
triglycerides within non-adipose tissue cells that 
normally contain only small amounts of fat [10]. 
Fat deposition in liver and/or muscle has adverse 
cardiometabolic consequences that arise through 
effects on aspects of local and systemic energy 
metabolism [11, 12]. In liver and muscle, triglycer-
ide content usually correlates with whole-body and 
tissue-specific insulin sensitivity. Accumulation of 

Method Measurement Advantages Disadvantages
Value in drug 
development decisions

Conventional 
magnetic 
resonance 
imaging (MRI)

MR T1-independent 
nominally out-of-phase 
and in-phase images 
obtained of liver

Whole liver 
imaging, widely 
available, good 
precision

Inaccurate, expensive, 
requires standardization

Suitable for some single 
and multicentre 
longitudinal studies 
requiring quantitative 
assessment of liver fat

Advanced 
magnetic 
resonance 
imaging (MRI)

MR T1-independent 
nominally alternately 
out-of-phase and 
in-phase images obtained 
of liver using three or 
more echoes

Whole liver 
imaging, accurate, 
precise, yields 
estimates of both 
PDFF and T2*

Not yet widely 
available, expensive, 
requires standardization

Suitable for single and 
multicentre cross-
sectional and longitudinal 
studies requiring 
quantitative assessment 
of liver fat

4 Imaging Techniques for the Assessment of Ectopic Fat in Liver and Skeletal Muscle
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fat in the abdominal viscera has an equal or more 
important role in the development of cardiometa-
bolic risk compared with overall obesity [10].

NAFLD is a highly prevalent, and largely sub-
clinical, disorder in which fat collects in hepato-
cytes in people who have limited alcohol 
consumption and who have no other condition 
causing steatosis [13]. NAFLD presents as a 
spectrum of disease, ranging from simple (or 
 isolated) steatosis to nonalcoholic steatohepatitis 
(NASH), a more advanced form of the disease 
characterized by inflammation and cellular 
injury, and sometimes by fibrosis, as well as ste-
atosis. NAFLD is associated with the metabolic 
syndrome, insulin resistance, and type 2 diabetes 
mellitus [9, 14]. NAFLD exacerbates insulin 
resistance in the liver and systemically [14]. 
Moreover, NAFLD generates an atherogenic 
lipid profile and other risk factors for cardiovas-
cular disease [15, 16]. In a minority of affected 
subjects, NASH may progress ultimately to cir-
rhosis and hepatocellular carcinoma.

Intramyocellular lipid (IMCL) is fat that is 
deposited intracellularly within skeletal muscles. 
It also has been implicated in the pathogenesis of 
the metabolic syndrome [17]. Several studies 
have shown that increased IMCL is associated 
with decreased insulin sensitivity in individuals 
with obesity or type 2 diabetes [18, 19] and in the 
offspring of patients with type 2 diabetes [20, 
21]. It has been hypothesized that defects in skel-
etal muscle mitochondrial function are associated 
with both decreased insulin resistance and accu-
mulation of IMCL in skeletal muscle [22]. The 
thiazolidinedione class of glucose-lowering 
drugs, e.g., pioglitazone, may improve insulin 
sensitivity in subjects in part by reducing intra-
cellular triglyceride content of skeletal muscle 
and liver [23].

NAFLD has emerged as a potential target for 
the prevention of type 2 diabetes, reflecting a 
potential bi-directional relationship between liver 
fat, insulin resistance, and the metabolic syn-
drome [9]. A range of non-pharmacological and 
pharmacological interventions has been evaluated 
for NAFLD and associated cardiometabolic risk 
factors. The latter include diet-induced weight 

reduction and physical exercise [24–26], bariat-
ric surgery [25], metformin [27, 28], thiazolidin-
ediones [23, 28, 29], omega-3 fatty acids [30], 
statins [31], and 11β-hydroxysteroid dehydroge-
nase type 1 inhibitors [32]. Noninvasive methods 
to quantify liver and skeletal muscle fat may be 
used to assess efficacy and safety endpoints in 
drug development (Table 4.1). In early- phase 
drug development, noninvasive methods can 
determine whether drugs have fat-lowering or 
fat-raising effects in liver and/or skeletal  muscle. 
They can also  determine the time course and 
duration of these effects. This information may be 
useful for go/no-go decisions. In late-phase drug 
development, noninvasive methods additionally 
may serve to measure surrogate or secondary 
biomarker endpoints in clinical trials for drugs 
intended to reduce ectopic fat accumulation.

Multiple imaging methods have been pro-
posed to measure the amount fat in the liver [33, 
34]. This chapter emphasizes magnetic resonance 
imaging (MRI) and magnetic resonance spectros-
copy (MRS) methods as these are the most accu-
rate and precise methods for liver fat quantification 
[35]. We also review ultrasound (US) and com-
puted tomography (CT) and discuss relative 
strengths and weaknesses. For monitoring IMCL, 

Table 4.1 Potential roles of liver and muscle fat imaging
in cardiometabolic drug development

Screening of subjects to determine eligibility
  To identify subjects with fatty liver, without fatty liver, 

and subjects spanning a spectrum of fat deposition 
severity

Endpoint in interventional clinical trials
  Change in fat content in treatment vs. placebo groups. 

Imaging may be used to assess efficacy for drugs 
intended to lower liver fat, safety of drugs intended for 
other purposes that may cause fat accumulation as an 
unwanted effect, and interim analyses for clinical trials 
with vanguard design to determine whether to proceed 
or terminate early. Such data may inform go/no go 
decisions, design of larger studies, applications for 
Food and Drug Administration (FDA) approval, etc

Elucidation of mechanism
  Serial analysis of fat accumulation in liver and 

extrahepatic fat depots may help elucidate mechanism 
of action of novel drugs for diabetes and related 
metabolic diseases
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however, MRS is the only noninvasive method 
that has gained widespread acceptance [36].

 History of Magnetic Resonance 
Imaging of Fat in Liver and Skeletal 
Muscle

A variety of MRI-, MRS-, CT-, and US-based 
approaches have been proposed to measure fat in 
the liver. As the leading methods for quantifying 
liver fat are MRI and MRS, we will briefly review 
only the history of MRI and MRS here.

MRI of liver fat began in 1984 when Dixon 
et al. proposed an MRI-based liver fat measure-
ment technique; [37] to this day, MRI-based tech-
niques to measure fat throughout the body are 
often referred to as Dixon imaging. In the 1990s, 
MRI-based quantification was extended to collect 
three echoes [38], and dual-echo techniques 
using gradient-recalled-echo (GRE) sequences 
were developed to allow single breath- hold fat 
assessment [39]. More complete understanding 
of the MR behavior of fat allowed development 
and refinement of advanced MRI methods to esti-
mate proton density fat fraction (PDFF), a stan-
dardized biomarker un- confounded by biological, 
physical, or technical factors [40–42].

Liver and muscle MRS initially focused on 31P
and 13C, but these techniques are not aimed at 
quantifying fat. 1H MRS-based measurement of 
liver fat began in the 1990s when three landmark 
papers examined several confounding factors 
[43–45]. More recently,1H MRS was used to 
measure liver fat in over 2,000 subjects to inves-
tigate the prevalence of fatty liver at a population 
level [46]. Multi-TE 1H MRS techniques have 
subsequently been developed that allow hepatic 
PDFF estimation in a single breath-hold [47, 48].

In 1993, Schick et al. [49] were the first to 
realize that there were two different types of fat 
in muscle; these were identified by Boesch et al.
[50] as intramyocellular lipid (IMCL) and extra-
myocellular lipid (EMCL). It was recognized that 
skeletal muscle MRS was orientation-dependent 
[51] and that IMCL was important in providing 
an energy source in endurance exercise [52].

 Noninvasive Liver Imaging Methods

 Ultrasound

Perhaps the most common imaging modality to
assess liver fat is conventional US, which is 
widely available and can be performed quickly, 
cheaply, and safely [53]. However, conven-
tional US only produces a qualitative estimate 
of liver fat, relies on a subjective interpretation 
of features in the US image, and is both opera-
tor and machine dependent [54–56]. Thus esti-
mates of liver fat derived from conventional US 
are semiquantitative and have lower repeatabil-
ity and reproducibility than MRI or MRS and 
so are of limited value in assessing hepatic fat 
to inform drug development decisions. US is 
more reliable at identifying moderate-to-severe 
degrees of hepatic steatosis as confirmed by 
histology than are measurements of serum liver 
transaminase levels [15]. Advanced US meth-
ods are being investigated to provide quantita-
tive estimates of liver fat [57]. However, these 
techniques are still in development and have 
only limited availability. While these tech-
niques should provide more accurate estimates 
of liver fat than conventional US, only limited 
data are currently available on the accuracy and 
precision of these techniques. Hence, these 
investigational techniques currently have lim-
ited applicability in drug development.

 Computed Tomography

Unenhanced CT evaluates liver fat by measuring 
x-ray attenuation; x-rays are attenuated less in 
fatty liver than in non-fatty liver [53]. While CT 
lacks the ease and portability of ultrasound, it is 
more widely available and more rapid than MR 
scans. Unlike US, x-ray attenuation is not subjec-
tive and can be measured precisely [58–60]. 
However x-ray attenuation is affected by several 
patient factors in addition to fat, reducing the 
accuracy and precision of liver fat  estimation 
[58]. There may also be variability of attenuation 
values between CT scanners, particularly those 
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produced by different manufacturers [61]. 
Finally, CT uses ionizing radiation, which limits 
its use in vulnerable groups such as children and 
pregnant women or in studies where multiple 
scans are required over time [62]. For these rea-
sons CT has only limited applicability for liver 
fat quantification in drug development, and the 
use of CT for this purpose is not justified if MRI 
is available or unless CT of the liver is being per-
formed anyway for other reasons.

 Introduction to Magnetic Resonance 
Measurement Techniques

The two noninvasive MR-based techniques used 
to assess liver fat are 1H (i.e., proton) MRS and 
MRI. Although the information that these tech-
niques produces is different, the two approaches 
are similar; the same physics principles underlie 
and the same equipment is used for both tech-
niques. The patient is placed in a strong magnetic 
field (called the “main” magnetic field), and then 
both water and fat molecules in the patient’s body 
are excited with radiofrequency (RF) pulses. In 
MRI, gradients (additional magnetic fields of far 
smaller strength than the main magnetic field) 
and Fourier transformation are used to “encode” 
signals allowing images to be produced.

For MRS, gradients are used to locate (i.e., 
preferentially excite only) a region of interest, and 
then the Fourier transform of that signal produces 
a spectrum (which, as described further below, 
depicts the MR signal intensity transmitted from 
hydrogen protons in different chemical environ-
ments such as those in water molecules and those 
in the various moieties of triglyceride molecules). 
To the patient undergoing an MR examination, 
the difference between the two approaches may 
not be obvious, except that MRS sequences often 
are quieter than MRI sequences. Even though 
MRS measurements technically are not MRI per 
se, MRS examinations always require some imag-
ing to allow accurate placement of the volume 
from which fat is being measured. Hence, the 
phrase “MRI” is often colloquially used to 
describe both MRI and MRS, even if the main 
outcome is an MRS measurement.

Most of the strengths and weakness of MRI 
apply equally to MRS. The lack of ionizing radi-
ation in MR examinations safely permits repeat 
scanning and hence longitudinal monitoring. It 
also allows scanning of vulnerable groups, such 
as children and, if necessary, pregnant women. 
Given the increasing prevalence of obesity in 
children, with its downstream problems related to 
NAFLD, NASH, and other metabolic syndrome 
complications, the ability to scan children safely, 
accurately, and precisely to measure fat over time 
is a significant strength of both MRI and MRS.

A common contraindication to MR scanning 
is claustrophobia. MR systems are designed to 
achieve a highly uniform main magnetic field, 
which is required for both MRI and MRS. 
The most common scanner geometry that 
 provides this is a long-cylinder (or long “bore”) 
geometry. Modern MR systems generally 
have shorter bores than early scanners, decreas-
ing claustrophobia- induced examination failure. 
Recent wider-bore MR systems have been 
designed which further reduce the incidence and 
severity of claustrophobic reactions and also 
increase the size of patients who can be scanned, 
which is of importance in conditions associated 
with obesity. Open systems have also been 
designed which further reduce claustrophobic 
reactions, but these systems operate at lower 
fields strengths and have poorer uniformity than 
equivalent smaller-bore systems. As yet the 
advanced MRI and MRS methods detailed in 
this chapter have not been validated in open sys-
tems. Other contraindications to MR scanning 
arise from the interaction of the (necessary) 
magnetic field or RF pulses, with metallic “for-
eign bodies” in the patient being scanned. Many 
objects implanted for clinical purposes such 
pacemakers, metallic cardiac valves, and some 
surgical clips exclude patients from undergoing 
an MR scan. Also metal that has entered the 
body accidentally may be of concern, particu-
larly metal fragments in the orbits since the MRI 
magnet can exert a pull on these tiny metal frag-
ments potentially leading to serious injuries. For 
this reason, screening is required beforehand, 
generally in the form of a questionnaire to ensure 
that patients can safely be scanned.
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Both MRS and MRI exploit differences in the
resonance frequency of hydrogen nuclei in water 
and fat molecules to measure fat signal quantita-
tively. Typical MR spectra from adipose and liver 
tissue are shown in Fig. 4.1, displaying the sepa-
rate frequencies, or chemical shifts, of the vari-
ous water and fat peaks. The resonant frequency 
of each hydrogen nucleus is determined by the 
magnetic field it “experiences.” The frequency 
position of a particular peak, or chemical shift, is 
determined by the amount of electron shielding it 
experiences. Both protons in water molecules
experience the same amount of shielding and 
hence the same magnetic field, so there is only 
one water spectral peak. Different hydrogen 
nuclei in fat molecules experience slightly differ-
ent levels of shielding and hence experience dif-
ferent magnetic fields, resulting in a fat spectrum 
that has several peaks [63]. Individual fat peaks 
will have a complex shape due to j-coupling, but 
a discussion of this affect is beyond the scope of 
this chapter [47]. While the individual main fat 
peaks can be partially discerned in pure fat tissue, 
there is insufficient spectral resolution at clinical 
field strengths (1.5 T and 3 T) to delineate all of 
the liver fat peaks in vivo [63].

The resonant frequency of each MR spectral 
peak (fat, water, and other) could be, but rarely is, 
given as its actual resonant frequency (near 
63 MHz for 1.5 T scanners and near 127 MHz 
for 3 T scanners). However, it is useful and is 
common practice to indicate the position of each 
spectral peak in parts-per-million (ppm), which is 
independent of the strength of the main magnetic 

field. By convention, spectral peak frequencies
are measured with respect to a reference material 
(tetramethylsilane (TMS)), which is assigned a 
frequency of 0 ppm. In vivo, there will be no 
TMS present, and so the water spectral peak acts 
as a surrogate reference. Water has a chemical 
shift (i.e., spectral peak position) of 4.7 ppm at 
37 °C. Different types of fat will have slightly 
different spectra, depending on the amount of 
saturated, monounsaturated, and polyunsaturated 
fat they contain. Several studies have shown that 
MRS and MRI both can be used to determine 
“type” of fat – i.e., the degree and type of unsatu-
ration of fat [63–65]. However, description of the 
details of these more advanced methods is beyond 
the scope of this chapter; we will focus here only 
on MR measurement of fat content.

MRI and MRS both measure the amount of fat 
by referencing the MR signal from fat to the MR 
signal from water. To be of utility, the fat and 
water signal values are converted to a value which 
is independent of possible confounding effects 
present in both MRI and MRS, some of which 
arise from and can be avoided or corrected for by 
judicious choice of MR scanner settings. When 
placed in a magnet field, hydrogen nuclei align 
with the main magnetic field to create longitudi-
nal magnetization (Mz). This magnetization is not 
detectable when a patient is just placed in the 
main magnetic field, so an “excitation” RF pulse 
at the resonant frequency of the hydrogen nuclei 
is applied which transfers energy to (excites) Mz, 
rotating it into the transverse plane where it 
begins to precess (rotate), as shown in Fig. 4.2. 

Fig. 4.1 Typical in vivo adipose MR spectrum (left) and liver MR spectrum (right). Both spectra acquired at 3T with
the STEAM sequence, TR = 3,500 ms and TE = 10 ms. The peak assignments are shown in Table 4.2
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The magnitude of the magnetization in the x-y 
plane is called Mxy. When excited into the x-y 
plane, the precession frequency of the magnetiza-
tion vector as it rotates at the resonant frequency 
is given by the Larmour equation:

 V = •γ B0  

where ν is the Larmour (resonant, precession) 
frequency, γ is the gyromagnetic ratio (which is 
different for each type of nucleus), and B0 is the 
main magnetic field that each atomic nucleus 
experiences (i.e., after shielding).

The signal radiated by the excited protons will 
exponentially decay with a (transverse) rate of 
decay (or relaxation) given by T2, as described in 
the equation:

 
M Mxy xy= −

0( ) 





exp
TE

T2  

where Mxy(0) is the initial transverse magnetiza-
tion before it starts to decay, the echo time (TE) is 
the time between the RF pulse and the signal 
acquisition, and T2 is the time for Mxy to decay to 
1/e of its initial value (Fig. 4.3). In MRS, we have 
to correct for T2 decay, but in the MRI sequences 
discussed in this chapter, this decay is described 
by T2*, rather than T2, which accounts for addi-
tional sources of relaxation that protons typically 
experience during imaging. MR images require 
numerous excitations, often hundreds to thou-

sands, and the amount of Mz (i.e., ready to be 
tipped again into the x-y place to give more sig-
nal) after an excitation is given by the equation:

 
M Mz z= 0 1 exp

TR

T1
,( ) − −



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





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where TR is the time between acquisitions and 
T1 is the time required for Mz to recover to 
(e − 1)/e of its original value (Fig. 4.4).

Water and fat have different values of T1, 
T2, and T2*. These values will vary from 
patient to patient and also are dependent on the 
field strength of the MR scanner [66]. Thus dif-
ferent sequences with different TR and TE val-
ues may give different estimates of the fat 
content. Choosing sequence parameters that 

Fig. 4.2 Diagrammatic representation of a precessing 
hydrogen nucleus following a radio frequency (RF) pulse. 
The magnetization is no longer purely in the z direction, 
and the proportion of magnetization in the x-y plane is 
detectable by the MR system

Fig. 4.3 T2 relaxation fat and water in liver. The different 
T2 decay rates for liver water and fat are evident in this 
figure, with water having a shorter T2 than fat. Hence in 
the liver, signal from water decays more rapidly than that 
from fat

Fig. 4.4 T1 relaxation of fat and water in liver. Water has 
longer T1 than fat and hence it takes water longer for lon-
gitinidal magnetiztion to recover
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minimize T1 and T2 weighting, or acquiring 
data such that these parameters can be cor-
rected, can avoid or correct for these patient-
related differences. This chapter will discuss 
several of these, as well as other confounding 
factors, and discuss how to produce an estimate 
of fat that is independent of field strength and 
scanner platform.

 MRS Liver Fat Measurement 
Techniques

MRS is widely considered to be the most accu-
rate, noninvasive method to estimate hepatic 
PDFF [53]. As shown in Fig. 4.1, MRS at 1.5 and 
3 T can directly identify the main spectral peaks 
in fat and water. The amount of signal associated 
with a spectral peak is related to the area under 
the peak. Thus, if there were no confounding 
effects, summing the areas under all the spectral 
fat peaks and also measuring the area under the 
water peak would produce an estimate of the 
ratio of fat-to-water signal, which is related to 
how much fat is present. However, as stated 
above, these signals can be confounded by sev-
eral factors. To produce a repeatable, reproduc-
ible estimate of amount of fat, independent of 
confounding factors, specialized acquisition, and 
analysis procedures are required. As a first step, 
MR images of the liver are acquired to allow a 
volume of the liver to be selected. Normally, 

images are acquired in more than one plane to 
assist in selecting an MRS volume of interest, 
also known as a “voxel.” The MRS voxel, gener-
ally a 2 × 2 × 2 cm cube, is manually placed in 
liver parenchyma, using the localizing MR 
images, to avoid liver edges, large vessels, and 
large bile ducts as shown in Fig. 4.5. Shimming, 
a series of short tuning scans, is then performed 
to achieve a maximally homogeneous magnetic 
field across the MRS voxel. After successful 
shimming, an MRS sequence is performed.

There are two main MRS sequences used to 
measure liver fat. These are PRESS (point
resolved spectroscopy) [67] and STEAM (stimu-
lated echo acquisition mode) [68, 69]. There are 
advantages to both these sequences. PRESS pro-
vides twice the signal to noise obtainable from 
STEAM, but STEAM is capable of a shorter 
echo time (TE) [70]. Both sequences have been
used to measure hepatic PDFF, but as discussed
later in this section, STEAM is preferable to 
PRESS for liver fat quantification. When mea-
suring liver fat using MRS, no water or fat satu-
ration should be used [35]. Also, spatial saturation 
bands should be disabled. Spatial saturation 
bands remove all signals from a selected volume 
band and are used in spectroscopy to remove 
possible contamination from outside the voxel 
but can also introduce an unequal response across 
the spectrum within the selected MRS voxel 
[71]. While previous studies have used free 
breathing and multiple averages, there is 

Fig. 4.5 Liver MRS voxel selection in a typical subject as shown on axial (left) and coronal (right) images. The MRS 
voxel position is selected to avoid major blood vessels, bile ducts and the edge of the liver
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 sufficient signal to noise to accurately measure 
liver in a single breath-hold.

As discussed previously, water and fat have 
different T1 and T2 values, and these vary 
between individuals. In MRS, to remove 
T1-induced variability (mainly of water), TR 
>3,000 ms is chosen. This TR is sufficient to 
minimize/avoid the natural variability in T1 
between individuals, while still allowing multiple 
spectra to be acquired in a single breath-hold. 
This long TR also minimizes the effect of the 
water and fat having different T1 values.

There are two ways to correct for T2 variabil-
ity between individuals. The simplest is to collect 
spectra at as short a TE as possible. This mini-
mizes differences in the amount of decay that 
occurs due to intersubject variability in T2 val-
ues. STEAM has a shorter minimum TE than 
PRESS and so avoids T2 variability better than
PRESS. Mean values of T2 for water and fat,
taken from literature, are then used to correct 
approximately for the T2 decay that does occur. 
A more advanced solution is to collect single- 
average spectra at multiple TE values [47, 48]. 
With a TR of 3,500 ms, spectra at five different 
TE values can be comfortably collected in a sin-
gle breath-hold. This allows the areas of fat and 
water peaks to be calculated by fitting the T2 
decay equation:

 
S S= −



0exp

TE

T2  

Here S is the area under the spectral peak curve, 
and S0 is the T2-corrected peak area (i.e., the area 
under the curve that would be present at TE = 0 ms).

The range of TE values for multi-TE T2 mea-
surement must carefully be chosen, as at longer 
TE values the decay of fat is no longer purely 
exponential due to j-coupling. This again sug-
gests the use of the STEAM sequence, which is 
capable of shorter TEs [72]. A typical liver MRS 
multi-TE acquisition is shown in Fig. 4.6. 
However, acquisition of spectra at multiple TE 
values in a single breath-hold requires a special-
ized version of MRS sequence. For some scan-
ners, the ability to run these specialized sequences 
may require a research agreement with the scan-
ner manufacturer.

Virtually all liver MRS is effectively limited to 
single-voxel acquisition. Thus MRS cannot read-
ily provide information about the spatial distribu-
tion of fat in the liver. Liver fat distribution can be 
heterogeneous, and it is possible that the MRS 
voxel location is not indicative of the liver as a 
whole. This may pose a challenge in longitudinal 
studies, as care must be taken to co-localize the 
MRS voxel in follow-up scans to a similar loca-
tion as was selected in the initial study. Otherwise 
spatial variation in the liver may be mistaken for 
a change in liver fat over time. There are multi- 
voxel MRS sequences available that cover large 
volumes of the liver, providing information on 
the spatial distribution of fat. However, the large 
volume reduces the uniformity of magnetic field 
within the volume, producing poor quality spec-
tra. Also multi-voxel sequences are time consum-
ing and beyond the range of single breath-hold 
techniques. Thus, they are highly susceptible to 
artifacts introduced by patient breathing, such as 
contamination of fat signal from surrounding adi-
pose tissue [35, 66].

Automated, reliable, online analysis methods 
of spectral analysis are not yet available, so spec-
tral analysis must be performed offline with spe-
cialized software by experienced personnel [73]. 
Spectral tools available from MR scanner manu-
facturers generally are suitable for viewing spec-
tra, but not optimally suited to estimate hepatic 
PDFF. However there are a number of advanced
tools that incorporate prior knowledge of the 

Fig. 4.6 Typical in vivo liver multi-TE MRS acquisition. 
Spectra acquired at 3T with the STEAM sequence, TR 
3,500 ms. The peak assignments are shown in Table 4.1. 
The difference in the change in peak area of the water and 
fat peaks with increasing TE shows the differing T2s of fat 
and water
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structure of the spectrum into fitting algorithms 
[74, 75]. These tools require initial input from a 
physicist with advanced knowledge of fat-related 
MRS to set up so-called “prior knowledge” con-
straints for analysis of fat spectra. This prior 
knowledge is generated from a number of factors, 
including biochemical data and MR scanner 
parameters. Further, these tools are generally 
designed for research rather than clinical use, and 
even when prior knowledge has been set up, an 
experienced user is still needed to analyze the 
spectra. Finally on many MR scanners, the raw 
MR data required for MRS analysis is not auto-
matically archived but instead is stored in tempo-
rary files that require a research agreement with 
the scanner manufacturer to access.

As discussed above, for maximum utility, 
hepatic fat estimates should be independent of 
measurement technique. Previous studies have
measured just the area of the main CH2 peak at 
1.3 ppm (peak 5, Fig. 4.1) [76, 77]. However, this 
provides an estimate that is not directly compa-
rable to the fat estimate provided by MRI (see 
next section). Also, as shown in Figs. 4.1 and 4.6, 
the fat peaks at 2.1 ppm and 0.9 ppm (peaks 4 and 
6) partially overlap the main fat peak 5. This 
overlap changes with field strength, and it is more 
difficult to differentiate these peaks at lower field 
strengths. Thus, measurement of peak 5 (only) 
may be dependent on spectral analysis technique 
and on field strength, which limits reproducibil-
ity. An alternative strategy is to sum all fat signals 
between 0 and 3 ppm, treating these peaks as a 
single peak, assuming a single value of T2 for 
correction. The difference in T2 between the fat 
peaks is smaller than the difference between 
water and fat, justifying this assumption. This 
removes the problem of differentiating the indi-
vidual peaks, giving a more robust and reproduc-
ible estimate. Two of the fat peaks, at 4.2 and 
5.3 ppm (peaks 1 and 2), have similar/close fre-
quencies to the water peak and, in in vivo liver 
spectra, cannot be clearly differentiated from the 
water peak (see Figs. 4.1 and 4.6). To provide a 
fat estimate that is comparable to that obtainable 
from MRI, the contribution of these fat peaks 
must be distinguished from the water peak. The 
spectrum from fat, including the contributions 
from these peaks, has been calculated from 

in vivo measurements, which showed that an esti-
mated 8.6 % of total fat in included in the “water” 
signal, allowing correction for those contribu-
tions [63]. Finally, assuming fat and water signals 
have been corrected for confounding factors, the 
fat fraction signal is expressed as PDFF, given by

PDFF = total fat signal
total fat signal totalwater signal

/
+( )

If confounding factors have not been fully 
accounted for, then the estimate obtained will be 
just an (uncorrected) signal fat fraction, and not 
the PDFF, and that estimate will not be indepen-
dent of measurement technique [35]. If con-
founding factors have been avoided or corrected, 
as noted above, then the effects of scanner and 
patient-dependent parameters will have been 
mostly removed from the estimate. Thus, PDFF
is essentially un-confounded by biological, phys-
ical, and technical factors [42]. PDFF is not a
direct measure of the mass of fat with respect to 
the total mass of liver tissue, as there is a fraction 
of material, such as protein, which is not detected 
by MRS (or MRI). However it has been shown 
that PDFF is highly correlated to biochemically
measured fat [41]. Thus, PDFF provides a reli-
able, meaningful, and standardized estimate of 
hepatic steatosis, which are key elements in the 
validation of a biomarker.

While MRS can accurately and precisely esti-
mate hepatic PDFF, it cannot provide informa-
tion about the spatial distribution of PDFF, and it
requires advanced technical support to acquire 
and analyze spectra. For this reason there are few 
sites with sufficient experience of liver MRS that 
can adequately estimate PDFF using MRS. Thus
the use of MRS for hepatic PDFF quantification
for drug development is not advised if the 
advanced MRI techniques detailed below are 
available.

 Conventional MRI Liver Fat 
Measurement Techniques

MRI uses chemical shift-based techniques to 
estimate the amount of fat in the liver. These 
techniques seek to separate MR signal acquired 
with a GRE sequence into its water and fat 
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 components by acquiring images using two or 
more echo times (TEs) after signal excitation. 
These techniques do not rely on water or fat sup-
pression to measure the amount of fat. This chap-
ter will focus only on magnitude-based 
approaches of MRI quantification of liver fat. 
There are advanced complex-based techniques 
available that measure both the magnitude and 
phase of MRI signal [78]. However, most of the 
issues with magnitude-based chemical shift MRI 
are equally applicable to complex-based chemi-
cal shift MRI, and other than a short section 
detailing the differences and possible advantages 
of complex MRI, all our discussion will apply to 
magnitude- based MRI.

To understand how MRI measures fat, we need 
to explore in some detail the underlying physics of 
MRI. The frequency of each spectral peak we mea-
sure indicates how fast protons in fat and water 
molecules precess while within the main magnetic 
field. For example, focusing on just the water peak 
at 4.7 ppm and the main fat peak at 1.3 ppm, these 
peaks are separated by approximately 434 Hz at 
3 T. Protons in the 1.3 ppm methylene (-CH2-) 
peak precess at the lower frequency, which is 
434 Hz lower than that of protons in the water mol-
ecule at 3 T. This means that every 1/434th of a 
second, or each 2.3 ms, 1.3 ppm methylene protons 
will precess once (i.e., 2π radians) less than water 
protons. So, at 3 T, those two sets of protons will be 
“aligned,” or in-phase (IP), at 0 ms, 2.3 ms, 4.6 ms,
6.9 ms …, and at points exactly halfway between 
those values (i.e., at 1.15 ms, 3.45 ms, 5.75 ms …,) 
signal from those water and fat protons will be out 
of phase or opposed phase (OP). At 1.5 T, the IP
and OP echo times double those at 3 T.

MRI cannot directly measure signal contribu-
tions from individual spectral peaks but rather 
measures the sum of the all the adding and can-
celling signals from all of the water and fat pro-
tons. The portion of the change in signal as TE 
increases that is due to interaction of fat and 
water protons is often referred to fat-water inter-
ference. If we ignore all other confounders such 
as T2* decay, and we assume that all fat signal 
comes from the 1.3 ppm peak (which it does not) 
and that all water signal comes from the 4.7 ppm 
peak, the IP signal will be given by SIP = Swater + 

Sfat, where Swater and Sfat are the signals from the 
water and fat peaks respectively, as simplified 
above. When those two idealized peaks are OP,
water and fat signal cancels and the OP signal is
given by SOP = Swater – Sfat, assuming water is the 
dominant signal.

This is the approach taken by the most common 
conventional MRI-based approach of measuring 
liver fat [79, 80]. Just two echoes are collected, 
generally at the shortest IP and OP times available
to the scanner, to maximize signal to noise and to 
reduce the effect of T2* decay. Because just two
echoes are measured, this technique is general 
referred to as a “dual-echo” technique. The spectral 
complexity of fat is ignored, and as noted above, it 
is assumed that the entire fat signal is located at 
single peak at 1.3 ppm. All other confounders are 
also ignored. Ideally the first OP and IP images are
acquired (1.15 and 2.3 ms at 3 T; 2.3 and 4.6 ms at 
1.5 T). However, technical scanner limitations may 
preclude collecting images at these TEs, and thus 
longer or shorter TEs may be used. In this simpli-
fied case, it is clear that rearranging the two equa-
tions above yields the following equations:
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With further rearrangement of terms, the (uncor-
rected) signal fat fraction (FF = fat/(fat+water)) is 
given by

 
FF

2
IP OP

IP

=
S S

S

-

 

One limitation of this technique is that it cannot 
differentiate whether water and fat has the larger 
signal. Hence this technique and magnitude- 
based MRI imaging techniques in general are 
limited to measuring signal fat fractions of 
approximately <50 % signal ratio.

There are two major limitations to this con-
ventional technique. The first is the assumption 
that all the fat in the liver resonates at 1.3 ppm. 
Studies have shown in the liver only 70 % of the 
total fat signal is allocated at the 1.3 ppm peak 
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[63]. The other fat peaks are at different fre-
quency locations, meaning they precess at differ-
ent rates, and hence, the IP and OP times for
these peaks with reference to water will be differ-
ent from those for the main CH2 peak at 1.3 ppm. 
Thus the assumption that the fat signal is out of 
phase at the OP TE (e.g., 1.15 ms at 3 T) is
invalid. Similarly the assumption that all the fat 
will be back in phase at the IP TE is also invalid.

Secondly, there is no attempt to correct for the 
effects of T2*. It is known that T2* will vary 
between individuals due to number of biological 
factors [81]. This means that FF estimates will be 
affected by subject-dependent factors. As dis-
cussed above, different scanners will use differ-
ent choices of IP and OP echo times due to
scanner limitations. The lack of T2* correction 
means that different scanners may produce con-
siderably different signal FF estimates. Lack of 
correction for the fat spectrum and for T2* results 
in FF estimates which are inaccurate and impre-
cise due to both patient and technical factors. 
Thus, signal FF estimates produced by these 
techniques are only semiquantitative. For these 
reasons, the use of the conventional MRI 
approach should be avoided for drug develop-
ment decisions if more advanced techniques (dis-
cussed below) are available.

 Advanced MRI Liver Fat Measurement 
Techniques

Advanced MRI techniques in many ways use the 
same approach as conventional MRI, in that MRI 
signal is sampled at nominally OP and IP TEs.
However, careful selection of acquisition param-
eters and collection of images at more than two 
echo times provides an accurate and precise 
quantitative PDFF estimate that is independent of
subject and technical factors, as opposed to 
uncorrected FF estimates from conventional 
techniques that are less reproducible. The three 
major confounding factors in estimating PDFF
are T1 decay, T2* decay, and the complexity of 
the fat spectrum [35]. Fat quantification error is 
introduced when sequence parameters result in 
MR images that are T1-weighted. As well as 

introducing subject-dependent confounders, the 
shorter T1 of fat compared to water will introduce 
T1 bias into uncorrected FF estimates. Since 
MRI requires many acquisitions to produce an 
image (usually with TR values in the 100–200 ms 
range), the requirement to acquire all images in a 
single breath-hold means that using a long TR to 
avoid T1 weighting is not an option; a sequence 
with TR = 3,000 ms would take 5–6 min to 
acquire, well beyond breath-hold capacity. 
However, T1 weighting can be reduced by using 
low flip angle excitations (the flip angle being a 
measure of strength of the RF pulse) [81]. The 
exact flip angle required depends on the TR, with 
smaller flip angles needed for shorter TRs.

As discussed previously, fat has a complex 
spectrum that consists of multiple spectral com-
ponents or peaks. The degree to which these 
peaks go in and out of phase with increasing TE 
depends on their spectral peak frequency loca-
tion. However, since the liver fat spectrum has 
been determined from in vivo MRS experiments 
(Table 4.2) [63], that spectrum can be used to cal-
culate the amplitude of each of the fat peaks at 
any TE. Thus the amount of fat signal that is still 
present when the TE is nominally out of phase 
can be calculated, as can the fat signal that has 
not re-phased when an image with nominally in- 
phase TE is acquired. The simple IP/OP equa-
tions no longer apply and more advanced 
mathematical models must be used to fit the mea-
sured signal to the theoretical models to provide 

Table 4.2 The assignments of fat peaks in the MR 
spectrum

Peak
Location 
(ppm) Assignment

Observed 
ppm

% total 
fat signal

1 5.29 -CH=CH- 5.3 3.7

5.19 -CH-O-CO- 1.0

Water 4.70 H2O 4.7 –

2 4.20 -CH2-O-CO- 4.2 3.9

3 2.75 -CH=CH-CH2-CH=CH- 2.75 0.6

4 2.24 -CO-CH2-CH2- 2.1 5.8

2.02 -CH2-CH=CH-CH2- 6.2

5 1.60 -CO-CH2-CH2- 1.3 5.8

1.30 -(CH2)n- 64.2

6 0.90 -(CH2)n-CH3 0.9 8.8

The magnitude of the individual fat peaks in liver, taken 
from Hamilton et al. [39], is also shown
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an estimated PDFF. These spectral correction
techniques can be applied for sequences of only 
two echoes, but as noted in the following para-
graph, they work better for sequences of three or 
more echoes which can also account for T2* 
effects. T2* correction is necessary for accurate 
and precise MRI PDFF estimation since if T2*
decay is not included in the signal analysis model, 
fat estimation algorithms will incorrectly sepa-
rate water and fat signals. Think of T2* decay as 
the rate of decrease in signal with increasing TE 
that would occur if there were no fat-interference 
effects. In conventional dual-echo sequences, 
T2* cannot be measured as there is no way to 
know how much T2* contributes to the observed 
change of signal from the first to the second echo. 
However, there are techniques which attempt to 
model T2* decay as part of the algorithm to mea-
sure fat fraction which fits the in-phase/out-of- 
phase behavior.

These approaches can be used to partially 
improve the accuracy of dual-echo techniques. 
If a dual-echo acquisition is acquired with low 
flip angle, and the images are analyzed with a 
full-fat spectrum model that may include some 
population- based T2* correction, then the result-
ing FF estimate will be more accurate but still par-
tially confounded by intersubject T2* variability. 
Dual-echo techniques are less accurate than MRS 
and the advanced multi-echo MRI techniques 
described below. For drug development, dual-
echo techniques may be of limited use for cross-
sectional studies, though they may be useful for 
longitudinal studies if advanced methods are not 
available on the assumption that T2* is not likely 
to change significantly for any given subject over 
the time course of longitudinal observation and 
PDFF estimation. To fully correct for T2* decay,
MR images need to be collected at more than two 
echoes. Multi-echo (i.e., more than two-echo) 
techniques allow subject- specific estimation of 
T2* decay [40, 81, 82]. T2* measurement can be 
performed with as few as three echoes, but the 
most common advanced methods use six echoes. 
The larger number of echoes may allow more 
accurate estimation of PDFF. In theory, these
methods could allow T2*of fat and water to mea-
sured separately, but the common assumption 

made by these techniques is that water and fat 
have the same T2*, which is justified as long as 
T2* is significantly less than T2.

Figures 4.7 and 4.8 show PDFF maps derived
from two subjects. In Fig. 4.7, the subject has 
a “normal” level of fat in the liver (PDFF
~1.5 %) and the liver appears dark on the PDFF
map. In Fig. 4.8, the subject has an elevated level 
of fat in the liver (PDFF ~39 %) and hence the
liver appears bright on the PDFF map. On both
images adipose tissue appears dark since, as dis-
cussed above, magnitude-based MRI methods 
are restricted to FF and PDFF values of less
than 50 %.

Multi-echo, chemical-shift MRI can estimate 
PDFF from most or all of the liver in a single
breath-hold. If low flip angle is used, and fitting 
algorithms are used that include the fat spectral 

Fig. 4.7 Proton density fat fraction (PDFF) map from a
subject with ‘normal’ liver fat levels (PDFF ~ 1.5 %)

Fig. 4.8 Proton density fat fraction (PDFF) map from a
subject with elevated liver fat levels (PDFF ~ 39 %)
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model and T2* estimation, then PDFF values
will not be significantly confounded by  biological, 
physical, and technical factors. Hence, as dis-
cussed in the MRS section, MRI-estimated PDFF
is also a reliable, meaningful, and standardized 
measure of hepatic steatosis. PDFF values given
by these advanced MRI techniques closely match 
those provided by MRS [40], though unlike 
MRS, they can provide information about the 
spatial distribution of fat. MRI PDFF sequences
also do not require the level of advanced techni-
cal support required by MRS.

Complex-based MRI techniques work in a 
similar fashion to magnitude-based MRI meth-
ods to estimate PDFF [83–85]. However instead 
of measuring just the magnitude of the MR sig-
nal, they measure both magnitude and phase. 
They are limited by the same considerations as 
magnitude-based MRI; a low flip angle is used, 
and fitting algorithms are used that include the 
fat spectral model and allow measurement of 
T2*. However by measuring phase, these tech-
niques can measure PDFF values from 0 to
100 %. This is not of prime importance in liver 
as it only in rare cases that PDFF exceeds 50 %.
In these cases, PDFF values will only be just
above 50 %, and magnitude-based MRI methods 
will give PDFF values just below 50 %. Whether
the PDFF is slightly above or below 50 % will
not make a difference in clinical decisions. 
However, for imaging elsewhere in the body, 
outside the liver, complex-based MRI methods 
are able to differentiate very high fat adipose tis-
sue from the majority of low fat tissues. Thus 
these techniques can produce accurate and pre-
cise fat-water maps. This is important when 
mapping the overall fat distribution in the body.

Advanced MRI techniques can accurately 
estimate PDFF in the liver and provide informa-
tion about the spatial distribution of fat. However, 
while these techniques are more widely avail-
able than MRS, the technology is not yet univer-
sally available or readily implementable on all 
scanners. Since PDFF is a standardized, repro-
ducible biomarker of liver fat content, advanced 
MRI techniques may provide valuable informa-
tion in development of drugs that may alter liver 
fat content.

 MRS Skeletal Muscle Fat 
Measurement Techniques

Using MRS to estimate IMCL in skeletal muscle 
requires different acquisition parameters and 
analysis techniques than are used to estimate 
liver PDFF. Another difference is that liver fat
accumulates only inside liver hepatocyte cells, 
but muscle fat accumulates inside skeletal muscle 
cells (IMCL) and in between skeletal muscle 
cells (EMCL) [50].

Muscle spectra normally are collected in the 
leg, usually in a calf muscle. A typical muscle 
spectrum is shown in Fig. 4.9. Instead of the 
single set of fat peaks seen in the liver, two over-
lapping sets of fat peaks are observed – one for 
IMCL and one for EMCL. There are also 
 detectable signals from metabolites in the mus-
cle: choline (Cho) and creatine (Cr) [86]. The 
IMCL fat peaks occur at the same locations as 
the fat peaks we see in liver. However there is 
also present in the muscle skeletal spectrum a set 
of “shifted” fat peaks associated with 
EMCL. IMCL is located as droplets inside the 
cell and provides an energy store during endur-
ance exercise [50, 52]. and EMCL is located in 
layers outside cells, within muscle and is visible 
in MR images as “streaky” fat deposits in mus-
cle. This layered structure of EMCL is respon-
sible for the shifted fat peaks as these layers lie 
at an angle to the main magnetic field [49, 50, 
87]. The interaction of magnetic field and mus-
cle structure may not give rise to separate peaks 
in muscle groups outside the leg. Usually it is 
only possible to clearly distinguish two main 
skeletal muscle fat CH2 peaks, at approximately 
at 1.3 ppm for IMCL, and 1.5 ppm for 
EMCL. Hence, IMCL “content” is commonly 
expressed as the ratio of the area under the IMCL 
1.3 ppm CH2 peak to the area under the water 
peak. Unfortunately, the most challenging sub-
jects in which to obtain an IMCL measurement 
are obese patients, who may be of most interest 
for metabolic syndrome-related conditions. To 
accurately measure IMCL, good separation from 
the EMCL peak is required, but in obese patients, 
there is usually abundant streaky fat (i.e., 
EMCL), making it more difficult to distinguish 
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the smaller ICML peak from the larger, close-by 
EMCL peak (see Fig. 4.9).

MRS can provide an estimate of IMCL con-
tent but is less well suited to measure EMCL con-
tent. IMCL signal (relative to water signal) 
should be similar throughout typical calf mus-
cles, and so a shift in voxel position within calf 
muscle should not change the amount of IMCL 

detected. EMCL on the other hand is localized to 
discrete “structures” or collections, consistent 
with its streaky appearance on MR images. 
Figure 4.10 shows EMCL in a skeletal calf mus-
cle as bright streaks in grey muscle. The IMCL, 
being located diffusely through the muscle, can-
not be identified in this image. As can be seen 
Fig. 4.10, a small change in voxel position may 
increase or decrease the presence of streaky 
EMCL fat within the MRS voxel, resulting in a 
different measured value for EMCL. Hence, MR 
imaging is probably a better way to evaluate 
EMCL than MRS. The advanced complex-based 
MRI methods discussed earlier are well suited to 
measure the volume of EMCL fat. However, such 
analysis is beyond the scope of this chapter. 
Another difference between liver and muscle fat 
is the amount of fat. In liver, we see PDFF values
from 0 to 50 %. In muscle, the range of IMCL is 
an order of magnitude smaller than that (roughly 
0–5 %). Thus, small changes in the amount of 
IMCL may be significant.

Due to the requirement to clearly differentiate 
the (1.3 ppm) IMCL from the (1.5 ppm) EMCL 
peak, and accurately measure low levels of 
IMCL, appropriate sequence parameters are 
required, different from those used to estimate 
hepatic PDFF. In muscle, the PRESS sequence is
generally preferred as it has intrinsically double 
the signal to noise compared to STEAM. This 
does mean that a longer minimum TE must be 
used. Similar to liver MRS, a long TR of 3,000 ms 
or greater is chosen to minimize T1 weighting. 
However, the requirement to accurately measure 
IMCL means that we do not collect spectra at 
multiple TEs; instead we collect spectra with 
many averages at a single TE. The size of the 
voxel is limited by muscle size and is often rect-
angularly shaped (e.g., 15 × 15 × 30 mm).

High-resolution localizing images should be 
performed prior to muscle MRS to allow the 
EMCL fat depots to be identified. Effort should 
be made to select a voxel location that minimizes 
EMCL presence in the MRS voxel on these high- 
resolution images. Large EMCL depots and adi-
pose tissue should be avoided. Generally a 
sequence lasting several minutes is used to gener-
ate a sufficiently high quality spectrum. To 

Fig. 4.9 Typical in vivo muscle MR spectrum (top) 
acquired at 3 T with PRESS, TR =3,000 ms, TE=30 ms.
Focusing on the fat region of the spectrum (middle), the 
two sets of fat peaks associated with EMCL and IMCL 
become apparent. In the bottom spectrum, the amount of 
EMCL was far greater than the middle spectrum, obscur-
ing the IMCL peak
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 minimize T2 weighting, the minimum TE value 
available to PRESS is used. Then, either T2
decay is corrected for by values taken from litera-
ture, or a rapid multi-TE MRS sequence is used 
to measure water T2 allowing subject-specific T2 
correction.

Different muscle groups have different levels 
of IMCL, and it has not been established that all 
muscle groups act equally in response to any 
particular drug. So, muscle spectra often are 
acquired in two different muscle groups. In calf 
muscle MRS, for example, generally the tibialis 
and soleus muscles are selected [77]. The same 
limitations seen in liver MRS analysis apply also 
to muscle MRS analysis. Analysis of spectra 
must be performed offline with specialized soft-
ware by experienced personnel. Analysis of 
muscle spectra is particularly challenging, since 
the IMCL peak is close to, and often overlaps a 
larger EMCL peak. Generally muscle group-
specific prior knowledge is used in the special-
ized MRS analysis software, but there is 
currently no standardization of techniques used 
to analyze muscle spectra. This may introduce 
variability due to difference in analysis tech-
nique. Finally, the ratio of the area of the IMCL 
CH2 peak to the area under the water peak does 
not share the robustness of hepatic PDFF estima-
tion. The use of differing acquisition and analy-
sis techniques means that measurement of 

skeletal muscle IMCL levels is less generaliz-
able than PDFF measurement in the liver.

While MRS can accurately measure IMCL 
levels, doing so requires advanced technical sup-
port in both the acquisition and the analysis of the 
spectra. For this reason, there are few sites with 
sufficient experience of muscle MRS to accu-
rately and precisely measure IMCL levels. Thus, 
while the use of MRS to measure IMCL may be 
of relevance in drug development, it use is lim-
ited to smaller-scale clinical trials in centres with 
appropriate expertise. In such trials muscle, MRS 
may inform decisions on whether drugs may alter 
ectopic fat content in skeletal muscle indepen-
dently of effects on liver fat, and measurement of 
skeletal muscle IMCL may help to elucidate 
pathogenesis.

 Translation to Clinical Practice

For estimation of hepatic PDFF, the authors
advocate the use whenever possible of advanced 
MRI techniques. PDFF estimation of hepatic ste-
atosis is a generalizable, standardized measure-
ment that is probably reproducible across sites 
and scanner manufacturers, models, and software 
and is expected to be independent, within reason-
able limits, of MRI technologists, most technical 
scan acquisition factors, and subject factors (age, 

Fig. 4.10 Skeletal calf muscle MRS voxel selection in 
tibialis (left) and soleus (right) in a typical subject as 
shown on axial high-resolution localization image. EMCL 
appears as bright streaks in the muscle. The amount of 
EMCL seen in the muscle spectrum will change depend-

ing on voxel position. Selecting a voxel position within 
the muscle group with as little EMCL as possible allows 
better identification of IMCL. In this case, the tibialis 
voxel selection contains less EMCL compared to soleus
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sex, race/ethnicity, body habitus, concomitant 
metabolic, or other disorders). This facilitates 
implementation in multicentre trials as well as 
pooling of or comparison with results from dif-
ferent studies. Use of less advanced methods to 
quantify liver fat will be less generalizable. 
Expected PDFF results in clinical practice are
expected to mirror results that have been observed 
in clinical trials. Namely, a drug that in clinical 
trials reduces hepatic PDFF as estimated by MRI
will be expected to have the same effect in clini-
cal practice. If hepatic FF is estimated with non- 
standardized techniques, then translation of 
results to clinical practice becomes less 
predictable.

Muscle MRS is still a research tool. There is 
no equivalent of PDFF for muscle MRS. Most
muscle MRS studies are carried out at single 
sites, and depending on acquisition and analysis 
techniques, different groups may produce differ-
ent estimates of IMCL. For IMCL measurement 
to become clinically relevant, standardized tools 
and techniques for the acquisition and analysis of 
muscle spectra need to be validated to ensure that 
IMCL estimates are sufficiently accurate and pre-
cise for their intended purposes.
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        Summary 

    Background 

 Unlike white adipose tissue, brown adipose 
 tissue is a heat-generating fat that burns energy 
and may have benefi cial effects on obesity. 
Activation of brown fat by cold room tempera-

tures increases glucose uptake that can be 
imaged using positron- emission tomography 
with 18F-deoxyglucose (FDG-PET). Brown fat 
is an important contributor to body energy con-
sumption. The volume of brown fat is greater in 
children and young adults as well as in lean 
adults; in general, these groups are less likely to 
be obese or to have type 2  diabetes. Brown and 
white fat can be separated in  computed tomogra-
phy (CT) images by their Hounsfi eld unit values 
and together with FDG- PET provide an index of 
energy consumption valuable in understanding 
the effects of new glucose- lowering and anti-
obesity drugs.  

    Key Methods 

 This chapter reviews the methods for the segmen-
tation of brown and white fat, the coregistration 
to FDG-PET, and the effects of room temperature 
on metabolic rate.
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 Method  Measurement  Advantages  Disadvantages 

 Value in drug 
development 
decisions 

 Thorax computed 
tomography (CT) 

 Yields Hounsfi eld unit 
images which can be 
segmented into types of fat, 
muscle, air, and bone; tissue 
volume in mm 3  assessed 

 1.  Absolute units can be 
calibrated against water 
standard 

 Some radiation 
exposure 

 Medium 

 2.  Integral to PET 
scanners 

 Fluorodeoxyglucose 
positron-emission 
tomography 
(FDG-PET) 

 Metabolic rate in fat and 
muscle 

 1.  Standardized metabolic 
measurement 
conditions 

 Radiation exposure  High 
 Complex 
quantifi cation 

 2.  Yields absolute 
metabolic rate in 
micromoles/100 g 
tissue/min 

 Metabolic 
quantifi cation from 
aortic blood 

 Absolute metabolic rate, 
relative metabolic rate, 
standard uptake value 
(SUV), and ratio (SUVR) 
can be obtained to follow 
therapeutic trial 

 Arterial or arterialized 
blood samples not 
required 

 Limited to thorax 
scanning 

 High 

       Conclusions 

 The combination of FDG-PET and CT provides 
a tool for assessing brown and white fat meta-
bolic activity and volume. These measurements 
can be used to assist in the monitoring of phar-
macological interventions thereby informing 
the development of novel agents for obesity and 
diabetes.   

    Introduction 

 While increased body fat is associated with type 
2 diabetes, the location and tissue type of fat are 
important aspects of the physiological concomi-
tants of obesity. The location of fat in the truncal 
region in comparison to leg fat is an indicator of 
both the metabolic syndrome and mortality, even 
after statistical adjustment for body mass index 
(BMI) and waist circumference [ 1 ]. Visceral 
 adipose tissue volume assessed by computed 
tomography (CT) scans is more highly associated 
with the metabolic syndrome than abdominal 
subcutaneous adipose tissue [ 2 ] and using spe-
cifi c regional fat location has been found to 
enhance the correlation between fat volume and 
response to experimental obesity interventions 
[ 3 ]. Adipose tissue type is also an important fac-

tor. White adipose tissue is involved in energy 
 storage, while brown adipose tissue is thermo-
genic and may be an especially advantageous tar-
get for treatment intervention [ 4 ]. Brown and 
white fat can be regionally parcellated with x-ray 
computed tomography and the metabolic corre-
lates of thermogenesis quantitatively assessed 
with positron-emission tomography as reviewed 
below. Thus, regional and adipose tissue type 
assessment of fat tissue for pharmaceutical trials 
of drugs which affect obesity and diabetes can be 
an important contributor to documenting drug 
activity, interpreting individual differences in 
drug effi cacy, and characterizing the physiologi-
cal effects of new compounds. This chapter 
reviews the imaging-based assessment of the 
metabolic rate of brown fat during thermogene-
sis. 18F-deoxyglucose (FDG) uptake measure-
ment with positron-emission tomography (PET) 
and coregistered x-ray CT provides a methodol-
ogy for this assessment.  

    Drug Action, Energy Expenditure, 
Thermogenesis, and Brown Fat 

 Increases in energy expenditure without corre-
sponding caloric intake are associated with 
weight reduction. Drug treatment for obesity 
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might reduce appetite, diminish food absorption, 
alter circadian rhythms, or enhance locomotor 
activity among multiple mechanisms, but enhanc-
ing energy expenditure is an attractive mecha-
nism for drug action. As noted by Arch and 
Trayhurn in their reviews, thermogenesis may be 
an appropriate target in antidiabetic [ 5 ] and 
 anti- obesity drug discovery [ 6 ,  7 ]. Targeting 
brown adipose tissue is an appealing therapeutic 
strategy because activation of brown adipocytes 
has the potential to safely improve metabolic 
control independent of defects in insulin produc-
tion or sensitivity [ 8 ]. There may be as much as 
0.2–1 % of body weight as brown fat [ 9 ] and 
capable of using as much as 20 % of caloric 
expenditure for cold exposure [ 9 ] (see review 
[ 10 ]). To advance new drug development, 
increasingly detailed assessments of body tissue 
function is necessary to capture relevant physiol-
ogy, to increase tissue specifi city, and to under-
stand individual differences in response. 
Individual, personalized approaches to drug 
development may be especially important in con-
ditions such as obesity where subtypes and 
mechanisms may differ widely. In obesity, 
degrees of insulin resistance, hyperlipidemias, 
genetic subtypes, and activity levels differ widely 
and may impact  responsiveness to particular 
pharmacological interventions [ 11 ]. A drug to 
increase thermogenesis may not be found effi ca-
cious in individuals without a brown fat defi cit in 
activity or volume, just as an anti-amyloid drug 
for Alzheimer’s disease may not be effi cacious in 
a patient without excess brain amyloid.  

    Brown Fat Thermogenesis 
and Autonomic Regulation 

 The contribution of brown fat to thermal homeo-
stasis begins with skin warm and cold receptors 
which stimulate neurons in the dorsal horn. These 
carry thermal information into a network of 
GABAergic and glutamatergic neurons in the 
preoptic area and the dorsomedial hypothalamus. 
Sympathetic activation of brown fat is then the 
output of this complex and multitransmitter cir-
cuit; for details see the insightful and detailed 
review of Tupone et al. [ 12 ]. Brown fat metabolic 

rates in rats [ 13 – 15 ] were measured with FDG- 
PET. To provide a quantitative measure, these 
and other investigators use the standard uptake 
value which is computed as the average FDG 
uptake within a volume of interest (in kBq/ml) 
divided by the administered amount of FDG (in 
MBq) multiplied by the body weight (in Kg). 
This corrects the observed uptake counts per unit 
volume for the amount of tissue in the whole 
body and the amount of FDG given. The standard 
uptake value (SUV) activity was enhanced fi ve-
fold in brown fat in response to treatment with 
the B-3 adrenoreceptor selective agonist 
CL316243 and to a lesser extent (twofold) in 
white fat and muscle. No signifi cant differences 
were found in other body tissues. Of further inter-
est is that in the rat the distribution of adrenergi-
cally activated fat was in the same infrascapular 
region that brown fat is found in man. The 
 mechanism of thermogenesis, including the role 
of uncoupling protein-1, which is a unique 
marker for brown adipose tissue, is reviewed 
elsewhere [ 16 – 20 ].  

    Computed Tomography 
Quantitated Imaging of Body Tissue 

 Estimates of human body fat may be approximated 
by BMI, the ratio of height and weight; by skin-
fold thickness, anthropometric measurements, and 
electrical impedance; and by whole body count-
ing techniques, but these techniques lack adipose 
tissue type specifi city and anatomical exactness. 
In order to assess both brown and white fat in the 
infrascapular [ 21 ] regions, x-ray attenuation can 
be used as a potential differentiator to assess both 
brown fat and white fat. CT imaging was invented 
by Godfrey Hounsfi eld and Allan Cormack who 
combined electrical engineering and mathemati-
cal reconstruction algorithms to make the fi rst CT 
scanner [ 22 ]. The initial clinical success of the fi rst 
CT scanner was detecting a tumor in a patient in 
1971, and CT scanners were subsequently widely 
adopted across the world. These images are quan-
titative, with type of fat tissue, muscle, bone, and 
air having different values. Hounsfi eld unit rat-
ings are standardized with a value of 0 for dis-
tilled water and −1,000 for air. Fat typically has 
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values from −250 to –50, muscle from 10 to 200, 
other soft tissue 150–300, and bone 700–300. The 
modern CT scanner produces a series of contigu-
ous slice images, typically a matrix of 256 by 256 
values for each horizontal slice of the body and 
40–100 slices with each picture element or voxel 
 containing a value for Hounsfi eld value. While 
quite  narrow ranges of values can be obtained from 
pure postmortem materials or water-fi lled phan-
toms, in life, individual tissues have varied content 
of fat, water, blood, bone, marrow, and other tissue 
constituents so that neighboring voxels may have 
a range of values (Figs.  5.1  and  5.2 ). A low level 
of noise persists with water phantoms showing 
means close to 0 with a standard deviation (SD) 
in the 2–3 Hounsfi eld range. Nevertheless, tissues 
can be identifi ed and the volumes of different tis-
sues determined using computer programs.

    Interestingly, Hounsfi eld, an electrical engi-
neer, used the inference that if a computer could 
identify printed characters, it could be used to 
compute the slice images [ 22 ]. However, early 
CT-based anatomical quantitative volumetric 
image analysis of the brain based on values of 
water was pioneered by two psychologists with 
Eve Johnstone’s [ 21 ] measurement of brain ven-
tricular enlargement in schizophrenia and Terry 
Jernigan’s semi-automated brain cerebrospinal 
fl uid quantifi cation with numerical illustrations 
(presented at the 64th Annual Meeting of the 
Radiological Society of North America, 
November 26, 1978 and submitted as a paper on 
November 30, 1978) [ 23 ]. Jernigan’s paper 
includes statistical images showing the propor-
tion of patients with CSF for each voxel and is 
the earliest voxel-by-voxel statistical brain 
image derived from CT so far located. The fi rst 
quantitative voxel-value-based study of muscle 
(cited in the historical review of skeletal mass 
assessment [ 24 ]) was the work of J. A. Bulcke 
(submitted to the journal  Neuroradiology  on 
October 31, 1978, 1 month earlier than the 
Jernigan submission) [ 25 ]. Bulcke and cowork-
ers gives means, standard deviations, and scat-
terplots for Hounsfi eld units in several muscles 
with the sternocleidomastoid muscle showing 
mean Hounsfi eld value = 68, SD = 16. This study 
relied on hand-drawn edges and does not present 

a statistical image, so the Jernigan paper remains 
the fi rst to use computer algorithms for CT volu-
metric tissue analysis, a use apparently fi rst 
anticipated by Hounsfi eld. However, the earlier 
1978 study by Haggmark may deserve partial 

  Fig. 5.1    Cylindrical water phantom for CT calibration 
shows values close to zero. Above: Display thresholded so 
that values from −8 to +8 are black and values below −8 
and above +8 are shown on the  lower color bar. Below : 
Magnifi ed phantom to show scatter of values outside −8–8 
limit. The mean value was 0.93 SD = 3.1 Hounsfi eld units 
and the modal value 0.07. The values show calibration 
deviates approximately only one part in 2000 from the 
data range from air to bone       
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credit as the earliest voxel- based tissue CT 
 volumetric study although they used printed pic-
tures from the scanner and an Aristo planimeter 
to quantify area rather than computation from 
the actual digital record [ 26 ]. Similar methods 
were used to quantify  photomicrographs of 
 tissue cultures with a Keuffel and Esser polar 
planimeter [ 27 ] in one of the earliest quantitative 
tissue studies.  

    Qualitative and Quantitative 
CT-Based Anatomical Tissue 
Segmentation 

 Brown fat is located primarily in the neck and 
upper thorax. Visual inspection identifi ed brown 
fat clusters in the supraclavicular region in 100 % 
of 38 lean women [ 28 ], in 70 % of 27 subjects 
[ 18 ], in 52 % of 31 unselected patients [ 29 ], and 
in 6.8 % of 4,842 patients [ 30 ]. Since brown fat is 
more metabolically active than white fat, espe-
cially if the patient was cold during the FDG 
uptake period, regions of brown fat, active mus-
cle, and/or cancer-related metastatic regions have 
been found to be a potential source of ambiguity 
in FDG-PET scan evaluation of metastatic dis-
ease of the upper thorax and neck. The range of 
brown fat-positive patients reported on visual 
inspection range suggests the need for quantita-

tive criteria based on anatomical and functional 
imaging. This may be especially important in 
pharmacological treatment studies of elderly 
men, patients with obesity, and/or patients with 
diabetes where brown fat may be less visually 
prominent. 

 The earliest quantitative image analysis of fat 
located is that of Borkan [ 31 ]. Eight men had 
their total fat area and total tissue area measured 
by examining abdominal image voxels; a bimodal 
distribution was observed with a peak at −110 
interpreted as fat, a point of rarity at −50, and a 
second peak at 20, interpreted as lean tissue. 
Subcutaneous and abdominal fat was fi rst differ-
entiated by Grauer and coworkers with a wide 
Hounsfi eld unit bands for fat of −10 to −200 [ 32 ]. 

 The introduction of FDG-PET with integral 
CT scanning made the evaluation of the 
Hounsfi eld unit values for areas of high uptake 
possible. Cohade [ 33 ] is the earliest located 
report demonstrating that patients displaying 
focally located regions of increased FDG uptake 
had CT density in the fat range (mean −76, SD = 
24, 2SD range −124 to −48) and they hypothe-
sized these to be foci of brown fat. In a similar 
approach [ 34 ], regions of high SUV on FDG- 
PET were defi ned as brown fat if the CT 
Hounsfi eld values were between −250 and −50. 
Criteria for brown fat based on both CT and FDG 
SUV were Hounsfi eld 30 to −150 and FDG 
uptake of >1.5 SUV [ 35 ] and Hounsfi eld −100 to 
–10 and SUV >1.0 [ 30 ]. Segmentation of a CT 
image into bands of Hounsfi eld values is shown 
in Fig.  5.2 .  

    Season, Thermal Accommodation, 
and Brown Fat FDG Imaging 

 Since brown fat is thermogenic, one might 
hypothesize an increase in volume and/or activity 
during winter months. In individuals who had 
two FDG-PET scans months apart with one scan 
showing high SUV PET uptake (>3) and one 
scan with low SUV PET uptake (<2), a difference 
of Hounsfi eld units was found with predomi-
nantly winter month scans showing Hounsfi eld 
values of −71, SD = 18, and predominantly 

  Fig. 5.2    Axial CT image of the thorax showing tissues 
with Hounsfi eld number with discrete color bands. This 
illustration was created with Brainfl ow (Brainfl ow visual-
ization program,   http://code.google.com/p/brainfl ow/    ). 
The color bar extends from −600 to +600.  Blue-green , 
 aqua ,  green , and  yellow-green narrow color bands  corre-
spond to −140 to −120, −120 to −100, −100 to −80, and 
−80 to −60 Hounsfi eld units, respectively. Air (lung) is 
less than −600 ( cerise ) and bone ( red ) >100       
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 summer months showing a value of −104, SD = 17 
[ 36 ], in Fukuoka (27 °C in August and 5 °C in 
December). However, the CT and FDG images 
were not reported as coregistered. Since the FDG 
regions of interest were selected as high on one 
occasion and low on a second (from a pool of 
1,384 scans, 73 showed visually identifi ed BAT 
and 23 had two scans, one high and one low), the 
FDG change cannot be unambiguously inter-
preted. Signifi cantly, more subjects showed cold- 
activated brown fat (as determined by two trained 
observers) in winter- than summer-scanned 
patients [ 29 ] in Sapporo (26 °C in August and 
0 °C in January). Brown fat was more likely to be 
visualized in patients scanned in winter than in 
summer in Los Angeles [ 37 ] suggesting a chronic 
effect of low-temperature exposure even in a nar-
row range of exposure (29.4 °C in August and 
19.2 °C in December). Lean men exposed to 
10 °C in water-cooled suits for 4 weeks of accli-
mation [ 35 ] showed an increase in tissue oxida-
tive metabolism index ([11C] acetate  k ) in 
cervicothoracic brown fat before and after accli-
mation. Similarly, quantitative FDG showed an 
increase of approximately 40 nmoles/ml/min 
after acclimation but this was not statistically 
signifi cant.  

    Brief Exposure to Cold 
and Warm Environments 

 Saito [ 29 ] acquired FDG-PET on eight subjects 
who showed clear FDG uptake following cold 
exposure (19 °C for 2 h) and rescanned them fol-
lowing warm exposure (27 °C) but does not 
report means or statistical tests comparing the 
experimentally exposed subjects. Virtanen [ 38 ] 
found marked increase in glucose metabolic rate 
assessed quantitatively using FDG-PET (Patlak- 
Gjedde method [ 39 ]) in fi ve subjects exposed to 
cold (17–19 °C) and warm (ambient scanner tem-
perature). Supraclavicular regions outlined on 
CT scan by visual inspection were associated 
with higher metabolic rates on the coregistered 
PET scan following cold exposure. However, 
associated Hounsfi eld unit values were not used 
to segment tissue in individuals who had two 

FDG-PET scans months apart with one scan 
showing high SUV PET uptake (>3) and one 
scan with low SUV PET uptake (<2); a difference 
of Hounsfi eld units was found with predomi-
nantly winter month scans showing Hounsfi eld 
values of −71, SD = 18, and predominantly 
 summer months showing a value of −104, SD = 17 
[ 36 ]. Again, however, CT and FDG images were 
not reported as coregistered. Since the FDG 
regions of interest were selected as high on one 
occasion and low on a second (from a pool of 
1,384 scans, 73 showed visually identifi ed BAT 
and 23 had two scans, one high and one low), the 
FDG change cannot be easily interpreted. Saito 
[ 29 ] found a seasonal effect with higher preva-
lence of brown fat in winter was found although 
not statistically tested.  

    Brown Fat, Age, and Sex 

 While not based on CT quantifi cation, 162 
healthy volunteers had FDG-PET/CT and were 
divided into BAT positive ( n  = 67) and BAT nega-
tive ( n  = 95). The BAT-positive subjects were sig-
nifi cantly younger and showed lower BMI, 
subcutaneous fat, and abdominal fat [ 40 ]. 
Similarly, brown fat activity was greater in 
younger adults [ 29 ] and higher in women than 
men [ 29 ], and men showed more marked age 
decline in brown fat than women [ 41 ].  

    Histopathological and Genetic 
Validation of PET/CT Brown Fat 
Imaging 

 In an important validation step, histological 
examination of the biopsy of the fat tissue in 
three subjects with regions of high FDG uptake 
revealed cells characteristic of brown fat [ 38 ]. In 
other biopsy studies [ 34 ,  42 ], patients with a 
upper thorax tumors with high FDG uptake were 
found to have a hibernoma (brown fat tumor) so 
named because of the role of brown fat in hiber-
nating animals. High FDG SUV masses with CT 
values in the adipose tissue range appear typical 
of hibernomas [ 43 ]. The presence of brown 
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 fat- specifi c protein uncoupling protein-1 (UPC1) 
in brown adipose islands of tissue from the neck 
of patients undergoing surgery also supports the 
supposition that the active FDG uptake spots in 
the neck are consistent with brown fat [ 44 ]. In a 
third biopsy study, brown and white fat in the 
supraclavicular region were biopsied, and UCP1 
was identifi ed in brown but not in white fat [ 41 ]. 
Lastly, while not a quantitative study, coregis-
tered and fused PET/CT scans on 199 subjects 
were divided by visual inspection into brown fat 
positive ( n  = 88) and brown fat negative (111), 
and genotyping showed that among older sub-
jects, UCP1 A/G substitutions were associated 
with diminished chance of being brown fat posi-
tive [ 45 ].  

    Animal Studies 

 Early experiments in marmot [ 46 ] identifi ed the 
thermogenesis in brown fat as important in main-
taining a steady temperature in hibernation. This 
stimulated basic research on the neural mecha-
nisms of control of brown fat metabolism. In rats 
with brown fat activated with amoxetine, the 
traced activated area had a mean Hounsfi eld unit 
value of approximately −200 to −180 with more 
negative values in white fat [ 14 ]. Much higher 
Hounsfi eld unit values were found in rats [ 36 ] 
examined after 4 h of exposure to 4 °C (−12, 
SD = 22) and 23 °C (−28, SD = 9.6). However, 
these values were obtained from a visually placed 
FDG-PET image circular region of interest and 
are not reported to be coregistered between warm 
and cold, or use exactly the same region of inter-
est location.  

    Image Analysis and Brown Fat 

 The studies reviewed above clearly demonstrate 
that islands of high metabolic activity in the 
neck and upper thorax are associated with cold- 
activated adipose tissue and that biopsy studies 
indicate brown adipose tissues in these areas. 
These studies have sometimes used a CT 
Hounsfi eld level for identifying brown fat, but 

the same CT template for cold and warm condi-
tions with algorithmically defi ned brown fat has 
not been carried out. Bias associated with out-
lining regions on the FDG scan to select brown 
fat areas confounds region selection with activ-
ity, and studies with very wide ranges of 
Hounsfi eld units do not clearly use an objective 
measure to separate brown and white. Studies 
in which visual observation of both PET and 
CT was used to defi ne brown fat also lack inde-
pendence of region of interest selection and 
may bias the results toward a higher brown fat 
than white fat result and also bias Hounsfi eld 
unit determination. A study in which the images 
from a group of subjects are exposed to both 
cold and warm  conditions with the PET images 
coregistered to a single CT with regions of 
interest based purely on defi ned computer algo-
rithms applied to Hounsfi eld unit images has 
not been reported. In such a study, the voxels 
associated with specifi c narrow Hounsfi eld val-
ues can be selected, and their FDG metabolic 
rate and SUV can be assessed and statistical 
analysis performed. Below, pilot data are pre-
sented [ 47 ] that address these issues and apply 
variations of image coregistration methods in 
brain imaging to the multiple coregistration 
problems.  

    Key Methods in Tissue 
Segmentation Study 

    Subjects 

 As a prelude to an early phase interventional 
study of a new drug with putative effects on 
BAT metabolism, Buchsbaum et al. [ 47 ] studied 
a group of insulin-resistant subjects ( n  = 9, 
mean ± SD homeostasis model assessment 
(HOMA-IR) = 5.2 ± 2.5) and overweight healthy 
volunteers  ( n  = 2) with fl uorodeoxyglucose 
positron- emission tomography and x-ray com-
puted tomography (FDG-PET/CT) of the thorax 
(C6- T8) to assess the glucose metabolic rate 
(GMR) of brown and white fat. Of these, eight 
of the insulin-resistant subjects also underwent 
imaging of the upper leg. Subjects were exposed 
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to a 90-min period of either cold (67–68 °F; 
19–20 °C) or warm (72–73 °F; 22–23 °C) tem-
perature on separate days and then moved to the 
PET/CT scanner, which was kept at the same 
temperature for FDG uptake. The initial high-
resolution warm 200 MA CT was used to coreg-
ister the cold and warm PET scans. All scans 
were converted to .nii format using PMOD 
(PMOD Technologies, Zurich, Switzerland). 
Segmented CT masks of 7 Hounsfi eld unit (HU) 
bands, −600 to −160 (mainly lung), −160 to 
−120, −120 to −80, −80 to −40, −40−0, 0–100 
(muscle), and 100–600 (bone and some mus-
cle), were computed. GMR was quantifi ed as 
micromoles glucose/100 g/min using an arterial 
input function from the aorta image as used in 
one other study [ 35 ]. The FDG- PET scans for 
the cold and warm sessions were both regis-
tered to the initial CT so that the same CT ana-
tomical scan Hounsfi eld values could be applied 
to both the cold and warm conditions. All scans 
were then visually reviewed for registration 
quality. Thus, all measurements were auto-
mated and did not depend on visual interpreta-
tion. Cold minus warm GMR values were 
obtained at 47 thoracic levels, and we summa-
rized the 47 levels into fi ve slices (slice 0–9, 
10–19, 20–29, 30–39, and 40–46). The upper-
most group had more anatomical variability due 
to variations in the length of the neck and fl ex-
ion of the neck, and so the analysis focused on 
slices from the superiormost slice which 
included the shoulder to the inferiormost slice 

passing through the superior portions of the 
heart. Since the bed appears in cross section in 
CT but not the PET scan, CT was masked with 
PET values >0 to remove the bed.  

    FDG Quantifi cation 

 Images were quantifi ed using the time-activity 
curves from each voxel and from a region of 
interest in the aorta using PMOD software. A 
lumped constant of 1.14 was used following an 
earlier report in the quantifi cation equation [ 39 ]. 
This forms a rectangular cube of body metabolic 
rate measurements approximately 128 by 128 by 
47 for each of the four adjacent neck/thorax lev-
els. Thus, the data set is the 3D xyz spatial matrix 
of metabolic rate measurements in micromoles 
glucose/100 g/min, with expected values in the 
range of 1–10 μmol/100 g/min across all adipose 
tissue voxels.  

    Glucose Metabolic Rate Following 
Cold and Warm Exposure 

    Whole Slice Glucose Metabolic Rate 
(Micromoles Glucose/100 g/min) 
 Metabolic rate was signifi cantly greater in voxels 
in the fat range than in other tissue at the Hounsfi eld 
levels less than −160 and greater than 100 
(Fig.  5.3 ). The wider spread of values from −160 
to 0 was consistent with the earlier studies, and 
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large standard deviations were found. The cold vs. 
warm effect signifi cantly varied across Hounsfi eld 
unit bands, and this was confi rmed with a 3-factor 
repeated measures analysis of variance (ANOVA) 
(cold/warm × Hounsfi eld unit band × thorax level) 
and with a temperature by Hounsfi eld unit interac-
tion (see Fig.  5.3 ). Examination of the SUV in a 
narrow analysis with bands 20 units wide found a 
peak cold minus warm effect at −140 to −100, but 
the cold minus warm effect was not signifi cant 
( F  = 2.48, df-1, 10,  p  = 0.15) and the Hounsfi eld 
unit by cold/warm interaction was also not signifi -
cant ( F  = 0.89,  p  = 0.51).

       Clustering Voxels of Similar Values 
 First, the voxels associated with the bed had to be 
removed from the image. This was done by mask-
ing the CT with FDG-PET scan since the bed was 
inactive. Next, the AFNI (analysis of functional 
neuroimages,   http://afni.nimh.nih.gov/pub/dist/
doc/program_help/    ) routine 3dmerge -1clust_

order command was used on the CT scan for each 
Hounsfi eld unit range. We used the command as 
“3dmerge -1clust_order 1.5 500 –prefi x output 
fi le input fi le.” This forms clusters with a connec-
tion distance of 1.5 mm and excludes clusters less 
than 500 mm 3 . This is illustrated in number 3 in 
Fig.  5.4 , for a −140 to −90 Hounsfi eld unit band. 
All neighboring voxels with values in this band 
were assigned a value of 1, and all voxels outside 
this range were assigned a value of 0. The clusters 
were then ranked for size, and each of the largest 
16 clusters was assigned a color. The cluster mask 
was then applied to the cold minus warm PET 
scan .nii images, and the mean metabolic rate, 
SUV, and volume in mm 3  for each cluster were 
determined. Each individual-colored cluster size 
image (#4 in Fig.  5.4 ) was then examined, and 
supraclavicular clusters in the same two positions 
on the right and left were selected and their vol-
umes organized into right and left body columns 
in a spreadsheet for statistical analysis. This step 

  Fig. 5.4    Clustering methods for contiguous pixels. ( 1 ) 
CT scan of upper thorax. ( 2 ) Frozen section human atlas 
[ 48 ]. ( 3 ) CT mask with white (value = 1) for contiguous 
pixels in the −140 to −90 range and black (value = 0) else-

where. ( 4 ) Clusters superimposed in color on CT image 
with pixel clusters ranked for size with  violet, blue, light 
blue …for clusters of size rank 1, 2, 3…. ( 5 ). FDG-PET. 
( 6 ) PET fused with CT image       
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was necessary because small changes in volume 
resulted in a different order for the clusters.

   Individual cluster values showed a wide vari-
ability (Fig.  5.5 ), but most individuals had cold 
values greater than warm values, some to a 
marked extent of two- to fourfold increases.

   To provide a test of reliability, the correlation 
between glucose metabolic rate in the left and 
right clusters for Hounsfi eld range −120 to −70, 
 n  = 11, was examined. The metabolic rate increases 
with cold exposure compared to warm exposure, 
left vs. right correlation was highly reliable 
( r  = 0.96, df = 9,  p  < 0.001), and cluster volume was 
less reliable ( r  = 0.39). For the higher Hounsfi eld 
range, the metabolic rate change left vs. right 
 correlation was also highly signifi cant (0.99), and 
the cluster volume right vs. left correlation was 
also highly signifi cant ( r  = 0.90, df = 9,  p  < 0.001).   

    Total Fat Volume and Distribution 
of Fat Hounsfi eld Units 

 For examination of the computations, we [ 47 ] 
made the simple approximation of a typical 
man’s thorax as a rectangle 500 × 250 mm. For 
ten typical slices that were 3.27 mm thick, we 
then estimated the approximate order of magni-
tude to be 4,087,500 mm 2 . We then counted (see 
section “ R language usage especially suitable for 

tissue segmentation ”) the number of CT voxels 
meeting the two criteria: (1) Hounsfi eld >−10,000 
and <10,000 and (2) PET metabolic >0 found 
1,072,044 which corresponds to 3,505,584 mm 3  
indicating that we had an appropriate unit estima-
tion. Next, the number of mm 3  between −120 and 
−40 Hounsfi eld units was evaluated and found to 
be 669,372 or about 19 % of the volume to be in 
the fat range, consistent with other estimates. 

     R Language Usage Especially Suitable 
for Tissue Segmentation 
 Code is presented to show compact features of R 
for CT tissue segmentation. 

 We used the CT volume containing 47 slices 
as a .nii fi le and package neuroim for reading .nii 
fi les. 

  install.packages("neuroim", 
repos="http://R-Forge.R-project.
org")  

  install.packages("C:/adata/
neuroim_0.0.1.zip", repos=NULL, 
source=TRUE) #fi nal load which 
worked  

  vol <- loadVolume("ct.nii")  
 For this example, we formed a three- 

dimensional array containing the inferior ten 
slices from the 47-slice ct.nii as ct09 and a CT 
mask as ctmask09 (0 for negative PET and 1 for 
positive PET) to remove the bed based on PET 
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values. Then, the compact R commands yielded 
the number of voxels meeting the criteria of a 
valid CT voxel and valid PET voxel (being inside 
the body). 

   prune=ct09[((ct09>=(-10000)) 
& (ct09<=(10000))) & 
((ctmask09>0.5)& (ctmask09<3))]  

  > length(prune)  
  [1] 1072064  
  > print( 1072044*3.27)  
  [1] 3,505,584 mm3  
 Next, we obtained the number of CT voxels in 

the designated volume in the fat range of −120 to 
−40 using the conjunction grammar to place the 
voxels meeting the criteria into the variable 
“prune.” Then the “length” function determined 
the number of voxels (1 × 1 × 3.27 mm). 

     > prune=ct09[((ct09>=(-120)) 
& (ct09<(-40))) & ((ctmask09>0.5)& 
(ctmask09<3))]  

     > length(prune)  
     [1] 204701  
     > print(204701*3.27)  
     [1] 669372.3 mm3   
 Lastly, we examined the quantiles related to 

the Hounsfi eld units, fi lling array “band2” with 
sequential proportion values and then applying it 
to the array containing the CT values. 

  > band2=c(.1, .2, .25, .30, 
.35, .40, .45, .5, .6, .7, .8, .9)  

  > quantile(prune, band2)  
   10% 20% 25% 30% 35% 40% 45% 50

% 60% 70% 80% 90%   
  -105  -95  -91  -87  -83  -80  

-76  -73  -67  -60  -54  -47  
 Hounsfi eld unit levels at each decile are shown 

between −120 and −40 indicating that about half 
of the voxels fell between the 20th percentile 
(−95) and the 70th percentile (−60).   

    Leg Metabolic Activity 

 The lower leg was scanned immediately follow-
ing the completion of the 67-min thorax scan in 
eight subjects. Since we had only the FDG blood 
uptake curve for the thorax and did not have one 
for minutes 67–72 for the leg, we developed a lin-

ear regression line between metabolic rate values 
in the entire upper section of the thorax and the 
raw FDG counts and then applied this transfor-
mation to the legs as an approximation. Based on 
the location of the edges of the tibia and fi bula on 
CT, we stereotaxically located (Fig.  5.6 ) four 
spherical regions of interest (tibialis anterior, 
soleus, gastrocnemius, and subcutaneous fat) 
8 mm in diameter (calling the R neuroim subrou-
tine RegionSphere (FDG-PET-inputfi le-name.
nii, xyz-location, radius-mm)). These regions 
were chosen to differ in fast twitch (tibialis ante-
rior, gastrocnemius/mixed) and slow twitch 
(soleus). Leg muscles were signifi cantly more 
active in the warm condition than in the cold con-
dition (environmental temperature main effect 
 F  = 10.6, df = 1, 7,  p  = 0.014) in temperature con-
dition by tissue type 2-way repeated measures 
ANOVA). Muscles and subcutaneous fat had dif-
fering metabolic rates (2-way repeated measures 
ANOVA, main effect of tissue type  F  = 23.9, 
df = 3, 21,  p  < 0.0001; Fig.  5.7 ). However, the tis-
sue type × temperature interaction was not sig-
nifi cant ( f  = 1.00, df = 3. 21,  p  = 0.41). A larger 
number of regions of interest on the vertical axis 
(along the length of the tibia) and refi ned stereo-
taxic placement may yield signifi cant results. A 
limitation of the method is that the soleus and 
gastrocnemius are close together, sometimes 
referred to as the triceps surae [ 48 ,  49 ]. However, 
the fi nding that the leg metabolic rate was not 
greater during the cold condition indicates that 
shivering was probably not common during our 
cold exposure [ 9 ].

         Discussion 

    Hounsfi eld Unit Values of Fat 
and Other Tissues 

 A salient test of the concept that absolute 
Hounsfi eld unit values are associated with brown 
rather than white fat requires the assumption that 
only brown fat will show a change in metabolic 
rate. A signifi cant Hounsfi eld unit by temperature 
exposure condition interaction would strongly 
support the concept. This is confi rmed for 
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 metabolic rate, with a peak from −160 to −40, but 
the curve has a relatively fl at shape without a nar-
row peak of width 20–40 Hounsfi eld units. Thus, 
the Buchsbaum et al. data [ 47 ] is most similar to 
Cypess [ 34 ] who defi ned it as brown fat if the CT 
Hounsfi eld values were between −250 and −50. It 
is also similar to [ 33 ] demonstrating that patients 
displaying focally located regions of increased 
FDG uptake had CT density in the fat range 
(mean −76, SD = 24, 2SD range −124 to −48). It 
should be noted that the Hounsfi eld unit values in 

these studies come from examining areas of ther-
mal response on the FDG-PET visually, rather 
than including all Hounsfi eld units of a particular 
range. Thus, the fact that our Hounsfi eld regions 
statistically confi rmed approximately as wide a 
band as in those studies is of interest since our 
data was not biased by FDG-PET selection. Our 
metabolic rates in micromoles/100 g/min (see 
Fig.  5.6 ) were similar to those observed else-
where (see Fig.  5.1b  [ 50 ]). It should also be noted 
that the clustering technique used here (see 

  Fig. 5.6    Muscle metabolic rate in lower leg muscles and 
subcutaneous fat.  Top row :  Left , Atlas [ 48 ] from human 
frozen section.  Middle , CT image at approximately the 
same level showing cursor placed so as to touch the lateral 
edge of the tibia and posterior edge of the tibia. This pro-
vided one of the stereotaxic points used to locate the cir-
cular region of interest.  Right , FDG-PET image of the 

legs.  Bottom row :  Left , Leg CT.  Middle , Coregistered 
FDG-PET with circular stereotaxic regions of interest on 
gray scale.  Right , Merged image of CT and PET. This R 
program used Brainfl ow routines loadVolume (nii.fi le-
name), and RegionSphere (nii.imagename, image x,y,z, 
and diameter in pixels) to obtain values       
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Fig.  5.4 , image 4) is strikingly similar to the areas 
identifi ed as showing increased tissue glucose 
uptake by Ouellet in their Fig.  5.2  and in the 
supplement. 

 Brown fat volumes and brown fat activation 
are highly variable from subject to subject in our 
data and are noted by others (e.g., [ 9 ]). 
Understanding this variability is key to selecting 
specifi c drugs for exploiting brown fat as a 
 modulator of diabetes and obesity.  

    Brown Fat by CT Hounsfi eld Units vs. 
Brown Fat by FDG-PET Activation 

 The Buchsbaum et al. [ 47 ] pilot study showed 
that both of the two overweight but not insulin 
resistant subjects showed positive values for the 
cold minus warm clusters while four of nine 
insulin- resistant subjects had small negative val-
ues. Our overall percentage of individuals with 
activatable brown fat is 64 %, between the 70 % 
percentage [ 18 ] and 52 % found [ 29 ] found else-
where. This suggests that Hounsfi eld-identifi ed 
fat in the brown fat range may not necessarily be 
thermoactivated, may take a stronger environ-
mental thermal stimulus, or may require pharma-
cological treatment to become activated. The 
exact correspondence of thermogenic brown fat 
and a specifi c Hounsfi eld band may also be 

diluted by the presence of beige adipocytes which 
may appear within white adipose tissue and 
develop from different progenitor cells [ 16 ,  17 ]. 
It is possible that brown, beige, and white adi-
pose tissue may each respond to separate phar-
macological effects. The curve seen in Fig.  5.3  
might become more narrowly peaked in response 
to the action of a drug which affected only ther-
mogenic brown fat or more broad and fl at if beige 
and/or white fat was affected. Volume change in 
subpopulations of adipose cells might also be 
detected by changes in Hounsfi eld intensity maps 
or the size, location, and shape of contiguous 
clusters of Hounsfi eld unit range voxels.  

    Brown Fat Metabolism, Brain 
Metabolism, Obesity and Depression 

 It has recently been reported that brown fat met-
abolic rate assessed by FDG-PET in the thorax 
under cold conditions is correlated with glucose 
metabolism in the cerebral cortex and subcorti-
cal regions including the frontal lobe, thalamus, 
and cingulate [ 50 ]. This correlation was observed 
only in lean individuals but not observed in 
obese individuals or for white adipose tissue 
metabolic rate. Signifi cant negative correlations 
between BMI and glucose metabolic rate in the 
prefrontal cortex and cingulate gyrus, but not 
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other areas, have been observed [ 51 ]. Obese 
individuals have higher rates of depression [ 52 ]. 
Patients with morbid obesity who are candidates 
for stomach surgery have a high incidence of 
psychiatric illness, predominately depression 
[ 53 – 56 ], but the relationship between antide-
pressant use, weight loss success, and depressive 
symptom change before and after surgery 
remains unknown [ 56 ]. The fi nding that affective 
disorder may be characterized by both weight 
loss and weight gain and that antidepressant 
drugs may be associated with weight loss (e.g., 
bupropion, fl uoxetine [ 57 ,  58 ]) and gain (e.g., 
paroxetine, amitriptyline) is a further contradic-
tion [ 58 ]. Further understanding of the interac-
tion between brown fat metabolic rate, obesity, 
and depression may provide more specifi c treat-
ments for depression in the obese and the effect 
of mood-regulating drugs on weight.   

    Conclusions 

 Our data demonstrate that automated algorithms 
can detect the metabolic increase due to cold 
exposure in thermogenic tissue in the upper tho-
rax in man using combined FDG-PET and 
CT. Earlier brown adipose tissue studies have 
demonstrated that FDG uptake is increased by 
exposure to cold temperatures and cold seasonal 
effects. These studies noted the visibility of tis-
sue areas that were associated with CT 
Hounsfi eld image units in a broad range (−200 
to −20) but did not statistically compare the 
increase in uptake as a function of coregistered 
Hounsfi eld unit ranges. Our investigator-initi-
ated program extended these fi ndings with anal-
ysis of variance confi rmation of differential 
thermogenesis in tissues with different mean 
Hounsfi eld unit values. We also demonstrated 
the application of brain-imaging- derived clus-
tering techniques for identifying specifi c regions 
of thermosensitive adipose tissue based entirely 
on algorithmic identifi cation of contiguous 
Hounsfi eld unit areas. This assay complements 
the simple measurements of weight or BMI, 
more specifi c metabolic assessments of blood 
insulin measurement and the glucose tolerance 

test, as well as the sophisticated hyperinsulin-
emic clamp. 

 The applications for the therapeutics of dia-
betes are of great potential as individual differ-
ences in the multifactorial contributions to 
diabetes are identifi ed. Translational research 
on diabetes and obesity and development of new 
pharmacological treatments can only move for-
ward by using the most specifi c assessments of 
glucose metabolic change. If a new investiga-
tional drug were to only affect insulin sensitiv-
ity, then a trial in which the diabetes of only half 
the subjects had reduced insulin sensitivity, then 
the power of the trial to detect effi cacy would be 
greatly reduced or insuffi cient. Similarly, if a 
new drug targeted brown fat thermogenesis, 
younger female subjects who already had 
greater amounts of brown fat might show less 
effi cacy than older male subjects with compro-
mised activity and volume of brown fat. Salient 
biomarkers can save effi cacious drugs from dis-
card by identifying the individual subjects for 
which the new drug is needed and clinically 
valuable. 

 The potential applications in clinical research 
include (1) metabolic characterization of indi-
viduals with thermogenically unresponsive adi-
pose tissue in the brown Hounsfi eld unit range; 
(2) wider mapping of the thermal response range 
in both adipose and muscle tissue; (3) determina-
tion of the relationship between body tempera-
ture/change with thermal exposure, diurnal 
temperature rhythms, basal metabolic rate, and 
FDG adipose metabolism; (4) quantitative map-
ping of regional obesity by Hounsfi eld units 
(abdominal, leg, upper thorax) and its relation-
ship to insulin disorders; (5) the effect of weight 
loss on adipose tissue Hounsfi eld characteriza-
tion and metabolic responsiveness to thermal 
conditions; and (6) the relation of regional brain 
appetite areas to metabolism in Hounsfi eld unit- 
characterized adipose tissue. 

 There is wide agreement that obesity is com-
plex with many physiological mechanisms at its 
root. To paraphrase Tolstoy’s memorable fi rst 
line in the novel Anna Karenina [ 59 ], every obese 
person is obese in their own way. As drugs with 
more specifi c anti-obesity mechanisms are devel-
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oped, the detailed assessment of every aspect of a 
patient’s pathophysiology will become increas-
ingly important.     
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        Summary 

    Background 

 The assessment of body composition for research 
began in the late 1800s with basic investiga-
tions of the human body for fat, protein, salt, 
and water content, while the early 1900s moved 
into more specifi c quantifi cations on the atomic, 
chemical, and molecular level for the whole 
body. With advances in science and technology, 
the 1960s and 1970s saw development of the 
three- compartment model and the introduction 
of new methods and devices, such as bioimped-
ance analysis and dual-photon absorptiometry. 
With increased clinical adoption of medical 
imaging in the 1980s, body composition assess-

ment expanded from single and multiple slices to 
whole body imaging, as well as from computed 
tomography (CT) to magnetic resonance imag-
ing (MRI). In the 1990s, continued refi nement 
and cross-validation of different research meth-
odologies led to the commercial development 
of bioimpedance analysis (BIA), air displace-
ment plethysmography (BOD POD), and dual-
energy X-ray absorptiometry (DXA) systems 
with widespread clinical, consumer, and research 
utilization.  

    Key Methods 

 Body composition imaging has been utilized for 
over 35 years in scientifi c research, but has yet 
to be implemented as a routine clinical measure-
ment. Frequently designated as “non-standard 
of care”, body composition imaging can be clas-
sifi ed as a highly technical imaging technique. 
Since the average imaging technologist does 
not frequently perform these types of special-
ized scans in routine clinical practice, there is a 
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need for comprehensive training where empha-
sis is placed on a number of factors including 
adherence to a specifi ed acquisition protocol, 
maximum reproducibility and minimum vari-
ability between timepoints, and strict account-
ability for documentation and transfer of source 
data. The most accurate and precise use of these 
imaging techniques in translational research 
requires an evaluation of the type and mainte-
nance of equipment to be utilized, the experi-
ence and training of imaging technologists who 
will perform the scan, and the protocol to be 
utilized for acquiring the images and manag-

ing the data. The key methods are organized by 
imaging modality and typically selected based 
on the prioritization of logistical concerns ver-
sus scientifi c need. The less complicated meth-
ods will be more readily available and can be 
implemented in a more scalable manner, but 
only provide a limited number of results. The 
more advanced techniques require higher end 
scanners and additional equipment, which are 
most often located at academic medical centres 
or large imaging facilities, but are able to pro-
duce additional results which are not directly 
available from other modalities. 

    Image Acquisition 

 Method  Measurement  Advantages  Disadvantages 
 Value in drug
development decisions 

 DXA  Density of whole body tissue 
to determine the separate 
composition of fat tissue, lean 
soft tissue, and bone mineral 
content/density 

 Short scan time 
(5–10 min); open table 
confi guration; 
user-friendly software; 
easy to standardize 

 X-ray exposure; table 
weight limit (~300 lb; 
~136 kg); table scan 
limit (~60 cm width); 
cannot separate different 
types of adipose tissues; 
technologists may be 
unfamiliar as this is not 
usual standard of care 

 Suggested by FDA 
(Food and Drug 
Administration) in Draft 
Guidance as general 
safety assessment for 
reduction in fat content 
not lean-body mass 

 CT  Density of various tissues in 
order to produce anatomical 
images for the assessment of 
normal and abnormal body 
structures 

 Cross-sectional 
imaging; larger bore 
size (70–90 cm); 
higher table weight 
limit (~400–450 lb; 
~182–2,014 kg) 

 X-ray exposure; 
technologists typically 
rotate between 
modalities; more 
diffi cult to standardize 

 Should be used for 
direct VAT* 
measurement, rather 
than waist 
circumference, as a 
surrogate measure 

 MRI  Water content of various 
tissues in order to produce 
anatomical and dynamic 
images for the assessment of 
normal and abnormal body 
structures and function 

 Cross-sectional 
imaging; no X-ray 
exposure; higher table 
weight limit (~350 lb; 
~159 kg); 
technologists are more 
consistent 

 Smaller bore sizes 
(60–70 cm); 
claustrophobia risk; 
smaller fi eld of view 
(~50 cm); longer scan 
times (~30 min); more 
diffi cult to standardize 

 Should be used for 
direct VAT 
measurement, rather 
than waist 
circumference, as a 
surrogate measure 

   VAT  visceral adipose tissue  

       Image Analysis 

 Method  Measurement  Advantages  Disadvantages 
 Value in drug 
development decisions 

 DXA  Separation of 
anatomical regions 
of interest to 
quantify fat tissue, 
lean soft tissue, and 
bone mineral 
content/density 

 Auto-analysis features 
available; manual analysis 
procedures are software 
driven; easy to develop a 
protocol 

 Site technologists are not 
typically familiar with body 
composition scan, as they are 
not standard of care; sites 
often perform local image 
analysis according to their 
established procedures and 
independent of other sites 

 FDA Draft Guidance 
suggests centralized 
process can better 
provide verifi able and 
uniform training, 
management, and 
performance 
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 Method  Measurement  Advantages  Disadvantages 
 Value in drug 
development decisions 

 CT  Quantifi cation of 
internal organs or 
tissue volumes, as 
well as some 
qualitative 
measurements 

 Thresholding by Hounsfi eld 
units; some automated 
segmentation available; can 
be performed on existing 
PACS/workstations 

 Analysis by CT technologists 
is ineffi cient and often 
interrupted by scanning 
responsibilities; clinical 
software is typically for 
routine measurements, not 
rigorous analysis 

 FDA Draft Guidance 
suggests centralized 
process can better 
provide verifi able and 
uniform training, 
management, and 
performance 

 MRI  Quantifi cation of 
internal organ or 
tissue volumes, as 
well as a range of 
dynamic, functional, 
and qualitative 
measurements 

 Wider range of acquisition 
protocols allow for a larger 
number of quantitative and 
qualitative analyses 

 Images are more varied and 
complicated to analyse; fewer 
options for automated 
analysis; strict protocols must 
be followed in order to reduce 
individual analyst bias 

 FDA Draft Guidance 
suggests centralized 
process can better 
provide verifi able and 
uniform training, 
management, and 
performance 

   PACS  picture archiving and communications system 

         Conclusions 

 Body composition imaging is more technical than 
general clinical imaging and should be con-
strained to a rigorous protocol in order to provide 
reproducibility and scalability for translational 
research. Since image acquisition and processing 
technologies are rapidly evolving, researchers and 
scientists should thoroughly evaluate logistical 
concerns and scientifi c needs before selecting an 
imaging modality. As with any scientifi c method-
ology, the quality and validity of results are only 
as good as the source data; therefore, engineers, 
physicists, and technologists should be included 
in discussions with clinical researchers in order to 
address technical issues that must be resolved for 
use in translational research. Body composition 
imaging has long been utilized for obesity/diabe-
tes research and drug development and is expand-
ing into other disease and therapeutic areas. 
Broader implementation will increase the famil-
iarity and quality of these techniques while build-
ing a solid foundation for new investigations.   

    Introduction 

    The Pathophysiology of Obesity 
or Diabetes 

 Adipose tissue mass and function are closely asso-
ciated with health-related conditions such as 

impaired insulin sensitivity, metabolic syndrome 
[ 1 ], and type 2 diabetes [ 2 ]. The utilization of med-
ical imaging has allowed for a better understand-
ing of the effects of obesity and diabetes and has 
also increased our understanding of the mecha-
nism of these conditions. Hyperglycaemia, 
impaired postprandial insulin secretion, elevated 
fasting plasma insulin levels, increased fatty acids 
and triglycerides, and insulin resistance are associ-
ated with adiposity but more specifi cally, with cer-
tain patterns of adipose tissue and fat distribution. 

 The measurement of visceral adipose tissue 
(VAT) by computed tomography (CT) and mag-
netic resonance imaging (MRI) has allowed for the 
breakdown of abdominal adiposity into separate 
VAT and subcutaneous adipose tissue (SAT) com-
partments, but also for further subdivision into 
more detailed and distinct anatomical depots [ 3 ]. 
As a single depot, VAT is strongly associated with 
insulin resistance of skeletal muscle, as well as 
with dyslipidaemia, and increased risks for hyper-
tension and glucose intolerance [ 4 ]. Differences in 
the amount of VAT have been determined to 
account for a signifi cant amount of the variability 
in the severity of insulin resistance and also have a 
stronger correlation than fat mass [ 5 ] (Fig.  6.1 ).

   The high resolution of cross-sectional imag-
ing has allowed for the identifi cation of an estab-
lished fascial plane that separates SAT into deep 
and superfi cial layers, which are known to have 
distinct  histological properties. The deep SAT 
layer has been shown to have an association with 
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a

b

c

d

  Fig. 6.1    ( a ) CT image acquisition. ( b ) 
CT Analysis for SAT and VAT. ( c ) MRI 
image acquisition. ( d ) MRI analysis for 
muscle, SAT, and VAT       
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insulin resistance that is similar to VAT, which 
the superfi cial SAT layer has a weaker associa-
tion [ 6 ] (Fig.  6.2 ).

   Intermuscular adipose tissue (IMAT) has also 
been identifi ed as adipose tissue located beneath 
the muscle fascia and combined with contiguous 
depots of adipose tissue between muscle bundles 
[ 7 ]. IMAT has been show to be signifi cantly cor-
related with insulin resistance in middle-age [ 8 ] 
and older adults [ 1 ,  9 ]. Continued interest is 
focused on the qualitative analysis of other tissue 

or organ composition, such as skeletal muscle 
and liver, where higher fat content has been iden-
tifi ed in obesity and type 2 diabetes (Fig.  6.3 ).

       The Development of 
Pharmacological Agents 

 Drug distribution within the body is dependent 
on a number of factors including blood fl ow, 
body composition, fl uid distribution, and protein/

b

a
  Fig. 6.2    ( a ) CT image of abdomen. 
( b ) CT analysis for deep 
and superfi cial SAT       

a b

  Fig. 6.3    ( a ) CT image of thigh. ( b ) CT analysis for muscle, IMAT, and SAT       
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tissue binding. It is possible for drug distribution 
to shift as protein concentration and body com-
position changes occur. Once in the blood, circu-
lation throughout the body can be affected by 
regional fl ow in the central compartment of high 
metabolic rate organs (brain, heart, kidney, and 
liver) and the peripheral compartment of less 
well-perfused organs (adipose and muscle tis-
sue). For example, despite the fact that anaesthe-
sia is metabolized slowly, the duration of effect is 
shortened because drug distribution into adipose 
tissue acts as a storage site or drug reservoir. 

 Since phenotypic and lifestyle changes of body 
composition and mass can affect drug distribution 
and metabolism, the use of imaging modalities to 
assess the variability and magnitude of the 
changes early on in the drug development process 
allows for more effi cient clinical trials and more 
valuable clinical results. The Food and Drug 
Administration (FDA) has included the use of 
imaging biomarkers as endpoints for quantifying 
the size of effect in its  Guidance for Industry 
Standards for Clinical Trial Imaging Endpoints . 
More specifi cally, the  Guidance for Industry 
Developing Products for Weight Management  
incorporates the use of DXA, CT, or MRI for 
body composition assessment:

  To ensure that drug or biologic-induced weight 
loss is caused primarily by a reduction in fat con-
tent, not lean-body mass, a representative sample 
of study subjects should have a baseline and fol-
low- up measurement of body composition by 
DEXA, or a suitable alternative. 

 Because the evaluation of investigational 
weight- management products routinely includes 
assessment of changes in patients’ metabolic pro-
fi les, and in some cases may involve measurement 
of visceral fat content by CT or MRI, waist circum-
ference should not serve as a surrogate for visceral 
fat content when measured in a clinical trial inves-
tigating the effi cacy of a product for weight loss. 

   An additional area of focus for drug develop-
ment includes the imaging modalities of positron 
emission tomography (PET), functional MRI 
(fMRI), and magnetic resonance spectroscopy 
(MRS) for investigations of mechanisms and 
in vivo metabolism. These techniques allow for 
the assessment of tissue and organ quality and 

composition, fuel utilization, oxygen uptake, 
blood fl ow, and other functional properties.   

    Background 

 The assessment of body composition for research 
began in the late 1800s with basic investigations 
of the human body for fat, protein, salt, and water 
content [ 2 ,  10 ,  11 ], while the early 1900s moved 
into more specifi c quantifi cations on the atomic, 
chemical, and molecular level for the whole body 
[ 3 ,  12 – 14 ]. In 1942, Behnke et al. reported on the 
estimation of lean vs. fat by Archimedes’ princi-
ple and introduced the two-compartment model 
and underwater weighing method, which could be 
implemented by other investigators [ 4 ,  15 ]. With 
advances in science and technology, the 1960s and 
1970s saw development of the three- compartment 
model by Siri [ 5 ,  16 ] and the introduction of new 
methods and devices, such as bioimpedance anal-
ysis and dual-photon absorptiometry [ 6 ,  17 ,  18 ]. 
In 1979, Heymsfi eld et al. were the fi rst to utilize 
CT for body composition imaging [ 7 ,  19 ]. 

 Increased clinical adoption of medical imag-
ing in the 1980s allowed body composition 
assessment to expand from single and multiple 
slices to whole body imaging, as well as from CT 
to MRI [ 8 ,  20 – 23 ]. In the 1990s, continued 
refi nement and cross-validation of the different 
research methodologies led to the commercial 
development of bioimpedance analysis (BIA), air 
displacement plethysmography (BOD POD), and 
dual-energy X-ray absorptiometry (DXA) sys-
tems with widespread clinical, consumer, and 
research utilization. With the current variety of 
research techniques available for the assessment 
of body composition, logistical and scientifi c 
considerations play an important role in the 
selection process. At one end of the spectrum, 
anthropometric measurements are commonly uti-
lized as surrogates of total body adiposity, where 
skinfold thickness is a low-cost fi eld measure-
ment, but has a considerable amount of variabil-
ity in the subcutaneous thickness and 
compressibility of adipose tissue for a given 
 measurement location. Intermediate techniques, 
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such as the BODPOD or DXA, are more accurate 
and advanced than the fi eld measures, but still 
only distinguish between two (fat and fat-free 
mass) and three (bone, fat, and lean mass) com-
ponents of body composition, respectively. At the 
sophisticated end of the spectrum, imaging 
modalities such as CT and MRI are able to 
directly quantify adipose tissue in specifi ed 
regions or the whole body with higher accuracy, 
but also higher costs and technical requirements.  

    Key Methods 

 Body composition imaging has been utilized for 
over 35 years in scientifi c research, but has yet to 
be implemented as a routine clinical measure-
ment. Frequently designated as “non-standard of 
care”, body composition imaging can be classi-
fi ed as a highly technical imaging technique. 
Since the average imaging technologist does not 
frequently perform these types of specialized 
scans in routine clinical practice, there is a need 
for comprehensive training where emphasis is 
placed on a number of factors including adher-
ence to a specifi ed acquisition protocol, maxi-
mum reproducibility and minimum variability 
between timepoints, and strict accountability for 
documentation and transfer of source data. The 
most accurate and precise use of these imaging 
techniques in translational research requires an 
evaluation of the type and maintenance of equip-
ment to be utilized, the experience and training of 
imaging technologists who will perform the scan, 
and the protocol to be utilized for acquiring the 
images and managing the data. 

 The key methods are organized by imaging 
modality and typically selected based on the pri-
oritization of logistical concerns versus scientifi c 
need. The less complicated methods will be more 
readily available and can be implemented in a 
more scalable manner, but only provide a limited 
number of results. The more advanced techniques 
require higher end scanners and additional equip-
ment, which are most often located at academic 
medical centres or large imaging facilities, but 
are able to produce additional results which are 
not directly available from other modalities.  

    Dual-Energy X-Ray Absorptiometry 

    Methods 

 DXA is widely accepted for its ability to measure 
bone mineral density and utilized for the assess-
ment of fracture risk and the diagnosis of osteopo-
rosis from lumbar spine, proximal femur/hip, and 
distal forearm scans. Broad adoption has lead to 
the installation of approximately 50,000 whole 
body DXA scanners worldwide and, because of 
increased accessibility, the utilization in numerous 
studies ranging from bone health, exercise and 
HIV/AIDS to diabetes, muscle wasting/sarcopae-
nia, and obesity/weight loss. The majority of DXA 
scanners also include the whole body scan mode 
for body composition, which emits a low radiation 
dose between 0.02 and 1.5 mrem, depending on 
the instrument and the scan speed, and is less 
exposure than acquired during one transcontinen-
tal fl ight across the USA (4–6 mrems). Since some 
radiation is involved with all DXA scans, it is con-
traindicated for women who might be pregnant 
and requires administration of a pregnancy test 
prior to scanning in women of childbearing age. 

 A whole body DXA scan can measure three 
main body composition compartments (bone 
mineral content, fat mass, and lean soft tissue 
mass), divided into separate anatomical sections 
for arms, legs, and trunk. The typical acquisition 
time is approximately 15 min for a whole body 
scan, which is comprised of 5 min for entry of 
patient biography, 5 min for patient positioning 
in supine orientation, and 5 min for image acqui-
sition. Patients should be properly screened to 
ensure that they would be able to fi t within the 
height, weight, and width limitations of the DXA 
scanner. The weight limit is typically 300 lb 
(~136 kg) for most DXA scanners, but newer 
generations have improved table designs to 
accommodate up to 450 lb (~205 kg). Patients 
taller than 76 in. (193 cm) or wider than 23–26 in. 
(58–65 cm) might not fi t within the imaging fi eld 
of view, and some tissue or an entire limb region 
could be rendered invalid data. Therefore, careful 
positioning is crucial for the acquisition of repro-
ducible scans to ensure the accuracy and preci-
sion of the resulting image analysis. 
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 Standardization of patient preparation should 
include proper control of hydration status by con-
ducting serial measurements at the same time of 
day, under fasting conditions, and during the 
same period of the menstrual cycle for females 
and wearing a hospital gown after removing jew-
ellery and any undergarments that might contain 
metal clasps or wires. Positioning should be stan-
dardized by ensuring:
    1.    Patient is resting comfortably in the supine 

position.   
   2.    Body is centred evenly on the table pad.   
   3.    There is approximately 1–2 in. of space 

between the top of the head and the topline of 
the table pad.   

   4.    Hands are placed in a lateral position beside 
the body.   

   5.    Legs are straight with feet perpendicular to 
table and toes together.   

   6.    All body parts and tissue are within the fi eld 
of view (Fig.  6.4 ).
       Some accommodations can be made to wrap 

a patient’s chest, abdomen, and hip regions with 
a thin sheet in an attempt to keep the tissue 
within the fi eld or view or to place a small folded 
pillowcase between arms and hips or between 
thighs in order to keep separate tissue from over-
lapping. If a patient is too large to fi t within the 
fi eld of view, even after multiple attempts to 
reposition and wrap, then scans should be 
acquired on the right half of the body so that 
total body composition can be estimated, based 
on the principle of bilateral symmetry [ 24 ] 
(Fig.  6.5 ).

   For a valid, completed DXA scan, it is an 
important quality control (QC) step to compare 
the measured scale weight to the sum of all DXA 
subregions. The average agreement between mea-
surements should be within a 2.2 lb (1 kg)  standard 

a b

  Fig. 6.4    ( a ) GE lunar whole body DXA. ( b ) Hologic whole body DXA       
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deviation [ 25 ]. Additional calibration and quality 
assurance (QA) procedures utilize different phan-
toms and standards depending on the scanner 
manufacturer, model, and software version. 
Different forms of calcium hydroxyapatite and 
aluminium spine phantoms are either included by 
the scanner manufacturers or available from third 
parties (“Bona Fide Phantom” from BioClinica or 
“European Spine Phantom” from QRM GmbH) 
for daily QC as well as monitoring long-term 
scanner stability. Phantoms with components to 
mimic soft tissue include the Hologic “Whole 
Body Phantom”, the BioClinica “Variable 
Composition Phantom”, and the OrthoMetrics 
“Whole Body Phantom” and are used for body 
composition measurements and cross-calibrations 
between similar systems (Fig.  6.6 ).

   While most US states require a licensed radi-
ology technologist to acquire DXA scans, this 
does not mean they will have experience with 
clinical trials and understand the importance 

placed on accuracy, precision, and reproducibil-
ity. Therefore, comprehensive training and stan-
dard operating procedures for the DXA 
technologist are essential for the proper instruc-
tion and conduct of data management activities, 
positioning of subjects, and scan acquisition. 
Additional recommendations for consistent scan-
ning include:
    1.    Serial measurements should be acquired on 

the same DXA scanner.   
   2.    All baseline and follow-up timepoints should 

be acquired by the same DXA technologist 
and utilizing the same scans mode and 
settings.   

   3.    Patient positioning should follow a standard 
operating procedure (SOP) from the scanner 
manufacturer or a study protocol.   

   4.    Image analysis should follow an SOP for the 
consistent placement of the regions of interest 
(ROIs) and the “compare” or “copy” function 
should always be used when available   

   5.    Auto-analysis features should also be used, 
but still checked by the DXA technologist, to 
ensure proper positioning and catch any errors      

    Advantages 

 As a relatively inexpensive imaging modality, 
compared to CT or MRI, DXA scanners are 
available for between US $75,000–$100,000, 
with an annual service contract around US 
$10,000. Widespread clinical use for osteoporo-
sis means that a large install base of scanners is 
available for research-focused measurements of 
body composition. An open table design, mini-
mal patient preparation, and quick scan time all 
contribute to a user-friendly experience for the 
patient. A highly automated and guided work-
fl ow with a limited number of options/settings 
creates a user-friendly experience for the tech-
nologist. DXA has long been accepted as a 
 precise and reliable measurement of body com-
position when serial examinations are performed 
on the same scanner [ 26 ]. Reliability and repeat-
ability data from our centre include coeffi cients 
of variation (CVs) for total body tissue mass 
(0.6 %), fat mass (2.1 %), lean mass (1.15 %), 
and bone mineral content (1.1 %).  

  Fig. 6.5    DXA hemi-scan       
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    Disadvantages 

 Inherent to DXA is the use of dual-energy 
X-rays, which exposes the patient to radiation. 
Although the dose is very low, DXA is contrain-
dicated for women who might be pregnant. 
While licensed radiology technologists are often 
required to perform a DXA scan, they are typi-
cally responsible for multiple/other imaging 
modalities and clinical protocols (i.e. bone den-
sity scans for osteoporosis), but not always expe-
rienced in body composition assessment and 
clinical trials. As DXA is a mature imaging 
modality, some legacy systems are often stand-
alone computer and scanner systems and not 
connected to a network. DXA technologists are 
not always up-to-date on the latest technology 
developments and quickly become unfamiliar 
with newer methods to archive and transfer data/
scans from their systems. 

 Although the market is dominated by two 
main scanner manufacturers, GE Lunar (GE 

Healthcare, Madison, WI, USA) and Hologic 
(Hologic, Inc., Bedford, MA, USA), there is still 
a lack of standardization between the two, as well 
as a difference in bone mineral content of approx-
imately 20 %. Cross-calibration equations have 
recently been developed and validated in over 
200 individuals ranging in age from 6 to 81 years 
to allow for the conversion of measurements 
between specifi c software versions from the man-
ufacturers [ 27 ]. 

 Finally, DXA is only capable of measuring 
total fat within an individual pixel or specifi ed 
regions and is therefore unable to differentiate 
between layers of adipose tissue (intramuscular, 
subcutaneous, and visceral) occupying the same 
region. Additionally, in regions with a signifi cant 
amount of bone surrounding soft tissue (i.e., 
head, chest, pelvis), DXA is unable to separate 
the soft tissue into fat or lean components. 
Because of these limitations, cross-sectional 
imaging modalities, such as CT and MRI, are uti-
lized for further tissue discrimination.  

ba
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  Fig. 6.6    ( a ) DXA whole body phantom. ( b ) DXA whole body phantom image. ( c ) DXA variable composition phantom       
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    Value in Drug Development 

 DXA is an imaging modality that is precise and 
reliable for body composition measurement when 
serial examinations are performed on the same 
scanner. It is more objective than manual fi eld 
methods such as body mass index (BMI), skin-
folds, and waist-to-hip ratio and also provides 
more scientifi c information with regards to tissue 
composition and anatomical regions. DXA scan-
ners are widely available and can be incorporated 
into clinical trials for drug development in a very 
standardized manner. 

 Advances in the development of new subre-
gions for the whole body scan have been incor-
porated in the latest software revisions from 
both GE and Hologic and include discrimina-
tion of the android and gynoid fat regions, as 
well as the estimation of VAT. Recent publica-
tions have reported on the relationship of the 
android and gynoid regions to metabolic risk 
factors (hypertension, impaired glucose toler-
ance, and elevated triglycerides) [ 28 ,  29 ]. Both 
manufacturers have also developed an estima-
tion of VAT by cross- validation against CT 
measurement of VAT area for Hologic [ 30 ] and 
VAT volume for GE [ 31 ], which demonstrate 
high correlations and should show increased 

utilization due to the number of scanners already 
in place (Fig.  6.7 ).

        Cross-Sectional Imaging 

 While field measures and intermediate imag-
ing techniques like DXA and ultrasound (US) 
are widely available, their usefulness becomes 
limited to correlations and estimates once the 
research focus turns to the internal compo-
nents of body composition. In order to perform 
direct quantitative and qualitative measure-
ments of internal organs (brain, heart, liver, 
kidneys, spleen, pancreas) and tissues (muscle, 
SAT, VAT, intermuscular adipose tissue 
(IMAT)), an advanced imaging modality such 
as CT or MRI should be utilized [ 32 ,  33 ]. 
Typically, two- dimensional images are 
acquired and analysed for area in the axial, 
coronal, or sagittal planes and then integrated 
along with their slice thickness and any gaps or 
spacing to reconstruct a three-dimensional vol-
ume. These methods are the gold standard 
techniques for the measurement of adipose tis-
sue compartments and offer new insights into 
associations between intra- abdominal adipose 
tissue and metabolic factors.  

  Fig. 6.7    DXA-VAT region 
( Left , GE;  Right , Hologic)       
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    Computed Tomography 

    Methods 

 CT scanners are widely available (~35,000 world-
wide) due to a large install base at hospitals and 
imaging facilities, as well as utilization for clini-
cal diagnostic imaging. Even though CT does 
expose individuals to ionizing radiation, it is one 
of the only available methods (along with MRI) to 
be able to separate individual organs from VAT, 
VAT from SAT, as well as muscle from IMAT [ 3 , 
 34 ]. The classical CT scan for body composition 
(SAT/VAT) is a single, axial slice acquired at the 
anatomic level of the L4–L5 intervertebral space, 
while for muscle and IMAT it is a single, axial 
slice acquired at the level of the midthigh, which 
needs to be determined by measurement and cal-
culation from anatomical landmarks (distance 
between the anterior superior iliac crest and the 
inferior margin of the patella) [ 8 ,  35 ]. When these 

types of scans are acquired with standard settings 
(120 kVp, 200 mA, and 2 s exposure), the typical 
radiation dose ranges between 40 and 400 mrem, 
depending on the total amount of body volume 
scanned and the spatial resolution required. In 
comparison, CT scan can be approximately 250 
times more radiative than DXA, but provides 
information and results not available from 
DXA. Since radiation is involved with all CT 
scans, it is contraindicated for women who might 
be pregnant and requires administration of a preg-
nancy test prior to scanning in women of child-
bearing age (Fig.  6.8 ).

   A combined abdomen and midthigh CT 
scan can typically be acquired within a 30 min 
 appointment slot, comprised of 5 min for entry of 
patient biography, 5 min for patient  positioning in 
supine orientation, 5 min for acquisition of an 
abdominal localizer image and a single or multi-
ple axial images in the abdomen, 5 min for acqui-
sition of a thigh localizer image, and then 10 min 

a
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  Fig. 6.8    ( a ) Abdominal CT 
image. ( b ) Midthigh CT 
image       
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to accurately measure, calculate, and acquire a 
single or multiple axial images of the midthigh. 
When acquiring a thigh scan or midthigh slice, 
approximately 10–15 min should be allocated for 
the patient to rest in the supine position and ensure 
an even fl uid distribution for the tissue of interest. 

 Patients should be properly screened to ensure 
that they would be able to fi t within the height, 
weight, and width limitations of the CT scanner. 
The typical weight limit is approximately 400–
450 lb (~182–204 kg) depending on the make 
and model of CT scanner, but newer generations 
with bariatric options or larger bores have 
improved table designs to accommodate up to 
500–650 lb (~226–294 kg). Patients wider than 
21–26 in. (55–65 cm) might not fi t within the 
imaging fi eld of view, and some tissues might not 
be quantifi ed. Therefore, careful positioning is 
crucial for the acquisition of reproducible scans 
to ensure the accuracy and precision of the result-
ing image analysis. Standardization of patient 
preparation should include wearing a hospital 
gown after removing jewellery and any undergar-
ments that might contain metal clasps or wires. 

 While there are no specifi c CT QC procedures 
for body composition, each scanner should 
employ a standard phantom for daily QA activi-
ties and follow American College of Radiology 
(ACR) guidelines or maintain ACR certifi cation. 
These standard phantom scans will allow for the 
longitudinal monitoring of scanner performance 
during the course of a study. Anthropomorphic 
phantoms are available, with accurate anatomical 
structures, where synthetic organs and tissues 
have radiation absorption properties approximate 
to human tissue and allow for scanning under 
actual clinical conditions. These advanced phan-
toms can be used for cross-calibrations between 
scanners (Fig.  6.9 ).

   Additionally, a standard CT scanner can 
acquire scans for bone density measurements, 
quantitative computed tomography (QCT), by 
utilizing a special calibration phantom (which is 
scanned with the patient and contains fi ve stan-
dards of varying density to be compared against 
the bone of interest), a quality control phantom to 
monitor system stability, and separate analysis 
software (Fig.  6.10 ).

   A licensed radiology technologist is required 
to operate a CT scanner, but the technologist is 
often assigned to different locations and/or dif-
ferent scanners throughout an imaging facility, 
depending on staffi ng needs. The rapid imaging 
and throughput capabilities that make CT popu-
lar have also lead to shorter appointment times 
(sometimes as little at 15 min) and less opportu-
nity for the technologist to focus on study docu-
mentation. As a result of these time limitations, 
the CT technologist will have very little fl exibil-
ity for research scans, and certain activities 
should be completed either proactively, prior to 
the scan (case report forms, data transmittal 
forms, demographic documentation, etc.), or 
immediately after completion (image data trans-
fer, image analysis). 

 Since a CT scanner is most often utilized for 
clinical scans, it is rare that a technologist will 
have experience with clinical trials; therefore, 
comprehensive training and standard operating 
procedures which focus on accuracy, precision, 
and reproducibility are essential for the proper 
instruction and conduct of research studies. 
Additional recommendations for consistent scan-
ning include:
    1.    Serial measurements should be acquired on 

the same CT scanner.   
   2.    All baseline and follow-up timepoints should 

be acquired by the same CT technologist and 
utilizing the same scan mode and settings.   

   3.    Images from previous timepoints should be 
reviewed to help maximize reproducibility.   

   4.    Patient positioning should follow a standard 
operating procedure (SOP) from the scanner 
manufacturer or a study protocol.      

    Advantages 

 A CT scanner is more expensive than fi eld mea-
surements and intermediate imaging methods 
(DXA and US), but allows more advanced 
 measurements of internal organs and tissues, as 
well as the separation between similar tissues 
(IMAT, SAT, and VAT). Compared to MRI, a CT 
scanner is middle tier based on cost of US 
$100,000–$300,000, with an annual service 
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  Fig. 6.9    ( a ) CT phantom. ( b ) CT phantom image. ( c ) EU spine phantom from QRM. ( d ) EU spine phantom image 
(Images reprinted with permission from ORM GmbH, Moehrendorf, Germany)       

 contract ranging between US $50,000 and 
100,000. CT scanners have a wide bore and short 
length, which accommodates larger patients 
while reducing the concern for  claustrophobia. 
Individual images can be acquired in seconds and 
complete scans can be acquired within 5 min or 

less. This rapid scanning speed improves image 
quality, decreases breatholding, and reduces 
patient discomfort and time. Additionally, 
patients who have metal in their body (certain 
types of implants, metallic fragments, cardiac 
monitors or pacemakers) can often be scanned by 
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CT when they would otherwise not be able to be 
scanned by MRI due to the magnetic fi eld. 

 Another advantage of CT imaging is the 
objectivity of the technique, where physical den-
sity is the main determinant of X-ray attenuation, 
called the Hounsfi eld unit (HU), and each pixel is 
assigned an HU value on a grey scale that refl ects 
the composition of the tissue (where air = −1,000 
and water = 0). The spatial resolution and detail 
of a CT image allows for separation of adipose 
from muscle tissue, different regions of adipose 
tissue, as well as regions within subcutaneous 
adipose tissue (deep vs. superfi cial SAT). Simple 
image analysis can be performed directly on the 
CT scanner, on a picture archiving and communi-
cations system (PACS), or on a personal comput-
ing (PC) workstations with commercial 
off-the-shelf software, by utilizing a histogram or 
thresholding tool to select pixels within a given 
HU range (−190 to −30 HU for AT, 0–100 HU for 
muscle) and then multiplying the area of each 
pixel by the number of pixels [ 36 ].  

    Disadvantages 

 Costing approximately US $1,000–2,000, a CT 
scan is more expensive than a DXA scan (approxi-
mately US $300) and several fi eld measures 
(Bioelectrical Impedance Analysis/Skin Folds) 
combined. Radiation exposure is a disadvantage 
for the use of CT, but also becomes increased in 

obese patients for deeper tissue penetration in order 
to obtain good image quality. CT scanner table 
weights are higher than for DXA, but still a limita-
tion for obese patients. A limited fi eld of view up to 
70 cm for some new CT scanners can still result in 
tissue being excluded from imaging and analysis. 

 CT scanners are primarily utilized for clinical 
medicine and less frequently available for clinical 
research. Typically high daily caseloads, due to 
short scan times, lead to low appoint availability 
and scheduling diffi culties for research cases, 
which can be intensive and require extra time to 
complete. CT technologists are more focused on 
clinical cases, where they utilize their individual 
knowledge and experience to obtain the best possi-
ble diagnostic image from their perspective, which 
is counter to the reproducible and standardized pro-
cedures required for clinical research. Technologists 
and managers are rarely provided enough time to 
learn new research techniques that are beyond stan-
dard of care imaging, to complete the required 
study documentation, or to manage data transfer of 
scans via systems outside of their PACS.  

    Value in Drug Development 

 CT is quite valuable in drug development because 
it is an advanced imaging modality that allows for 
quantifi cation of internal organs and tissues, as 
well as a mature technology that is not cost pro-
hibitive. The use of CT is referenced in FDA Draft 
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  Fig. 6.10    ( a ) QCT spine scan. ( b ) QCT hip scan       
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Guidance to be used for direct VAT measurement, 
rather than waist circumference as a surrogate 
measure, and to utilize a centralized process to 
better provide verifi able and uniform training, 
management, and performance. These factors 
have led to recent use of CT in several large mul-
ticentre clinical trials for the evaluation and regis-
tration of diabetes and weight loss drugs. 

 While CT measurements such as the VAT to 
SAT ratio have been used as an index of abdomi-
nal fat distribution, it distinguishes between a 
more VAT and more SAT profi le, which is closely 
linked to metabolic abnormalities, independent of 
sex, age, and BMI [ 37 ]. Advances in measurement 
of VAT and SAT with CT and MRI allow investi-
gators to study additional compartments that were 
previously indistinguishable (e.g. different aspects 
of VAT), such as intrathoracic and intra-abdomi-
nopelvic areas, the latter being composed of intra-
peritoneal and extraperitoneal compartments and 
possibly relating differently to metabolic factors 
[ 38 ]. Additional developments have made it pos-
sible to measure ectopic fat (fat in non-adipose tis-
sue locations) in the liver and muscle tissue [ 39 ]. 

 Imaging biomarkers are important for clinical 
development as a practical means of demonstrat-
ing the activity, safety, and effi cacy of a drug in 
the target population. In this regard, CT has been 
useful as a clinical endpoint to directly and objec-
tively measure the change in VAT as a pharmaco-
dynamic response to drugs in development for 
diabetes, weight loss, and even for the reduction 
of excess abdominal fat in human immunodefi -
ciency virus (HIV)-infected patients with 
lipodystrophy.   

    Magnetic Resonance Imaging 

    Methods 

 MRI and CT are similar, in that both scanners 
have the same install base at hospitals and imag-
ing facilities and have primary utilization for 
clinical diagnostic imaging, but since an MRI 
scanner is more expensive (US $1–1.5 million) 
and requires special installation considerations 
(magnetic shielding), there are fewer scanners 
(~25,000 worldwide). 

 MRI is the most advanced imaging modality 
because of its ability to perform functional, 
molecular, quantitative, and qualitative/composi-
tional measurements all within the same scanner. 
The body composition assessment of organs and 
tissues between MRI and CT is very similar 
because they are both cross-sectional imaging 
techniques, but different because of the physics 
principles used for image acquisition. MRI does 
not use ionizing radiation, but instead, is based 
on the magnetic interaction between protons. 
Since there is no X-ray exposure by MRI, it is an 
accepted modality for use in infants, children, 
normal volunteers, and women of childbearing 
age. MRI is especially suitable for comparisons 
between individuals and can be used for body 
composition assessment in longitudinal studies 
without concern for accumulated radiation expo-
sure over time. MRI can also function as a refer-
ence method for quantifi cation of organ and 
tissue volumes, as the estimates will be reliable 
independent of age. MRI is the only in vivo 
method that has been used to study foetal body 
composition [ 40 ] and may help provide an under-
standing of physiological and pathological condi-
tions in both pregnant women and newborns. 

 The main body composition protocols of 
interest for MRI include abdominal scans (for 
VAT and SAT), limb scans (for IMAT, SAT, 
and Muscle), whole body scans (for IMAT, 
SAT, VAT, and muscle), and organ-specifi c 
scans (brain, heart, liver, kidney, spleen, and 
pancreas). These types of scans typically 
involve the acquisition of axial images through-
out the whole body or anatomical region of 
interest, although coronal and sagittal images 
are also possible. Depending on the spatial res-
olution required, and thus the number of slices 
acquired, a complete scan can take between 30 
and 60 min. The most convenient acquisition 
protocol utilizes 10 mm thick axial slices with 
40 mm spacing between slices, which are orga-
nized into a 7-slice series that can be acquired 
in under 30 s to accommodate a single breath 
hold and minimize motion artefacts [ 41 – 43 ]. 
Individual series are stacked together to create 
a continuous set of images (typically between 
40 and 60 images) to cover the entire body 
with a total examination  duration of 30 min. 
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The whole body scan is often broken down into 
an upper body half and a lower body half, with 
the L4–L5 anatomical landmark as the origin 
(Fig.  6.11 ).

   Patient preparation begins with appropriate 
screening and education to ensure that everyone 
involved correctly understands the amount of com-
pliance and effort required to complete the MRI 

a

b

  Fig. 6.11    ( a ) Whole body MRI protocol images. ( b ) Whole body MRI analysis       
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scan. The initial concern and question should be 
whether or not the patient is claustrophobic and 
would be able to remain calm and still during the 
length of the MRI scan. A patient’s physical charac-
teristics should be reviewed and screened to ensure 
that they are below the limits of 350 lb (~160 kg) for 
the table, within 60–70 cm to fi t within the opening 
of the MRI scanner, and ideally within 65 cm to fi t 
all tissue within the fi eld of view. Therefore, careful 
positioning is crucial for the acquisition of repro-
ducible scans to ensure the accuracy and precision 
of the resulting image analysis. Standardization of 
patient preparation should include wearing a hospi-
tal gown after special attention is paid to removing 
jewellery and any undergarments that might contain 
metal clasps or wires, due to the high magnetic fi eld 
produced by the MRI scanner. 

 Similar to CT, there are no specifi c quality 
control (QC) procedures for body composition; 

therefore, each scanner should employ a stan-
dard phantom for daily quality assurance (QA) 
activities and follow American College of 
Radiology (ACR) guidelines or maintain ACR 
certifi cation. These standard phantom scans 
will allow for the longitudinal monitoring of 
scanner performance (homogeneity and linear-
ity of images) during the course of a study. 
Anthropomorphic phantoms are available, with 
accurate anatomical structures, where synthetic 
organs and tissues have radiation absorption 
properties approximate to human tissue and 
allow for scanning under actual clinical condi-
tions. These advanced phantoms can be used 
for cross-calibrations between scanners, and 
some can even be used for both CT and MRI 
scanners (Fig.  6.12 ).

   A licensed radiology technologist is required 
to operate an MRI scanner and is often assigned to 

ba

c

d

  Fig. 6.12    ( a ) MRI phantom. ( b ) MRI phantom image. ( c ) Multimodality phantom from CIRS. ( d ) Multimodality 
phantom specifi cations from CIRS (Images reprinted with permission from CIRS, Norfolk, VA, USA)       
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a single machine, or at least a single location, dur-
ing a shift, unlike a CT technologist. Clinical MRI 
scans often take between 30 and 60 min, which is 
similar to research MRI scans, and appointment 
slots are often prearranged in 30 min increments. 
Due to the lengthier appointment times and acqui-
sition times for individual series, the MRI envi-
ronment is slightly more relaxed and allows the 
opportunity for the technologist to complete study 
documentation or reviewing images. Even with 
greater fl exibility, certain activities should be 
completed either proactively, prior to the scan 
(case report forms, data transmittal forms, demo-
graphic documentation, etc.), or immediately after 
completion (image data transfer, image analysis). 

 Since MRI technology is younger than CT tech-
nology, and new applications are continuously being 
developed, the technologist is more likely to have 
some experience with clinical trials. Comprehensive 
training and standard operating procedures are still 
necessary, with a focus on accuracy, precision, and 
reproducibility for the proper instruction and con-
duct of research studies. Additional recommenda-
tions for consistent scanning include:
    1.    Serial measurements should be acquired on 

the same MRI scanner.   
   2.    All baseline and follow-up timepoints should 

be acquired by the same MRI technologist and 
utilizing the same scans mode and settings.   

   3.    Images from previous timepoints should be 
reviewed to help maximize reproducibility.   

   4.    Patient positioning should follow a standard 
operating procedure (SOP) from the scanner 
manufacturer or a study protocol.     
 Additionally, a wide range of radio frequency 

(RF) coils are available that cover the entire anat-
omy: body, head, knee, shoulder, spine, and sur-
face coils, which are used for transmitting energy 
and receiving signals in order to boost the signal-
to- noise ratio (SNR) and offer the option of par-
allel imaging. These coils are frequently used for 
magnetic resonance spectroscopy (MRS), a 
method to obtain metabolic composition and 
information from tissues in vivo.  

    Advantages 

 MRI poses minimal risk to patients, because it 
does not utilize ionizing radiation, and can be 

used in utero, in infants and children, and in nor-
mal healthy adults. In general, MRI is able to pro-
vide higher detail in soft tissue than CT and is 
actually able to change the contrast of images 
through various settings, in order to highlight dif-
ferent types of tissues. Another advantage of MRI 
is the ability to change the image acquisition 
plane without having to reposition the patient. 
Contrast agents for MRI have paramagnetic prop-
erties and are not made from iodine; thus, they are 
considered to be safer than X-ray dyes.  

    Disadvantages 

 MRI scanners are very expensive (US $1–1.5 
million) and require signifi cant service contracts 
and special considerations, like the use of helium 
(currently in limited supply) to keep the MRI 
magnets cooled. An individual MRI scan can cost 
between US $1,000 and $5,000. Since the MRI 
scanners produce very high magnetic fi elds, 
 special considerations and precautions must be 
taken to ensure that no metal is brought into or 
near the entry of the MRI scanner’s magnetically 
shielded room. Additionally, the physical dimen-
sions of the MRI scanner are limited to 350 lb 
(~159 kg) for the table and 60–70 cm for the 
opening of the bore, which does not accommo-
date very large patients.  

    Value in Drug Development 

 MRI is valuable for drug development because of 
the ability to quantify internal organs and tissues 
and surpasses CT scanning with MRS and addi-
tional applications to identify the composition 
and metabolic information of tissues in vivo. As 
with CT, MRI is referenced in FDA Draft 
Guidance to be used for direct VAT measure-
ment, but there is a need for standardization both 
in the acquisition and the analysis in order to 
extend its benefi t to multicentre clinical trials. 

 Single or multiple slice measurements of mus-
cle, SAT, and VAT by CT or MRI are a good start, 
but it is the acquisition and analysis of whole body 
MRI data that offers the most distinct advantages 
and value for assessing changes in body composi-
tion. Whether during weight loss or other 
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 interventions that might induce regional changes 
in body composition, MRI would be the only 
technique to accurately quantify a muscle or SAT 
decrease in one region that is countered by a mus-
cle or SAT increase in another region. Whole body 
MRI protocols have been implemented in trials on 
age-related muscle loss or sarcopaenia, cancer 
cachexia, diet and exercise changes, effects of 
space travel, and pharmaceutical interventions for 
obesity and diabetes, which has  provided novel 
insights into the pattern of body compositions 
changes and can be utilized for the development 
or refi nement of optimal intervention strategies. 

 Magnetic resonance spectroscopy (MRS) is 
most commonly used for neurological studies, but 
has also been used to quantify the lipid content of 
non-adipose tissues [ 39 ,  44 ]. MRS can be utilized 
to reliably quantify intramyocellular lipid (IMCL) 
and extramyocellular lipid (EMCL) in the tibialis 
anterior and soleus of the lower leg, in vivo [ 45 ], 
and associations have been reported between intra-
myocellular lipid and metabolic variables such as 

insulin resistance [ 46 ]. Lipid content of the liver 
can also be quantifi ed with MRS [ 47 ], further dem-
onstrating this is a non- invasive methodology to 
quantify the content and metabolism of ectopic fat 
in tissue and organs of the human body (Fig.  6.13 ).

        New Imaging Methods 

 MRI technology is undergoing continuous 
development leading to new applications and 
techniques that allow for quantitative mapping 
of body composition. Quantitative mapping 
techniques include magnetic resonance (MR) 
relaxometry for fat fraction imaging (Dixon 
method) and iron concentration mapping, 
sodium MRI, magnetic resonance elastography 
(MRE), dynamic contrast-enhanced (DCE)-
MRI, and diffusion MRI. An important focus for 
all of the techniques will be the interaction 
between organ and tissue structure, composition, 
and function. 
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  Fig. 6.13    ( a ) MRS voxel 
placement. ( b ) MRS spectrum       
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    Magnetic Resonance Relaxometry 

 Quantitative relaxometry enables measurement 
and mapping of various pathophysiological prop-
erties that is not feasible from conventional MR 
images [ 48 ]. The contrast in conventional images 
is dependent on the density of H1 nuclei and vari-
ous relaxation mechanisms such as T1, T2, and 
T2*, in addition to scanner dependencies such as 
coil confi guration and sensitivity. Consequently, 
the signal intensity in conventional images can 
only be measured in arbitrary units. Assessment 
of pathophysiology from conventional MR 
images thus remains qualitative and subjective 
and is mostly limited to comparative assessment 
of adjacent anatomical structures. 

 In quantitative relaxometry, the underlying 
contrast mechanisms are extracted from the MR 
signal free of scanner dependencies, providing 
absolute maps of tissue relaxation characteristics 
that directly relate to tissue microstructure. 
Relaxometry maps can thus be used to assess 
body composition serially and across multiple 
sites in a reliable and consistent manner, enabling 
large-scale multicentre studies to be performed 
with differing hardware. Adherence to specifi ed 
imaging protocols is however required, to ensure 
that the MR signal behaviour is adequately sam-
pled for extraction of the underlying tissue con-
trast mechanisms. 

 To accurately extract relaxometry maps, an 
appropriate time course of images must be mea-
sured that adequately capture the range of relax-
ation values that occur in both normal and 
abnormal tissue. Relaxation component models 
of the MR signal decay are then fi t to the image 
signal intensities as a function of measurement 
time. The fi tting is performed voxel by voxel to 
generate relaxation rate (or relaxation time) 
maps. The fi tting process however can be per-
turbed by a number of confounds, including the 
degree of noise in the images, whether the signal 
model is suffi ciently representative of the behav-
iour induced by the tissue microstructure, as well 
as on the numerical fi tting routines used [ 48 ]. 

 The accuracy and precision of the fi tting rou-
tines is particularly important when multicompo-
nent relaxometry (MCR) is used [ 49 ]. Relaxation 
in any given voxel is typically contributed to by 

more than one dominant hydrogen proton pool, 
where each pool is characterized by its own 
relaxation behaviour. Consequently, the deriva-
tion of “characteristic” relaxation rate maps 
assuming only one hydrogen proton pool can be 
misleading, resulting in measurements that suffer 
from reduced dynamic range and bias, limiting 
accuracy. Such results have been observed for 
both fat and iron measurement in phantoms and 
humans [ 50 ,  51 ]. 

 A limitation on the use of relaxometry in clini-
cal practice has been the time required to collect 
an appropriate span of MR images. Multi-echo 
sequences are thus favourable to repeated single 
echo acquisitions, but are not always feasible. 
However, new techniques are emerging based on 
compressed sensing and sparsity principles to 
achieve acceptable scan times [ 52 ]. 

 In all cases of relaxometry, it is important to 
verify the accuracy and precision of the derived 
relaxation maps through phantom studies, where 
contributions of the biophysical property of inter-
est can be accurately isolated and measured. The 
generation of synthetic image data sets also 
assists to defi ne the theoretical range over which 
relaxation values can be reliably determined, in 
addition to enabling the simulation of noise and 
other confounds. In addition, where separate 
image acquisitions are performed to collect the 
image series, it is important to fi x receiver gain 
settings between acquisitions or include an exter-
nal reference object of known relaxation charac-
teristics to correct for absolute intensity 
differences between images [ 53 ].  

    Fat Fraction Imaging (Dixon Method) 

 Numerous chemical shift methods have been 
developed to separate water and fat images from a 
combination of source images acquired at differ-
ent echo times [ 54 – 56 ]. These techniques are 
based on the differences in physical properties of 
the hydrogen nuclei in water and fat and have been 
further developed to create fat fraction maps from 
the composite images. Gradient echo sequences 
used to measure fat fraction are widely available 
on numerous makes of scanner and can collect the 
required data within a single breath hold. 
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 There are a number of confounders that affect 
the accuracy of fat fraction maps, which impact 
the choice of scanning parameters and the signal 
analysis technique. Key factors to consider 
include T1 bias, T2* relaxation effects, and the 
multi-peak spectral nature of fat [ 57 ]. T1 bias 
can be adequately compensated for by choosing 
a suffi ciently low fl ip angle and long TR [ 58 ], 
but T2* relaxation and multi-peak spectral 
behaviour are best accounted for by incorpora-
tion into signal models that are fi tted to the mea-
sured signal decay through MCR approaches. 
Commercial applications that account for such 
factors are available for the latest MRI scanners 
(IDEAL-IQ, GE Healthcare, Waukesha, WI and 
mDIXON- Quant, Philips Healthcare, Best, The 
Netherlands) to further non-invasive assessment 
of diffuse liver disease. Recent applications of 
fat fraction imaging have also focused on the 

ability to detect brown adipose tissue (BAT) 
[ 59 ], which metabolizes fat to generate heat, and 
whole body imaging [ 60 – 62 ]. 

 An advantage of MCR approaches employing 
multi-peak spectral modelling of fat is that it 
enables resolution of the fat-water ambiguity 
problem that has previously limited the use of 
magnitude only images to discrimination of fat 
percentages below 50 % [ 63 ]. Complex-based 
measurement techniques such as IDEAL-IQ have 
successfully resolved the fat-water ambiguity 
problem through the use of phase information 
and fi eld mapping, but can be sensitive to phase 
errors and require the additional data [ 64 ]. 
FatMap™ is a new magnitude-based MCR 
approach for mapping percentage fat that 
accounts for the aforementioned confounds and 
can be readily adopted in routine imaging across 
various makes and models of scanner (Fig.  6.14 ).

  Fig. 6.14    Liver fat map from MagnePath (Image reprinted with permission from MagnePath)       
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       Iron Magnetic Resonance Imaging 

 MR relaxometry methods also provide for cardiac 
or liver iron concentration measurement, where 
the rate of signal decay (R2 or R2*) has been cali-
brated against biopsy-derived hepatic iron concen-
tration (HIC) measurements [ 65 ,  66 ]. Given the 
dominant effect of hemosiderin iron on MR signal 
relaxation, these techniques are robust in the pres-
ence of infl ammation or fi brosis. No contrast 
agents are required, nor additional software or 
hardware for the standard MRI scanner. The 
resulting map of liver iron concentration and cal-
culated mean value is used to report on distribution 
throughout the liver and guide chelation therapy. 

 For R2*-based measurement of iron concen-
tration, increasing levels of fat above 30 % have 
been shown to result in progressive underestima-
tion of R2* where a common relaxation rate is 
attributed to water and fat [ 50 ]. MCR techniques 
that model separate relaxation rates for water and 
fat can overcome this bias to provide R2* maps 

of the water component linearly related to iron 
concentration, in addition to fat fraction maps, as 
demonstrated by FatMap™ (Fig.  6.15 ).

       Sodium Magnetic Resonance Imaging 

 Sodium content in the body can also be measured 
non-invasively by MRI, but requires special-
ized coils and pulse sequences to enhance the 
signal-to- noise ratio and allow acceptable spatial 
resolution for tissue sodium concentration [ 67 –
 69 ]. The resulting images allow for the direct 
visualization and quantifi cation of sodium in the 
skin and muscle tissue, as opposed to estimates 
of extracellular water content, 24-h urine collec-
tions, and serum sodium concentrations [ 70 ,  71 ]. 
Future application will support utilization of 
MRI to obtain additional insight into the compo-
sition of tissues, the role of sodium storage, and 
the evaluation of medication-induced fl uid reten-
tion. As with H1-MRI, sodium relaxometry 

  Fig. 6.15    Liver iron map from MagnePath (Image reprinted with permission from MagnePath)       
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offers the potential to objectively quantify sodium 
between intracellular and extracellular compart-
ments, which cannot be achieved by the qualita-
tive assessment of sodium MR images alone [ 72 ].  

    Magnetic Resonance Elastography 

 Magnetic resonance elastography is a recent devel-
opment which enables quantitative assessment of 
the mechanical properties of soft tissue and has 
been applied to liver and skeletal muscle, as well as 
brain, heart, kidneys, lungs, and other organs [ 73 , 
 74 ]. The technique can be implemented on a stan-
dard MRI scanner and involves three steps: installed 
device for generation of mechanical vibrations in 
the tissue of interest, a special image acquisition 
sequence to capture the minute tissues changes, 
and image post processing to create quantitative 
maps of tissue stiffness. This method has been used 
to assess skeletal muscle stiffness and the physio-
logical response of diseased and damaged muscles 
[ 75 – 77 ] and has been established as an accurate 
method for diagnosing hepatic fi brosis [ 78 – 82 ].  

    Dynamic Contrast-Enhanced- 
Magnetic Resonance Imaging 

 DCE-MRI is an established method for assessing 
tumour biology and treatment response by utilizing 
an intravenous contrast agent and repeated imaging 
to quantify tumour perfusion and capillary vessel 
leakage [ 83 ]. New investigations are applying 
DCE-MRI techniques for the quantifi cation of 
fi brosis and cirrhosis before morphologic changes 
can be detected [ 84 ,  85 ]. Specialized acquisition 
sequences and post processing analysis software 
are under evaluation and have shown the ability to 
accurately assess liver fi brosis and cirrhosis for 
patients with chronic liver disease [ 86 ,  87 ].  

    Diffusion Magnetic Resonance 
Imaging 

 Diffusion-weighted imaging (DWI) by MRI has 
become a mature and reliable technique for the 
characterization of tissue properties, originally 

applied in the brain for the evaluation of neuro-
logical conditions. DWI is increasingly utilized 
in other body regions such as the abdomen, 
breast, liver, musculoskeletal, pelvis, and pros-
tate. The DWI methodology enables the quanti-
fi cation and qualitative assessment of the 
random motion of water through specifi c tissues 
under investigation without the need for con-
trast agents. Recent technical advances have 
improved image quality and acquisition times, 
which are increasing adoption and incorpora-
tion into clinical protocols. For investigating 
liver fi brosis, DWI has compared well against 
other non-invasive methods (DCE-MRI, MRE, 
and ultrasound), can quantify the degree of liver 
fi brosis, and can be used for early diagnosis and 
following the response to treatment [ 88 ,  89 ]. On 
a similar basis to MCR, the quantifi cation of 
separate diffusion and perfusion compartments 
through intra-voxel incoherent motion (IVIM) 
analysis [ 90 ] may provide greater sensitivity 
and specifi city in the assessment of fi brosis than 
a single representative apparent diffusion coef-
fi cient (ADC) in the liver [ 91 ]. 

 Diffusion tensor imaging (DTI) incorporates 
information from several DWI images in differ-
ent gradient directions, to measure diffusion in 
multiple directions to create parametric maps. 
Recent investigations focusing on muscle tissue 
have found that elongated muscle fi bres exhibit 
similar water diffusion properties to nerve fi bres 
and can be studied with DTI [ 92 ]. Additional 
fi ndings suggest that DTI measurements of ADC, 
eigenvalues, and fractional anisotropy (FA) from 
skeletal muscle can be utilized to estimate physi-
ologic cross-sectional area, fi bre length, fi bre 
type, and pennation angle [ 93 ]. 

 This synopsis of new imaging methods is 
intended to highlight some of the scientifi c and 
technical advances in imaging, which is rapidly 
progressing from simple descriptive and struc-
tural measurements to more advanced functional 
techniques and understanding of the imaging 
modalities and the organs/tissues of interest. 
Functional studies of body composition in obe-
sity and type 2 diabetes will greatly improve with 
novel methods which combine the quantitative 
and qualitative aspects of anatomical volumes 
and metabolic functions.   
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    Translating Results into 
Clinical Practice 

 It is well established that excess adiposity is 
associated with cardiovascular disease and type 
2 diabetes, yet obesity has maintained at epi-
demic status despite a continued increase in the 
number of approved treatments. Investigations 
of diet, exercise, lifestyle, pharmacological, and 
surgical interventions are producing new results 
every day, but there is limited translation from 
research into clinical practice of accurately 
assessing body composition even in its simplest 
form, by BMI. In clinical practice, these techni-
cally advanced and highly sensitive methods are 
not currently being utilized. 

 By utilizing in vivo imaging, scientists are 
able to directly quantify tissue changes earlier 
and more accurately, as opposed to physical 
measurements or field techniques which can 
only estimate IMAT, SAT, and VAT. With 
increased accuracy, precision, and sensitivity 
of detection, imaging has enabled faster “go/
no go” decisions in early phase drug develop-
ment, by allowing for more measurement time-
points at closer intervals in addition to reducing 
the number of subjects required to assess a sta-
tistically significant difference. Decisions 
based on imaging biomarkers have been uti-
lized for trials in support of recently approved 
type 2 diabetes and weight loss drugs, as well 
as for trials where imaging confirmed a lack of 
efficacy and resulted in decisions to terminate 
further development. Examples include lorca-
serin [ 94 ] and phentermine/topiramate [ 95 ] for 
weight management. 

 While these imaging techniques are primarily 
utilized in a research capacity, they are based on 
clinical imaging modalities, which are increas-
ingly accessible and available for clinicians via 
referral to academic medical centres, indepen-
dent hospitals, and private radiology facilities. 
The barrier to clinical adoption of body composi-
tion assessment remains the current determina-
tion as “non-standard of care”. While clinicians 
could incorporate body composition imaging into 
their treatment plans, this would remain non- 
diagnostic because of a lack of current procedural 
terminology (CPT) codes and a lack of coverage/

reimbursement from insurance companies. Scale 
weight is the only widely accepted measurement 
for a determination of overweight or obese, even-
though CT or MRI imaging is the only way to 
directly quantify IMAT, SAT, and VAT. 

 EGRIFTA ®  (tesamorelin for injection) has 
been approved by the FDA based on imaging 
biomarkers and is the fi rst and only treatment 
indicated to reduce excess abdominal fat in 
 HIV-infected patients with lipodystrophy. Other 
similar pharmaceutical compounds are under 
investigation for cosmetic spot reduction of adi-
pose tissue, so continued development should 
lead to more specifi c targeting of adipose tissue 
for obesity and type 2 diabetes. The FDA has 
also recently approved FerriScan™, previously 
cleared for measuring liver iron concentration 
(LIC) non-invasively using MRI, as an imaging 
companion diagnostic to select patients and to 
manage therapy for Exjade (deferasirox) treat-
ment for the removal of excess iron in patients 
with non-transfusion-dependent thalassaemia. 
It is promising that continued publication and 
dissemination of research fi ndings, along with 
patients’ direct dialogue with their physicians 
and organized public advocacy, will increase the 
emphasis on the issue and eventually lead to a 
shift in acceptance, policy, and reimbursement.  

    Conclusions 

 Body composition imaging is more technical 
than general clinical imaging and should be con-
strained to a rigorous protocol in order to provide 
reproducibility and scalability for translational 
research. Since image acquisition and processing 
technologies are rapidly evolving, researchers 
and scientists should thoroughly evaluate logisti-
cal concerns and scientifi c needs before selecting 
an imaging modality. As with any scientifi c meth-
odology, the quality and validity of results are 
only as good as the source data; therefore, engi-
neers, physicists, and technologists should be 
included in discussions with clinical researchers 
in order to address technical issues that must be 
resolved for use in translational research. Body 
composition imaging has long been utilized for 
obesity/diabetes research and drug development 
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and is expanding into other disease and therapeu-
tic areas. Broader implementation will increase 
the familiarity and quality of these techniques 
while building a solid foundation for new 
investigations. 

 Despite the widespread availability of fi eld 
measures for assessing body composition, there 
remains a growing need to utilize more advanced 
methods and technologies which are more accu-
rate, objective, and reliable for the estimation of 
total and regional adipose tissue accumulation. 
The current imaging modalities of CT and MRI 
are able to more discretely quantify and separate 
internal depots of adipose tissue that are not pos-
sible with the more basic techniques. The ability 
to separately quantify and further subdivide SAT, 
VAT, and IMAT allows for more advanced inves-
tigations and enables stronger associations with 
physiological and pathological processes com-
pared to overall total body fatness. More advanced 
methods, modalities, and technologies are being 
developed on a continuous basis and will require 
more intricate collaboration for translational 
research between the clinical researchers leading 
the investigations and the engineers, physicists, 
and technologists required to appropriately vali-
date and implement the protocols for widespread 
adoption and utilization.     
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        Summary 

    Background 

 At the present state of the art, energy expenditure 
is measured with indirect calorimetry, where 
energy production is calculated from oxygen 
consumption, carbon dioxide production and 
urine-nitrogen loss. Daily energy expenditure 
consists of three components, i.e. maintenance 

expenditure, diet-induced energy expenditure 
and activity-induced energy expenditure.  

    Key Methods 

 Indirect calorimetry methods for the assessment of 
gaseous exchange as presented in this chapter 
include a mouthpiece or facemask, ventilated hood, 
respiration chamber and doubly labelled water.

 Method  Measurement  Advantages  Disadvantages 
 Value in drug development 
decisions 

 Mouthpiece
or facemask 

 O 2  consumption and 
CO 2  production from 
breathing 

 Minimal response time; 
no dilution of 
respiratory gases 

 Mouthpiece and 
facemask are tolerated 
for limited time interval 

 Limited; measurement of 
energy expenditure for 
defi ned activities including 
VO 2  max 

 Ventilated 
hood 

 O 2  consumption and 
CO 2  production from 
breathing 

 Standardised 
measurement conditions 

 Mainly applicable 
under resting 
conditions 

 Limited; measurement of 
basal metabolic rate and 
diet-induced energy 
expenditure 
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 Method  Measurement  Advantages  Disadvantages 
 Value in drug development 
decisions 

 Respiration
chamber 

 O 2  consumption and 
CO 2  production from 
breathing 

 Defi nition of living 
environment including 
diet and physical 
activity 

 High dilution of 
respiratory gases; 
confi ned environment 

 High; evaluation of effects 
of diet, physical activity and 
sleep on energy expenditure 

 Doubly
labelled
water 

 CO 2  production from 
isotope elimination 
as measured in urine, 
saliva or blood 

 Assessment of total 
energy expenditure 
without any interference 

 Minimal observation 
time several days or 
weeks, depending on 
the physical activity 
level of the subject 

 Moderate; evaluation of 
daily energy requirement 
and validation of reported 
food intake and physical 
activity assessment 

       Conclusions 

 Designing studies to evaluate intervention effects 
on energy expenditure, including drugs, should 
be based on the energy expenditure component as 
targeted. The indicated method for the measure-
ment of maintenance expenditure is a ventilated 
hood. Diet-induced energy expenditure can be 
measured with a ventilated hood or in a respira-
tion chamber. Activity-induced energy expendi-
ture is measured under standardised conditions 
with a mouthpiece, facemask or in a respiration 
chamber and under free-living conditions with 
doubly labelled water. Energy expenditure can be 
estimated and evaluated with alternative methods 
including prediction equations for maintenance 
expenditure, based on height, weight, age and 
gender; doubly labelled water validated acceler-
ometers to assess activity-induced energy expen-
diture; and measurements of food intake as 
evaluated with the doubly labelled water 
technique.   

    Introduction 

 Energy expenditure is measured primarily to 
assess energy requirement. Measured energy 
expenditure is the basis for food intake recom-
mendations including nutritional advice and for 
enteral and parenteral nutrition in a clinical set-
ting. The level of resting energy expenditure, as 
affected by maintenance metabolism, is a refl ec-
tion of the health status of a subject. Activity- 
induced energy expenditure is a measure for the 
physical activity level. Maximal energy expendi-
ture is a measure for physical fi tness. 

 The design of weight-maintenance diets, as 
applicable in clinical settings, is based on energy 
requirement as derived from measured energy 
expenditure. Alternatively, energy requirement 
can be based on reported food intake. However, 
reported intake is often lower than habitual 
energy intake, resulting in weight loss when sub-
jects are fed according to what they report they 
normally eat. 

 Measured energy expenditure is a criterion 
method for the evaluation of methods for the 
assessment of food intake and physical activity. 
Nowadays, the validity of reported food intake, 
with questionnaires, interviews or dietary 
records, can be evaluated with a measurement or 
estimate of energy expenditure under daily living 
conditions. The validity of methods to assess the 
physical activity level of a subject like question-
naires, interviews, activity records, heart rate 
monitoring, pedometers or accelerometers can be 
evaluated by measurement of daily energy expen-
diture in combination with a measurement or 
estimate of resting energy expenditure. 

 Studies on energy expenditure in large num-
bers of subjects have resulted in prediction equa-
tions based on subject characteristics, for 
situations preventing real measurements or 
usage as a reference. A well-known example is 
the Harris and Benedict equation for the predic-
tion of resting energy expenditure, based on 
height, weight, age and gender [ 1 ]. Body weight 
and habitual physical activity are the main deter-
minants of energy requirements for subjects with 
different lifestyles. Total energy expenditure, 
expressed as a multiple of resting or mainte-
nance expenditure, is an expression of the physi-
cal activity level (PAL) of a subject. The Food 
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and Agriculture Organization of the United 
Nations (FAO), World Health Organization 
(WHO) and United Nations University (UNU) 
classifi ed  lifestyles in relation to the intensity of 
habitual physical activity or PAL. A sedentary or 
light activity lifestyle has a PAL value of 1.40–
1.69, an active or moderately activity lifestyle 
has a PAL value of 1.70–1.99 and a vigorous or 
vigorously activity lifestyle has a PAL value of 
2.00–2.40 [ 2 ]. 

 Nutrition and pharmacological research uses 
human energetics for the study of the effi cacy of 
nutrients and drugs for body weight regulation. 
Then, effects are studied in relation to energy 
expenditure as well as substrate utilisation. 
Substrate utilisation, i.e. the oxidation of protein, 
carbohydrate and fat, can be calculated from the 
simultaneous measurement of oxygen consump-
tion, carbon dioxide production and urine- 
nitrogen loss. Thus, it can be evaluated whether a 
nutrient or drug is thermogenic or affects, for 
instance, fat oxidation in subjects with over-
weight and obesity.  

    Background 

 Sanctorius (Italy, 1561–1636) started to assess 
energy expenditure from weight measurements. 
He observed that the weight of what he ate and 
drank was larger than the weight loss in faeces 
and urine. The difference was ascribed to insen-
sible perspiration. We now know insensible per-
spiration is more a measure for water loss through 
evaporation than for energy expenditure [ 3 ]. The 

next step was a calorimeter, measuring the heat 
given off by the body. Lavoisier (Paris, 1780) 
placed a guinea pig in a cage surrounded by ice. 
As the ice melted from the animal’s body heat, 
the water was collected in a container. The 
amount of melted water was a measure for heat 
production. Heat exchange with the environment 
was prevented with an outer jacket around the 
inner jacket surrounding the cage, packed with 
ice as well. The method of measuring energy 
expenditure by heat loss is named direct calorim-
etry. Around 1900, the fi rst direct calorimeter for 
humans was developed. In between, indirect cal-
orimetry was developed, measuring energy 
expenditure by measuring oxygen consumption 
and/or carbon dioxide production. The present 
state of the art is assessing energy expenditure 
with indirect calorimetry. Measurement of gas 
exchange discloses more about metabolic 
processes. 

 In indirect calorimetry, energy expenditure 
is calculated from oxygen consumption, car-
bon dioxide production and urine-nitrogen 
loss. The method is based on the relationship 
between the amount of energy produced in oxi-
dation of the energy substrates carbohydrate, 
fat and protein and the amount of carbon 
 dioxide produced by this process. Protein oxi-
dation results in carbon dioxide, water and 
nitrogen, where the latter is excreted in the 
urine. The resulting three equations with three 
unknowns can be solved for energy expendi-
ture. Examples of equations for the calculation 
of energy expenditure derived from these fi g-
ures are the Weir equation [ 4 ]:

 

Energy expenditure kJ oxygen consumption l

carbon
( ) = ( ) +16 32

4 60

.

. ddioxide production l urine nitrogen g ;( ) − ( )– .2 17   
and the Brouwer equation [ 5 ]:

 

Energy expenditure kJ oxygen consumption l carbon( ) = ( ) +16 20 5 00. . ddioxide production l

urine nitrogen g .
( )

− ( )– .0 15   

Differences in the coeffi cients are caused by dif-
ferences in assumptions on gaseous exchange 
and energy release from the metabolised carbo-
hydrate, fat and protein. The contribution of mea-

sured urine-nitrogen loss to calculated energy 
expenditure, the so-called protein correction, is 
only small. In the case of a normal protein oxida-
tion of 10–15 % of daily energy production, the 
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protein correction for the calculation of energy 
expenditure is smaller than 1 %. Usually, urine- 
nitrogen is only measured when information on 
the contribution of carbohydrate, fat and protein 
to energy expenditure is required. For calculating 
the energy expenditure, the protein correction is 
often neglected. 

 Comparing indirect calorimetry with direct 
calorimetry provides information on work effi -
ciency, the fraction of energy expenditure for 
external work. Webb et al. [ 6 ] simultaneously 
measured energy production and heat loss in sub-
jects at rest, walking on a treadmill and cycling 
on an ergometer. Subjects stayed in a respiration 
chamber for measuring energy production from 
gaseous exchange while wearing a suit calorim-
eter to quantify heat loss. At rest, indirect 
calorimetry- assessed energy expenditure 
matched heat loss as measured with direct calo-
rimetry. Resting energy expenditure was on aver-
age 100 Watt, typical for a young adult. During 
physical activity, heat loss was systematically 
lower than indirect calorimetry-assessed energy 
expenditure. The difference increased with walk-
ing speed and cycling load. During cycling, indi-
rect calorimetry-assessed energy expenditure 
matched the sum of heat loss and power output. 
The work effi ciency during cycling, power output 
divided by energy expenditure, was in the range 
of 15–25 %. Thus, heat loss matches total energy 
expenditure at rest but can be up to 25 % lower 
than total energy expenditure during endurance 
exercise.  

    Key Techniques 

 Current techniques utilising indirect calorimetry 
for the measurement of energy expenditure in 
man are a mouthpiece or facemask, ventilated 
hood, respiration chamber and doubly labelled 
water. 

    Mouthpiece or Facemask 

 Metabolic gas analysis systems with a mouth-
piece or facemask are typically used to determine 

physical fi tness in patients and athletes. Oxygen 
consumption and carbon dioxide production are 
measured on a breath-by-breath basis. The oxy-
gen and carbon dioxide concentrations are com-
monly measured with a paramagnetic oxygen 
analyser and an infrared carbon dioxide analyser, 
respectively. Flow is measured with a variety of 
mass fl ow detectors. Generally, results are based 
on mathematical integration after reconstructing 
the waveforms of gas concentrations and match-
ing the curves with the fl ow signal. Then, the 
critical aspect is the reconstruction procedure and 
the temporal alignment of the gas fl ow with the 
gas analysis. Alternatively, the system has a mix-
ing chamber, providing mean values for a speci-
fi ed number of breaths or a specifi ed time interval. 
Measurement systems have evolved from meta-
bolic carts to portable systems for fi eld-based 
studies. Before and after usage, the system is 
calibrated with gases of known concentration 
including ~16 % oxygen, 4–5 % carbon dioxide 
and room air, and the fl ow detector is checked 
by passing a fi xed air volume with a syringe. 
Mouthpiece and facemask systems supply the 
most direct information on gaseous exchange 
with minimal response time. Expiration gases 
can be measured without dilution. Disadvantages 
are interference with the measurement of breath-
ing through a mouthpiece with nose clip or 
 facemask, also limiting the time interval of 
measurements.  

    Ventilated Hood 

 A ventilated hood is typically used to measure 
resting energy expenditure and energy expendi-
ture for food processing or diet-induced energy 
expenditure. The subject lies with his head 
enclosed in a plastic canopy, sealed off by plas-
tic straps around the neck. Air is sucked through 
the canopy with a pump and blown into a mix-
ing chamber where a sample is taken for analy-
sis. Measurements taken are those of the airfl ow 
and of the oxygen and carbon dioxide concen-
trations of the air fl owing in and out. The air-
fl ow is adjusted to keep differences in oxygen 
and carbon dioxide concentrations between 
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inlet and outlet within a range of 0.5–1.0 %. For 
adults this means airfl ow rates around 50 l/min. 
A ventilated hood allows the subject to relax 
completely. Discarding the fi rst minutes of an 
observation interval can eliminate effects of 
habituation. Calibration with gases of known 
concentration can be performed before and 
after as well as during observations, by auto-
mated switching. Flow metres usually do not 
require frequent calibration, showing little or 
no drift in time. Subjects getting restless limit 
observation time.  

    Respiration Chamber 

 A respiration chamber is an airtight room, which 
is ventilated with fresh air. Basically the differ-
ence between a respiration chamber and a venti-
lated hood system is size. In a respiration chamber 
the subject is fully enclosed instead of enclosing 
the head only, allowing physical activity depend-
ing on the size of the chamber. With both meth-
ods, the airfl ow rate and the oxygen and carbon 
dioxide concentration difference between inlet 
and outlet air are measured in the same way. The 
fl ow rate to keep differences for oxygen and car-
bon dioxide concentrations between inlet- and 
outlet air in the range of 0.5–1.0 % is slightly 
higher in the respiration chamber than in the ven-
tilated hood system as in the chamber subjects 
never lie down over the full length of an observa-
tion interval. In a sedentary adult a typical fl ow 
rate is 50–100 l/min, while in exercising subjects 
the fl ow has to be increased to over 100 l/min. In 
the latter situation one has to choose a compro-
mise for the fl ow rate when measurements are to 
be continued over 24 h including active and inac-
tive intervals. During exercise bouts the 1 % car-
bon dioxide level should not be surpassed for 
long periods. During resting bouts, like an over-
night sleep, the level should not fall too far below 
the optimal measuring range of 0.5–1.0 %. 
Changing the fl ow rate during an observation 
interval reduces the accuracy of the measure-
ments due to the response time of the system. A 
normal size respiration chamber has a volume of 
10–30 m 3  and is equipped with a bed, toilet, 

washbasin and communication facilities like tele-
phone, radio, television and Internet. Basically it 
is a hotel room. The experimenter sets the room 
temperature. Food and drink is delivered through 
an air lock according to the experimental design. 
Physical activity is often monitored with a radar 
system to know when and how often subjects are 
physically active. A respiration chamber can be 
equipped with a cycle-ergometer or a treadmill to 
perform standardised workloads. A respiration 
chamber has a much longer response time than a 
ventilated hood. Though the fl ow rate in both sys-
tems is comparable, the volume of a respiration 
chamber is more than 20 times the volume of a 
ventilated hood. Consequently, the minimum 
length of an observation period in a respiration 
chamber is in the order of 5–10 h.  

    Doubly Labelled Water 

 The doubly labelled water technique is the most 
recent variant of indirect calorimetry. The doubly 
labelled water technique for the measurement of 
energy expenditure is based on the discovery that 
oxygen in the respiratory carbon dioxide is in iso-
topic equilibrium with the oxygen in body water. 
The technique involves enriching the body water 
with an isotope of oxygen and an isotope of 
hydrogen and then determining the washout 
kinetics of both isotopes. Most of the oxygen iso-
tope is lost as water, but some is also lost as car-
bon dioxide because CO 2  in body fl uids is in 
isotopic equilibrium with body water due to 
exchange in the bicarbonate pools. The hydrogen 
isotope is lost as water only. Thus, the washout for 
the oxygen isotope is faster than for the hydrogen 
isotope, and the difference represents the CO 2  
production. The isotopes of choice are the stable, 
heavy, isotopes of oxygen and hydrogen, oxy-
gen-18 ( 18 O) and deuterium ( 2 H), since these 
avoid the need to use radioactivity and can be 
used safely. Both isotopes naturally occur in 
drinking water and thus in body water. Oxygen-18 
( 18 O) has eight protons and ten neutrons instead of 
the eight protons and eight neutrons found in nor-
mal oxygen ( 16 O). Deuterium ( 2 H) has one proton 
and one neutron instead of one neutron for normal 
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hydrogen ( 1 H). ‘Normal’ water consists largely of 
the lighter isotopes  1 H and  16 O, the natural abun-
dance for  2 H is about 150 parts per million or 
150 ppm and for  18 O 2,000 ppm. Enriching the 
body water with doubly labelled water ( 2 H 2  18 O) 
for the measurement of energy expenditure 
implies an increase of the background levels as 
mentioned with 200–300 ppm for  18 O and with 
100–150 ppm for  2 H. The CO 2  production, calcu-
lated from the subsequent difference in elimina-
tion between the two isotopes, is a measure of 
energy expenditure (Fig.  7.1 ). In practice, the 
observation duration is set by the biological half-
life of the isotopes as a function of the level of the 
energy expenditure. The minimum observation 
duration is about 3 days in subjects with a high 
energy turnover like premature infants or endur-
ance athletes. The maximum duration is 30 days 
or about 4 weeks in elderly (sedentary) subjects. 
An observation starts by collecting a baseline 
sample. Then, a weighed isotope dose is adminis-
tered, usually a mixture of 10 %  18 O and 5 %  2 H in 
water. For a 70 kg adult, between 100 and 150 cc 
water would be used. Subsequently the isotopes 
equilibrate with the body water and the initial 

sample is collected. The equilibration time is 
dependent on body size and energy expenditure. 
For an adult the equilibration time would take 
between 4 and 8 h. During equilibration the sub-
ject usually does not consume any food or drink. 
After collecting the initial sample, the subject per-
forms routines according to the instructions of the 
experimenter. Body water samples (blood, saliva 
or urine) are collected at regular intervals until the 
end of the observation period. There are different 
sampling protocols, i.e. multi-point versus two-
point method. The ideal protocol is a combination 
of both, taking    two independent samples: at the 
start, the midpoint and at the end of the  observation 
period. Thus, an independent comparison can be 
made within one run, calculating CO 2  production 
from the fi rst samples and the second samples 
over the fi rst half and the second half of the obser-
vation interval. Validation studies, comparing the 
method with respirometry, have shown that results 
based on the doubly labelled water method elicit 
an accuracy of 1–3 % and a precision of 2–8 %. 
The method requires high- precision isotope ratio 
mass spectrometry, in order to utilise low amounts 
of the very expensive  18 O isotope. The doubly 
labelled water technique gives precise and accu-
rate information on carbon dioxide production. 
Converting CO 2  production to energy expenditure 
needs information on the energy equivalent of 
CO 2 , which can be calculated with additional 
information on the substrate mixture being oxi-
dised. One option is the calculation of the energy 
equivalent from the macronutrient composition of 
the diet. In energy balance, substrate intake and 
substrate utilisation are assumed to be identical. 
Doubly labelled water provides an excellent 
method to measure energy expenditure in unre-
strained humans in their normal surroundings 
over a time period of 1–4 weeks.

       Validation of Methods 

 Calibration of indirect calorimetry methods is 
usually performed by calibrating the analytic 
procedures involved, i.e. fl ow detector and gas 
analysers or isotope ratio mass spectrometry. 
Independent validation of the fi nal result should 

2H2
18O

2H
Labels water
pool

2HHO

K2 ≡ rH2O K18 ≡ rCO2 + rH2O

K18 − K2 = rCO2

18O
Labels water and
bicarbonate pools

H2
18O CO18O

  Fig. 7.1    The principle of the doubly labelled water 
method. The two isotopes,  18 O and  2 H as administered as 
doubly labelled water ( 2 H 2  18 O), mix with the body water, 
where  18 O exchanges with CO 2  in the bicarbonate pools as 
well. Thus, the elimination rate of  2 H (K 2 ) is a measure for 
water loss (rH 2 O) and the elimination rate of  18 O (K 18 ) is a 
measure for rH 2 O plus carbon dioxide production (rCO 2 ), 
and rCO 2  = K 18 –K 2        
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be performed as well. Indirect calorimetry sys-
tems require regular validation [ 7 ]. Mouthpiece 
and facemask systems are usually validated 
against the Douglas bag method as a gold stan-
dard [ 8 ]. For a ventilated hood and respiration 
chamber, alcohol combustion is a valid and easy-
to- use procedure [ 9 ]. The result of the doubly 
labelled method has been evaluated with simulta-
neous respiratory gas exchange measurements in 
a respiration chamber [ 10 ]. 

 The easiest and reliable method for validating 
indirect calorimetry is alcohol combustion. 
Alcohol (99.8 % methanol GR for analysis) is 
 combusted by using a gas burner. The burner is 
placed on a calibrated balance connected to a com-
puter to measure the rate of combustion during the 
experiment. The rate of combustion and the time 
interval for validation are set to mimic the oxygen 
consumption and carbon dioxide (CO 2 ) produc-
tion of subjects to be measured and the experimen-
tal design of the study. Mouthpiece and facemask 
systems can be validated indirectly by performing 
the test with a subject in a respiration chamber, 
allowing simultaneous measurement of oxygen 
consumption and carbon dioxide production with 
both systems and adopting the validated respira-
tion chamber outcome as the criterion.   

    Technique Application 

 Indirect calorimetry methods are used to assess 
physical performance from energy expenditure 
for defi ned activities including VO 2  max and for 

assessment of daily energy expenditure and its 
components. Here the focus is on the application 
for assessment of daily energy expenditure and 
its components. The components of daily energy 
expenditure are sleeping metabolic rate (SMR), 
energy cost of arousal, thermic effect of food or 
diet-induced energy expenditure (DEE) and 
energy cost of physical activity or activity- 
induced energy expenditure (AEE). Sometimes 
daily energy expenditure is divided into three 
components, taking sleeping metabolic rate and 
the energy cost of arousal together as energy 
expenditure for maintenance or basal metabolic 
rate (BMR). BMR usually is the main component 
of daily energy expenditure. 

 Variation of energy expenditure throughout a 
day, as measured in a respiration chamber, is pre-
sented in Fig.  7.2 . Overnight, there generally is 
no food intake and, when one sleeps quietly, 
there is little or no physical activity. Energy 
expenditure gradually decreases to a daily mini-
mum before increasing again at awakening and 
getting up. Then, the increase is primarily caused 
by activity-induced energy expenditure and sub-
sequently by diet-induced energy expenditure as 
soon as one has breakfast. Thus, variation in 
energy expenditure throughout a day is a function 
of body size and body composition as determi-
nants of SMR and BMR, physical activity as 
determinant of AEE and food intake as determi-
nant of DEE. 

 The indicated method for the measurement of 
SMR is a respiration chamber and for BMR a 
ventilated hood, and DEE can be measured in a 
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  Fig. 7.2    Variation of energy expenditure ( left 
axis ,  continuous line ) and physical activity 
( right axis ,  broken line ) throughout a day, as 
measured in a respiration chamber [ 11 ]. 
 Arrows  denote meal times       
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respiration chamber or with a ventilated hood, as 
explained in the subsequent sections. Activity- 
induced energy expenditure can be measured 
under standardised conditions, as in a respiration 
chamber, or under free-living conditions with the 
doubly labelled water method. For the latter, the 
measurement of total energy with doubly labelled 
water is combined with a measurement of BMR 
under a ventilated hood, or alternatively, BMR is 
estimated with a prediction equation based on 
height, weight, age and gender of the subject. 

    Sleeping Metabolic Rate and Basal 
Metabolic Rate 

 Basal metabolic rate is defi ned as the daily rate of 
energy expenditure to maintain and preserve the 
integrity of vital functions. The measurement of 
basal metabolic rate must meet four conditions: 
the subject is awake, is in a thermoneutral envi-
ronment to avoid heat production for the mainte-
nance of body temperature, is fasted long enough 
to eliminate DEE and is at rest to eliminate 
AEE. For the measurement of sleeping metabolic 
rate, subjects must be asleep and meet the remain-
ing three conditions for the measurement of BMR. 

 To perform accurate measurement of BMR, 
one usually adopts an inpatient protocol. A sub-
ject stays overnight in the facility, where food 
intake and physical activity are strictly con-
trolled, and BMR is measured directly after wak-
ing up in the morning. A 10–12-h fast before 
BMR measurement is the accepted procedure to 
eliminate DEE. Thus, when BMR is measured at 
7.00 AM, subjects should be fasted from about 
8.00 PM the day before. High-intensity exercise 
should be prevented on the day before BMR mea-
surement. An outpatient protocol, where subjects 
are transported by car or public transport to the 
facility after spending the night at home, pro-
duces suffi ciently reproducible results when sub-
jects are carefully instructed and behave 
accordingly [ 12 ]. 

 A protocol for a BMR measurement with a 
ventilated hood system takes about 30 min. To 
eliminate effects of subject habituation to the 
testing procedure, the respiratory measurements 

over the fi rst 10 min are discarded and the fol-
lowing 20 min are used to calculate BMR 
(Fig.  7.3 ). The criterion for the chosen time 
interval is the reproducibility of the calculated 
BMR value. Longer measurements tend to result 
in higher values because subjects become rest-
less. It is discouraged to use a mouthpiece or 
facemask for collection of respiratory gases, 
introducing stress during breathing and resulting 
in an overestimate of the BMR value. Similarly, 
values are generally higher for subjects observed 
in a sitting position than for subjects in a more 
relaxed supine position.

   Sleeping metabolic rate is based on a number 
of subsequent data points, as measured in a respi-
ration chamber. The minimum interval for the 
measurement of energy expenditure in a respira-
tion chamber, set by chamber volume and venti-
lation rate, is around 30 min. Then, sleeping 
metabolic rate is defi ned as the average value of 
six subsequent 30-min intervals with the lowest 
value or the lowest residual of the individual rela-
tionship between energy expenditure and physi-
cal activity over 24 h [ 13 ]. Both procedures 
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  Fig. 7.3    A typical example of a basal metabolic rate 
measurement with a ventilated hood system, where oxy-
gen consumption (closed dots) and carbon dioxide pro-
duction (open dots) are plotted in time. To eliminate 
effects of subject habituation to the testing procedure, the 
respiratory measurements over the fi rst 10 min are dis-
carded and the following 20 min are used to calculate 
basal metabolic rate       
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generally result in the last 3 h of the night before 
waking up between 3.00 and 7.00 AM (Fig.  7.2 ). 
It is advised to measure SMR during a night fol-
lowing free-living conditions. Sleeping meta-
bolic rate tends to be higher during a subsequent 
night of a longer stay in a respiration chamber 
due to increased overnight restlessness [ 14 ].

   Basal metabolic rate and SMR are usually 
compared between subjects by standardising 
BMR and SMR to an estimate of metabolic body 
size, where fat-free mass is the main predictor. 
The reliable way of comparing BMR or SMR 
data is by regression analysis. BMR or SMR 
should never be divided by the absolute fat-free 
mass value, since the relationship between energy 
expenditure and fat-free mass has an axis inter-
cept that is signifi cantly different from zero. 
Comparing SMR per kg fat-free mass between 
women and men results in signifi cantly higher 
values for women than for men. The smaller the 
fat-free mass, the higher the SMR/kg, and thus, 
the SMR per kg fat-free mass is on average higher 
in women with a lower fat-free mass compared to 
men. When fat-free mass and gender are included 
as covariates in a regression analysis, gender 
does not come out as a signifi cant contributor to 
the explained variation. 

 In conclusion, basal metabolic rate or sleeping 
metabolic rate measurements should meet the 
conditions of being awake or asleep, respectively, 
being post absorptive, at rest and in the thermo-
neutral zone. Measured values can be compared 
between subjects in a regression analysis with 
fat-free mass and fat mass as covariates.  

    Diet-Induced Energy Expenditure 

 Diet-induced energy expenditure (DEE) is the 
energy expenditure for intestinal absorption of 
nutrients, the initial steps of their metabolism and 
the storage of the absorbed but not immediately 
oxidised nutrients. It is measured as the increase in 
energy expenditure above the basal fasting level 
after consumption of a meal, defi ned as the increase 
in energy expenditure above the basal fasting level 
divided by the energy content of the food ingested 
and commonly expressed as a percentage. 

 The experimental design of most studies on 
DEE is a measurement of resting energy expendi-
ture before and after a test meal, with a ventilated 
hood system. The observation is started after an 
overnight fast, where subjects are refrained from 
eating after the last meal at 8.00 PM at the latest. 
Thus, with observations starting between 8.00 
and 9.00 h AM the next morning, the fasting 
interval is at least 12 h. Postprandial measure-
ments are made for several hours while subjects 
have to remain stationery, most often in a supine 
position, for the duration of the measurements. In 
some studies, measurements are 30 min with 
15-min intervals allowing, e.g. for sanitary 
 activities. A study in 131 different subjects, 
 measured for 6 h after a breakfast covering 25 % 
of usual intake, indicated that DEE lasted beyond 
6 h for the majority of subjects [ 15 ]. 

 The use of a respiration chamber to measure 
DEE has the advantage of reproducing more 
physiological conditions over a longer period of 
time while regular meals are consumed through-
out the day. The DEE, as observed in a respira-
tion chamber over 24 h has been evaluated in 
different ways: (1) as the difference in 24-h 
energy expenditure between a day in the fed state 
and a day in the fasted state, (2) as the difference 
in daytime energy expenditure adjusted for the 
variability of spontaneous activity and basal met-
abolic rate and (3) as the difference in 24-h 
energy expenditure adjusted for the variability of 
spontaneous activity and basal metabolic rate 
[ 16 ]. Method 1 tends to overestimate DEE as 
fasting excludes DEE but might reduce AEE as 
well. Method 2 results in an underestimate of 
DEE, as DEE does not stop at bedtime [ 17 ]. 
Thus, method 3 is the indicated approach for the 
measurement of DEE in a respiration chamber. 

 The pattern of DEE throughout the day, calcu-
lated by plotting the residual of the individual 
relationship between energy expenditure and 
physical activity, as measured over 30-min inter-
vals from a 24-h observation in a respiration 
chamber, in time is presented in Fig.  7.4 . The 
level of resting metabolic rate after waking up in 
the morning, and directly before the fi rst meal, 
was defi ned as basal metabolic rate. Resting met-
abolic rate did not return to basal metabolic rate 
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before lunch at 4 h after breakfast or before din-
ner at 5 h after lunch. Overnight, basal metabolic 
rate was reached at 8–9 h after dinner consump-
tion. It confi rms DEE lasts beyond 6 h and a 
10–12-h fast before BMR measurement is the 
accepted procedure to eliminate DEE.

   Reported intra-individual variability in DEE, 
determined with ventilated hood systems, is 
5–30 % [ 19 ]. Reported within-subject variability 
in DIT, determined with a respiration chamber, is 
40–50 % [ 16 ]. The fi gures for the respiration 
chamber measurements are for the 24-h DEE 
 calculation as described above under method 3, 
24-h energy expenditure adjusted for the variabil-
ity of spontaneous activity and basal metabolic 
rate. Method 2, daytime energy expenditure 
adjusted for the variability of spontaneous activ-
ity and basal metabolic rate, resulted in an intra- 
individual variability of 125 %. 

 Based on the amount of ATP required for the 
initial steps of metabolism and storage, the DEE 
is different for each nutrient. Reported DEE val-
ues for separate nutrients are 0–3 % for fat, 
5–10 % for carbohydrate, 20–30 % for protein 
[ 20 ] and 10–30 % for alcohol [ 21 ]. In healthy 
subjects with a mixed diet, DEE represents about 
10 % of the total amount of energy ingested over 
24 h. Thus, when a subject is in energy balance, 

where intake equals expenditure, DEE is 10 % of 
daily energy expenditure.  

    Activity-Induced Energy Expenditure 

 Activity-induced energy expenditure (AEE) is 
the most variable component of daily energy 
expenditure. The indicated method for the mea-
surement of AEE is the doubly labelled water 
method for the measurement of total energy 
expenditure (TEE) in combination with a mea-
surement of basal metabolic rate under a venti-
lated hood as described above. Then, AEE is 
calculated as TEE – (DEE + BMR) or 0.9 × 
TEE – BMR, where DEE is 10 % of daily energy 
expenditure when intake equals expenditure as 
described above as well. 

 The observation interval for the measurement 
of TEE with doubly labelled water ideally covers 
a representative interval of daily life activity, i.e. 
1 or more weeks. The number of weeks is a func-
tion of the biological half-life of the isotopes as 
determined by the level of physical activity. One 
week is the optimal observation interval for 
extremely active subjects like professional 
endurance athletes. Adults with a light or moder-
ately active lifestyle are usually observed for 
2 weeks. Subjects with a sedentary lifestyle like 
elderly and nursing home residents can be 
observed for 3 or 4 weeks. Thus, the doubly 
labelled water method provides a weekly aver-
age for AEE. 

 There are several methods to compare the 
physical activity level between subjects. The 
most common method, as adopted by the Food 
and Agricultural Organization of the United 
Nations, the World Health Organization and the 
United Nations University, is to express TEE as a 
multiple of BMR: physical activity level (PAL) = 
TEE/BMR [ 2 ]. It assumes that variation in TEE 
is due to body size and physical activity, where 
the effect of body size is corrected for by express-
ing TEE as a multiple of BMR. Additionally, it 
assumes the relationship between TEE and BMR 
has no signifi cant intercept. The most sophisti-
cated way to compare the physical activity level 
between subjects is a linear regression analysis. 
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  Fig. 7.4    The mean pattern of diet-induced energy expen-
diture throughout the day, calculated by plotting the resid-
ual of the individual relationship between energy 
expenditure and physical activity, as measured over 
30-min intervals from a 24-h observation in a respiration 
chamber, in time [ 18 ].  Arrows  denote meal times       
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Then, the activity measure is the residual of the 
regression of TEE on BMR. Subjects with a posi-
tive residual have a higher physical activity than 
the group average and subjects with a negative 
residual have a lower physical activity than the 
group average. An example is presented in 
Fig.  7.5 . Data are from a study in obese subjects, 
20 men and 31 women before weight loss [ 22 ]. 
There was a close correlation between the indi-
vidual values of the residual of the regression of 
TEE on BMR and the PAL ( r  = 0.94,  p  < 0.0001). 
The three men with the highest residual had the 
highest PAL value as well, 2.2, 2.3 and 2.1, 
respectively.

   The common method to adjust AEE for differ-
ences in body size is by expressing AEE per kg 
body mass. It assumes that subjects weighing 
100 kg spend twice as much energy for the same 
activities as subjects weighing 50 kg. However, 
not all daily activities are mass dependent. 
Normalising AEE by dividing by body mass to 
the exponent 1.0 might overcorrect for body size 
in heavier subjects, making them appear less 
active. Thus, caution must be exercised when 
interpreting AEE data from individuals of mark-
edly different body size. So far, physical activity 
level calculated as TEE divided by BMR, where 
BMR scales to metabolic body mass or body mass 
to the exponent 0.66–0.75, seems to be the best 

compromise. The majority of the population has a 
physical activity level ranging from 1.5 to 2.0. 
The World Health Organization defi ned an activ-
ity factor below 1.7 as sedentary or light activity 
lifestyle, between 1.7 and 2.0 moderately active to 
active and above 2.0 as vigorously active [ 2 ].   

    Validation of Alternative Methods 

 Energy requirement is ideally based on mea-
sured energy expenditure. When individual 
energy requirements cannot be measured by 
indirect calorimetry, there are alternative meth-
ods to estimate energy expenditure. Here, meth-
ods are presented for the estimation of resting 
energy expenditure, activity-induced energy 
expenditure and total energy expenditure. 
Resting metabolic rate or BMR is often esti-
mated with prediction equations, based on 
weight, sex, age and height of a subject or on 
body composition. Activity- induced energy 
expenditure can be estimated from observation, 
self-report and physiological measures like heart 
rate or body movement. Total energy expendi-
ture can be estimated from a combination of esti-
mated BMR and AEE and from reported food 
intake. All estimation procedures should be vali-
dated with indirect calorimetry. 

    Basal Metabolic Rate 

 The oldest prediction equations for BMR, still in 
use, are the Harris and Benedict equations [ 1 ]. 
The equations are based on measurements of 
BMR in one laboratory over a 10-year interval. 
Subject characteristics covered a wide range for 
age, weight and height and included similar num-
bers of both genders (Table  7.1 ). The equations 
were developed to predict BMR from age, weight 
and height, separately for women and men. 
Prediction equations from later years sometimes 
include body composition, i.e. fat-free mass 
(FFM) and fat mass (FM), instead of age, weight 
and height. Then, data from women and men are 
often combined in the same equation. Here, an 
example is the Westerterp equation [ 23 ]:
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  Fig. 7.5    Total energy expenditure plotted as a function of 
basal metabolic rate with the calculated linear regression 
line. Subjects were 31 women ( open dots ) and 20 men 
( closed dots ) from a study in obese subjects observed 
before weight loss [ 22 ]       
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The database for the Westerterp equation covers 
a slightly wider range of subjects (Table  7.2 ) than 
the Harris and Benedict equation, especially with 
regard to age and weight. Applying the Harris 
and Benedict equation to predict the BMR of the 
subjects in the database for the Westerterp equa-
tion results in a mean difference of only 1.5 % 
with the measured value, showing the  applicability 
of equations to predict BMR.

   Nowadays, the most widely used prediction 
equations for BMR are the Schofi eld equations 
[ 24 ] and the FAO/WHO/UNU equations [ 25 ], 
based on hundreds of data from many laborato-
ries. Surprisingly, more data does not necessar-
ily imply better equations. Heterogeneity 
between publications is greater than might be 
expected by chance, probably due to undocu-
mented technique differences between laborato-
ries [ 26 ]. Based on a review of more extended 
data sets generated between 1985 and 2000, the 
FAO decided to continue to use the Schofi eld 
prediction equations as mentioned in the last 
report [ 2 ]. The validity of the equations has 
been shown for patients, including outpatients 
and inpatients [ 27 ]. 

 Most prediction equations, like the ones men-
tioned above, are based on measurements in 
white subjects. Application in non-white subjects 
might lead to systematic errors. Wouters- 
Adriaens and Westerterp [ 28 ] showed measured 
BMR in Asian subjects was signifi cantly lower 
than predicted with the Schofi eld equations based 
on height, weight, age and gender. Basal meta-
bolic rate predicted with the Westerterp equation, 
based on fat-free mass and fat mass, was not dif-
ferent from measured values. Thus, racial differ-
ences in body composition should be taken into 
account by using a body composition based 
equation for predicting BMR in non-white sub-
jects. Comparing measured BMR between sub-
jects by adjusting for differences in body 
composition should be performed in a regression 
analysis, with fat-free mass and fat mass as 
covariates, as mentioned in the section on sleep-
ing metabolic rate and basal metabolic rate.  

    Activity-Induced Energy Expenditure 

 Activity-induced energy expenditure can be 
estimated from behavioural observation, self-
report and physiological measures like heart 
rate or body movement. The method of choice is 

   Table 7.1    Characteristics of the subjects of the Harris and Benedict prediction equation for basal metabolic rate [ 1 ]   

 Women    n  = 103  Men    n  = 136 

 Mean  SD  Range  Mean  SD  Range 

 Age (years)  31  14  15–74  27  9  16–63 
 Height (m)  1.62  0.05  1.51–1.76  1.73  0.08  1.48–1.98 
 Body mass (kg)  56  11  36–94  64  10  33–109 
 BMR (MJ/day)  5.6  0.7  4.1–7.4  6.8  0.9  4.2–10.7 

   BMR  basal metabolic rate  

   Table 7.2    Characteristics of the subjects of the Westerterp et al. prediction equation for basal metabolic rate [ 23 ]   

 Women    n  = 105  Men    n  = 85 

 Mean  SD  Range  Mean  SD  Range 

 Age (years)  42  20  20–95  42  19  19–80 
 Height (m)  1.63  0.08  1.38–1.81  1.77  0.08  1.60–2.05 
 Body mass (kg)  62  16  38–130  80  24  55–215 
 Fat-free mass (kg)  42  6  29–60  61  10  44–93 
 Fat mass (kg)  19  12  3–76  19  17  2–128 
 BMR (MJ/day)  5.6  0.9  3.4–8.2  7.6  1.4  4.7–12.7 

   BMR  basal metabolic rate  
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a function of input parameters including subject 
interference and subject effort and output 
parameters including observer effort and data 
validity. Methods can be ranked, based on the 
four parameters mentioned (Table  7.3 ). Motion 
sensors minimally interfere with the activity 
behaviour of a subject, the application takes lit-
tle effort for the subject as well as the observer 
and the data quality is potentially high, depend-
ing on the choice of a properly validated sensor. 
For behavioural observation, the subject effort 
is minimal though the risk of interference with 
the activity behaviour of the subject is maximal. 
Direct observation of subjects is very time con-
suming and the translation of activity behaviour 
to activity-induced energy expenditure is sub-
jective with regard to the estimation of activity 
intensity. Self-report, where the subject does the 
classifi cation, is even more subjective with 
regard to the estimation of activity intensity. On 
the other hand, short questionnaires can have 
surprisingly good results as shown by a doubly 
labelled water validation of the assessment of 
the physical activity level with two questions 
[ 29 ]. Heart rate monitoring was one of the fi rst 
objective methods for the assessment of physi-
cal activity. However, heart rate requires indi-
vidual calibration with indirect calorimetry for 
the translation to activity-induced energy expen-
diture, and heart rate is affected by more factors 
than physical activity.

   Motion sensors are the most promising for the 
assessment of activity-induced energy expendi-
ture. Sensors can be applied in free-living subjects 
over prolonged periods of time. When equipped 
with a data memory to store information on body 
movement, they can also be used to study pat-
terns of physical activity in time. Various sensors 
have been developed from mechanical devices 
to electronic accelerometers. Accelerometers 

can provide information about the total amount, 
the frequency, the intensity and the duration of 
 physical activity. The validity is generally based 
on a comparison between accelerometer output 
and doubly labelled water- assessed energy expen-
diture in a multiple regression analysis with sub-
ject characteristics as additional covariates. The 
separate contribution of accelerometer counts 
to the explained variation in activity-induced 
energy expenditure is often not presented and 
standard errors or limits of agreement are large 
or not presented [ 30 ]. So far, the best results were 
found for the Tracmor, a device with the fi rst pub-
lished doubly labelled water validation [ 31 ]. A 
recent version (DirectLife, Philips New Wellness 
Solutions, the Netherlands) allows determining 
outcome parameters of physical activity such as 
total energy expenditure, physical activity level 
and activity-induced energy expenditure [ 32 ]. 
Validity of energy expenditure prediction equa-
tions developed in lean subjects was extended to 
overweight and obese subjects [ 33 ].  

    Total Energy Expenditure 

 Total energy expenditure is a function of body 
size and physical activity. Body size and body 
composition determine maintenance expenditure 
or basal metabolic rate. Body movement or phys-
ical activity determines activity-induced energy 
expenditure. The remaining component, diet- 
induced energy expenditure, is a fi xed fraction of 
total energy expenditure, i.e. about 10 % when 
intake equals energy expenditure. 

 The fi rst step in the estimation of total energy 
expenditure is the calculation of maintenance 
expenditure or basal metabolic rate with a predic-
tion equation based on gender, age, weight and 
height or on fat-free mass and fat mass of the 

   Table 7.3    Ranking of methods for the estimation of activity-induced energy expenditure on four different parameters 
where 1 denotes the highest and 4 the lowest rank   

 Subject interference  Subject effort  Observer effort  Data quality 

 Behavioural observation  4  1  4  3 
 Self-report  3  4  2  4 
 Heart rate monitoring  2  3  3  2 
 Motion sensors  1  2  1  1 
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 subject. Subsequently, maintenance expenditure 
or basal metabolic rate is multiplied with a value 
for the physical activity level to get at total energy 
expenditure. The physical activity level is ideally 
based on a measurement with a doubly labelled 
water-validated accelerometer. 

 In the absence of an accelerometer-based 
estimate of the physical activity level, one can 
make a reasonable estimate with questions on 
physical activity at home, at work and during 
leisure time. The physical activity level is 
around 1.4 for somebody staying home and not 
performing specifi c physical exercise. A value 
of 2.3 is for someone doing heavy industrial or 
construction work or farming and performing 
strenuous activities several times a week during 
leisure time. The values in between are a 
weighed average of what one does at work and 
during leisure time. Somebody who is very 
inactive at work and very active during leisure 
time reaches an activity factor of 1.9. One who 
has a lot of free time with very little physical 
activity only reaches this value when very active 
at work. The average value for an adult aged 
20–50 years is around 1.7. 

 The value of accelerometer-based estimations 
of total energy expenditure should be interpreted 
with care. Estimations are usually based on pro-
prietary formulas, where one has to put in gender, 
height, age and weight of the subject. The algo-
rithm for the calculation of resting energy expen-
diture and the contribution of accelerometer 
counts to the explained variation in total energy 
expenditure is an unknown. Then, validation 
studies, ideally with simultaneously doubly 
labelled water-measured total energy expendi-
ture, only apply for the hardware and software as 
applied and cannot be extrapolated to other 
devices or subject populations.  

    Food Intake as Measure for Energy 
Expenditure 

 Food intake in humans in their own environment 
is one of the most diffi cult parameters to mea-
sure. Still, until the application of the doubly 
labelled water method for the measurement of 

daily energy expenditure, energy requirement 
was based on energy intake as calculated from 
food intake. Additionally, measured food intake 
is often related to health and disease. 

 Food intake can be measured on national, 
household or individual level. Here, the focus is 
on the measurement of individual food intake. 
Then, all methods rely on self-report. Typical 
methods for the measurement of individual food 
intake are diet history and diet record methods. 
Diet history methods involve an estimation by 
recall of food consumed over the last day, week 
or longer. Diet record methods involve measure-
ment and recording of food intake as it is eaten in 
daily life for 1, 3, 7 or more days. Measured food 
intake is converted to intake of energy, macronu-
trients and micronutrients using food composi-
tion tables. 

 Assessment of food intake is subject to differ-
ent types of error, depending on the method used. 
Errors in food composition tables and coding 
errors are for all methods the same and are rela-
tively small. Larger errors in the assessment of 
food intake are due to the phenomenon that sub-
jects tell the interviewer or record their percep-
tion of what they eat instead of their real 
consumption. Thus, the information can be quali-
tatively and quantitatively wrong. Weighing all 
foods consumed in a weighed dietary record can 
solve the latter. However, weighing all foods 
might interfere more with habitual consumption 
than other methods do. 

 The length of the observation period depends 
on the day-to-day variability in intake. Humans 
do not balance intake and expenditure on a daily 
basis, as smaller animals do. Of course, humans 
maintain a perfect energy balance in the long 
term as shown by a constant body weight in 
adult life. Energy intake strongly correlates with 
energy expenditure on a weekly basis. 
Discrepancies on a daily basis between intake 
and expenditure are especially large when days 
with a high energy expenditure are alternated 
with quieter intervals. Military cadets did not 
show an increase in energy intake on days with 
higher energy expenditure when they joined a 
drill competition. The corresponding increase in 
energy intake came about 2 days afterwards 
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[ 34 ]. Generally, weekdays are different from 
weekend days with respect to energy intake or 
energy expenditure or both. Ideally, the observa-
tion period covers a full week, like a 7-day 
dietary record. 

 Validation of intake methods must be indepen-
dent of the dietary assessment method used. 
Validating a diet history method with a diet 
record method is useless, where both methods are 
similarly biased by the phenomenon that subjects 
tell the interviewer or record their perception of 
what they eat instead of their real consumption. 
The indicated reference method is measured or 
estimated total energy expenditure. The doubly 
labelled water method is the most accurate 
method for the validation of reported intake by 
subjects in their own environment. However, 
costs make it less practical for validation in a 
large number of subjects. Then, a combination of 
measured or estimated basal metabolic rate and 
physical activity is an alternative. A further sim-
plifi cation is the identifi cation of invalid report-
ing with defi ned cut-off limits for the ratio 
between reported energy intake and estimated 
basal metabolic rate. Values of energy intake/
BMR lower than 1.35 are recognised as under- 
reporting, assuming that values below 1.35 are 
not very likely unless someone has a very inac-
tive lifestyle [ 35 ]. However, a value higher than 
1.35 does not guarantee a higher agreement of 
reported intake with energy requirement. 
Individual energy requirement has a wide range 
with a minimum value of 1.35 times BMR for 
very inactive subjects to a maximum value of 

2.0–2.5 times BMR for extremely active 
individuals. 

 Validation studies of food intake reporting 
show over-reporting and under-reporting. Over- 
reporting often happens when caregivers and 
nurses report what they feed children or patients. 
Under-reporting usually occurs when subjects 
report intake their selves. A clear example of 
the fi rst, over-reporting, is a study in children 
and adolescents with cerebral palsy [ 36 ]. Most 
subjects had severe feeding problems and were 
fed by the caregivers, recording intake as well. 
Recorded intake was 45 % higher than dou-
bly labelled water-measured energy expen-
diture, refl ecting perceived instead of actual 
intake. Under-reporting of habitual intake can 
be explained by under-recording and undereat-
ing. Comparing reported food intake and water 
intake with energy expenditure and water loss 
could separate the two errors. Since most food-
stuffs contain water, when subjects record food 
intake, they are also recording water intake. In 
healthy individuals, water balance is preserved 
and is therefore an independent indicator for 
 under- recording. The recording precision of 
water intake is assumed to be representative for 
total food recording, as most foodstuffs contain 
water. Undereating during food recording was 
monitored by measurement of body mass. Body 
mass changes over a food-recording period are 
compared with normal body mass fl uctuations. 
Figure  7.6  shows the percentage under-reporting, 
divided into undereating and under-recording 
(open bar) as observed in lean women [ 37 ], 

%
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  Fig. 7.6    The percentage under-report-
ing of habitual food intake, divided into 
undereating ( stippled bar ) and 
under- recording ( open bar ), as observed 
in lean women [ 37 ], obese men [ 38 ], 
elderly men and women [ 39 ] and 
depleted patients [ 40 ]       
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obese men [ 38 ], elderly men and women [ 39 ] 
and depleted patients [ 40 ]. Both the obese men 
and lean women ate less while recording food 
intake, but probably for different reasons. The 
lean women ate less because weighing and 
recording food intake was perceived as a great 
burden, which might also count for the obese 
men. However, the obese men used the recording 
period also as an opportunity to start dieting. The 
recording error observed in the obese men and in 
the elderly men and women was probably due to 
underestimation of self-determined food portion 
sizes and to not recording of all foods consumed. 
Only the depleted patients reported their food 
intake accurately and they did not change their 
diet while recording food intake.

   Under-reporting has consequences for inter-
ventions where subjects are fed according to 
energy requirement based on reported intake. In a 
controlled intervention study, a control group 
was planned to receive a weight-maintenance 
diet, while the experimental group was planned 
to receive a diet containing 20 % less than the 
energy of their habitual diet, estimated by means 
of a 7-day dietary record [ 41 ]. Reported energy 
intake appeared to be 82.5 % of daily energy 
expenditure as measured with doubly labelled 
water. Thus, the control group lost weight and 
the actual level of energy restriction of the 
experimental group was 33 % rather than 20 %. 
Under- reporting increases with successive 
measurements, complicating the evaluation of 
interventions on food intake. In a study on the 
effect of exercise training on food intake, reported 
energy intake was unchanged, whereas energy 
expenditure increased more than 20 % and body 
weight did not change much over a 40-week 
interval [ 42 ]. Measurement of energy intake, 
with a 7-day dietary record, was performed 
before the start of the training and at 8, 20 and 
40 weeks after the start of the training. At the 
start, the difference between reported energy 
intake and simultaneously measured energy 
expenditure (with doubly labelled water) was 
−4 ± 16 %. The difference between reported 
energy intake and measured energy expenditure 
at week 40 was −19 ± 17 %, which was approxi-
mately equivalent to the increase in energy 

requirements. The misreporting prevented the 
detection of intervention effects on food intake 
and on the nutrient composition of the diet. 

 Under-reporting of food intake seems to be 
selective. In a study in obese men, the reported 
percentage of energy from fat was negatively cor-
related with the amount of under-reporting [ 38 ]. 
In subjects with the highest level of under- 
reporting, the reported fraction of energy from fat 
was only 25–30 %. In subjects with the lowest 
level of under-reporting, the reported fraction of 
energy from fat was as much as 45–50 %. In case 
of no under-reporting, the percentage of energy 
from fat would be 46 ± 5 %, much higher than the 
reference intake value of up to 30 %. Thus, cam-
paigns aimed at changing food intake might not 
be as successful as concluded from the results of 
national food consumption methods. Subjects 
might be reporting according to expected instead 
of real intake. 

 There is not yet a method for the accurate 
determination of dietary intake. A potential solu-
tion is to confront subjects with earlier results of 
food reporting [ 43 ]. The use of a combination of 
basal metabolic rate, measured or estimated, and 
physical activity assessed with a triaxial acceler-
ometer is a good method for validating reported 
intake [ 44 ].  

    Applications in the Clinical Setting 

    Energy expenditure measurements in the clini-
cal setting are the basis for the prevention of 
disease-induced weight loss – here, the example 
of chronic obstructive pulmonary disease 
(COPD). Patients with COPD often suffer from 
weight loss due to an inadequate dietary intake 
combined with increased energy expenditure. 
Physical activity, as the main determinant of 
variation in energy requirement, plays an impor-
tant role. Interestingly, there was no difference 
in total energy expenditure between COPD 
patients with normal resting energy expenditure 
and those with increased resting energy expen-
diture [ 45 ]. Patients with normal resting energy 
expenditure appeared to have higher energy 
expenditure for activities than those patients 
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with COPD who had increased resting energy 
expenditure. The activity factor was signifi -
cantly higher in the former group (1.78) than in 
the latter group (1.58). Physical activity affects 
the energy need of the COPD patient and deter-
mines energy balance. In depleted ambulatory 
outpatients with COPD, energy balance could 
be reached with oral nutritional supplements as 
a function of physical activity. Weight change 
was negatively associated with the energy 
requirement for physical activity. Patients with 
an activity factor above 1.55 lost weight and 
with an activity factor below 1.55 gained weight 
[ 40 ]. The disease appears to be an important 
limitation for an active lifestyle. 

 Energy expenditure measurements are the 
basis for the opposite as well, induction of weight 
loss in obese subjects. Weight loss results in a 
disproportionate reduction of energy expenditure 
as a persistent risk factor of weight regain. A 
smaller body has a lower maintenance require-
ment and resting energy expenditure of a post- 
obese subject is even lower than resting energy 
expenditure of a ‘normal’ subject with the same 
body composition [ 46 ]. Measurements in sub-
jects at more than 3 years after surgical weight 
loss showed similar results [ 47 ]. Weight loss 
induced by energy restriction leads to a decrease 
in physical activity as well [ 22 ]. However, physi-
cal activity returns to baseline levels when weight 
loss is maintained. Physical activity and sus-
tained intakes of dietary protein may be the best 
strategies available to prevent the decline in rest-
ing energy expenditure [ 48 ]. Antiobesity drugs 
often show effects on both sides of the energy 
balance equation, where measurable effects on 
energy expenditure are generally small and the 
main effect must be ascribed to a reduction of 
appetite and an increase in satiety [ 49 – 51 ].   

    Conclusions 

 To ensure maintenance of body weight, subjects 
should be fed according to measured or estimated 
energy expenditure rather than reported intake. 
Evaluations of interventions to affect energy bal-
ance are preferably based on measured energy 

expenditure as well. The indicated method, 
including facemask, ventilated hood, respiration 
chamber or doubly labelled water, depends on 
the energy expenditure component as targeted. 
Alternative methods are subject characteristic- 
based prediction equations for maintenance 
expenditure and doubly labelled water validated- 
accelerometers for activity-induced energy 
expenditure. Applications show intervention 
effects on energy expenditure to be generally 
small, where larger effects on energy balance 
must be ascribed to effects on energy intake.     
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        Summary 

    Background 

 The development of high-throughput omics tech-
nologies has nourished the hope to improve our 

understanding and treatment of the pathophysiol-
ogy of globally increasing diseases such as type 2 
diabetes and obesity. These technologies provide 
innovative tools that have the potential to truly 
revolutionize patient care.  
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    Key Methods 

    Genomics, Epigenomics, Transcriptomics 

 Methodology/
platforms  Measurement  Advantages  Disadvantages 

 Value in drug
development decisions 

 Single locus 
(<100) 
determination 

 PCR-based 
assays on 
different 
platforms 

 PCR products 
depending on allele 
by fl uorescence, gel 
electrophoresis, or 
matrix- assisted laser 
desorption/
ionization- time of 
fl ight (MALDI-TOF) 

 Provides data 
for single to 
few targets of 
interest; 
relatively 
inexpensive; 
customizable 

 Only applicable 
for sites of known 
value, i.e., requires 
a priori knowledge 

 Screening for known 
loci infl uencing drug 
effi ciency, customizable 
for pharmacogenomic 
testing 

 Genomewide 
arrays 

 Microarray 
platforms from 
Illumina and 
Affymetrix 

 Hybridization and or 
extension products 
measured by 
fl uorescence 

 Simple; 
relatively fast 
(high 
throughput) 
and 
inexpensive; 
applicable for 
many subjects 

 Predesigned sets 
different genome 
coverage, 
restricted to 
common variants; 
limited addition of 
customized sites 

 Hypothesis-free testing/
potential of 
identifi cation of 
unknown loci/pathways; 
screening for loci 
infl uencing drug 
effi ciency/
pharmacogenomic 
testing; customizable 
for large scales 

 Sequencing  Wide range of 
classical and 
NGS 
technologies for 
both whole 
genome or 
locus- specifi c 
analysis 

 Full sequence of 
bases of small 
fragments of DNA 
that are sequentially 
identifi ed from 
fl uorescence signals 
emitted as each 
fragment is 
resynthesized from a 
DNA template strand 

 Determination 
of DNA 
sequences 
without prior 
knowledge of 
genome or 
specifi c 
regions 

 Very cost 
intensive, high 
requirements for 
data handling 

 Determines full 
information on genome, 
epigenome, or 
transcriptome for 
decisions on treatment 
or disease prediction 

       Proteomics 

 Method  Measurement  Advantages  Disadvantages 

 Value in drug
development 
decisions 

 2DE and 
MALDI-MS 

 Two-dimensional 
protein separation 
coupled to peptide 
mass fi ngerprinting 
mass spectrometry 

 Stained separated 
protein spots; relative 
quantifi cation based on 
differential intensity; 
after tryptic proteolysis 
a set of peptide masses 
indicative for the 
protein is measured 

 Protein isoforms 
and modifi cations 
can be detected 

 Restricted 
proteome 
coverage, very 
low throughput, 
technically 
challenging, low 
reproducibility 

 Identifi cation of 
relevant targets 

 Shotgun 
proteomics 

 High-resolution 
peptide liquid 
chromatography 
mass spectrometry 
(LC-MSMS) 

 Peptide masses; relative 
abundance of peptide 
based on intensity of 
extracted ion 
chromatogram; peptide 
fragment spectra 
translating into peptide 
sequence information 

 High coverage of 
proteomes, robust 
quantifi cation 
methods available 

 Complex sample 
preparation for 
complete 
proteome 
coverage, low to 
medium 
throughput 

 Identifi cation of 
relevant targets 
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 Method  Measurement  Advantages  Disadvantages 

 Value in drug
development 
decisions 

 Interaction 
proteomics 

 Isolation of intact 
functional protein-
protein complexes 
with specifi c affi nity 
binders and 
identifi cation of 
constituents by 
LC-MSMS 

 Peptide masses; relative 
abundance of peptide 
based on intensity of 
extracted ion 
chromatogram; peptide 
fragment spectra 
translating into peptide 
sequence information 

 Very sensitive 
discovery of novel 
functionalities of 
relevant proteins 

 Complex sample 
preparation, long 
development 
times including 
molecular 
engineering, low 
to medium 
throughput 

 Discovery of 
novel functional 
entities within 
disease relevant 
pathways 

 Targeted 
proteomics 

 Selected reaction 
monitoring coupled 
with LC-MSMS 

 Transitions from 
peptide mass to peptide 
fragment mass; area 
under curve used for 
relative and absolute 
quantifi cations 

 Selected and 
specifi c coverage 
of proteomes, 
robust absolute 
quantifi cation 
methods available 

 Long assay 
development 
times, high 
throughput once 
assay is set 

 Validation of 
targets detected 
in discovery 
approaches 

       Metabolomics 

 Method  Measurement  Advantages  Disadvantages 
 Value in drug
development decisions 

 Nontargeted 
profi ling 

 Mass spectrometry (MS) 
based: e.g., Metabolon 
applies tandem MS 
combining gas- (GC)
and liquid-phase (LC) 
chromatography 

 MS based: 
ion peaks 
organized by 
mass, 
retention 
time, peak 
areas 

 The methods cover a 
wide nontargeted 
panel of known and 
unknown metabolites 

 Nontargeted 
methods often 
only provide 
semiquan-
titative traits, 
such as ion 
counts per 
sampling 
time, which 
may vary 
extensively 
between 
experiments 

 Allows the discovery 
of novel metabolites 
in disease relevant 
pathways and in 
reactions on drug 
treatment 

 A combination of 
LC-MS and GC-MS 
assures a maximum 
coverage of a wide 
metabolite spectrum 

 NMR: 
Resonance 
frequency 
spectra, 
chemical shift 
compared to 
a reference is 
used to detect 
metabolites 

 NMR has the 
advantage of leaving 
the sample intact but 
requires much larger 
(10–100×) sample 
volumes 

 Nuclear magnetic resonance 
(NMR): e.g., Chenomx uses 
a compound database that 
matches NMR acquisition 
capabilities with support for 
fi eld strengths of 400, 500, 
600, 700, and 800 MHz 

 Targeted 
profi ling 

 Mass spectrometry based 
(MS): e.g., Biocrates 
AbsoluteIDQ Kits are based 
on tandem MS and apply 
targeted metabolomics 

 Ion peaks 
organized by 
mass; 
detection is 
based on 
isotope-
labeled 
internal 
standards 

 The metabolites are 
in advance known 
and thereby provide 
more precise 
measurements and 
are easy to replicate 

 The methods 
are limited to 
analyzing 
only a subset 
of preselected 
compounds 

 Validation of targets 
detected in discovery 

 The targeted 
panel comes 
at the cost of 
missing 
potentially 
interesting 
metabolites 

 The methods provide 
absolute 
quantifi cation by 
comparison to 
isotope- labeled 
external standards 
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        Conclusions 

 Technologies continue to propel the omics fi elds 
forward. However, translating research discovery 
into routine clinical applications use is a complex 
process not only from scientifi c prospective but 
also from ethical, political, and logistic points of 
view. Particularly the implementation of omics 
based tests requires changes in fundamental pro-
cesses of regulation, reimbursement, and clinical 
practice. Altogether, developments in the fi eld of 
omics technologies hold great promise to opti-
mize patient care and improve outcomes and 
eventually lead to new tests and treatments that 
are well integrated in routine medical care.   

    Introduction 

 During the past few decades, there have been 
dramatic increases in type 2 diabetes and 
 obesity worldwide with prevalence estimates 
expected to rise even further in the future [ 1 ]. 
Classic  epidemiological studies have already 
successfully identifi ed multiple key risk factors 
for many metabolic diseases including both, 
obesity and type 2 diabetes, by typically relat-
ing lifestyle and environmental exposures to 
disease end points. However, often molecular 
mechanisms that underlie the observed associa-
tions remain unclear. 

 Recent developments in the fi eld of high- 
throughput omics technologies have nourished the 
hope of incorporating novel biomarkers at mul-
tiple levels ranging from genetic predisposition 
(genome) and epigenetic changes (epigenome) 
to the expression of genes (transcriptome), pro-
teins (proteome), and metabolites (metabolome) 
into epidemiological studies with the potential 
of obtaining a more holistic picture of disease 
pathophysiology [ 2 ,  3 ]. Thus, being at the inter-
section of classical epidemiology and systems 
biology, this “systems epidemiology” approach 
combines traditional research with modern high-
throughput technologies to understand complex 
phenotypes [ 3 ]. The major advantage of systems 
epidemiology is its hypothesis-free approach 
which does not require a priori knowledge about 

possible mechanistic pathways or associations. 
By potentially improving our understanding of 
biological mechanisms that underlie disease 
pathophysiology in humans, this approach might 
also spur translational innovation and provide 
opportunities for personalized medicine through 
stratifi cation according to an individual person’s 
risk and more precise classifi cation of disease 
subtypes [ 4 ]. Examples for successful integration 
of omics data into epidemiology is provided by 
two recent studies in the fi eld of metabolomics. 
In these studies several metabolites were iden-
tifi ed to play a role in the pathogenesis of type 
2 diabetes. The identifi ed set of metabolite bio-
markers may successfully be used to help to pre-
dict the future risk for type 2 diabetes long before 
any clinical manifestations [ 5 ,  6 ]. Another exam-
ple derives from the fi eld of genomics where a 
number of type 2 diabetes susceptibility loci such 
as adipokines,  TCF7L2 ,  IRS1 ,  NOS1AP , and 
 SLC30A8  have been shown to be associated with 
a distinct response to pharmacological and/or 
lifestyle intervention [ 7 ]. However, in general the 
results of most omics studies to date have shown 
that although an improved understanding of some 
pathogenic mechanisms is already emerging, the 
majority of identifi ed omics-based biomarkers 
and signatures typically cannot be translated into 
clinical practice in a fast and straightforward pro-
cess [ 3 ,  4 ]. To take genomics as an example, the 
recent development of high-throughput technol-
ogy has led to large genome-wide association 
studies (GWAS) in which to date about 12,000 
genetic susceptibility loci for common diseases, 
and in the case of type 2 diabetes, more than 70 
genetic susceptibility loci have been identifi ed 
[ 4 ,  8 ,  9 ]. Yet, these loci typically display rather 
modest effect sizes as exemplifi ed by  TCF7L2 . 
Genetic variants of this gene display the stron-
gest replicated effect in European populations on 
type 2 diabetes so far but confer odds ratios (OR) 
of only 1.3–1.6 [ 10 ]. Likewise, in spite of these 
large numbers of identifi ed genetic susceptibility 
loci, the proportion of explained genetic herita-
bility is still only marginal for the quantitative 
obesity traits body mass index (BMI) (2.7 % esti-
mated [ 11 ]) and waist-to-hip ratio (WHR) (1.4 % 
estimated [ 12 ]) as well as for type 2 diabetes for 
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which a proportion of only up to 10 % explained 
heritability is assumed [ 10 ]. Furthermore, the 
identifi ed susceptibility loci so far do not add to 
the clinical prediction of type 2 diabetes beyond 
that of traditional risk factors, such as obesity, 
physical inactivity, family history of diabetes, 
and certain clinical parameters. These examples 
show that in spite of some early success, most of 
the omics fi elds are still in the discovery phase. 
This has been attributed to the time-consuming, 
expensive, and uncertain development process 
from disease biomarker discovery to clinical test, 
the underdeveloped and inconsistent standards to 
assess biomarker validity, the heterogeneity of 
patients with a given diagnosis, and the lack of 
appropriate study designs and analytical methods 
for these analyses [ 13 ]. Some critics have already 
questioned the excitement afforded omics-based 
discoveries, suggesting that advancements will 
have primarily modest effects in patient care 
[ 14 ]. It is generally agreed that methods used in 
systems epidemiology provide potential tools 
for future clinical application using omics-based 
tests. However, the discoveries of omics analyses 
as yet are insuffi cient to support clinical deci-
sions. Altogether, it can be assumed that further 
developments in omics research together with 
the integration of omics data into risk interaction 
with relevant environmental exposures and life-
style factors might yield the potential of a holistic 
understanding of molecular pathways underlying 
epidemiologic observations. Yet, the extent to 
which systems epidemiology can be translated 
into clinical practice will only become evident in 
a few years’ time.  

    Background 

 Several omics technologies can be used to iden-
tify genetic susceptibility loci or biomarkers 
which are associated with a certain disease of 
interest and could potentially be used to better 
understand the disease mechanisms or to develop 
an omics-based test for clinical application. In 
this chapter we aim to give an overview of the 
most important omics research fi elds along with 
their potential clinical value to date. 

    Genomics 

 The genome is the complete sequence of DNA 
in a cell or organism. This genetic material may 
be found in the cell nucleus or in other organ-
elles, such as mitochondria. A major advantage 
of genomic research is that except for mutations 
and chromosomal rearrangements, the genome 
of an organism remains essentially constant over 
time and is consistent in distinct cell types and 
tissues. Thus, the genome can easily be assessed 
in appropriate blood samples at any time. With 
the introduction of the fi rst sequencing tech-
nologies allowing the readout of short deoxy-
ribonucleic acid (DNA) fragments, the year 
1977 heralded a new era of genomics research 
[ 15 ,  16 ]. However, due to the enormous costs of 
sequencing, researchers focused on candidate 
approaches to assess genetic variation, involv-
ing a number of polymerase chain reaction 
(PCR)-based methods to determine few single 
nucleotide polymorphisms (SNPs). In 2005, the 
fi rst successful GWAS identifi ed a major sus-
ceptibility gene for a complex trait, the factor H 
gene as a genetic cause of age- related macular 
degeneration [ 17 ]. Since then, rapid technologi-
cal development has been an enabling force, pro-
viding transformative tools for genomic research 
including GWAS and next- generation sequenc-
ing (NGS) to assess complete genetic variation 
of the genome or specifi c genetic regions [ 18 ]. 
GWAS are performed using arrays of thou-
sands of oligonucleotide probes that hybrid-
ize to specifi c DNA sequences in which SNPs 
are known to occur. Despite of its restriction to 
common variants, incomplete genome cover-
age, and inherent challenge of discerning the 
actual causal genetic variant, GWAS have been a 
transformative technology, representing a major 
advance over the candidate gene approach previ-
ously used for decades. By assessing variation 
across the entire human genome in an unbiased 
hypothesis-free fashion, this approach offers 
an unprecedented opportunity to uncover new 
genetic susceptibility loci for certain diseases 
with a potential clinical utility [ 18 ]. Apart from 
SNPs, genomic analyses can detect insertions, 
deletions, and copy number variations, referring 
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to loss or amplifi cation of the expected two cop-
ies of each gene. Personal genome sequencing is 
a more recent and powerful technology, which 
allows for direct and complete sequencing of 
genomes. Initially not affordable for large-scale 
studies, the costs of sequencing a human genome 
has now dropped to about $1,000 US to date; 
these costs continue to decline. Current sequenc-
ing machines can read about 250 billion bases in 
a week compared to only about 5 million in 2000 
[ 19 ]. This massively parallel sequencing applied 
in NGS technology now allows for direct mea-
surement of all variation in a genome [ 20 ], which 
is estimated to be about three million variants by 
the data from the 1,000 Genomes Project [ 21 ]. 
Effects of genetic variants in the ~1 % coding 
regions are more or less predictable. However, 
the biological implications of variants that occur 
in the vast remaining noncoding regions of the 
genome remain largely unknown. This challenge 
is addressed by the National Human Genome 
Research Institute initiated project ENCODE, 
the Encyclopedia of DNA Elements, which 
aims to functionally annotate noncoding regions 
of the genome (7). Waiting for those results, 
researchers have focused on exome sequencing, 
examining rare and potentially deleterious cod-
ing region variants. Today, GWAS and NGS are 
integral tools in basic genomic research but are 
increasingly being explored for clinical applica-
tions. Because of its high complexity, the eluci-
dation of the genetic basis of common diseases 
has been challenging. However, research in this 
area has already broadened our understanding of 
underlying disease mechanisms and has revealed 
new therapeutic approaches through repurposing 
of existing drugs for treating diseases they were 
not originally intended to treat [ 22 – 24 ].  

    Epigenomics 

 Epigenetic regulation of gene expression is medi-
ated through diverse mechanisms such as several 
kinds of reversible chemical modifi cations of the 
DNA or histones that bind DNA as well as non-
histone proteins and noncoding ribonucleic acid 
(RNA) forming the structural matrix of the chro-

mosomes [ 25 ]. Epigenomic modifi cations can 
occur in a tissue-specifi c manner, in response to 
environmental factors or in the development of 
disease states, and can persist across generations. 
The epigenome can vary substantially over time 
and across different cell types within the same 
organism. Since epigenetic mechanisms may 
function as an interface between genome and 
environment, epigenetic deregulation is likely 
to be involved in the etiology of human dis-
eases associated with environmental exposures 
[ 26 ,  27 ]. As of today, biochemically epigenetic 
changes that are measured at high throughput 
belong to two categories: methylation of DNA 
cytosine residues (at CpG sites) and multiple 
kinds of modifi cations of specifi c histone proteins 
in the chromosomes. Human studies to date con-
centrate particularly on DNA methylation which 
is why this chapter focuses mainly on methods 
for DNA methylation profi ling. Analogous to 
early genomics studies, DNA methylation stud-
ies were initially confi ned to a candidate gene 
approach to identify alterations occurring in dis-
ease states. New powerful technologies, such as 
comprehensive DNA methylation microarrays 
[ 28 ,  29 ] and genome-wide bisulphite sequenc-
ing [ 30 ] reinforce the notion of epigenetic dis-
ruption at least as a signature of human diseases 
[ 31 ]. As DNA methylation patterns are affected 
by genetic variation and due to their variability 
over time, it is one of the major challenges today 
to distinguish whether the methylation profi le is a 
result of the disease or whether it is a contributing 
cause of it. First results from candidate regions 
as well as epigenome-wide association studies 
(EWASs) indicate that epigenetic profi les will be 
useful in practical clinical situations, providing a 
promising tool for the diagnosis and prognosis of 
disease and for the prediction of drug response. 
The pioneering efforts at generating a whole-
genome single-base- pair resolution methylome 
map of eukaryotic organisms were made by two 
independent groups in 2008. Using two different 
shotgun bisulphite high-throughput sequencing 
protocols named BS-seq [ 32 ] and MethylC-seq 
[ 33 ], both groups generated comprehensive cyto-
sine methylation maps of the  Arabidopsis thali-
ana  genome. MethylC-seq was also later applied 
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to generate the fi rst ever single-base resolution 
map of human methylome in embryonic stem 
cells and fetal fi broblasts [ 34 ]. Remarkably, this 
study identifi ed that nearly one quarter of cyto-
sine methylation in embryonic stem cells is in 
non-CG context, which emphasizes the need of 
an unbiased, genome-wide approach.  

    Transcriptomics 

 The transcriptome is the complete set of tran-
scripts in a cell, and their quantity, at a specifi c 
developmental stage or physiological condition. 
Understanding the transcriptome is essential 
not only for the interpretation of functional ele-
ments of the genome but also for understand-
ing of the pathogenic mechanisms and disease 
manifestation. The key aims of transcriptomics 
comprise indexing of all species of transcript, 
including mRNAs, noncoding RNAs, and small 
RNAs; determination of transcriptional structure 
of genes, in terms of their start sites, 5′ and 3′ 
ends, splicing patterns, and other posttranscrip-
tional modifi cations; as well as quantifi cation 
of changing expression levels of each transcript 
during development and under different condi-
tions. Various technologies such as hybridiza-
tion or sequence-based approaches have been 
developed to deduce and quantify the transcrip-
tome. Hybridization-based approaches typically 
involve incubating fl uorescently labeled cDNA 
with custom-made microarrays or commercial 
high-density oligo microarrays. Furthermore, 
specialized microarrays have been designed, for 
example, with probes spanning exon junctions 
that can be used to detect and quantify distinct 
spliced isoforms [ 35 ]. Genomic tiling microar-
rays that represent the genome at high density 
have been constructed and allow the mapping 
of transcribed regions to a very high resolu-
tion, from several base pairs to ~100 bp [ 36 –
 39 ]. Hybridization-based approaches are high 
throughput and relatively inexpensive, except for 
high-resolution tiling arrays that interrogate large 
genomes. However, these methods have several 
limitations, which include: reliance upon exist-
ing knowledge about genome sequence; high 

background levels owing to cross-hybridization 
[ 40 ,  41 ]; and a limited dynamic range of detec-
tion owing to both background and saturation of 
signals. Moreover, comparing expression levels 
across different experiments is often diffi cult and 
can require complicated normalization methods.  

    Proteomics 

 The proteome is the complete set of proteins 
expressed by a cell, tissue, or organism. The pro-
teome is inherently quite complex because pro-
teins can undergo posttranslational modifi cations 
(glycosylation, phosphorylation, acetylation, 
ubiquitylation, and many other modifi cations to 
the amino acids comprising proteins), have dif-
ferent spatial confi gurations and intracellular 
localizations, and interact with other proteins as 
well as other molecules. This complexity may 
be substantially challenging for the development 
of a proteomics-based test that might be used in 
clinical practice. The proteome can be assayed 
using mass spectrometry and protein microar-
rays [ 42 ,  43 ]. Unlike RNA transcripts, proteins 
do not have obvious complementary binding 
partners, so the identifi cation and characteriza-
tion of capture agents is critical to the success of 
protein arrays. The fi eld of proteomics has ben-
efi ted from a number of recent advances. One 
example is the development of selected reaction 
monitoring (SRM) proteomics based on auto-
mated techniques [ 44 ]. During the past 2 years, 
multiple peptides which are specifi c for distinct 
proteins derived from each of the 20,300 human 
protein- coding genes known today have been 
synthesized and their mass spectra determined. 
The resulting SRMAtlas is publicly available for 
the entire scientifi c community to use in choos-
ing targets and purchasing peptides for quan-
titative analyses [ 45 ]. In addition, data from 
untargeted “shotgun” mass spectrometry-based 
proteomics have been collected and uniformly 
analyzed to generate peptide atlases which are 
specifi c for plasma, liver, and other organs and 
biofl uids [ 46 ]. Furthermore, antibody-based 
protein identifi cation and tissue expression stud-
ies have progressed considerably [ 47 ,  48 ]. The 
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Human Protein Atlas has antibody fi ndings for 
more than 12,000 of the 20,300 gene-encoded 
proteins. Already now the Protein Atlas is a use-
ful resource for planning experiments and will 
be further enhanced by linkage with mass spec-
trometry fi ndings through the emerging Human 
Proteome Project [ 49 ]. In addition, recently 
developed protein capture-agent aptamer chips 
also can be used to make quantitative measure-
ments of approximately 1,000 proteins from the 
blood or other sources [ 50 ]. A major bottleneck 
in the successful deployment of large-scale pro-
teomic approaches is the lack of high-affi nity 
capture agents with high sensitivity and speci-
fi city for particular proteins. This challenge is 
exacerbated in highly complex mixtures such as 
whole blood, where concentrations of different 
proteins vary by more than ten orders of magni-
tude. One technology that holds great promise in 
this regard is “click chemistry” [ 51 ], which uses 
a highly specifi c chemical linkage to “click” 
together low- affi nity capture agents to create a 
single capture agent with much higher affi nity.  

    Metabolomics 

 The metabolome is the complete set of small 
molecule metabolites found within a biologi-
cal sample (including metabolic intermediates 
in carbohydrate, lipid, amino acid, nucleic acid, 
and other biochemical pathways, along with hor-
mones and other signaling molecules, as well as 
exogenous substances such as drugs and their 
metabolites). The metabolome is dynamic and 
can vary within a single organism and among 
organisms of the same species because of many 
factors such as changes in diet, stress, physical 
activity, pharmacological effects, and disease. 
The components of the metabolome can be mea-
sured with mass spectrometry [ 52 ] as well as by 
nuclear magnetic resonance spectroscopy [ 53 ]. 
This method also can be used to study the lipi-
dome [ 54 ], which is the complete set of lipids 
in a biological sample and a rich source of addi-
tional potential biomarkers [ 55 ]. Improved tech-
nologies for measurements of small molecules 
[ 56 ] also enable the use of metabolomics for the 

development of candidate omics-based tests with 
potential clinical utility [ 57 ]. Promising early 
examples include a metabolomic and proteomic 
approach to diagnosis, prediction, and therapy 
selection for heart failure [ 58 ].   

    Key Methods 

 Various emerging omics technologies are likely 
to infl uence the development of omics-based 
tests in the future, as both the types and numbers 
of molecular measurements continue to increase. 
Furthermore, advancing bioinformatics and com-
putational approaches and a larger integration of 
different data types steadily improve evaluation 
and assessment of omics data. Given the rapid 
pace of development in these fi elds, it is not 
possible to give detailed description of all cur-
rent and emerging technologies or data analytic 
techniques. Instead the following section focuses 
on key methods and techniques which are most 
relevant in today’s practical research. 

    Genomics 

 When designing a study to assess genetic varia-
tion, the selection of an appropriate genotyping 
or sequencing platform for particular types of 
experiments is an important consideration. The 
decision depends on various factors, including 
speed, cost, error rate, and coverage of different 
genotyping arrays. 

 In spite of immense technological advance 
since the introduction of the fi rst sequencing 
technologies, a number of early genotyping tech-
nologies which are capable of genotyping small 
numbers of previously selected SNPs and which 
were thus originally used in candidate gene stud-
ies are still in use to replicate susceptibility loci 
identifi ed in discovery GWAS. For example, the 
iPLEX Assay developed by Sequenom  provides 
the possibility to custom design a set of assays 
for up to 36 SNPs using single nucleotide exten-
sions with mass modifi ed nucleotides that are 
distinguished in MALDI-TOF MS [ 59 ]. Also 
the TaqMan System allows a high fl exibility 
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through customizability. This technology uses 
hybridization of allele-specifi c oligonucleotides 
with discriminative fl uorescent labeling and a 
quencher suppressing fl uorescence while the 
oligonucleotide is intact. Applying PCR the 
hybridized oligonucleotides are destroyed and 
the label is released to distinguish alleles by dif-
ferent  fl uorescence. These technologies have the 
potential to design specifi c low-scale arrays for 
clinical use. One example for a small custom 
array used successfully in pharmacogenomics 
is a genotyping array that was designed based 
on TaqMan chemistry providing a broad panel 
of SNPs chosen from PharmGKB to cover 120 
genes of pharmacogenetic relevance including 25 
drug metabolism genes and 12 drug transporter 
genes [ 60 ]. Together with the sequencing meth-
ods mentioned below, up to now, customized 
SNP chips are the most cost-effi cient methods 
available to assess genetic variation in specifi c 
regions with a moderate number of variants. 

 Current genotyping arrays used in GWAS can 
detect up to fi ve Mio SNPs with different designs 
in terms of genome coverage. These genotyping 
chips are widely used for the discovery of new 
loci associated with a certain disease as they 
are relatively cheap for the amount of informa-
tion generated. Based on information from the 
1,000 genomes project [ 21 ], DNA array data 
can be enhanced by estimating SNPs that are not 
covered by the chip. This so-called imputing of 
SNPs gives reasonably good information on the 
genotypes for all known common SNPs through-
out the whole genome with some limitations 
regarding some problems to estimate rarer vari-
ants. The two most prominent genotyping plat-
forms are provided by the companies Illumina 
and Affymetrix. While the genome-wide bead 
arrays (Illumina) were mainly designed to cover 
coding regions, chip arrays (Affymetrix) focused 
on the more or less evenly coverage of the whole 
genome. Both technologies are based on hybrid-
ization, but while chip arrays bind labeled frag-
ments of the targets genomic DNA to multiple 
probes for the specifi c alleles, bead arrays bind 
genomic DNA using single-base elongation with 
labeled nucleotide to detect the specifi c alleles. 
Furthermore, the different length of probes 

between chip arrays (25 nucleotides) and bead 
arrays (50 nucleotides) infl uences selectivity [ 61 ]. 
The latest generation of SNP chips provides the 
possibility to include custom SNPs, mutations, 
and CNVs to increase fl exibility. One exam-
ple for a complete custom genome-wide bead 
array is the Illumina Cardio-Metabochip, which 
was designed by a number of GWAS consortia 
(viz., DIAGRAM, MAGIC, CARDIoGRAM, 
GIANT, ICBP GWAS + QT-IGC, Global Lipid 
Consortium) investigating different but related 
disease and quantitative phenotypes. All partici-
pating consortia selected SNPs of interest either 
to replicate previous fi ndings or for fi nemapping 
of previously identifi ed candidate loci. Because 
costs for the Illumina Cardio-Metabochip were 
below those of the genotyping chips used in dis-
covery, this customized chip could be applied for 
a much larger number of cohorts. The approach 
turned out to lead to the successful identifi cation 
of new loci for all traits and clinical endpoints 
being in the focus of the participating consortia. 

 Not quite a quarter of a century after the imple-
mentation of classical DNA sequencing tech-
nologies, the advance of sequencing technologies 
named “next-generation sequencing” (NGS) suc-
ceeded in decoding of (almost) the whole human 
genome (2.7 billion bp). The advance was to some 
extent an extension of readout lengths but was 
mainly based on a massive parallelization of the 
sequencing process. In the currently used advanced 
Sanger capillary sequencing systems, for example, 
millions of copies of the sequence are determined 
in parallel using an enzymatic primer extension 
and a mixture of deoxynucleotides (the “natural” 
building blocks of DNA) and base-specifi c labeled 
dideoxynucleotides which cause a nonreversible 
termination of the extension reaction and thereby 
DNA products of different lengths and molecular 
weight. Eventually, this can be used to sort the 
distinct DNA products and readout sequences 
with a high validity (error rates between 10 −4  and 
10 −5 ) [ 62 ,  63 ]. After the introduction of genotyp-
ing array platforms, GWA studies conducted in 
large samples sizes boosted the knowledge of the 
infl uence of  common genetic variants on type 
2 diabetes as well as on measures of adiposity. 
Meanwhile, sequencing technologies were mainly 
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used for fi nemapping or replication of previously 
identifi ed susceptibility regions. Because of its 
high validity, besides the MALDITOF-Sequenom 
technology, particularly Sanger sequencing has 
been as yet the most  frequently used technol-
ogy for a valid sequencing of a limited number 
of previously identifi ed InDels or SNPs and the 
fi nemapping of low- complex regions of interest 
in small sample sizes [ 63 ]. The lately developed 
NGS technologies all allowed an even higher 
parallelization and throughput of data mainly by 
usage of beads or well plates and the development 
of new methodologies like bridge amplifi cation. 
Some of these technologies are like the Sanger 
sequencing principally based on an allele-specifi c 
primer elongation of DNA polymerases such as 
the 454/Roche pyrosequencing in which the enzy-
matic extension of the DNA strand together with 
a sulphurylase and luciferase is translated into a 
light reaction, the Illumina GA sequencing which 
uses reversible terminator chemistry with blocked 
and labeled nucleotides [ 64 ] and the allele-specifi c 
primer extension Sequenom iPLEX techonolgy 
while others incorporate distinct methodolo-
gies such as Applied Biosystem’s SOLiD which 
uses oligonucleotide ligation or HeliScope which 
sequences single molecules using asynchronous 
virtual terminator chemistry [ 63 ]. 

 As a cost-saving and effi cient alternative to 
whole genome sequencing, innovative study 
designs refi ne to whole exome sequencing. 
Exomes are the part of the genome which is even-
tually translated into a protein and may therefore 
have direct clinical importance. For patients with 
extreme phenotypes, this approach has already 
yielded some successes, as was shown exemplar-
ily by the identifi cation of  DCTN4  in the case of 
clinical sequelae in cystic fi brosis patients infected 
with Pseudomonas aeruginosa [ 65 ]. In the case of 
type 2 diabetes and obesity, large- scale associa-
tions by huge consortia are currently under way. 
However, the success of whole-exome sequenc-
ing is not quite guaranteed as GWA studies have 
revealed that a lot of genetic susceptibility loci 
are not located within an exome or can even not 
be clearly assigned to a protein coding region in 
the genome. Traditional Sanger sequencing deliv-
ers highly valid DNA sequences but has a slow 

throughput and is rather cost intensive compared 
to next-generation methods. Recent advances 
in sequence-based technology permit massive 
parallel sequencing. Real-time sequencing has 
replaced natural nucleotides or reversible termi-
nators by detection of continuously added fl uo-
rescence-labeled nucleotides to the growing DNA 
strand thereby enhancing the speed and output 
length of nucleotides (18). Established sequenc-
ing libraries and post- sequencing bioinformatics 
algorithms have further facilitated the generation, 
reconstruction, and analysis of sequence reads, 
while the optimization of the sequencing accu-
racy together with redundant sequencing has con-
stantly reduced sequencing errors. Bioinformatics 
tools are continuously being refi ned to store and 
process the massive amount of sequence data. 
In spite of all these advances, there are several 
challenges which remain with next-generation 
sequencing. Firstly, platforms differ by template 
preparation, sequencing chemistry, imaging, 
read length, and quantity per run. And although 
quality measures are provided by the respective 
manufacturers, a uniform quality assessment pro-
tocol has not been implemented so far. Secondly, 
statistical analyses need to account for a possible 
type I error (i.e., false-positive fi ndings) in the 
resulting huge data sets and thus need to develop 
methods to dissect phenotypically relevant vari-
ants from commonly shared alleles. Finally, the 
identifi cation of disease- specifi c genetic variants 
from bystanders remains a challenge. Despite 
these limitations, next-generation sequencing 
has already been applied, for example, to follow 
up GWAS loci for CVD phenotypes, to identify 
rare forms of CVD traits by exome sequencing, 
and to identify structural variation in the genome 
[ 66 ]. Altogether, next-generation sequencing has 
already shown great success and the methods for 
sequencing have evolved to the point that sequenc-
ing of an entire genome has become considerably 
less expensive and straightforward.  

    Epigenomics 

 A wide range of methods and approaches for 
the identifi cation, quantifi cation, and mapping 
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of DNA methylation within the genome are 
available [ 67 ]. While the earliest approaches 
were nonspecifi c and were at best useful for the 
 quantifi cation of total methylated cytosines in 
the chunk of DNA, there has been a considerable 
progress and development over the past decades. 
Methods for DNA methylation analysis differ in 
their coverage and sensitivity, and the method of 
choice depends on the intended application and 
desired level of information. Potential results 
include global methyl cytosine content, degree 
of methylation at specifi c loci, or genome-wide 
methylation maps. 

 Numerous methods have been reported for 
locus-specifi c analysis. While the earlier ones 
relied exclusively on restriction enzymes (RE), 
application of bisulphite conversion has revo-
lutionized the fi eld. Methylation at one or more 
CpG sites within a particular locus can be deter-
mined either qualitatively (presence or absence) 
or quantitatively. DNA samples are usually 
derived from a heterogeneous population of cells, 
in which individual cells may vary vastly in their 
DNA methylation patterns. Hence, most of the 
methods aimed at quantitative measurement of 
DNA methylation determine the average meth-
ylation level across many DNA molecules. 

 Methylation-specifi c PCR (MSP) is one of 
the most widely used methods in DNA methyla-
tion studies. Using primers that can discriminate 
between methylated (M primer pair) or unmethyl-
ated (U primer pair) target region after bisulphite 
treatment, DNA is amplifi ed using PCR. One 
primer in both M and U primer pairs necessar-
ily contains a CpG site near its 3′ end. This CpG 
site is the one under investigation, and both M 
and U primers contain the same site. A forward 
primer in M pair having the C nucleotide in its 
sequence for the CpG position under investiga-
tion will fail to amplify the region if that particu-
lar cytosine is unmethylated (hence, converted to 
uracil during bisulphite reaction) and vice versa. 
Success or failure in amplifi cation can qualita-
tively determine the methylation status of the 
target site [ 68 ]. Although rapid and easy to use, 
MSP suffers from various disadvantages such as 
reliance on gel electrophoresis and the fact that 
only a very few CpG sites can be analyzed using 

a given primer pair. Using TaqMan technology in 
a method, named as MethyLight, bisulphite-con-
verted DNA is amplifi ed and detected by methyl-
ation-state-specifi c primers and TaqMan probes 
in a real-time PCR [ 69 ]. As the two strands of 
DNA no longer remain complementary after 
bisulphite conversion, primers and probes are 
targeted for either of the resulting strands. Initial 
template quantity can be measured by traditional 
real-time PCR calculations. Incorporation of 
various quality controls for bisulphite conversion 
and recovery of DNA after bisulphite treatment 
have improved the quantitative reliability of this 
method. MethyLight has many advantages over 
MSP and other locus- specifi c DNA methyla-
tion analysis methods. It avoids gel electropho-
resis, restriction enzyme digestion, radiolabeled 
dNTPs, and hybridization probes, yet there are a 
few shortcomings above all PCR bias a phenom-
enon owing to the investigation of cell mixtures. 
Caused by a potentially distinct cytosine content 
of heterogeneous cell populations and a result-
ing distinct amplifi cation with varying effi cien-
cies, PCR bias can potentially affect the accurate 
quantitative estimation of DNA methylation [ 70 ]. 

 In addition, pyrosequencing, a sequencing 
by synthesis approach, has been widely used 
for locus-specifi c DNA methylation analyses. 
Pyrosequencing offers a highly reliable, quan-
titative, and high-throughput method for analy-
sis of DNA methylation at multiple CpG sites 
with built-in internal control for completeness 
of bisulphite treatment. As bisulphite treatment 
converts unmethylated cytosines into uracils 
(which will be converted to thymine upon sub-
sequent PCR amplifi cation) leaving methylated 
ones unchanged, the methylation difference 
between cytosines is converted into a C/T genetic 
polymorphism [ 71 ]. Although bisulphite pyrose-
quencing is one of the most widely used methods 
for quantitative determination of methylation, it 
is limited by a few drawbacks. Thermal instabil-
ity of enzymes used in pyrosequencing reactions, 
particularly luciferase, requires the reaction to be 
carried out at 28 °C. Therefore, optimal amplicon 
size to be subsequently used for pyrosequencing 
reaction is around 300 bp or less to avoid sec-
ondary structures [ 72 ]. As bisulphite conversion 

8 Omics: Potential Role in Early-Phase Drug Development



200

results in low-complexity DNA molecules (A, T, 
and G nucleotides, except very few methylated 
cytosines), designing optimal primer sets for 
every region of interest is a diffi cult task [ 73 ]. 

 In yet another high-throughput quantita-
tive approach, Sequenom’s EpiTYPER assay, 
bisulphite- treated DNA is fi rst amplifi ed with 
specifi c primers. The reverse primer is tagged at 
the 5′ end with a T7 promoter sequence to facili-
tate in vitro transcription by phage RNA poly-
merase in the next step. Endonuclease RNase 
A, which cuts after every C and U in an RNA 
molecule, is used to generate short fragments. 
However, for only C-specifi c or U-specifi c cleav-
age, two separate in vitro transcription reactions 
are run. In a U-specifi c cleavage reaction, dCTP 
is used instead of CTP. This blocks cleavage after 
C and RNaseA only cut after U. Similarly, a sep-
arate C-specifi c cleavage reaction is set up. That 
way, a complex mixture of short oligonucleotides 
of varying lengths is generated. Methylation- 
dependent C/T polymorphism in bisulphite- 
converted DNA is refl ected as G/A in transcribed 
RNA molecules and results in a 16-Da mass dif-
ference for each CpGsite in cleavage products, 
which is then analyzed by MALDI-TOF spec-
trometry [ 74 ]. 

 The introduction of microarray technologies 
opened unprecedented horizons in methylome 
research. In contrast to methods discussed above, 
thousands of regions of interest can be analyzed 
simultaneously. Various platforms differing in 
their resolution and targeted regions have been 
used to study the DNA methylome. Ranging 
from CGI or promoter region-specifi c platforms 
to oligonucleotide-tiling arrays virtually covering 
the whole genome with high resolution, various 
arrays have been custom designed or are com-
mercially available [ 67 ]. As only a very small 
portion of the methylome can be studied using 
restriction enzyme-based approaches, affi nity 
enrichment of DNA has emerged as an effective 
alternative. As a general approach, DNA is fi rst 
sheared randomly, and a portion of DNA is set 
aside to be used later as reference. The resulting 
enriched fraction and input control are differen-
tially labeled and hybridized to a custom-made or 
commercially available array platform [ 75 ,  76 ]. 

Bisulphite treatment of DNA results in reduced 
sequence complexity and increased redundancy, 
thus reducing hybridization specifi city [ 77 ]. 
Therefore, coupling bisulphite treatment with 
array hybridization has not been much successful. 
However, the Illumina GoldenGate BeadArray 
and the Infi nium platform are well suited for this 
purpose and have been widely used. 

 On the Illumina GoldenGate platform, two 
pairs of oligos, allele-specifi c oligo (ASO) and 
locus-specifi c oligo (LSO), each ASO-LSO pair 
specifi c for methylated or unmethylated tar-
get CpG, are used. Each ASO has two parts: a 
sequence complementary to target and a prim-
ing site (P1 or P2). LSO consists of three parts: 
a stretch of sequence complementary to target, a 
priming site (P3), and an address sequence which 
identifi es its genomic location and is comple-
mentary to capture probes on the BeadArray. 
The hybridization of pooled oligos to bisulphite 
converted fragmented immobilized DNA results 
in specifi c hybridization. ASO is then extended 
and ligated to corresponding LSO. During the 
following PCR amplifi cation, methylated and 
unmethylated fractions are differentially labeled 
with fl uorescent dyes using differentially labeled 
P1 and P2 primers. The hybridization to the bead 
array results in annealing of address sequence in 
LSO with a unique capture probe on the array. 
Resulting fl uorescence intensities can be com-
pared to quantitatively measure the methylation 
status at a particular locus [ 78 ]. The Infi nium 
platform which is a modifi cation of the genotyp-
ing array is based on a similar principle but uses 
slightly distinct design. On an Illumina methyla-
tion assay chip, two types of beads are present, 
one for methylated (M) and one for unmethylated 
(U) template. Each bead is covered with hun-
dreds of thousands of copies of a specifi c 50-mer 
oligonucleotide. Bisulphite-converted DNA is 
subjected to whole-genome amplifi cation, frag-
mented, and hybridized to the chip. Only in case 
the specifi c bases match, this is followed by a sin-
gle-base extension using hapten-labeled ddNTPs. 
Complex immunohistochemical assays differ-
entiate the two bead types and produce type-
specifi c signals, of which relative intensities are 
used for quantitative estimation of methylation 
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status of the corresponding CpG site [ 79 ]. While 
the GoldenGate assay can be used to assess up 
to 1,536 CpG sites, which are completely cus-
tomizable [ 78 ], the actual version of the Infi nium 
platform, the HumanMethylation450 BeadChip, 
covers >485,000 CpG sites per sample including 
more than 99 % of RefSeq genes with multiple 
CpG sites per gene spread across the promoter, 
5′ untranslated region (UTR), fi rst exon, gene 
body, and 3′ UTR. In addition to 96 % CGIs, 
the Infi nium chip also includes various CpG 
sites corresponding to CGI shores and fl anking 
regions [ 29 ]. 

 Whole-genome bisulphite sequencing 
(WGBS) allows for an unbiased assessment 
of the profi le of complete DNA methylomes. 
Using bisulphite-treated DNA converting 
unmethylated cytosines into thymidines [ 80 ], 
next-generation sequencing (NGS) technol-
ogy is used to obtain a complete overview of 
CpG methylation level at base-pair resolution. 
Massively parallel revolution in sequencing 
has shifted the paradigm of genome-wide DNA 
methylation analysis. A whole methylome map 
of a particular cell type can now be generated 
in a matter of 3–5 days [ 81 ]. As for genomics 
compared to array hybridization, sequencing-
based analysis provides more detailed informa-
tion with less DNA input. Restriction enzyme 
treatment and affi nity enrichment methods have 
been adapted to downstream massive sequenc-
ing, with additional advantage of reduction in 
target DNA complexity and amount of sequenc-
ing. Improving the original HpaII tiny-fragment 
enrichment by ligation- mediated PCR (HELP) 
assay by using two sets of adaptors to amplify 
<200-bp fragments during the LM-PCR step 
and coupling HELP output with NGS, Oda et al. 
analyzed 98.5 % of CGIs in the human genome. 
In this study, methylated spots were identi-
fi ed by their absence in the HpaII-cut fraction’s 
sequence reads using MspI digestion as control 
[ 82 ]. Using a similar approach named Methyl-
seq [ 83 ] revealed important differences in meth-
ylation patterns between hESCs, their in vitro 
differentiated derivatives, and human tissues. 
Another widely used method, so-called reduced 
representation bisulphite sequencing (RRBS), 

couples restriction enzyme representation fol-
lowed by bisulphite sequencing on a massively 
parallel platform [ 84 ]. MspI digestion before 
bisulphite conversion allows reducing redun-
dancy by selecting a CpG-rich genomic subset 
[ 84 ]. The affi nity-enrichment- based methods 
MIRA-seq [ 85 ], MeDIP-seq [ 86 ], MethylCap-
seq [ 87 ], and MBD-isolated genome sequencing 
[ 88 ], which have been adapted to downstream 
analysis by massive parallel sequencing, follow 
more or less similar protocols. However, enrich-
ment methods target different compartments of 
the genome. For example, while MeDIP captures 
methylated regions with low CpG density, MBD 
favors high-CpG-density regions. 

 Raw sequencing reads from each type of 
high- throughput platform need to undergo dedi-
cated and complex bioinformatics analysis pipe-
lines, which differ from each other according 
to the platform used and the particular type of 
experiment and protocol. As a general approach, 
enzyme- and affi nity-based sequencing methods 
determine the relative abundance of different 
genomic regions in enriched fraction by count-
ing the number of reads that uniquely map to the 
reference genome as compared to input control. 
On the other hand, bisulphite sequencing extracts 
information directly from the sequence [ 77 ]. All 
sequencing approaches discussed above have 
their own advantages and shortcomings. Shotgun 
bisulphite sequencing, though still a gold stan-
dard because of its genome coverage, is cost and 
effort intensive which makes this approach unfea-
sible for studies involving large numbers of sam-
ples. Sequence selection strategies though useful 
are invariably prone to particular biases. While 
RE-based strategies are limited by the number 
and distribution of enzyme recognition sites, 
affi nity enrichment methods cannot yield infor-
mation on individual CpG dinucleotides [ 77 ]. 
Therefore, while the whole-genome approach is 
useful to generate reference methylome maps, 
sequence selection strategies can yield useful 
information about most relevant regions. Relative 
merits and demerits of each method have been 
excellently reviewed elsewhere [ 77 ]. 

 DNA methylation is a dynamic modifi cation 
that is put in place and removed by a range of 
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enzymes that may be targeted for disease treat-
ment [ 89 ]. Given their dynamic nature, epigenetic 
disease biomarker genes have to be determined 
by considering interindividual and intraindivid-
ual variations. In this respect, the defi nition of 
reference DNA methylation data sets will be of 
a high value, facilitating biomarker selection by 
initially defi ning sites that show consistent lev-
els of DNA methylation in healthy individuals. 
The comprehensive study of profi les in different 
healthy individuals and across different types of 
tissue allows a reasonable estimate of the vari-
ance of specifi c CpG sites or regions such as pro-
moters. Reference data sets are now being created 
in consortia such as Blueprint, the International 
Human Epigenome Consortium (IHEC), and 
Roadmap using high-resolution technologies [ 90 , 
 91 ]. Focusing on healthy tissue types, these joint 
efforts aim to release reference data sets of inte-
grated epigenomic profi les of stem cells, as well 
as developmental and somatic tissue types allow-
ing for free access by the research community. 
As a paradigm, the estimation of genetic variance 
in the human population and the identifi cation of 
SNPs improved mutational analyses by exclud-
ing false-positive hits for disease-linked muta-
tions before screening. Concordantly, fi ltering 
out loci that are unstable in DNA methylation 
between individuals excludes unsuitable CpG 
sites before selection of appropriate biomarker 
candidates. Systematic screening of reference 
data sets will allow us to identify and to exclude 
variable CpG sites and regions, highly facilitat-
ing future biomarker selections.  

    Transcriptomics 

 Like the fi eld of genomics and epigenomics, also 
the fi eld of transcriptomics profi ts from the rapid 
development in microarray as well as sequencing 
technologies. Various microarray systems have 
been developed. While some platforms of high 
quality and low cost are commercially available, 
others are produced primarily in research labora-
tories. Microarrays used for transcriptomics differ 
according to type of solid support used, the sur-
face modifi cations containing various substrates, 

the type of DNA fragments used on the array, as 
well as whether the transcripts are synthesized 
in situ or presynthesized and spotted onto the 
array, and how DNA fragments are placed on 
the array [ 92 ]. Widely used probes on array plat-
forms are complementary DNA (cDNA) or oli-
gonucleotides. Ideal probes should be sequence 
validated, unique, and representative of a sig-
nifi cant portion of the genome, and they should 
have minimal cross-hybridization to related 
sequences. Probes for cDNA arrays are com-
posed of cDNAs from cDNA libraries or clone 
collections that are “spotted” onto glass slides or 
nylon membranes at precise locations. Spotted 
arrays composed of a collection of cDNAs allow 
for a larger choice of sequences incorporated in 
the array and may thus enhance the discovery 
of genes in case unselected clones from cDNA 
libraries are used [ 93 ]. Oligonucleotide arrays 
consist of probes composed of short nucleotides 
(15–25 nt) or long oligonucleotides (50–120 nt) 
that are directly synthesized onto glass slides 
or silicon wafers, using either photolithogra-
phy or ink-jet technology. The usage of longer 
oligonucleotides (50–100 mers) may increase 
the specifi city of hybridization and increase 
sensitivity of detection [ 94 ]. Arrays fabricated 
by direct synthesis offer the advantage of using 
reproducible, high- density probe arrays contain-
ing more than 300,000 individual elements, with 
probes specifi cally designed to contain the most 
unique part of a transcript. This method allows 
for increased detection of closely related genes 
or splice variants. 

 In contrast to microarray methods, sequence- 
based approaches determine the cDNA sequence 
directly. Apart from being expensive and gen-
erally not quantitative, Sanger sequencing of 
cDNA or EST libraries is relatively low through-
put [ 95 ,  96 ]. To overcome these limitations tag-
based methods were developed, including serial 
analysis of gene expression (SAGE) [ 97 ,  98 ], cap 
analysis of gene expression (CAGE) [ 99 ,  100 ], 
and massively parallel signature sequencing 
(MPSS) [ 101 – 103 ]. These tag-based sequenc-
ing approaches have a high throughput and can 
provide precise, “digital” gene expression levels. 
However, most of these approaches are based on 
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the rather cost-intensive Sanger sequencing tech-
nology. Furthermore, a signifi cant proportion 
of the short tags cannot be uniquely mapped to 
the reference genome, only few transcripts can 
be analyzed, and isoforms are generally indistin-
guishable from each other. These disadvantages 
restrict the application of traditional sequencing 
technology in transcriptomics research. Like in 
all omics fi elds also for transcriptomics, develop-
ment of novel high-throughput DNA sequencing 
methods has opened new possibilities for both 
mapping and quantifying of whole transcrip-
tomes. This method, termed RNA-seq (RNA 
sequencing), has clear advantages over existing 
approaches and is expected to revolutionize the 
manner in which transcriptomes are analyzed. It 
has already been applied in several species like 
 Saccharomyces cerevisiae ,  Schizosaccharomyces 
pombe ,  Arabidopsis thaliana , and mouse but also 
human cells [ 104 – 109 ]. 

 RNA-seq uses deep-sequencing technologies. 
In general, a population of RNA is converted 
to a library of cDNA fragments with adaptors 
attached to one or both ends. Each molecule, 
with or without amplifi cation, is then sequenced 
in a high- throughput manner to obtain short 
sequences derived from one end (single-end 
sequencing) or both ends (paired-end sequenc-
ing). The reads are typically 30–400 bp, depend-
ing on the DNA sequencing technology used. 
In principle, any high-throughput sequencing 
technology can be used for RNA-seq [ 110 ]. 
For example, Illumina IG [ 104 – 108 ], Applied 
Biosystems SOLiD [ 109 ], and Roche 454 Life 
Science [ 111 ,  112 ] systems have already been 
applied for this purpose. Following sequencing, 
the resulting reads are either aligned to a refer-
ence genome or reference transcripts or assem-
bled de novo without the genomic sequence to 
produce a genome-scale transcription map that 
consists of both the transcriptional structure and/
or level of expression for each gene. Although 
RNA-seq is still a technology under active 
development, it offers several key advantages 
over existing technologies. First, unlike hybrid-
ization-based approaches, RNA-seq is not lim-
ited to detecting transcripts that correspond to 
existing genomic sequence. RNA-seq can reveal 

the precise location of transcription boundar-
ies, to a single-base resolution. Furthermore, 
30-bp short reads from RNA-seq give infor-
mation about how two exons are connected, 
whereas longer reads or paired-end short reads 
should reveal connectivity between multiple 
exons. These factors make RNA-seq useful for 
studying complex transcriptomes. In addition, 
RNA-seq can also reveal sequence variations 
(e.g., SNPs) in the transcribed regions [ 107 , 
 109 ]. A second advantage of RNA-seq relative 
to DNA microarrays is that RNA-seq has very 
low background noise and DNA sequences can 
be unambiguously mapped to unique regions of 
the genome. There is no upper limit for quan-
tifi cation, which correlates with the number of 
sequences obtained. Consequently, RNA-seq 
has a large dynamic range of expression lev-
els over which transcripts can be detected. For 
example, one study analyzed 16 million mapped 
reads corresponding to more than 9,000-fold, 
the estimated number in  Saccharomyces cere-
visiae  analyzed [ 105 ], another study analyzing 
assessed 40 million mouse sequence reads mak-
ing up a range spanning fi ve orders of magnitude 
of what was estimated [ 106 ]. By contrast, DNA 
microarrays lack sensitivity for genes expressed 
either at low or very high levels. Determined by 
usage of quantitative PCR (qPCR), RNA-seq has 
been shown to be highly accurate for quantifying 
expression levels [ 105 ] and spike-in RNA con-
trols of known concentrations [ 106 ]. The repro-
ducibility is rather high, for both technical and 
biological replicates [ 105 ,  109 ]. Finally, because 
there are no cloning steps, and with the Helicos 
technology, there is also no amplifi cation step, 
RNA-seq requires only small amounts of bio-
material. Taking all of these advantages into 
account, RNA-seq is the fi rst sequencing-based 
method that allows for assessment of the entire 
transcriptome in a high-throughput and quanti-
tative manner. This method offers both single-
base resolution for annotation and “digital” gene 
expression levels at the genome scale, often at a 
much more cost effi cient than either tiling arrays 
or large-scale Sanger EST sequencing. 

 The ideal method for transcriptomics should 
be able to directly identify and quantify all 
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RNAs, small or large. Although there are only 
a few steps in RNA-seq, it does involve sev-
eral manipulation stages during the production 
of cDNA libraries, which can complicate its 
use in profi ling all types of transcript. Unlike 
miRNAs, piRNAs, and siRNAs, which can be 
directly sequenced after adaptor ligation, larger 
RNA molecules must be fragmented into smaller 
pieces (200–500 bp) to be compatible with most 
deep-sequencing technologies. Common frag-
mentation methods include RNA fragmentation 
by RNA hydrolysis or nebulization and cDNA 
fragmentation by DNase I treatment or sonica-
tion. Each of these methods creates a different 
bias in the outcome. For example, RNA fragmen-
tation has little bias over the transcript body [ 106 ] 
but is depleted for transcript ends compared to 
other methods. Conversely, cDNA fragmentation 
is usually strongly biased towards the identifi ca-
tion of sequences from the 3′ ends of transcripts 
and thereby provides valuable information about 
the precise identity of these ends [ 105 ]. Some 
manipulations during library construction also 
complicate the analysis of RNA-seq results. For 
example, many shorts reads that are identical to 
each other can be obtained from cDNA librar-
ies that have been amplifi ed. These could be a 
genuine refl ection of abundant RNA species, 
or they could be PCR artifacts. One way to dis-
criminate between these possibilities is to deter-
mine whether the same sequences are observed 
in different biological replicates. Another key 
consideration concerning library construction is 
whether or not to prepare strand-specifi c librar-
ies [ 33 ,  109 ]. These libraries have the advantage 
of yielding information about the orientation of 
transcripts, which is valuable for transcriptome 
annotation, especially for regions with overlap-
ping transcription from opposite directions [ 39 , 
 104 ,  113 ]; however, strand-specifi c libraries 
are currently laborious to produce because they 
require many steps [ 109 ] or direct RNA–RNA 
ligation [ 33 ], which is ineffi cient. Moreover, it is 
essential to ensure that the antisense transcripts 
are not artifacts of reverse transcription [ 114 ]. 
Because of these complications, most studies 
thus far have analyzed cDNAs without strand 
information.  

    Proteomics 

 In addition to genetic predispositions and mark-
ers, changes in expression and function of proteins 
in an individual are infl uenced by their complex 
interplay within cells and organs and by envi-
ronmental factors throughout the total life span. 
Analyzing the proteomic changes in the context 
of diabetes and obesity thus promises to gain a 
direct access to perturbances in relevant protein 
networks on the level of single cells or subcellular 
compartments of tissues or on a systemic level. 

 The main challenge for proteomic studies, 
however, comes from the extreme dynamics of 
proteomic changes and of the very high complex-
ity of proteomes. Consequently, depth and cover-
age of proteomic studies have been mainly driven 
by development of technologies during the past 
two decades. The key enabling technology for 
studying proteomes is high-resolution peptide 
mass spectrometry coupled to a variety of pre- 
fractionation methods in order to cope with the 
very high complexity of proteomes. 

 In early times, a popular pre-fractionation 
method, the two-dimensional gel electrophore-
sis (2DE), was used to separate intact proteins 
extracted from a given cell, tissue, or organ by 
means of isoelectric point and molecular mass, 
resulting in complex maps of protein expression 
snapshots. This was combined with methods for 
relative quantifi cation, the most advanced being 
2D fl uorescence difference gel electrophoresis 
(2DE-DIGE), where proteins from different con-
ditions are labeled with different fl uorophores and 
combined before separation by 2DE. Inclusion 
of a standard labeled with a third fl uorophore 
enabled to further control for technical variations 
across samples. As a result, differential expres-
sion of proteins or posttranslationally modifi ed 
protein isoforms could be detected, and identifi ca-
tion of the respective proteins was performed by 
excision of a protein spot from the gel, digestion 
with endoproteinase trypsin, which proteolyses 
amino acid chains with strict sequence specifi city 
after glutamine and arginine residues, and thus 
produced a protein-specifi c pattern of peptide 
fragments. These masses are then detected by 
matrix-assisted laser desorption ionization mass 
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spectrometry (MALDI-MS) and compared to 
“in silico digests” of known proteins deposited 
in public databases. While this method offered 
the advantage of monitoring potential isoforms 
of a given protein by detecting shifts in mass or 
charge on the 2DE maps, it is severely restricted 
with respect to sensitivity and throughput and 
thus has been outperformed by other mass spec-
trometry (MS)-based methods (see below) [ 115 ]. 

 Large-scale MS approaches, specifi cally liq-
uid chromatography-tandem mass spectrometry 
(LC-MSMS), are nowadays used for both dis-
covery of novel biomedical knowledge (“shot-
gun proteomics”) and for validation of potential 
biomarkers in high throughput. The typical dis-
covery workfl ow using LC-MSMS comprises 
reproducible biological samples preparation 
potentially including pre-fractionation methods 
to reduce complexity of the proteome to be stud-
ied, protein digestion with trypsin, or other spe-
cifi c proteases, and then the resulting peptides are 
separated using liquid chromatography (so-called 
bottom-up approach). Separated peptides are 
typically directly injected into the mass spectrom-
eter where the respective mass-over-charge ratios 
are detected. From these so-called survey scans, 
a subset of masses are selected for fragmentation 
and masses of fragments together with the “parent 
mass” are used to identify the respective peptide by 
searches against public databases. A key prerequi-
site to study proteomes, however, is the inclusion 
of relative or absolute quantifi cation strategies, 
since only changes in proteomes in response to, 
e.g., environment or disease will enable advance-
ment of systemic understanding. Several quantifi -
cation methods for peptide-based proteomics are 
currently in place: stable isotope labeling by/with 
amino acids in cell culture (SILAC), which intro-
duces metabolic labeling in appropriate biologi-
cal samples, isotope-coded affi nity tag (ICAT) 
and isotope-coded protein label (ICPL), which 
label intact proteins at specifi c sites, isobaric tags 
for relative and absolute quantitation (iTraq), 
which is used to label peptides and fi nally several 
label-free approaches [ 116 ]. A special and very 
successful variation of the shotgun proteomics 
approach is the combination of targeted purifi ca-
tion of intact functional protein complexes with 

LC-MSMS with the aim to discover functions of 
novel proteins relevant for diseases (“interaction 
proteomics”) [ 117 ]. Shotgun proteomics experi-
ments have the capacity to simultaneously detect 
thousands of proteins and when combined with 
additional pre- fractionation strategies, e.g., strong 
cation exchange (SCX) chromatography or off-gel 
fractionation (OGE) of peptides based on isoelec-
tric points, the complexity of cellular proteomes 
can be nearly fully covered [ 118 ,  119 ]. However, 
the time and cost efforts for such full coverage 
experiments are profound and thus throughput 
and applicability of shotgun proteomics is limited 
to discovery projects aiming to reveal proteomic 
changes in response to very specifi c systems 
perturbations. Another disadvantage of shotgun 
proteomics is the missing data points during data-
dependent acquisition. While high sensitivity of 
mass spectrometry theoretically enables to fully 
cover complex proteomes, the speed of the MS 
instruments still limits the capacity of recorded 
sequence spectra resulting in a limited coverage 
of simultaneously analyzed peptide masses. Both 
limitations of shotgun proteomics are overcome 
by advancements in targeted MS approaches, 
which aim to increase speed and sensitivity of MS 
by preselection of monitored proteins/peptides 
relevant for a biological/clinical question and, in 
addition, enable to introduce methods for absolute 
quantifi cation. Targeted MS is based on selected 
reaction monitoring (SRM) assays, a process 
which records predefi ned peptides and predefi ned 
fragment ions for each peptide simultaneously in 
triple quadrupole mass spectrometers [ 120 ]. The 
transitions between the peptide and its fragments 
are strictly co-eluting, and area under curves for 
the fragments can be used as measure for relative 
intensities. Those SRM assays are predefi ned, 
optimized, and multiplexed and thus can be tai-
lored to monitor changes of few to hundreds of 
proteins of interest for a specifi c context. Since 
relevant peptides are predefi ned, stable isotope-
labeled peptides at known concentrations can be 
spiked into the experimental samples and thus 
enable absolute quantifi cation for all monitored 
peptides. Advantages of SRM-based targeted 
proteomics are very high sensitivity, specifi city, 
and throughput, while development of tailored 
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multiplexed SRM assays is still quite time-con-
suming. Any mass spectrometry-based method is 
currently still limited in sensitivity as compared 
to methods involving application of specifi c high-
affi nity binders [ 121 ]. 

 In diabetes research, proteomics methods 
have mainly been applied for identifi cation of 
disease relevant proteins/pathways in tissues 
from animal models, e.g., lep/lep [ 122 ,  123 ] and 
db/db mice [ 124 ] or high-fat-diet-induced obe-
sity in BL6 mice [ 125 – 130 ] or type 2 diabetes 
patients [ 131 – 134 ]. These studies (and many 
additional studies not cited here) have resulted 
in a comprehensive list of proteins which have 
been rated as being central to the condition of 
diabetes and are currently collected and pub-
lished in a publicly available database (  http://
www.hdpp.info/hdpp-1000/    ) through the Human 
Diabetes Proteome Project (HDPP). The HDPP 
initiative was founded to integrate international 
research expertise enabling to generate systems-
level insights into cellular changes by gather-
ing multivariate data sets over time from cells 
and organs of healthy subjects and patients with 
diabetes [ 135 ]. Since application of proteomics 
methods in diabetes research covers very dif-
ferent areas with inherent huge complexity of 
approaches refl ecting the complexity of the pro-
teome as such, the HDPP initiative has identifi ed 
some focus areas where proteomics methods are 
especially well suited to advance target discovery 
and functional understanding of disease patho-
genesis. These areas comprise the Islet Human 
Diabetes Proteome Project (i-HDPP) aiming at 
a comprehensive islet expression data set, the 
human blood glycated proteome database, col-
lecting qualitative and quantitative data on gly-
cated proteins in plasma, and functional analyses 
of mitochondria, beta cells, insulin-producing 
cell lines, as well as bioinformatics and network 
biology approaches for data integration and sys-
temic analyses (  http://www.hdpp.info    ).  

    Metabolomics 

 Modern metabolomics technologies that have 
been built on recent advances in nuclear mag-

netic resonance (NMR) spectroscopy, mass spec-
trometry, and high-performance liquid-phase 
chromatography (HPLC) can provide quantita-
tive readouts for hundreds of small molecules. 
They can be used to detect these metabolites in 
large sets of biological samples and therefore 
are a prerequisite to conduct powerful studies in 
large epidemiological population-based cohorts. 
At present, more than 4,200 compounds have 
been annotated in human metabolite databases 
[ 136 ]. Such a wide-ranging metabolic character-
ization of biological samples generates a wealth 
of phenotypic data that has never been accessible 
before and has opened up unforeseen opportuni-
ties to the emerging fi eld of metabolomics. 

 Before a metabolomics study can start, several 
important decisions have to be made which we 
describe in this chapter and can be found in more 
detail in Suhre and Gieger [ 137 ]. The fi rst deci-
sion of a metabolomics study is the choice of mea-
surement platform. Robust and high- throughput 
measurement capabilities are required to carry 
out analyses with metabolites. The technologies 
that are most often used in metabolomics experi-
ments are based on either mass spectrometry or 
NMR spectroscopy. Mass-spectrometry- based 
methods characterize a metabolite by its molecu-
lar mass, its specifi c fractionation pattern (tan-
dem mass spectrometry), and its retention time 
when liquid-phase or gas-phase chromatogra-
phy separation is used. The most widely imple-
mented NMR-based method in metabolomics is 
 1 H NMR. A small molecule is identifi ed here by 
a specifi c pattern (called the chemical shift) in the 
resonance spectrum of its protons when excited 
by an oscillating magnetic fi eld. The initial “raw” 
quantitative readout of a metabolic feature is a 
specifi c pattern of peaks in a mass spectrum or an 
NMR spectrum and related information, such as 
the elution time, when using a chromatography 
method. Ascertaining the biochemical identity 
of the metabolites that are represented by these 
raw data is sometimes an issue. Comparison with 
 reference spectra that are obtained from pure sub-
stances or spiking experiments can provide such 
information. Nevertheless, many of the experi-
mentally observed metabolites (or metabolic fea-
tures) are currently not biochemically  identifi ed. 
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We thus distinguish between peak-based (or 
feature- based) metabolomics and metabolomics 
that uses annotated metabolite concentrations 
of known (and possibly also unknown) bio-
chemical identity. The most notable advantage 
of mass-spectrometry- based methods compared 
with NMR methods is their higher sensitiv-
ity. However, this advantage comes at the cost 
of more complex demands in terms of sample 
preparation and in carrying out the actual mea-
surement. NMR-based measurements, however, 
do not require the extraction of metabolites and 
leave the samples intact for further analysis. Also, 
absolute quantifi cation with mass-spectrometry- 
based methods requires external reference stan-
dards for most of the measured metabolites, 
whereas NMR-based methods provide quantifi ca-
tion with one or two references. Furthermore, the 
reproducibility of NMR experiments is excellent, 
whereas batch effects are often observed when 
mass spectrometry experiments are conducted 
at different times. Both methods thus have their 
strengths and weaknesses. If resources permit, a 
combination of both is worthwhile. The measure-
ment setups of these platforms are complex and 
can rarely be fully replicated by any independent 
laboratory as reported in a pilot study on three 
different commercial metabolomics platforms 
[ 138 ]. Even if described in great detail, subtle 
differences in machine setup and sample process-
ing may have a great impact on certain metabolic 
readouts. It is therefore essential to compare and 
to harmonize measurements taken from identical 
samples across platforms and to ensure that the 
fi nal metabolomics readouts are within a well-
defi ned range of experimental error. At this point, 
the choice of the metabolomics provider should 
be considered: relying on in-house methods has 
the advantage of providing full control over the 
measurements, but this comes with the require-
ment of having to build up and to maintain such 
a platform. Using a commercial provider is an 
alternative that can bring metabolomics experi-
ments within the reach of groups that do not 
have access to local metabolomics core facilities. 
Potential drawbacks of this approach are the gen-
erally rather limited access to details of the imple-
mented methods and also fewer options available 

for tweaking the  experimental setup during the 
measurement process. Intermediate options are 
the use of commercial metabolomics kit technol-
ogies or out-licensing of proprietary know-how 
and software protocols on local platforms. 

 The second decision is that of which metabo-
lites to study. Targeted methods study specifi c, in 
advance known, metabolites and thereby provide 
more precise measurements that are easy to rep-
licate but are limited to analyzing only a subset 
of preselected compounds. Nontargeted metabo-
lomics offers a wider and largely hypothesis-free 
approach. Additionally, targeted metabolomics 
methods are able to provide absolute quantifi ca-
tion by comparison to isotope-labeled external 
standards, whereas nontargeted methods often 
only provide semiquantitative traits, such as ion 
counts per sampling time, which may vary exten-
sively between experiments. This could limit 
the usability of the metabolomics data in some 
studies. In the choice of the metabolites to study, 
there is generally a trade-off to be made between 
a wide and largely nontargeted panel, which often 
comes at the cost of lower data quality, and a nar-
rower targeted panel, which comes at the cost 
of missing potentially interesting metabolites. 
Bearing in mind that no single technique allows 
the measurement of all metabolites in one go, a 
nontargeted approach is currently more promis-
ing as it may allow the discovery of new associa-
tions with hitherto uncharacterized metabolites. 

 Studies have shown that complex disorders 
of the human organism, including type 2 diabe-
tes and cardiovascular diseases, can be linked 
directly to metabolites and their corresponding 
biological pathways. On the other hand uncover-
ing genetic, epigenetic, and transcriptomic infl u-
ences on metabolic phenotypes is crucial to a 
systems-wide understanding of their interactions 
with environmental and lifestyle factors. Modern 
metabolomics techniques allow the genetics and 
genomics of large panels of metabolic traits to be 
explored by coupling genome-wide studies with 
metabolomics. Genetic and epigenetic associa-
tion studies are beginning to unravel the genetic 
 contribution to human metabolic individuality 
and thus to demonstrate its relevance for biomed-
ical and pharmaceutical research. Wide-ranging  
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metabolic phenotypes can be analyzed in asso-
ciation with genetic variants, disease-relevant 
phenotypes, and lifestyle and environmental 
parameters, allowing dissection of the relative 
infl uences of these factors. Now, wide GWAS can 
be carried out with broad panels of metabolite 
concentrations. The fi rst GWAS with metabolic 
traits and with ratios between metabolite con-
centrations reported in Gieger et al. [ 139 ], inves-
tigated 276 metabolite covering 60 metabolic 
pathways. This paper reports 37 loci of human 
metabolic individuality and provides examples 
for a wide range of biomedical applications. 
Using this largely hypothesis-free approach, com-
mon genetic variants in genes encoding enzymes 
and transporter proteins have been identifi ed that 
can have substantial infl uences on human meta-
bolic traits. Knowledge of the genetic basis of 
human metabolic individuality is a key ingredient 
of emerging gene-based personalized therapies, 
including pharmacogenomics [ 140 ] and nutrig-
enomics [ 141 ,  142 ]. 

 To gain the most from metabolic studies, it 
is necessary to use appropriate study designs 
and analytical tools. Below a defi nition of the 
metabolic phenotype and a description of the 
experimental methods that are available for high-
throughput metabolic phenotyping and their 
application to larger human population studies 
are given. A few examples how recently discov-
ered genetic variants with metabolic traits have 
provided new insights into the etiology of com-
plex diseases will be highlighted. The focus lies 
on the design considerations that need to be kept 
in mind in future studies. 

 The metabolic phenotype (or metabotype) 
of an individual can be viewed as the ensemble 
state of the concentrations of all endogenous 
small molecules (metabolic traits) in all body 
organs and bodily fl uids. In relation to a disease, 
a metabolic trait may be a functional interme-
diate trait or merely a correlated biomarker. In 
contrast to the genotype of an individual, which 
remains almost identical over their life span, the 
metabotype substantially varies with time and is 
infl uenced by a wide range of environmental and 
lifestyle factors, including fasting and feeding 
states, time of day, and menstrual cycle. Every 

metabolomic characterization of a biosample 
represents a snapshot of a part of that individ-
ual’s present metabolic state at that particular 
time. It is important to note that every metabo-
lite has specifi c properties: most of them are 
very sensitive to environmental infl uences, and 
their concentrations may vary over timescales of 
minutes, hours, or days. Nevertheless, their bio-
chemical processing is controlled by enzymes 
and transporters, and thus they are infl uenced by 
the genetic variation that affects the expression 
or function of these proteins. GWAS have identi-
fi ed many genetic risk loci for complex disorders. 
The number of associations is increasing as more 
highly powered GWAS and meta-analyses are 
conducted. However, the effect sizes of genetic 
associations with complex disorders are gener-
ally small, and information on the underlying 
biological processes is often lacking. Therefore, 
the focus of GWAS is shifting increasingly away 
from studying associations with disease end-
points and towards studying associations with 
intermediate traits that are known risk factors of 
disease. Examples include GWAS for: blood tri-
glyceride, cholesterol, and bilirubin levels, which 
are risk factors for cardiovascular disease; fasting 
blood glucose levels and fasting insulin levels, 
which are linked to diabetes; urate levels, which 
are linked to gout; and liver enzymes, which are 
indicators of liver disease. These studies have 
shown that genetic association with quantitative 
traits that are functional intermediates of com-
plex disorders is often more highly powered, 
and furthermore they can provide information on 
the biological underpinning of the disease asso-
ciation. However, by studying only known risk 
factors of disease, it is unlikely that any new bio-
logical processes or pathways will be discovered 
that may be involved or disrupted in the etiology 
of the disease. Because metabolic phenotypes are 
important readouts of many  biological processes, 
a largely hypothesis-free approach of GWAS 
with large panels of metabolic traits (metabolo-
mics) may be used to respond to this challenge. 
The metabolic trait in a GWAS thus has the role 
of an intermediate phenotype that functionally 
links genetic variation to disease-predisposing 
factors and then to complex disease end points. 

H. Grallert et al.



209

 Most GWAS with metabolomics have so far 
been conducted in the general population, with 
participants mostly of European origin. It is 
therefore likely that many genetic effects that are 
specifi c to different ethnicities have not yet been 
discovered, calling for extended studies in other 
populations. Using samples from family-based 
studies and twin studies may allow for the famil-
ial component of variation in metabolite levels to 
be measured in addition to the heritability con-
tribution [ 143 ]. If longitudinal data are available, 
the associations can be checked to verify that the 
genetic contribution to the metabolic phenotype 
of the individuals remains stable over a longer 
time period [ 144 ]. Most of the large-scale studies 
with metabolic traits conducted so far originated 
from epidemiological studies that had previously 
collected and stored sample aliquots. This strat-
egy of collecting samples for future analysis in 
large national cohorts and biobanks, without the 
knowledge of the precise analysis techniques 
to be applied on them, made possible many of 
the present GWAS with metabolomics. Another 
source of valuable study material for GWAS with 
metabolomics is clinical case–control studies. 
Including individuals with disease in such stud-
ies allows the investigation of potentially extreme 
metabolic phenotypes and the discovery of 
genetic associations that are only revealed under 
disease conditions. However, ensuring standard 
operating procedures (SOPs) are followed in a 
clinical setting can be more challenging than in 
an epidemiological study. For example, whereas 
blood and urine samples taken under standard-
ized conditions are generally available from epi-
demiological population studies, such conditions 
are more diffi cult to meet in a clinical setting. In 
particular, samples from cases and controls need 
to be treated identically as certain metabolites 
may be very susceptible to slight deviations from 
standard protocol. Strict SOPs need to be imple-
mented, with a strong focus on homogeneous 
sample treatment, including sample storage at 
−80 °C and sample aliquoting at collection time 
to avoid any thawing of the samples between 
storage and measurement. 

 The beauty of the metabolic phenotype is that 
there is a rich knowledge base regarding many 

endogenous human metabolic pathways. In addi-
tion, more than 2,200 enzyme-coding genes are 
annotated in the human genome. This allows the 
corroboration of candidate associations with bio-
logical and functional arguments. Therefore, it 
is possible to analyze the association data from 
the point of view of a biochemist. Genes that are 
related to enzymatic and transport activities and 
that are located in regions in linkage disequilib-
rium with the lead SNP are prime candidates for 
harboring the causative variant. If such genes are 
present, researchers can then verify a biochemical 
link between these genes and the metabolic traits, 
using databases such as the Human Metabolome 
Database (HMDB) [ 145 ,  146 ]. Currently, this is 
mostly done manually; dedicated and automated 
network analysis methods with statistical evalua-
tion tools need to be developed for this task. 

 Findings from GWAS with metabolomics 
have the potential to inform basic science. The 
fi eld of functional genomics aims to identify the 
function of all genes in the human genome. To 
this end, an association of a poorly characterized 
enzyme or transporter gene with a metabolic trait 
may generate testable hypotheses on their sub-
strate specifi cities. Following up on the predicted 
function of solute carrier family 16 member 9 
(SLC16A9; also known as MCT9) as a carnitine 
transporter, on the basis of its association with 
serum carnitine concentrations, experiments 
using radiolabeled carnitine and SLC16A9- 
expressing  Xenopus laevis  oocytes showed that 
this transporter is indeed a carnitine effl ux pump 
[ 144 ]. This concept can also be inversed. For 
around one-third of all measured metabolites, 
their biochemical identity is at present unknown. 
Association of a well-characterized enzyme or 
transporter gene with a metabolite of unknown 
identity may be used to infer its biochemical 
nature. We have recently applied this approach 
to predict and experimentally validate the iden-
tity of a number of unknown metabolites, such as 
dipeptides, on the basis of their association with 
the dipeptidase angiotensin-converting enzyme 
(ACE) [ 147 ]. 

 There are current challenges that are briefl y 
addressed here. Knowledge of the full set of 
genetic variation in human metabolism will 
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have a wide range of biomedical and pharma-
ceutical applications. The genotype-metabolite- 
associations identifi ed in GWAS can be used in 
clinical studies for association with response to 
drug treatment or with the development of particu-
lar complications during the course of a disease or 
treatment. Follow-up investigation of associations 
in their biochemical context is likely to provide a 
better understanding of the pathogenesis of com-
mon diseases. Furthermore, it can be expected 
that knowledge of the genetic basis of human 
metabolic individuality will allow the separation 
of genetic and environmental factors in complex 
gene-environment interactions and will provide a 
rational starting point for personalized and gene-
based health-care and nutrition strategies. 

 Eventually, the epidemiological approach of 
a wide range of patient phenotyping and sample 
collection, using strict SOPs, needs to be trans-
lated to clinical studies, as studies that imple-
ment physiological challenges may provide 
access to perturbed systems [ 148 ]. The most 
useful approach for understanding the causal 
roles of the metabolites (on the pathways from 
genetic variants to intermediate traits to disease 
end points) would be to use prospective cohorts 
that allow for future disease risks to be evaluated 
on the basis of both genetic and metabolic infor-
mation. Metabolic profi ling of other biological 
samples, including saliva, cerebrospinal fl uid, 
synovial fl uid, semen, and tissue homogenates, 
should be investigated in the future but have so 
far not been used in high-throughput population- 
based studies [ 149 ]. Studies in stool samples may 
be particularly challenging. Here, the effect of 
the gut microbiome on human metabolism needs 
to be taken into account, and this requires the 
additional characterization of the bacterial com-
munities in the samples. 

 To date, GWAS have mostly focused on com-
mon variants from chip-based genotyping arrays. 
However, with better coverage of low-frequency 
variants through sequencing or dense imputation 
reference panels, more associations with metabo-
lites will most probably be uncovered. In cases 
in which a metabolite can be identifi ed as being 
functionally relevant and an intermediate trait on 
a pathway to a complex disorder, its genetic asso-

ciation can be used to fi ne map the underlying 
disease risk locus to identify the disease-causing 
gene variant. For example, Tukiainen et al. [ 150 ] 
were able to fi ne map known lipid loci using a 
dense marker set and detailed metabolite profi les. 

 The future resides in the combination of data 
from multiple “omics” technologies. Inouye 
et al. [ 151 ] presented the fi rst study of that kind 
by combining metabolomic, transcriptomic, and 
genomic variation in a large, population-based 
cohort. A major challenge is combining all of 
these data in what may be termed a genome-wide 
systems-biology approach.   

    Translating Results into Clinical 
Practice 

 Compared to the area of cancer research, where 
clinical applications are widely established from 
all omics fi elds, translation of omics-based results 
into clinical practice for type 2 diabetes and obe-
sity is still developing slow mainly attributed to the 
complexity of these diseases. Figure  8.1  gives an 
overview of complex interplay between the omics 
areas and which technologies are applicable. In the 
past decade, applications of omics research have 
been pursued across the spectrum of disease man-
agement, ranging from diagnosis and prediction to 
treatment and personalized medicine.

      Diagnostics 

 Up to now, only few candidates from thou-
sands of proteins which had been identifi ed by 
 quantitative clinical proteomics have also been 
approved for clinical purposes as most of them 
have either not passed the verifi cation stage or 
have not been validated in larger cohorts [ 153 ]. 
Recent results show that a panel of distinct bio-
markers may be better suited for diagnosis and 
also for assessment of disease progression and 
response to therapy [ 153 ]. However, advances in 
RNA sequencing technology have already lead to 
a higher resolution view of the transcriptome, a 
progress which may facilitate the development of 
novel molecular diagnostics such as omics-based 
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tests on the basis of small noncoding RNAs, RNA 
editing events or alternative splice variants that 
were not measured previously using hybridiza-
tion-based technologies in the future. Similarly, 
DNA sequencing focusing on rare or previously 
unmeasured mutations may have important 
clinical implications. Next-generation sequenc-
ing technologies hold tremendous promise for 
the identifi cation of complete DNA and RNA 
sequences, as well as a high-throughput iden-
tifi cation of epigenetic and posttranscriptional 
modifi cations of DNA or RNA, respectively. For 
instance, new sequencing technologies are capa-
ble of monitoring a great variety of epigenetic 
changes at a genome-wide scale in addition to 
sequencing information. However, it is important 
to note that because next-generation RNA and 
DNA sequencing produce even more measure-
ments per sample than traditional approaches, 
these new technologies add to the challenge of 
extremely high data dimensionality and the risks 
of overfi tting computational models. Large meta- 
analyses of sequencing data sets collected at mul-
tiple sites may prove to be useful to overcome 
these risks and may help to develop clinically 
useful omics-based tests.  

    Prediction 

 Apart from more sensitive diagnoses, researchers 
in the fi eld of type 2 diabetes and obesity facing 

the large amount of information and biomarkers 
generated by the newly developed omics tech-
nologies also hoped for an improved risk pre-
diction which could be used in clinical practice. 
Particularly the introduction of GWAS technolo-
gies which lead to the discovery of several dozen 
genetic susceptibility loci for type 2 diabetes 
and obesity has nourished to hope of improving 
classical risk prediction models, and thus several 
studies have invested into this subject [ 154 ]. Most 
of the studies used genotype risk scores of either 
the unweighted or the weighted sum of total risk 
alleles in all subjects under investigation [ 155 –
 158 ]. However, a comparison of the area under 
the curve of the receiver operating characteris-
tics (C-statistics) indicated signifi cantly higher 
C-statistics of type 2 diabetes prediction models 
composed of clinical risk factors such as family 
history, body mass index, blood pressure, and 
fasting plasma glucose than those of genotype 
risk score in isolation [ 155 ]. In addition, when 
genotype risk scores were included into clinical 
prediction models, the additional predictive value 
was only marginal [ 155 ]. There could be several 
explanations for these results. First, the minimal 
predictive value of genotype risk scores could 
result from the generally modest effect sizes of 
common genetic variants. Second, many of the 
clinical risk factors are thought to already refl ect 
genetic effects of some genetic variants. Third, 
most studies involved middle-aged populations, 
and penetrance of genetic effects are more pro-
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varient(s)

CpG
methylation

  Fig. 8.1    Schematic view of the 
interactions between the targets addressed 
by the described omics technologies 
(Modifi ed after Petersen et al. [ 152 ]). 
 Dashed lines  depict possible feedback 
mechanisms.  Lower case letters  indicate 
which technologies can be applied to 
measure omics targets: ( a ) PCR-based 
methods, ( b ) array technologies, ( c ) 
sequencing, ( d ) qualitative mass 
spectrometry, ( e ) quantitative mass 
spectrometry (Reprinted from Petersen 
et al. [ 152 ], by permission of Oxford 
University Press)       
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nounced in subjects who develop type 2 diabetes 
at earlier age. At present, routine screening of 
genetic information to predict type 2 diabetes is 
not recommended [ 154 ]. Nevertheless, currently 
ongoing exome sequencing studies which increase 
the spectrum of measured genetic variants hold 
the promise of identifying low-frequency or rare 
functional variants with larger effect sizes and 
thus higher discriminative value. Furthermore, 
future research is warranted to assess the value of 
gene risk scores particularly in high-risk groups 
such as fi rst degree relatives of type 2 diabetes 
patients in whom the precise genetic variants of 
their affected relative could be determined, as well 
as women with history of gestational diabetes. In 
addition, gene risk scores assessed in patients with 
early onset type 2 diabetes might further advance 
genetic risk prediction models. Studies evaluating 
the predictive value of results derived from other 
omics fi elds are currently on their way or need to 
be conducted in the near future. However, early 
studies in the fi eld of metabolomics have already 
yielded some success. For example, Wang-Sattler 
et al. identifi ed three metabolites (glycine, lyso-
phosphatidylcholine (18:2), and acetylcarnitine) 
that in combination signifi cantly improve predic-
tion of type 2 diabetes and are connected to six 
known loci for type 2 diabetes [ 5 ]. Furthermore, 
branched-chain aminoacids (BCAAs) have been 
shown potential for screening marker for diabe-
tes, insulin resistance, as well as cardiovascular 
disease [ 159 ]. The most promising approach to 
improve prediction is the combination of informa-
tion of biomarkers derived from multiple omics 
studies. Beforehand, this, however, requires fur-
ther developments in bioinformatics tools.  

    Novel Therapeutic Targets 

 At present, biomolecular functions of several iden-
tifi ed genetic susceptibility variants for type 2 dia-
betes and obesity are mostly unknown. Therefore, 
many research groups are making efforts to clarify 
their role in the pathogenesis of type 2 diabetes 
which will hopefully reveal novel therapeutic 
targets of type 2 diabetes. One potential target 
for type 2 diabetes treatment could be melatonin 

receptor 1B (MTNR1B), because genetic vari-
ants impairing this receptors signaling were found 
to be associated with type 2 diabetes [ 160 ] and 
because melatonin itself is a strong antioxidant 
[ 161 ]. These fi ndings have nourished the hope of 
melatonin being used as a treatment for diabetes 
[ 162 ]. Another potential target of type 2 diabetes 
that has been revealed through genetic research is 
cyclic adenosine monophosphate (AMP) response 
element- binding protein (CREBBP). In a recent 
GWA study, pathway analysis and protein–pro-
tein interaction analysis revealed that the tran-
scriptional co-activator CREBBP was the main 
interacting protein variant associated with type 
2 diabetes [ 10 ]. This suggests that CREBBP and 
its associated transcription factors are important 
in the pathogenesis of type 2 diabetes and should 
be investigated for potential modulation of patho-
genic mechanisms. It is hoped that particularly 
further functional investigation of genes which 
may have been found to affect type 2 diabetes will 
help to uncover molecular mechanisms underlying 
these disease pathogenesis and serve as a starting 
point for development of novel drugs for type 2 
diabetes. Furthermore, it is assumed that epigen-
etic therapies might provide more effective drugs 
with fewer adverse effects than currently available 
type 2 diabetes medication. Given the prevalence 
of epigenomic abnormalities in complex diseases, 
a better understanding of cause and consequence 
of these abnormalities may have a good prospect 
of translating into benefi ts in the clinic.  

    Pharmacogenomics 

 Today, the four most widely used classes of oral 
glucose-lowering medications include biguanides 
(represented by metformin), sulphonylureas, 
thiazolidinediones, and dipeptidyl peptidase 
(DPP)-4 inhibitors. There are individual varia-
tions in response to these medications, and genetic 
predisposition could be one of the factors infl u-
encing these variations. Regarding sulphonyl-
ureas, the rate-limiting enzyme of metabolism 
is  CYP2C9  [ 163 ]. It has been reported that loss-
of-function variants of  CYP2C9  were associated 
with improved glycemic response presumably 
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due to impaired sulphonylurea metabolism [ 164 ]. 
Several genetic variants like in  KCNJ11  and 
 ABCC8  have also been suggested to be associated 
with the glycemic response to sulphonylurea [ 165 , 
 166 ]. Metformin is transported to hepatocytes via 
organic cation transporter 1 (OCT1) [ 167 ] and 
excreted to the bile through the multidrug and 
toxin extrusion 1 protein (MATE1) [ 168 ]. There 
are reports that variants in  OCT1  and  MATE1  
genes infl uence the pharmacokinetics of metfor-
min, affecting the glucose-lowering response [ 169 , 
 170 ]. In case of metformin, the most noticeable 
fi nding regarding pharmacogenetics was derived 
from a GWA study. In 3,920 European subjects, 
the rs11212617 variant in the ataxia telangiectasia 
mutated gene ( ATM ) was signifi cantly associated 
with better glycemic response to metformin [ 171 ]. 
As an explanation it was suggested that activation 
of AMP-activated protein kinase (AMPK), which 
is a target of metformin, through ATM is required 
for the glycemic response to metformin [ 171 ]. In a 
recent pharmacoproteomics approach, metformin 
treatment revealed only partial rescue of protein 
network perturbances in the retina providing an 
explanation for high prevalence of complications 
such as diabetic retinopathy despite treatment 
[ 172 ]. Pharmacogenetic information regarding 
thiazolidinediones and DPP-4 inhibitors is some-
what limited and further research is required. The 
incretin hormones glucagon-like peptide 1 (GLP-
1) and glucose-dependent insulinotropic peptide 1 
(GIP) both type 2 diabetes drugs can induce global 
changes in histone acetylation [ 173 ,  174 ]. The 
mechanism of GLP-1 and GIP action appears to be 
mediated through the ability of these compounds 
to increase histone H3 acetyltransferase activity 
and decrease histone deacetylase (HDAC) activity 
[ 173 ,  174 ]. Inappropriate chromatin remodelling 
and histone acetylation seem to contribute to the 
pathogenesis of diabetes and so HDAC inhibitors 
might have therapeutic potential for the treatment 
of diabetes [ 175 ].  

    Personalized Medicine 

 A major achievement of genetic research on type 
2 diabetes would be to tailor a pharmacological 

therapy on an individual basis and optimize patient 
care. A recent study showed the possibility of incor-
porating the whole genome sequencing data of an 
individual into clinical decision making in terms 
of choosing an optimal medication with appropri-
ate dosage [ 176 ]. This approach has been extended 
to multi-omics profi ling combining genomics, 
transcriptomics, proteomics, and metabolomics in 
an individual in a time series of 14 months where 
the study subject experienced two viral infections 
and new onset of type 2 diabetes [ 177 ]. Results 
of this study suggest that multi-omics monitoring 
in an individual could help to interpret the physi-
cal condition of a patient. However, this study 
was only designed as proof of concept, and there 
are many hurdles before personalized genomic 
medicine is translated into clinical reality. First 
of all, the accuracy of omics derived data has to 
be improved for medical diagnostic purposes, 
and more solid information regarding genotype-
phenotype relationship should be accumulated. In 
addition, the clinical utility and cost-effectiveness 
of novel omics tools in clinical practice should be 
evaluated. Based on growing literature on person-
alized medicine, the Clinical Pharmacogenetics 
Implementation Consortium (CPIC) has devel-
oped guidelines for application of pharmacoge-
netic information in the clinical setting [ 178 ]. As 
analytical approaches in the fi eld of metabolomics 
move towards expanded metabolite identifi cation 
and absolute quantitation, the technology can be 
envisioned as the opening of a vastly expanded 
clinical chemistry data set. One advantage of 
metabolomics-derived biomarkers is a potentially 
shorter path to clinically useful diagnostic assays 
than with markers derived from other omics fi elds. 
Metabolomics has clearly shown promise in both 
the preclinical and academic clinical settings, par-
ticularly in the areas of disease etiology and dis-
ease biomarkers [ 179 ]. For example, BCAAs were 
also postulated to predict response to bariatric sur-
gery [ 159 ], and recent data suggest the promise of 
the technology for achieving patient stratifi cation 
[ 180 ,  181 ]. However, clear evidence of the value 
of the technology in pharmaceutical develop-
ment is still lacking. Replication and validation 
in additional population cohorts and through use 
of model systems and genomic approaches deter-
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mining the mechanistic or causative role of these 
metabolites in disease are needed; these data are 
expected to be delivered in the near future. A 
more fundamental, and perhaps more diffi cult, 
challenge involves changing the perception of the 
technology as being complicated, unreliable, and 
remote from the clinical scientist to one of a tool 
that is readily available and readily understood in 
the evaluation of pharmaceutical agents within 
relevant patient populations. This transforma-
tion will take time and increasing familiarity with 
metabolomics data, but it needs to happen in order 
to make optimal use of this promising technology. 
As with other omics data types, a complex devel-
opment path is necessary to establish a clinically 
relevant omics-based test from reports identifying 
metabolite concentration differences associated 
with a phenotype of interest [ 182 ]. New technolo-
gies emerge which are capable of assessing omics 
measurements on single cells [ 183 ,  184 ]. Such 
detailed molecular measurements provide deep 
insight into the underlying biology of tissues and 
potentially form a powerful basis for development 
of omics-based tests. However, in the same way 
as the resolution of these measurements increases 
so does the variability in the measurements due to 
the heterogeneity of cell states [ 185 ]. Thus, while 
emerging omics technologies hold great potential 
for the development of omics-based tests, they 
also may exacerbate dangers of overfi tting the 
computational model (when the model describes 
random error or noise instead of the underlying 
relationship) to the data sets. Recent interest has 
focused on measuring multiple omics data types 
on a single set of samples, in order to integrate 
different types of molecular measurements into 
an omics-based test. Such multidimensional data 
sets have the potential to provide deep insight 
into biological mechanisms and networks, allow-
ing for the development of more powerful clinical 
diagnostics.  

    Integrated Approach: Systems 
Approaches 

 Approaches that integrate multiple omics data 
types within the same clinical test are expected to 

grow in importance as the number of simultane-
ous measurements continues to increase. While 
it is relatively straightforward to raise the num-
ber of genomic and transcriptomic measurements 
(because DNA and RNA have complementary 
binding partners), increasing the number of pro-
tein measurements is more challenging because 
of the need for either high-affi nity capture agents 
or other elaborate strategies to increase sensitiv-
ity of detection. Systems approaches that inte-
grate multiple data types in functionally based 
models can be advantageous for the development 
of omics-based tests. For instance, the analysis 
of omics measurements in the context of biomo-
lecular networks or pathways can help to reduce 
the number of variables in the data by constrain-
ing the possible relationships between variables, 
ultimately leading to more robust and clinically 
useful molecular tests. General approaches for 
using prior biological knowledge to enhance 
signals in omics data include removing measure-
ments that are believed to be noise or for which 
there is no support in the published biological lit-
erature, using pathway databases or other sources 
to guide model construction, and aggregating 
individual measurements, often across data 
types, to integrate multiple sources of evidence 
to support conclusions [ 186 ]. Genomics, tran-
scriptomics, proteomics, and metabolomics data 
can be  combined with structural protein analysis 
in order to predict drug targets or even drug off-
target effects [ 187 ]. An encouraging example of 
simultaneous measurement of multiple types of 
omics data is the DNA-encoded antibody librar-
ies approach [ 188 ], which can measure DNA, 
RNA, and protein from the same sample. 

 During the past 10 years, much of the effort 
to identify genes linked to disease and other 
conditions of biological interest has focused on 
GWAS. However, more recent work has success-
fully identifi ed disease-causal genes using whole 
genome or exome sequencing [ 189 ,  190 ]. Such 
studies may prove to be very benefi cial for the 
development of omics-based tests, and indeed 
such strategies are being used clinically today 
for the identifi cation of the causal gene mutation 
resulting in unidentifi ed and uncommon inher-
ited disease states.   
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    Conclusions 

 Type 2 diabetes and obesity are closely related 
common complex diseases where genetic pre-
disposition has a major role in their develop-
ment. Recent advancement in GWAS, EWASs, 
and transcriptomics has significantly improved 
our knowledge regarding the genetic architec-
ture and pathophysiology of type 2 diabetes 
and obesity. While in cancer research most 
omics fields have already shown their poten-
tial in clinical practice, translation of omics-
based findings into clinical practice in case of 
type 2 diabetes and obesity though showing 
great potential is still just emerging. Likewise, 
early studies in the most recent omics fields, 
metabolomics and proteomics, have con-
siderable potential for clinical application, 
although the latter is just starting to develop 
in this context. All omics technologies are still 
fast developing with a wide range of methods. 
In the fields of genomics, epigenomics, and 
transcriptomics, there are many locus-specific 
analysis methods and array technologies avail-
able while at the same time the importance of 
sequencing technologies constantly increases 
with dropping costs. In the future omics will 
generate complete profiles of each level. This 
information will be combined in systems 
approaches developing new methods in bio-
informatics. Technologies continue to propel 
the fields forward, but translating discovery 
into clinical routine use is complex, requiring 
changes in the fundamental processes of regu-
lation, reimbursement, and clinical practice. 
New omics-based tools have the potential to 
truly revolutionize patient care, but as with any 
great promise, they come with great responsi-
bility. Progress is tempered by consideration 
of ethical issues and the need to fill the educa-
tion gap that exists for health-care providers 
and consumers alike, which makes it diffi-
cult to keep pace with advances in the fields. 
Through all these efforts omics technologies 
will hopefully be used to optimize patient care 
and to improve outcomes and finally lead to 
new tests that are well integrated in routine 
medical care.     
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    Abstract  

  Well-designed and expertly executed early phase clinical trials can pro-
vide valuable information that may accelerate ‘go, no go’ decisions, 
thereby potentially shortening the time of access to new, more effi cacious 
treatments. While fi rst-in-human studies have conventionally been per-
formed in healthy volunteers, there is a move towards increasing use of 
patients with the disease of interest. In the context of developing new 
drugs for the treatment of diabetes and obesity, this paradigm shift requires 
consideration of the risks, benefi ts, and practical challenges of studying 
patients with obesity, glucose intolerance, type 1 diabetes, and type 2 dia-
betes. Within these disorders, issues of renal impairment, fatty liver dis-
ease, the metabolic syndrome, and cognitive impairment demand 
additional consideration. In addition, safe and ethical inclusion of patients 
with special characteristics, e.g. the paediatric and adolescent age groups, 
older subjects, and women of childbearing potential, in early phase studies 
mandates specifi c risk management strategies.  

  Keywords  

  Early phase clinical trials   •   Obesity   •   Cardiovascular disease   •   Fatty liver 
disease   •   Diabetic nephropathy   •   Type 1 diabetes   •   Type 2 diabetes   • 
  Impaired glucose tolerance   •   Older people   •   Women of childbearing 
potential   •   Diabetes in childhood  

        Introduction 

 The progress of drug development is dependent 
upon the extension of preclinical trials in animal 
species into human studies. In the era when clini-
cal trials were unregulated, there were multiple 
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well-documented violations of ethical principles 
leading to egregious abuses of human subjects 
[ 1 – 3 ]. Over the past seven decades, the prin-
ciples for the participation of human subjects in 
clinical trials have been codifi ed into several key 
documents:
•    Declaration of Helsinki [ 4 ]  
•   Belmont Report [ 5 ]  
•   International Conference on Harmonization 

of Technical Requirements for Registration 
of Pharmaceuticals for Human Use guide-
lines [ 6 ]    
 The cornerstones of these documents, which 

are now widely accepted by both the scientifi c 
community and the regulatory authorities, are 
the protection of human subjects’ rights and 
validity of the data. Also included are concerns 
around the protection of vulnerable populations 
and sharing of the burden of participation in 
clinical trials across the entire population. As 
such, the participation of patients (as opposed 
to healthy volunteers) in early clinical develop-
ment of new metabolic compounds has been the 
basis for ongoing discussion. The ethical debate 
on the use of patients in fi rst-in-human and other 
phase 1 clinical trials is centred on the issue of 
justice – should patients with metabolic disease 
bear all of the burden of study participation in 
early clinical trials that will be of no benefi t to 
them personally [ 7 ,  8 ]? 

 However, the other central tenets of ethics in 
clinical trials are those of respect for subjects 
and benefi cence. The use of healthy volunteers, 
particularly for evaluation of glucose-lowering 
compounds, places them at risk for hypoglycae-
mia that would be perhaps greater than that for 
a diabetic population. The contra-argument to 
this is, of course, that unexpected or unantici-
pated adverse events might be better tolerated in 
a healthy population as opposed to a diseased 
one that might have undiagnosed underlying 
comorbidities, particularly cardiac disease [ 9 ]. 
The current accepted approach, particularly for 
fi rst-in-human studies, has varied between dif-
ferent regulatory environments. In the USA the 
participation of patients with the target disease in 
fi rst-in-human studies has been accepted by the 
Food and Drug Administration (FDA); however, 

other regulatory bodies have been more reticent 
and continue to allow only healthy volunteers to 
participate in these trials.  

    First-in-Human Studies 

 While healthy volunteers have traditionally 
been the population used in early phase (fi rst-in- 
human, phase 1) clinical trials of new therapies 
for diabetes, there is precedence for the use of 
patients with the disease of interest as volunteers 
in trials outside the metabolic arena. Certainly, 
treatments for malignancies are rarely, if ever, 
tested in healthy volunteers, as safety and risk 
issues make this argument essentially moot in 
this clinical scenario [ 10 ]. In this context, it has 
been proposed that phase 1 clinical studies should 
be governed by three guiding principles: safety, 
ethical conduct, and effi ciency [ 10 ]; in oncol-
ogy the ethics of including vulnerable severely 
ill patients in phase 1 trials has been the subject 
of debate [ 7 ,  8 ]. The use of populations with the 
target metabolic disease in early clinical trials 
commenced during the past few years. There are 
several sound arguments for the continuation of 
this practice. These include:
•    First, safety: the risk for hypoglycaemia dur-

ing the development of compounds to treat 
diabetes may be signifi cantly lower, particu-
larly in subjects with type 2 diabetes who tend 
to be insulin resistant [ 11 ].  

•   Second, the lack of a signal for drug effi cacy 
may be apparent, potentially reducing the 
unnecessary exposure of other subjects to 
investigational products. A non-effi cacy  signal 
may be less readily confi rmed in nondiabetic 
subjects.  

•   Third, patients may benefi t from receiving 
diabetes education around standard of care 
treatment while participating in a clinical trial 
that they might not otherwise receive, depend-
ing on the local provision of diabetes 
healthcare.    
 Well-designed and expertly executed fi rst-in-

human, fi rst-in-patient clinical trials can  provide 
substantial information that can shorten the clini-
cal development of therapeutic compounds in 
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metabolic diseases and accelerate ‘go, no go’ 
decisions, thereby potentially reducing the time of 
access to new, more effi cacious treatments [ 12 ]. 

 When evaluating the use of special popula-
tions in early clinical trials, it is useful to subdi-
vide them into two groups: the patient group, i.e. 
subjects with the disease under consideration for 
treatment, and those with additional special char-
acteristics, i.e. features that require careful risk 
management when these individuals are included 
in clinical trials. For the purposes of this discus-
sion, the disease groups that will be addressed 
in the context of metabolic clinical trials are 
those patients with obesity, glucose intolerance, 
type 1 diabetes, and type 2 diabetes. Within 
these groups, individuals with renal impairment, 
fatty liver disease, the metabolic syndrome, and 
 cognitive impairment merit additional consider-
ation. The special characteristics groups include 
the paediatric and adolescent age groups, older 
subjects, and women of childbearing potential.  

    Disease Populations 

    Obesity 

 In the USA, obesity has recently been recog-
nized as a disease by the American Medical 
Association [ 13 ]. The characterization of obe-
sity has been classifi ed most uniformly by body 
mass index (BMI = wt (kg)/ht (m 2 )), with obe-
sity being defi ned as a BMI ≥30 and overweight 
being defi ned as BMI ≥25. BMI cutoffs have 
been defi ned based on risk, with the  prevalence 
of diabetes- related diseases rising with increas-
ing BMI. While widely accepted, this can be 
problematic in individuals where a high BMI is 
related to large muscle mass (body-builders, ath-
letes) or ethnic groups where the classifi cation 
of individuals as ‘overweight’ or ‘obese’ may 
be more appropriately defi ned at lower BMI lev-
els (i.e. Asian populations). However, the World 
Health Organization (WHO) reviewed this issue 
for Asian and Pacifi c populations and recom-
mended that the ranges defi ned above be retained 
globally, because of regional differences among 
these populations [ 14 ,  15 ]. 

 The participation of obese subjects in early 
phase clinical trials, particularly in fi rst-in-human 
trials, has both advantages and challenges that 
must be considered in the design of these stud-
ies. Specifi c characteristics of the compound in 
development, particularly related to absorption, 
distribution, and metabolism as well as the early 
formulation of the compound, must be consid-
ered. For example, one might anticipate different 
pharmacokinetics in an obese population versus 
a nonobese population for a compound that was 
highly lipophilic [ 16 ] or hepatically metabolized 
or for a compound where a subcutaneous dose 
must be administered based on mg/kg dosing. 
In the obese population, a larger volume would 
be required to be delivered into the subcutane-
ous space, potentially impacting drug absorption. 
The dose volume could be so large that it would 
need to be administered as two or more injec-
tions, raising considerations around the injection 
site, i.e. one site versus more than one. The area 
under the curve and duration of action of long- 
and rapid-acting insulin analogues generally 
increases with dose elevation [ 17 ]. Furthermore, 
the pharmacokinetics (PK) and pharmacody-
namics (PD) of subcutaneous insulin therapy are 
altered in obese patients with diabetes [ 17 ,  18 ]. 

 Because of the prevalence of obesity world-
wide, the pool of obese subjects available to 
participate in early phase trials is large and 
recruitment of obese subjects for early clinical tri-
als usually proceeds smoothly. Nonetheless, sev-
eral considerations may impact subject selection. 
Desirable subjects for early clinical trials are con-
sidered to be those with no comorbidities and no 
concomitant medications – the so-called ‘healthy 
obese’ population. While this concept is contro-
versial [ 19 ], perhaps 10–25 % of the obese popu-
lation are considered to be metabolically healthy, 
defi ned as having a BMI ≥30 kg/m 2  and less than 
three criteria of the metabolic syndrome [ 20 ,  21 ]. 
The converse suggests that the majority of obese 
individuals will have one or more metabolic 
derangements and careful screening is required 
to assure that the subject population is indeed 
metabolically healthy, if this is part of the trial 
design. Minimum screening assessments would 
include height, weight, calculation of BMI, blood 
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pressure, waist measurement, fasting plasma glu-
cose, and measurement of high- density lipopro-
tein (HDL) cholesterol and triglycerides; other 
authors have suggested the addition of an assess-
ment of insulin sensitivity using homeostasis 
model assessment (HOMA-IR) [ 22 ] (see Chap.   1    ) 
or assessment of infl ammation using high-sen-
sitivity C-reactive protein [ 23 ]. Alternatively, 
including obese individuals with other comor-
bidities may be much more representative of the 
target population. Metabolic comorbidities in the 
obese population should be anticipated in at least 
70 % of individuals screening for a trial; hyper-
tension, dyslipidemias, and/or disorders of carbo-
hydrate metabolism (insulin resistance, glucose 
intolerance, or even frank diabetes) may have 
been undiagnosed until the point of screening. 
Careful consideration must be given to allowing 
individuals with these other chronic disorders to 
enter a trial – the presence of features of the meta-
bolic syndrome implies the need to allow certain 
concomitant medications during the trial (e.g. 
glucose-lowering agents, antihypertensive drugs, 
lipid-modifying agents, and aspirin) for which 
there may be little or no information regarding 
drug-drug interactions with the compound under 
investigation. Candidates for trial participation 
should also be queried regarding their use of 
over-the-counter (OTC) preparations, including 
vitamins or herbal preparations, particularly those 
marketed as weight-loss products. The inclusion 
of individuals on concomitant medications may 
be safe, depending upon the safety profi le of the 
compound, the outcome measures under inves-
tigation in the trial, and the degree of metabolic 
derangement within the specifi c subject. One pos-
sible alternative for managing concomitant medi-
cations is to make provisions within the protocol 
for wash-off of medications, both prescribed and 
OTC, particularly if these medications are being 
utilized for prophylaxis and the duration of the 
wash-off period is not excessive. The wash-off 
period should take into account the half-life of the 
medication(s) in question, and most protocols will 
require 7–14-day wash-off periods. Additionally, 
safety parameters need to be included in the 
protocol, defi ning criteria for when a study 
 participant would be discontinued from the study 
and returned to his/her pre-trial medication. 

 Some subjects with obesity may have physical 
characteristics that make them poorer candidates 
for early clinical trials, such as diffi cult venous 
access. Body size may be too large to fi t into 
magnetic resonance imaging (MRI) machines or 
onto dual-energy X-ray absorptiometry (DXA) 
tables (see Chap.   6    ), unless arrangements are 
made during trial planning for access to equip-
ment that can accommodate larger subjects. 
Special beds may be required for overnight stays 
and additional consideration should be given to 
be sure that larger study participants can be made 
comfortable with the available bathroom facili-
ties. Impaired mobility related to obesity and its 
complications (e.g. degenerative joint disease) 
may impact the ability of subjects to complete 
assessments that can be routine parts of early 
clinical trials (e.g. exercise tolerance tests, study 
exercise requirements). 

 Certainly in most early phase trials, safety 
and tolerability are the primary objectives and 
the most important evaluation in the early clini-
cal development of a new compound. However, 
the use of obese individuals as a target popula-
tion may allow for an early read on effi cacy, an 
important signal to move a new drug forward in 
development. Trial designs that include early 
effi cacy assessments have become increasingly 
common as have trials of increasing complexity 
e.g. combined single ascending dose (SAD) and 
multiple ascending dose (MAD) trials into sin-
gle protocol, adaptive design protocols [ 24 ]. The 
management of diet during early phase clinical 
trials is a major challenge for obesity trials, par-
ticularly when weight loss is one of the primary 
or secondary objectives of the study. Life within a 
phase 1 clinical trial unit is considerably different 
for most subjects compared to their routine, out-
of-clinic existence – everything from changes in 
sleep- wake cycle, to alterations in activity level, 
to meal schedules and composition are likely to 
be somewhat altered. While most Americans eat 
more than three times per day [ 25 ], the timing 
and composition of the diet (caloric distribu-
tion, salt content) may be signifi cantly different 
when domiciled in a research unit. Additionally, 
the act of observing food intake may have an 
impact on what and how much a subject in a 
trial consumes [ 26 ]. Numerous approaches have 
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been suggested to estimate caloric requirements 
for weight maintenance, including multiples of 
the Harris- Benedict equation (men: basal meta-
bolic rate = 88.36 + (13.397 × weight in kg) + 
(4.799 × height in cm) – (5.677 x age in years); 
women: basal metabolic rate = 447.593 + (9.247 
× weight in kg) + 3.098 × height in cm) – 4.330 
× age in years)), multiples of measures from 
indirect calorimetry (resting energy expendi-
ture, REE), or even straightforward BMI – or 
body weight-based caloric ranges (see Chap.   7    ). 
The last approach is the most fraught, particu-
larly if women are included; some women have 
diffi culty completing meals that may contain 
more than 3,000 kcal/day. One approach that 
has been used in a specialized early phase meta-
bolic research unit (Profi l Institute for Clinical 
Research, Chula Vista, CA, USA) is a multiple 
of the Harris-Benedict equation, specifi cally 
1.55× (Harris-Benedict equation). This approach 
has been shown to maintain weight with <3 % 
weight loss over an 8-week in-house trial 
(unpublished data). However, this issue man-
dates the use of control subjects in trials of this 
design; duration and period effects make cross-
over designs generally untenable for testing the 
effi cacy of weight- loss drugs.   

    Diabetes Mellitus 

 As mentioned earlier, the participation of indi-
viduals with diabetes in early phase clinical tri-
als has become increasingly common. Even 
fi rst-in- human trials in the USA are currently 
being designed as fi rst-in-human, fi rst-in-patient 
trials and are becoming more widely accepted. 
Certainly, clinical trials with products such as 
novel insulins are most appropriately conducted 
in patients with diabetes (see above), and simi-
lar arguments can be made for other glucose- 
lowering compounds. However, trials must be 
carefully designed to protect the safety of study 
participants, and a number of factors must be 
considered in the patient selection process. A 
primary purpose of the inclusion and exclusion 
criteria in a clinical trial protocol is to ensure that 
study participants are not unnecessarily exposed 
to risk. Table  9.1  outlines some factors that 

    Table 9.1    Considerations for inclusion/exclusion criteria 
for study participants with type 1 and type 2 diabetes in 
early phase clinical trials   

 1. Disease status 
  (a) How was the diagnosis made? 
  (b)  Consideration of variant forms of diabetes (e.g. 

pancreatic insuffi ciency secondary to pancreatic 
disease, MODY, etc.) 

  (c) Duration of disease 
   i. Pancreatic functional reserve 
   ii. Serum C-peptide level 

  (d) Complications 
   i. Retinopathy 

   ii. Nephropathy 
   iii. Neuropathy 
   iv. Macrovascular disease 

  (e) Current control – HbA 1c  
  (f) History of hypoglycaemia 
 2. Comorbidities 
  (a) Metabolic syndrome 

   i. Hypertension 
   ii. Dyslipidaemia 

  (b) Fatty liver disease 
  (c) Depression 
  (d) Degenerative joint disease 
  (e) Hypothyroidism 
  (f) Sleep apnoea 
 3. Current diabetes therapy 
  (a) Diet and exercise controlled 
  (b) Monotherapy 
  (c) Insulin therapy 
 4. Concomitant medications 
  (a) Antihypertensive agents 

   i. Diuretics 
   ii. β-adrenergic blockers 
   iii. ACE inhibitors 
   iv. ARBs 

  (b) Treatments for dyslipidemia 
   i. Statins 

   ii. Fibrates 
   iii. Fish oil 

  (c) Aspirin 
  (d) Pain medication (NSAIDs, opiates) 
  (e) Antidepressants 
   i. SSRIs 

  (f) Hormonal therapy 
   i. Thyroid hormone replacement 
   ii. Oestrogen/progesterone replacement 
   iii. Oral/implantable contraceptives 
   iv. Testosterone replacement 

  (g) Nutraceuticals/vitamins/herbal treatments 

  See text for defi nitions of abbreviations  
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should be considered for both patients with type 
1 and type 2 diabetes.

   Assessment of disease status is the fi rst crite-
rion. For most patients, differentiating between 
type 1 and type 2 diabetes is straightforward. 
A well-performed medical history, conducted 
by qualifi ed medical personnel ad accompa-
nied by supporting medical evidence (use of 
glucose-lowering medication, laboratory fi nd-
ings consistent with the diagnosis of diabetes 
mellitus, or medical records), is usually suffi -
cient. While medical records can be very help-
ful, obtaining such records in a timely fashion 
can be challenging in early phase clinical trials. 
Additionally, medical records not infrequently 
contain information that is discrepant to that 
obtained from the patient; the judgement of the 
investigator is necessary to determine whether 
or not a patient is eligible for participation in a 
particular study. Occasionally, the diagnosis of 
diabetes is in question – particularly for indi-
viduals who have achieved excellent metabolic 
control through non-pharmacological methods, 
i.e. diet and exercise, and no longer appear to 
meet diagnostic criteria for diabetes. The suc-
cess of gastric bypass surgery on remission of 
diabetes is relevant, although patients with a his-
tory of bariatric surgery would be excluded from 
most early phase diabetes drug studies because 
of the potential impact of the surgery on absorp-
tion of the investigational product and the known 
impact of these procedures of the gastrointestinal 
hormonal milieu and glucose metabolism [ 27 ]. 
Additionally, the category of diabetes is some-
times in question, e.g. in individuals with type 
1 diabetes mellitus who may be initially misdi-
agnosed as having type 2 diabetes, particularly 
if they are older at the time of diagnosis [ 28 ]. 
Alternatively, individuals with maturity- onset dia-
betes of the young (MODY) may be misdiagnosed 
as having type 1 diabetes [ 29 ]. Measurements of 
islet autoantibodies, both glutamate decarbox-
ylase (GAD) and islet antigen- 2 (IA-2) autoan-
tibodies, highly prevalent in type 1 diabetes and 
not usually present in MODY, can be helpful in 
differentiating these forms of diabetes [ 30 ,  31 ]. 

Additionally, the presence of GAD antibodies 
in individuals with previously diagnosed type 2 
diabetes mellitus (perhaps as high as 10–25 %) 
who did not require insulin therapy in the fi rst 
6 months after diagnosis suggests that the correct 
diagnosis is latent autoimmune diabetes in adults 
(LADA) [ 32 ]. Including these assessments can 
be useful if the differentiation of the subtypes of 
diabetes is critical. Additionally, the measurement 
of serum C-peptide can be of value in helping to 
support the diagnosis of type 1 diabetes mellitus 
or the lack of residual β-cell function [ 33 ]. Low 
fasting serum C-peptide levels (<0.3 nmol/L) are 
indicative of absolute insulin defi ciency and type 
1 diabetes mellitus. The use of serum C-peptide 
measurement in studies involving patients with 
type 2 diabetes is more useful in determining 
residual β-cell function than using duration of 
diagnosis, as the date of diagnosis poorly refl ects 
duration of disease [ 34 ]. 

 Included in the assessment of disease status 
is an assessment of the presence or absence of 
long- term vascular and neurological complica-
tions of diabetes [ 35 ]. The presence of advanced 
complications, particularly proliferative reti-
nopathy; diabetic nephropathy with signifi cant 
proteinuria or renal insuffi ciency; diabetic neu-
ropathy, particularly with impaired gastric emp-
tying; or clinically signifi cant macrovascular 
disease are likely to be exclusionary conditions 
for individuals with diabetes wishing to partici-
pate in early phase clinical trials. The lack of 
experience with patient exposures to the new 
 investigational  product may place these more 
vulnerable patients at increased levels of risk. 
Impairment of drug absorption, metabolism, or 
excretion because of underlying complications 
of diabetes could have substantial impact on ini-
tial assessments of drug pharmacokinetics, from 
which many early decisions in drug development 
are made. Additionally, the occurrence of a seri-
ous or severe adverse event, which may or may 
not be related to the compound under investiga-
tion, in a subject participating in an early phase 
trial can signifi cantly delay or even curtail drug 
development. 
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    Glycaemic Control 

 Essentially every volunteer participating in 
an early phase clinical trial involved with car-
bohydrate metabolism has an assessment of 
his/her glycated haemoglobin (HbA 1c ) level. 
Figure  9.1  demonstrates the ranges of HbA 1c  
for our  volunteer database; only about one 
quarter of volunteers with type 1 diabetes have 
an HbA 1c  of <7.0 % (<53 mmol/mol) and only 
about one third of volunteers with type 2 diabe-
tes are similarly well controlled. Most clinical 
trials have defi ned upper and lower boundaries 
for inclusion in studies. These cutoffs serve sev-
eral purposes: safety, uniformity of effects on 
outcome measures, and effi cacy assessments. 
Most safety considerations are concerned with 
putting trial participants at risk for hypoglycae-
mia if they enter studies with a normal or only 
modestly elevated HbA 1c . Lower cutoffs are usu-
ally at 6.5 or 7 % (48–53 mmol/mol) whereas 
upper boundaries are generally in the 10–11 % 
(86–97 mmol/mol) range. Individuals who are 
above these levels are excluded for ethical rea-
sons – these patients should receive an urgent 
referral for appropriate healthcare. Such patients 
face risks for worsening hyperglycaemia should 
the compound under study be ineffective or the 
subject is randomized to a placebo treatment 
arm. This risk can be accentuated for proof-of-

concept studies where the participation period 
of any given subject could extend to 3 months 
or more. Additionally, concerns of detrimen-
tal effects on islet β cells from hyperglycaemia 
(so-called glucotoxicity) [ 36 ] and variable treat-
ment effects because of variability in the level 
of metabolic control contribute to these limits. 
While the primary purpose of early phase stud-
ies, particularly fi rst-in-human, single ascend-
ing dose, and multiple ascending dose studies, 
is assessment of safety and tolerability, increas-
ingly, sponsors look to these studies to provide 
early effi cacy signals. In general, HbA 1c  is a poor 
indicator of effi cacy in these early trials because 
of the treatment time needed to see improve-
ments in HbA 1c . For trials that extend over sev-
eral weeks, an alternative measure of glycaemic 
control (1,5 anhydroglucitol, fructosamine) may 
be of value [ 37 ,  38 ].

       Risk of Hypoglycaemia 

 A related factor to diabetes control that must 
be assessed in the medical evaluation is the 
patient’s history regarding hypoglycaemia. It is 
well documented that the risk for hypoglycae-
mia often rises in concert with attempts to lower 
HbA 1c . Individuals with tighter diabetes control 
and longer duration of disease tend to have more 
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  Fig. 9.1    HbA 1c  distribution 
derived from a subset of US 
database of early phase trial 
volunteers. Data represents a 
subset of patients with type 1 
diabetes ( n  = 874, 53 % of 
total population) and a subset 
of patients with type 2 
diabetes ( n  = 2,889, 33 % of 
total population) for whom 
clinic-measured HbA 1c  
results were available       
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episodes of hypoglycaemia [ 39 ], and recurrent 
bouts of hypoglycaemia put patients at risk for 
so-called hypoglycaemia unawareness [ 40 ]. 
Most protocols appropriately exclude individu-
als with recent episodes of severe hypoglycaemia 
(defi ned as hypoglycaemia rendering the patient 
unable to treat himself/herself), and individu-
als with hypoglycaemic unawareness must be 
excluded from early clinical trials where the glu-
cose-lowering capabilities of new compounds are 
not yet defi ned. Because investigators and study 
staff (as well as the participating subjects) are 
usually blinded to treatment randomization and 
potentially unblinding pharmacodynamic results, 
subjects must be able to alert staff promptly to 
symptoms of hypoglycaemia.  

    Cardiovascular Disease 

 Enrolling patients into clinical trials implies the 
willingness to consider the presence of comorbid-
ities related to the disease state under investigation 
and the concomitant medications that might be 
required to treat either the primary disease or the 
comorbidities. Frequent comorbidities in individ-
uals with diabetes are the known associated com-
plications of diabetes as discussed above, many of 
which could exclude a patient from participating 
in an early phase trial by virtue of the unaccept-
able safety risk. Other comorbidities, particularly 
in patients with type 2 diabetes, include those 
related to the metabolic syndrome – obesity, 
hypertension, and dyslipidaemia (see below). Of 
particular importance in patients with any disor-
der of carbohydrate metabolism is atherosclerotic 
coronary heart disease. It is known that any abnor-
mality in glucose tolerance increases the risk of 
coronary heart disease along a continuum [ 41 ], 
even without the presence of diabetes mellitus. 
As a minimum, individuals must be screened with 
a careful medical history and a 12-lead electro-
cardiograph (ECG). Any suggestion of previously 
undiagnosed disease (chest pain, both typical 
and atypical, shortness of breath, exercise intol-
erance, signs of congestive heart failure, or rest-
ing ECG abnormalities  suggestive of ischaemia 
or prior myocardial infarction) requires further 
evaluation. For patients with a known history of 

coronary heart disease, relevant medical records 
must be obtained. While a history of a cardiac 
event does not invariably lead to exclusion from 
participation in all early phase trials, such indi-
viduals should be excluded from fi rst-in-human 
studies until there is a greater understanding of 
the risk associated with the compound under 
development. Alterations in routine laboratory 
measurements (e.g. platelet counts, lipid profi les, 
clotting function), evidence of ECG conduction 
defects, and individual risk for hypoglycaemia 
need to be carefully considered on an individual 
basis. One of the potential benefi ts for individuals 
screening for trials is that previously undiagnosed 
comorbidities can be revealed and then the patient 
referred for additional evaluation and treatment. 

 Prolongation of the electrocardiographic QT/
QTc interval is a standard exclusion criterion for 
early phase studies of new diabetes drugs. The 
need to ensure cardiovascular safety of novel 
glucose-lowering drugs, as is the case for all new 
non-antiarrhythmic drugs, starts with the ‘thor-
ough QT/QTc’ study [ 42 ]. The ‘International 
Conference on Harmonization of Technical 
Requirements for Registration of Pharmaceuticals 
for Human Use’ (ICH) issued the E14 clinical 
guidance in 2005 which was quickly implemented 
in the USA and Europe [ 43 ]. The thorough QT/
QTc study has become a standard component of 
the clinical development for new molecular enti-
ties. The link between QT prolongation and drug 
therapies was established following reports of 
deaths in patients treated with cisapride, a gastro-
intestinal prokinetic drug that was widely used in 
the treatment of diabetic gastroparesis [ 44 ,  45 ]. 
With some exceptions, such as cytotoxic cancer 
drugs, thorough QT/QTc studies are usually per-
formed in healthy volunteers. The QT interval, 
which is measured from the beginning of the 
QRS complex to the end of the T wave, repre-
sents the duration of ventricular depolarization 
and subsequent repolarization. A delay in cardiac 
repolarization creates an electrophysiological 
environment that favours the development of car-
diac arrhythmias, most clearly torsade de pointes 
[ 44 ]. QTc refers to the correction of QT interval 
for heart rate [ 42 ]. Cardiovascular toxicity is a 
major concern for many classes of drugs during 
preclinical and clinical development and may 
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lead to  post-approval withdrawal of medicines 
[ 46 ]. Since 2008, in the wake of the controversy 
concerning a reported increase in myocardial 
infarction with rosiglitazone [ 47 ,  48 ], the FDA 
has mandated rigorous demonstration of cardio-
vascular safety of new diabetes drugs [ 49 ,  50 ]. 
Before rosiglitazone, the cardiovascular safety of 
diabetes drugs had not been closely scrutinized 
[ 51 ]. While the FDA subsequently rescinded its 
restrictions on the use of rosiglitazone [ 51 ,  52 ], 
a major change in policy towards the assessment 
of cardiovascular risk of new diabetes drugs was 
already fi rmly in place. The European Medicines 
Agency (EMA) has also issued guidance on car-
diovascular safety requirements of diabetes drugs 
[ 53 ]. New therapies directed towards glycaemic 
control may have cardiovascular benefi ts; how-
ever, a reduction in clinical events remains to be 
proven [ 54 ]. According to the 2008 FDA guid-
ance, phase 2 clinical studies may be included in 
a meta- analysis of premarketing cardiovascular 
safety studies [ 55 ]. The cautious new regulatory 
environment has increased awareness of the need 
to de-risk new drugs for cardiometabolic disor-
ders. This needs to happen before expensive late 
phase clinical studies are initiated [ 12 ]. Early 
phase clinical studies offer an opportunity to iden-
tify early signals of cardiovascular effects of new 
drugs for diabetes and obesity that may inform 
clinical development decisions. Differences in 
risk of diabetes-associated cardiovascular disease 
outcomes between men and women are recog-
nized and remain incompletely understood [ 56 , 
 57 ]. Recent data suggest heterogeneity in the 
effects of certain glucose-lowering drugs on car-
diac metabolism and function between men and 
women [ 58 ]; this observation merits further study.  

    Fatty Liver Disease 

 While the presence of fatty liver within the 
obese and type 2 diabetes populations is well 
known, patients with type 1 diabetes may also 
have an increased prevalence of fatty liver [ 59 , 
 60 ]. Elevations in transaminases are commonly 
seen in individuals with diabetes [ 61 ] and are 
seen frequently in those screening for participa-
tion in early phase clinical trials. Other causes of 

elevated liver function tests need to be excluded 
(e.g. alcohol, hepatitis, human immunodefi ciency 
infection). Careful consideration is needed con-
cerning the inclusion of subjects with modest 
elevations of transaminases in fi rst-in-human 
trials. Since Hy’s law [ 62 ,  63 ] is commonly uti-
lized to assess the risk of liver injury from a new 
compound in development, subjects should not 
be included in early phase studies with trans-
aminases >3× upper limit of normal (ULN) as 
defi ned by the particular laboratory service pro-
vider; consideration should be given to setting the 
limit for inclusion to <1.5 or 2× ULN. Enrolling 
subjects with higher transaminases risks exceed-
ing the limits included in Hy’s law related to vari-
ability that is commonly seen with transaminases 
and might not be attributable to the compound 
under investigation. One additional abnormality 
this is commonly seen is an elevation in indirect 
bilirubin levels in Gilbert’s syndrome, a variant 
of glucuronyl transferase that affects ~5–10 % 
of the total population. Most commonly, this is 
initially noted as an elevation in total bilirubin 
concentration since fractionation of bilirubin is 
frequently omitted in screening panels. Fasting 
or even modest dehydration can raise the level 
of indirect bilirubin in individuals with Gilbert’s 
syndrome. Fractionation of bilirubin can be help-
ful in excluding more serious disorders. Most 
early phase studies allow subjects with Gilbert’s 
syndrome with modest elevations in indirect bili-
rubin unless there are specifi c compound-related 
effects under consideration.  

    Diabetic Nephropathy 

 Diabetic nephropathy is the most common 
cause of chronic kidney disease in the USA 
[ 64 ]. Patients with either long-duration type 1 
diabetes or type 2 diabetes may be affected. 
Depending on factors including age, duration 
of diabetes, and long-term glycaemic control, 
approximately 20–40 % of patients with type 2 
diabetes may incur a moderate or severe dete-
rioration of renal function. The clinical stages 
range from degrees of albuminuria to end-stage 
chronic kidney disease. Albuminuria not only is 
regarded as a marker and predictor of progressive 
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renal disease but also denotes an increased risk 
of cardiovascular events [ 65 ]. A decline in glo-
merular fi ltration is not invariably paralleled by 
the emergence and increase of urinary albumin 
excretion; dissociations between albuminuria 
and decreased glomerular fi ltration rates (GFR) 
may be observed [ 66 ], Unless testing a new 
therapy that is focused on preventing, retarding, 
or reversing nephropathy, good renal function, 
i.e. estimated GFR (eGFR) calculated by the 
Modifi cation of Diet in Renal Disease (MDRD) 
[ 67 ], is usually specifi ed as an inclusion crite-
rion for participation in early phase studies of 
new treatments for diabetes. Renal impairment 
necessitates dose reduction or avoidance of most 
classes of glucose-lowering agents to maintain 
a favourable risk-benefi t equation, primarily 
with respect to the risk of hypoglycaemia [ 68 ]. 
Studies of PK in subgroups of patients with 
varying degrees of renal impairment will usu-
ally form part of the clinical development pro-
gramme of a novel glucose- lowering drug [ 69 ].  

    Other Comorbidities 

 Additional clinically evident or subclinical comor-
bidities commonly encountered in diabetes popu-
lations screening for clinical trials are degenerative 
joint disease, hypothyroidism, sleep apnoea, and 
depression. Each of these, apart from the associated 
concomitant medications, has potentially impor-
tant practical implications for participants in early 
phase trials. Patients with degenerative joint dis-
ease may have mobility issues that make complet-
ing study assessments more challenging; affected 
patients may need special accommodations when 
resident to manage their disabilities. Subjects with 
hypothyroidism need to be tested to be sure that 
their thyroid function tests are within an accept-
able range and that their medication regimen is 
stable. Patients with sleep apnoea who require 
continuous positive airway  pressure (CPAP) or 
other support will need to have this treatment pro-
vided while accommodated in a clinical trial unit, 
assuming that the therapy is compatible with the 
protocol. Depression is common among individu-
als with diabetes, with a meta-analysis revealing 
an overall prevalence of depression of ~25 %, 

twice that of the nondiabetic population [ 70 ]. This 
has at least two signifi cant implications for early 
clinical trials: fi rstly, many of these patients will be 
using antidepressant medication, most commonly 
selective serotonin reuptake inhibitors (SSRIs), 
and secondly, changes in mood are of particular 
interest for compounds that could act centrally to 
control appetite, obesity, and even glucose counter- 
regulation [ 71 ]. The demise of the fi rst selective 
endocannabinoid receptor antagonist, rimonabant, 
as a treatment for obesity resulted from adverse 
effects on mood and increased risk of suicidal ide-
ation [ 72 ]. Patients with a past or current history 
of depression should be excluded from early trials 
where these issues might be anticipated; early tri-
als should also be designed to include assessments 
for central effects of novel therapies.  

    Concomitant Medications 

 While it is not possible to cover all of the concom-
itant medications that patients with type 1 or type 
2 diabetes might be taking at the time of screen-
ing, the majority of individuals volunteering for 
clinical trials will be taking some concomitant 
therapy, particularly those with type 2 diabetes. 
In our database of >20,000 active research sub-
jects with maintained medical records, only 7 % 
of patients with type 2 diabetes take no medi-
cations whereas 64 % of patients with type 1 
diabetes take no medication in addition to their 
insulin. As noted above, comorbidities are com-
monplace in these populations and medications 
are often recommended for prophylaxis of such 
comorbidities for all patients with diabetes, prin-
cipally statins and other lipid- modifying agents, 
angiotensin converting enzyme (ACE) inhibitors, 
angiotensin receptor blockers (ARBs), and aspi-
rin. Table  9.1  contains the classes of medications 
that are commonly encountered. These should be 
considered for every protocol written for early 
phase metabolic trials including patient popula-
tions as well as healthy volunteers. Exclusion of 
these medications signifi cantly affects the ability 
of clinical sites to enrol subjects in trials; addi-
tionally, these medications will be used by the 
target population, and issues with drug-drug inter-
actions should be identifi ed as early as  possible. 
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However, drugs known to be strong inducers or 
inhibitors or substrates for metabolic pathways 
utilized by the compound in development are usu-
ally excluded from early phase trials. The FDA 
has provided guidance for these issues, along 
with tables of substrates, inhibitors, and inducers 
[ 73 ,  74 ]. A few medications deserve special men-
tion: oral or injectable corticosteroids are usually 
excluded if patients have had recent exposure 
(usually within 3 months of study drug dosing) 
because of the well-recognized adverse effects 
on insulin sensitivity and carbohydrate metabo-
lism [ 75 ]. Inhaled or topical corticosteroids can 
usually be allowed because the very low circulat-
ing levels that are achieved by these routes are 
not considered to have any signifi cant impact on 
glucose tolerance. β-adrenergic blockers are also 
frequently excluded because of concerns, focused 
on non-selective agents, that include impairment 
of glucose and lipid metabolism and masking 
symptoms of iatrogenic hypoglycaemia [ 76 ,  77 ]. 
Acetaminophen is generally allowed as needed 
up to certain doses (usually 1,000–1,500 mg/day) 
to manage headache or other common discom-
forts that can be present during participation in a 
clinical trial, as are routine vitamin therapies at 
therapeutic doses (e.g. once-a-day multiple vita-
min preparations). Most other vitamin and herbal 
preparations can and probably should be discon-
tinued after screening until study end.  

    Type 1 Diabetes 

 Patients with type 1 diabetes mellitus commonly 
participate in very early development of new 
insulins and new devices that are developed for 
assessment and treatment of diabetes (insulin 
pumps, continuous glucose monitors, and blood 
glucose meters). The lack of, or very low levels 
of, endogenous insulin makes the  interpretation 
of studies much simpler, as PK assessments 
refl ect only exogenously administered insulin, 
and there is no risk of stimulation of endogenous 
insulin secretion during glucose clamp studies, 
for  example. While the type 1 diabetes study pop-
ulation tends to skew towards the younger age 
range, the risk for hypoglycaemia and hypergly-
caemia is much greater in this patient population; 

clinical trials must be carefully designed to take 
due account of these risks. When a new insulin 
is being evaluated, care must be taken to avoid 
any interference from routine insulin therapy. 
Long- acting basal insulin preparations must be 
discontinued 48 or more hours (depending on the 
half-life of the basal insulin currently being used 
by the patient) prior to study dosing. This can be 
accomplished by initially switching the patient 
from a basal/bolus regimen to one using isophane 
(NPH, neutral protamine Hagedorn) insulin and a 
rapid-acting insulin analogue and then admitting 
the patient to the clinical unit at least 24 h prior 
to planned study drug dosing. The last dose of 
NPH should be administered subcutaneously no 
later than 24 h prior to study drug dosing, and the 
last dose of rapid-acting insulin should be admin-
istered no later than 6 h prior to dosing. Patients 
with type 1 diabetes using continuous subcuta-
neous insulin infusion pumps should discontinue 
their pumps at this time. Whenever insulin ther-
apy is altered, careful supervision, close moni-
toring, and ready access to expert advice must 
be in place to avoid metabolic decompensation. 
Competence in managing insulin therapy is a 
prerequisite for investigators supervising clinical 
trials of diabetic patients. 

 Two other critical factors in designing studies 
with patients with type 1 diabetes are ensuring 
comparability of baseline measurements of glu-
cose and a stable metabolic milieu. Both of these 
can be accomplished by admission of patients 
to the study unit at least 24 h prior to important 
study procedures, which allows for tight control 
of meals and blood glucose. By giving the last 
dose of NPH insulin 24 h prior to study drug dos-
ing, administering rapid-acting insulin prandially 
and as needed until ~12 h prior to study drug 
 dosing, and then instituting an overnight intra-
venous insulin infusion along with the fasting 
state, good control can usually be accomplished 
with modest amounts of insulin. The intravenous 
insulin infusion can be discontinued at or prior to 
study drug dosing or with the apparent onset of 
study drug action or even maintained at a stable 
infusion rate, depending upon the study design 
and compound under investigation. Care should 
be taken to avoid discontinuation of intravenous 
insulin prior to the onset of study drug action 
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since it may result in hyperglycaemia with unsta-
ble baseline conditions. 

 Maintenance of diabetes control in an early 
phase clinical trial unit can be a complex under-
taking, depending on the compound under study 
and the particulars of the trial protocol. Use of 
standardized diets, with known nutrient content, 
can simplify prandial insulin dosing, particularly 
for those patients who utilize insulin-to-carbohy-
drate ratios to determine their mealtime doses. 
Input from the patients themselves regarding 
appropriate dosing for meal coverage will usually 
be helpful for the investigators; this information 
should be sought unless the protocol dictates the 
dosing. Upon release from the clinical unit, study 
volunteers are usually returned to their usual 
insulin regimen. Frequent monitoring should 
be performed and adjustments to insulin dosing 
should be made as needed to accommodate any 
lingering drug and/or diet effects. Follow-up of 
the patients should continue until their metabolic 
control is back to their individual baseline and 
can usually be accomplished by telephone con-
tact; avoidance of hypoglycaemia is the prime 
consideration.  

    Type 2 Diabetes 

 Patients with type 2 diabetes are frequent par-
ticipants in clinical trials, beginning with fi rst-
in- human trials. However, recruitment of these 
subjects can be challenging as inclusion/exclu-
sion criteria can eliminate most study volunteers. 
Common reasons for excluding these volunteers 
include HbA 1c  out of range for the trial, exclu-
sionary comorbidities, and exclusionary concom-
itant medications, including glucose-lowering 
therapies. Patients whose diabetes is managed 
with diet and exercise alone are frequently desired 
participants for fi rst-in-human or SAD and MAD 
studies. However, it is often diffi cult to recruit 
these patients in the numbers needed. In the 
USA, while diet and exercise have convention-
ally been recommended as initial interventions, 
many patients are either commenced on met-
formin either at or shortly after diagnosis [ 78 ]. 
Potential trial participants who have subscribed 
to volunteer databases are frequently found to no 

longer be ‘naïve’ to pharmacotherapy when con-
tacted about possible participation in a study. 

 For the majority of trials with patients with 
type 2 diabetes, the question of temporarily with-
drawing routine glucose-lowering agents will be 
posed. Many new drug therapies to treat type 2 
diabetes are being developed as add-on therapy 
to metformin; in such cases, the maintenance 
of metformin monotherapy is designed into the 
protocol. In circumstances when addition of an 
investigative drug to other ongoing oral glucose- 
lowering drugs is not required, patient enrol-
ment may be accelerated by allowing washout 
of therapies, i.e. metformin monotherapy or 
washing out second-line therapies such as sul-
phonylureas or dipeptidyl-peptidase (DPP)-4 
inhibitors. Oral glucose-lowering drugs can 
often be withdrawn temporarily for patients on 
metformin monotherapy or metformin-sulpho-
nylurea dual therapy, with the achievement of 
stable blood glucose within 2 weeks [ 79 ]. These 
data are supported by modelling work, project-
ing that fasting plasma glucose concentration is 
stable within 30 days of washout of metformin 
monotherapy, sulphonylurea monotherapy, or 
combination of metformin and sulphonylurea-
metformin dual therapy [ 80 ]. While safety 
parameters and glucose monitoring instructions 
must be built into protocols where glucose-
lowering drug washout is included, if subjects 
are selected with HbA 1c  values that are less 
than 10 % (86 mmol/mol), the number of sub-
jects whose fasting plasma glucose will exceed 
270 mg/dL (15 mmol/L) (FDA-specifi ed limits 
for trials less than 6 weeks in duration) [ 69 ] will 
be small, and thus, the numbers of subjects lost 
during washout will also be small. In addition 
to considering the pharmacological half- life of 
the drug(s) to be washed out, one should also 
consider the biological half-life. Most trials will 
exclude prior therapy with thiazolidinediones 
for at least 6 months because of concerns around 
persistence of metabolic effects long after the 
drug is discontinued. This refl ects the genomic 
effects of thiazolidinediones [ 81 ]. 

 Because other features of the metabolic syn-
drome are common among subjects with type 2 
diabetes, issues surrounding these comorbidities 
should be considered. Hypertension is present in 
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50 % or more of individuals with type 2 diabetes 
[ 82 ,  83 ] and may or may not be well controlled at 
the time of screening for entry into a clinical trial. 
Blood pressure, if elevated, should be assessed on 
multiple occasions, usually after a resting period 
in the sitting or supine position, as individuals may 
be anxious when screening for study participation. 
An appropriate-sized cuff should be used in obese 
patients [ 84 ]. Patients should be questioned as to 
their most recent dose of medications – patients 
will frequently hold their medications prior to a 
screening visit, in spite of instructions to the con-
trary. Similar caveats apply when subjects check 
in to an inpatient unit. Generally, persistent blood 
pressure >160 mmHg systolic and >95 mmHg 
diastolic is exclusionary in most trials and should 
necessitate referral of the patient to a physician 
for further assessment and treatment. 

 Dyslipidaemia is another common feature of 
patients with type 2 diabetes [ 85 ]. This is fre-
quently evident as increases in plasma triglycer-
ides and decreases in HDL cholesterol compared 
to the nondiabetic population, although total cho-
lesterol and low-density lipoprotein (LDL) levels 
are generally similar [ 85 ]. While no signifi cant 
clinical effects are known for acute changes in 
high-density lipoprotein (HDL) cholesterol, 
marked elevations in triglycerides exceeding 
11 mmol/L (1,000 mg/dL) are considered a risk 
for the development of acute pancreatitis [ 86 ] 
and most trials exclude patients with triglyceride 
levels >4.5 or 5.1 mmol/L (>400 or 450 mg/dL) if 
there is concern for rising triglyceride levels dur-
ing the trial. Gemfi brozil, because of its potential 
for drug-drug interactions secondary to CYP2C8 
inhibition [ 87 ], is a frequently excluded concom-
itant medication during metabolic trials. While 
LDL cholesterol concentrations are not usually 
elevated in patients with diabetes, the current 
US American College of Cardiology (ACC) and 
American Heart Association (AHA) guidelines 
recommend  moderate- intensive statin therapy 
for all patients with diabetes between the ages of 
40–75 to reduce the risk of cardiovascular events 
[ 88 ]. While not all trial volunteers with diabetes 
will be on statin therapy, many will, and careful 
consideration should be given to continuing these 
medications throughout the trial as background 
therapy or washing them out for subjects where 

statins are being used as prophylaxis. For patients 
with a history of known coronary heart disease, 
statins should not be discontinued.   

    Impaired Glucose Tolerance 
and Impaired Fasting Glucose 

 Situated between normal glucose tolerance and 
diabetes are the diagnostic categories of impaired 
glucose tolerance (IGT) and impaired fasting glu-
cose (IFG) [ 89 ,  90 ]. These intermediate states of 
glucose intolerance, which may be stable, prog-
ress to type 2 diabetes, or revert to normal glu-
cose tolerance, usually result from a combination 
of insulin resistance and insulin secretion [ 89 ]. 
Interest in enrolling individuals with IGT or IFG 
in clinical trials results from an interest in devel-
oping therapies that could be preventative and/
or therapeutic for diabetes mellitus. Defi nitions 
of both IGT and IFG have been established by 
both the WHO [ 91 ] and American Diabetes 
Association (ADA) [ 92 ]. 

    Impaired Glucose Tolerance 

 WHO and ADA defi ne IGT as a fasting plasma 
glucose <7.0 mmol/L (126 mg/dL), 2-h plasma 
glucose ≥7.8 mmol/L (≥140 mg/dL), and 
<11.1 mmol/L (<200 mg/dL).  

    Impaired Fasting Glucose 

 The ADA defi nes IFG as fasting plasma glucose 
≥5.6 mmol/L (≥100 mg/L) and <7.0 mmol/L 
(<126 mg/dL), whereas the WHO criteria defi ne 
IFG as fasting plasma glucose ≥6.1 mmol/L 
(≥110 mg/dL) and ≤6.9 mmol/L (≤125 mg/dL). 

 More recently, the use of HbA 1c  has been sanc-
tioned enabling subjects to be classifi ed as normal 
<5.7 (<39 mmol/mol), prediabetes 5.7–6.4 % (39–
46 mmol/mol), and diabetes ≥6.5 % (>48 mmol/
mol) [ 92 ]. HbA 1c  methods must be certifi ed by 
the National Glycohemoglobin Standardization 
Program (NGSP) and standardized or traceable to 
the Diabetes Control and Complications Trial ref-
erence assay. A test result diagnostic of  diabetes 
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should be repeated to rule out laboratory error, 
unless the diagnosis is clear on clinical grounds, 
e.g. in a patient with classic symptoms of diabe-
tes. When two different tests are available in an 
individual and the results are discordant, the test 
whose result is above the diagnostic cut point 
should be repeated, and the diagnosis is made on 
the basis of the confi rmed test [ 92 ]. 

 The diagnosis of insulin resistance is less 
precise and is dependent upon the methodology 
used. The accepted gold standard for the assess-
ment of whole body insulin sensitivity is the 
hyperinsulinaemic euglycaemic glucose clamp 
technique (see Chap.   1    ) [ 93 ]. However, other 
approaches such as modifi ed insulin suppres-
sion test have been utilized [ 94 ]. Both of these 
techniques are technically challenging and labour 
intensive. Other less rigorous methods based on 
measures of fasting plasma glucose and insulin, 
e.g. homeostasis model assessment (HOMA-IR) 
[ 95 ] and quantitative insulin sensitivity check 
index (QUICKI) [ 96 ], have been used for stud-
ies requiring larger numbers of subjects, where a 
simpler technique is required. 

 While data vary on the numbers of individuals 
falling within these categorical defi nitions (rang-
ing from approximately 10 % to 30 % depend-
ing on age range and ethnic group), the relative 
numbers of individuals in each of these diagnos-
tic categories are insulin resistance > impaired 
glucose tolerance > impaired fasting glucose for 
a generally healthy, previously unscreened popu-
lation. In addition, this population can be chal-
lenging to recruit from the perspective of meeting 
inclusion and exclusion criteria for clinical trials. 
There are two major issues: the fi rst is that the 
majority of individuals who meet these criteria 
are unaware that they have impaired carbohydrate 
metabolism and the second is that these are not 
stable states. The reproducibility for the impaired 
glucose tolerance test is less than 50 %, even if 
the repeat test is performed within 6 weeks of the 
fi rst. A signifi cant proportion (up to half) will be 
‘normal’ on repeat, whereas another 6–10 % will 
be classifi ed as having diabetes mellitus [ 97 ]. 
This discrepancy poses substantial challenges 
for quickly enrolling individuals in early phase 
research studies, where timelines are  critical. 
Studies designed to assess these populations 

should expect large screen failure rates, even if 
potentially eligible subjects have been identifi ed 
from previously known abnormal tests.   

    Groups with Special Characteristics 

    Older People 

 The inclusion of older adults in studies with meta-
bolic compounds is particularly important as the 
prevalence of disorders of carbohydrate metabo-
lism rises with increasing age [ 98 ]. The paucity 
of information on the PK/PD of glucose-lowering 
drugs in older patients with diabetes has long 
been recognized [ 99 – 101 ]. The standard inclu-
sion/exclusion criteria in the past have arbitrarily 
excluded volunteers above a certain age (usually 
65 years but occasionally even 55 or 45), in spite 
of rigorous inclusion and exclusion criteria regard-
ing comorbidities and concomitant medications. 
One important comorbidity in this group is mild 
cognitive impairment, a precursor of dementia in 
older adults [ 102 ]. This is particularly relevant in 
studies of older adults with diabetes, as diabetes 
has been shown in multiple studies to increase the 
risk of mild cognitive impairment [ 103 ] as well 
as the risk for both Alzheimer’s disease and vas-
cular dementia [ 104 ,  105 ]. However, an argument 
can be made for removing any age-related criteria 
and allowing an individual to participate in early 
phase clinical studies, regardless of age, if he or 
she is able to meet the other inclusion and exclu-
sion criteria with careful screening. Granted, 
this would skew the population under evaluation 
towards the ‘fi t’ elderly, but this would at least 
start to provide some representation of older 
adults in these trials. Recommendations have 
been proposed to address some of the shortcom-
ings related to the participation of older subjects 
in clinical trials [ 106 ].  

    Children and Adolescents 

 The increasing incidence of both type 1 and type 
2 diabetes in children and adolescents has fuelled 
interest in the development of new treatments 
for these populations [ 107 – 109 ]. The FDA has 
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addressed this issue briefl y in its guidance mate-
rials [ 69 ] but the inclusion of these populations 
in early studies will need to be addressed on a 
case-by- case basis. The ethical guidelines around 
enrolment of vulnerable populations must be 
followed, and issues around informed consent 
(and assent) are paramount. Research with these 
populations should be performed at centres with 
special expertise and the resources to sensitively 
manage children and their parents or guardians 
through these studies.  

    Women of Childbearing Potential 

 Women of childbearing potential are routinely 
excluded from early phase drug trials because 
of concerns about risks to the fetus should 
there be accidental fetal exposure if pregnancy 
occurs during study treatment. This occurs 
despite the 1993 FDA guidance that changed 
the previous guidance from 1977 that gener-
ally excluded women of childbearing potential 
from early clinical drug development. The aim 
was to encourage participation of women with 
appropriate precautions to avoid pregnancy and 
fetal exposure. Most early clinical development 
programmes continue to exclude these women, 
although participation is occasionally allowed 
with extreme precaution to avoid pregnancy (use 
of hormonal contraception and double-barrier 
method, contraception plus tubal ligation, con-
tinued use of protocol- mandated contraception 
for 90 days post study, etc.). More recently, con-
cerns have been raised regarding pregnancy or 
exposure of the fetus through seminal fl uid while 
the father has been a study participant. Protocols 
increasingly mandate contraception for male 
participants in early phase trials as well.      
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 Background and Clinical Relevance

Cardiometabolic diseases are a group of com-
plex interrelated diseases affecting millions of 
people worldwide. Together, they constitute the 
leading cause of morbidity and mortality. The 
group is largely comprised of diseases associated 
with the cardiovascular system (e.g., myocardial 
 infarction, atherosclerosis, thromboembolism, 
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hypertension, dyslipidemia, diabetes mellitus, 
and obesity). These diseases are highly inter-
linked, share common pathogenetic features, 
and often occur in combination in affected indi-
viduals [1]. According to the Centers for Disease 
Control (CDC) [2], approximately one-third of 
American adults have hypertension, and more 
than a third of American adults are obese. In addi-
tion, 71 million American adults have high levels 
of low- density lipoproteins (LDL), and roughly 
26 million Americans are diagnosed with diabe-
tes mellitus. In 2012, the cost of treatment and 
care for hypertension was close to US$50 bil-
lion, whereas the cost of diabetes mellitus was 
US$245 billion. Treatment and cost of care are 
becoming prohibitively expensive precipitating 
insurmountable financial burden.

Risk factors associated with the development 
of cardiometabolic diseases can be categorized as
either non-modifiable (e.g., age, gender, ethnic-
ity, family history) or modifiable (e.g., smoking, 
high-fat and cholesterol diet, sedentary lifestyle, 
state of mental health) [3] (Fig. 10.1). In order to 
tackle this goliath plaguing today’s society, inno-
vative approaches involving interdisciplinary 
teams are needed to understand the disease as to 
cause and effect and to translate the acquired 
knowledge into actionable preventative and ther-
apeutic measures. In addition, it is important to 
raise public awareness of effective health and 
wellness strategies in order to slow down the 
onset or halt or even prevent these diseases.

In pharmacotherapy, there is often an appar-
ent disconnect between physicochemical, 
biological (e.g., protein targets, transporters, 

enzymes, and pathways), system/patient-spe-
cific properties, treatment effects, and long-
term clinical outcome. In order to overcome 
this limitation and to enable optimal treatment 
for each individual patient, it is important to 
integrate these different pieces of information 
into a harmonized approach [4]. Patient safety 
should here be of utmost priority provided that 
numerous observational studies have reported 
that adverse drug events (ADEs) account for 
a significant percentage of patient hospitaliza-
tions and inpatient morbidity and mortality, 
and they add a significant financial burden to 
healthcare costs [4]. Adverse drug reactions 
are often not discovered until late in the drug 
development process, particularly during phase 
3 pivotal clinical trials. Attrition due to drug 
safety at this stage of development is a mul-
timillion dollar loss to the company but also 
significantly contributes to the cost of new 
medicines or therapies to the patient. Even in 
the case of regulatory approval, ADEs may 
limit the clinical use of an otherwise efficacious 
medicine in either parts or the entire patient 
population. Pharmaceutical companies and reg-
ulatory agencies are consequently increasingly 
challenged to improve their risk-assessment 
strategies for novel and existing medicines. 
Mathematical and experimental models support
this effort by establishing a strictly quantitative 
link between drug administration and effect 
at various levels of biological/organizational
complexity (Fig. 10.2), using either a “reduc-
tionist” (top-down) or an “integrative” (bottom-
up) approach. Top-down approaches usually 
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Fig. 10.1 Modifiable and non-modifiable cardiometabolic risk factors (Reprinted by permission from Macmillan
Publishers Ltd.: Vlasakakis et al. [3], copyright 2013)
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start at a high level of organization (e.g., the
patient level) and become increasingly more 
complex in order to better understand and char-
acterize the underlying biological system. In
contrast, bottom-up approaches start with the 
“bottom” elements of the organism (e.g., genes 
or proteins and their known interactions) and 
work their way up to the patient-phenotype 
level. Both of these approaches have advan-
tages and limitations. Top-down approaches 
have usually a drug- and/or patient-centric 
focus and evaluate exposure-response relation-
ships, i.e., dose/response or pharmacokinetics 
(PK)/pharmacodynamics (PD), which are then 
used to define exposure limits, both in terms of 
efficacy and safety, for acceptable benefit/risk 
profiles in different patient cohorts. The main 
limitation of the top- down approach is that the 
clinical studies used to inform it typically focus 
only on one or few covariate(s) at a time and 
thus represent a methodological reductionist 
approach. Completely mechanistic bottom-up 
approaches, on the other hand, are network or 

pathway centric and may face problems with 
the translation of the vast amounts of data gen-
erated into clinically actionable strategies. The 
advantages and limitations of both approaches 
have given rise to mechanism- based hybrid 
approaches, which represent a compromise 
between the “reductionist view” of the top-
down approach and the “elementary view” of 
the bottom-up approach. They also serve as a 
link (“link models”) between the next lower 
and next higher levels of structural complex-
ity and, thus, enable a  bidirectional, quantita-
tive flow of information between the different 
stages of drug development.

 Overview of Translational Research

The National Institutes of Health (NIH) defines
translational research as the process of apply-
ing discoveries generated during research in 
the laboratory and preclinical studies to the 
 development of trials and studies in humans. 
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This research is directed toward enhancing the 
adoption of best practices in the community 
and, thus, toward enhancing the cost-effec-
tiveness of prevention and therapeutic strate-
gies [5]. In simple terms research findings are  
moved from “bench to bedside” to ultimately 
support the translation of preclinical and clinical 
study results into everyday clinical practice and 
decision making [6]. The importance of transla-
tional research is evident from the NIH design
centres of translational research, as well as the 
NIH’s initiation of the Clinical and Translational
Science Institute (CTSI) Award program [6]. 
Translational research enables exchange of ideas 
and scientific knowledge between disciplines, 
such as biochemistry, cell biology, genetics, and 
immunology, as well as between scientists of dif-
ferent backgrounds to further the development of 
novel and effective therapies. Thus, translational 
research in essence, can be described as a triad 
feedback loop between research, investigation, 
and discovery, clinical trials and finally with 
medical treatment (Fig. 10.3).

The American Diabetes Association (ADA) 
recently published a report on the Standard of 
Care in Diabetes [7], which focuses on a patient-
centred approach balancing choice of pharma-
cological agents with respect to efficacy, cost, 
and potential impact on cardiovascular disease. 
In a separate document, Jain and colleagues [8] 
reviewed labeling summaries of a vast number 
of therapeutic products to determine if obesity 
is a factor that affects drug PK, PD, efficacy, or 
safety (Table 10.1). Improving the treatment and 
management of diabetes, its comorbidities and 
associated complications, is an important focus 
of pharmaceutical research and development 
(R&D). Additionally, the assessment of benefit 

and risk must be the goal when developing a plan 
for therapeutic interventions [9].

This chapter presents an overview on the use 
of quantitative analysis tools for assessing drug 
efficacy and safety during drug development and 
regulatory decision-making. Examples of spe-
cific model applications at different stages of the 
development process are also provided.

 Role of Quantifiable and Accurate 
Biomarkers

The predictive performance of the earlier men-
tioned hybrid models relies to a large extent on the 
use of biomarkers. The Biomarkers Definitions
Working Group (BDWG) defined a biomarker as
a characteristic that is objectively measured and 
evaluated as an indicator of normal biological 
processes, pathogenic processes, or pharmaco-
logical responses to a therapeutic  intervention [9]. 
Thus, a biomarker is a laboratory measurement 
or clinical phenotype that reflects the activity of 
a disease process. These markers quantitatively 
correlate (either directly or inversely) with disease 
progression. Surrogate endpoints are a subset of 
biomarkers that are used to establish therapeutic 
efficacy in registration trials. It is defined as a bio-
marker that is intended to substitute for a clinical 
endpoint and is expected to predict clinical benefit 
or harm or lack of benefit or harm – based on epi-
demiological, therapeutic, pathophysiological, or 
other scientific evidence [9].

Further, intermediate biomarkers are routinely 
used at different stages of the drug development 
process [10] (Fig. 10.4). For practical implementa-
tion of this biomarker classification system, some 
of the biomarker types may be combined in the 

Fig. 10.3 Translational 
research triad
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context of risk assessment in order to appropriately 
reflect their position in the causal chain between 
drug administration and effect. For example, types 
2 and 3 are largely reflective of target occupancy 
and upstream transduction, whereas types 4–6 are 
reflective of downstream events.

Specifically, biomarkers for diabetes can be 
categorized according to their turnover half-lives
as fast (minutes–hours), intermediate (hours–
days), or slow biomarkers (days–weeks). Plasma 
glucose, C-peptide, and insulin are examples for 
fast biomarkers, whereas glycated haemoglobin 
[HbA1c] is considered a slow biomarker. The lat-
ter also serves as the clinical surrogate endpoint 

for glucose-lowering drugs due to its proximity to 
clinical outcome relative to plasma glucose. Other 
biomarkers, such as glucagon, dipeptidyl peptidase 
(DPP)-4 enzyme inhibition, glucagon-like pep-
tide-1 (GLP-1), glucose- dependent insulinotropic 
peptide (GIP), and other hormones may also be 
used to make inferences about drug-target engage-
ment. It should be noted at this point that drug-cen-
tric models  frequently rely on measures of one or 
few biomarkers, whereas systems pharmacology/
network-based models attempt to link biomarkers 
at different temporal and spatial levels (e.g. plasma 
cholesterol, fatty acids, blood pressure, heart rate) 
on a mechanistic/physiological basis.

Table 10.1 Review of pharmaceutical product labels listing link with obesity

Description Drugs

Obesity listed as a risk factor for 
cardiovascular adverse events such as 
CAD, hypertension, MI, and
thromboembolic events

Dalteparin, estradiol, estrone, follitropin, fondaparinux, frovatriptan, 
iloperidone, naratriptan, progesterone, rizatriptan, sumatriptan, synthetic
conjugated estrogens, zolmitriptan, FDC (drospirenone, levonorgestrel/
ethinyl estradiol, norelgestromin/estradiol, sumatriptan/naproxen), others 
(etonogestrel implant, conjugated estrogen vaginal cream, ring delivers)

Obesity listed as risk factor for lactic 
acidosis

Abacavir, adefovir, emtricitabine, entecavir, lamivudine, metformin, 
tenofovir, zidovudine, FDC (abacavir/lamivudine, abacavir/lamivudine/
zidovudine, lamivudine/zidovudine, pioglitazone/metformin,
rosiglitazone/metformin, sitagliptin/metformin, tenofovir/emtricitabine)

Obesity listed as an adverse event Atazanavir, dexlansoprazole, efavirenz, fosamprenavir, paroxetine,
ritonavir, FDC (crixivan/indinavir, lopinavir/ritonavir)

Obesity listed as a risk factor for diabetes Acitretin, asenapine, paliperidone, quetiapine, risperidone, somatropin, 
ziprasidone

Impact of obesity or BMI on PK  
or PK/PD

Cisatracurium, insulin aspart, insulin glulisine, FDC (quinupristin/
dalfopristin, insulin lispro [MIX50/50])

Obesity listed as a caution without  
any specifics

Oxymorphone, tapentadol

Obesity does not change efficacy Atorvastatin, FDC (amlodipine/atorvastatin)
Obesity does not change efficacy and safety Insulin glargine
Dosage and administration for obesity Rocuronium
Obesity listed as a miscellaneous risk 
factor (i.e., respiratory depression, apnea)

Aripiprazole, buprenorphine (transdermal), somatropin

Obesity listed as miscellaneous 
information

Rosuvastatin, valsartan, levothyroxine, sibutramine, thyroid, liothyronine, 
octreotide

Reprinted by permission from Macmillan Publishers Ltd: Jain et al. [8], copyright 2011
BMI body mass index, CAD coronary artery disease, FDC fixed-dose combination, MI myocardial infarction, PD phar-
macodynamics, PDR Physician’s Desk Reference
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Fig. 10.4 Schematic of in vivo drug effects on the basis of intermediary biomarker responses (With kind permission 
from Springer Science+Business Media: Danhof et al. [10])
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 Role of Quantitative Approaches 
in Various Stages of Drug 
Development

Quantitative approaches are a set of particularly
valuable tools within the translational medi-
cine arena as they combine computational with 
experimental methods to elucidate,  validate, 
and apply new pharmacological concepts to 
the development and use of small molecule 
and biologic drugs [11]. They also enable the 
integration of information on a systems level to 
determine the mechanisms of action of new and 
existing drugs in preclinical and animal models 
and to subsequently apply this knowledge to 
patients.

The drug development process can generally 
be divided into preclinical and clinical stages. 
These stages are tightly interlinked as the infor-
mation gathered during one phase is carried for-
ward into the next to gain confidence in the 
drug’s ability to treat a certain disease, in other 
words to de-risk the drug for the patient by 
reducing uncertainty. Despite the fact that a drug 
typically passes through one development phase 
at a time, the process of “learning and confirm-
ing” is by no means linear. Lessons learned dur-

ing one phase may feed back into the development 
stream to inform the next steps to be taken for 
the drug(s) in the development pipeline. 
Mathematical and statistical models are ideally
suited to serve as the knowledge platform for 
this “learn, confirm, and apply” cycle as they 
allow the integration of the available information 
into a single, unifying approach [12] (Fig. 10.5). 
To avoid late-stage development failures in large 
and expensive clinical trials, it is imperative to 
learn as much as possible about a particular drug 
candidate as early as possible in the discovery 
and development process. The identification of 
the correct target for a given disease is conse-
quently critical, followed by the optimization of
lead compounds as well as preclinical proof of 
concept, PK/PD, and safety- toxicity studies. As 
a drug candidate traverses from preclinical to 
clinical stages (see Fig. 10.5), there is a high 
degree of uncertainty surrounding the probabil-
ity of success at the preclinical stage. Very little 
is known about the drug and its potential effect 
in the disease area at this point. To build the 
knowledge base and enhance predictability at 
each step of the drug development process, 
quantitative tools are employed to analyze and
interpret experimental data. System, (semi-)
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Fig. 10.5 Predictive model-guided preclinical and clinical drug development (M&S: Modelling and Simulation)
(Reprinted by permission from Macmillan Publishers Ltd: LaLonde et al. [12])
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mechanistic, empirical, and trial-outcome mod-
els are developed to describe various aspects of 
the physiology, sites, and mechanisms of drug 
action and probability of success of a clinical 
trial, as well as treatment outcomes and patient- 
benefit analysis.

Within the purview of translational research, 
physiologically and mechanism-based models 
have gained momentum in the pharmaceutical 
drug development arena. During the transla-
tional phase of development, the choice of ani-
mal models for a particular disease is important. 
This is often dependent on the mechanism of 
action of the pharmacological agent and known 
interspecies differences in target expression and 
biomarker response [13, 14]. Disease progres-
sion models, for example, enable the understand-
ing of the pathophysiology of the disease and the 
impact of treatment interventions. Alternatively, 

disease processes can also be characterized
based on a complete mechanistic description of 
the biological system, starting at the molecular/
tissue level [15, 16].

 System-Centric Modelling

In diabetes drug development, quantitative 
approaches have been applied to identify the 
relationship between glucose, insulin, gluca-
gon, β-cell cycle dynamics, incretin-responsive 
insulin secretion, homeostatic feedback conver-
sion of glycogen and glucose in the liver, with 
the interplay between different organs at the 
whole-body level. To this end, a system-centric 
model was developed to describe the pancreatic 
β-cell cycle and impact of glucose challenge on 
insulin production as shown in Fig. 10.6 [17]. In 
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cycle

Uptake of glucose
in target cells

Production of
glucose

TransitionTransition

Transition rate 3

Rate 2Rate 1Apoptosis

β-cell cycle

S

100

200

300

400

500

100 ml
mg

−

Fig. 10.6 Schematic concept of Gallenberger et al. [17] 
model. Glucose enters the system at a constant production 
rate mainly by the liver. Elevated blood glucose levels 
lead to immediate release of stored insulin and an 
enhanced provision of insulin. Also, glucose influences 
the transition rate between phases G1 and S of the cell 
cycle. Insulin regulates the uptake of glucose in target 
cells. The molecules are stored in packets with different 

release thresholds. These packets can be redistributed 
within the storage (Reprinted with permission from 
Gallenberger et al. [17]. This is an open access article dis-
tributed under the terms of the Creative Commons 
Attribution License (http://creativecommon.org/licenses/
by/2.0), which permits unrestricted use, distribution, and 
reproduction in any medium, provided original work is 
properly cited)
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this model, the β-cell cycle is characterized by a
three- compartment model,

 

G t p G M t

p p G t p G t
1 2

1

2 3

1 1 5 4

( ) = ( )
+ ( )  + × ( )
/

–  
(10.1)

 S t p p G t G t p S t( ) = + ( )  ( ) − ( )1 1 5 21  
(10.2)

 G M t p S t p G M t2 22 3/ /( ) = ( ) − ( )  

(10.3)

where the factor 2 in Eq. 10.1 accounts for cell 
division in the transition from G2/M to G1-phase. 
Under physiological conditions, the β-cell cycle 
is very slow in adults but can adjust to metabolic 
demands. Changes in glucose levels (Eq. 10.2) 
drive the transition rate p1 from G1- to S-phase 
and, thus, regulate the β-cell cycle. The way glu-
cose stimuli are handled here has wide-ranging 
implications on the overall system. For example, 
if the system is triggered by increased glucose 
concentrations, and neither immediate release 
of stored insulin nor enhanced insulin provision 

Fig. 10.7 Conceptual model by Luni et al. [18] depicting 
the various signaling steps involved in the secretion of insu-
lin at the cellular level (Reprinted with permission from 
Luni et al. [18]. Copyright: 2012 Luni et al. This is an open 

access article distributed under the terms of the Creative 
Commons Attribution License, which permits unrestricted 
use, distribution, and reproduction in any medium, pro-
vided the original author and source are credited)
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is able to normalize blood glucose levels, it will
respond by accelerating the cell cycle.

Similarly, glucose transport in pancreatic islet 
β-cells is thought to set metabolic thresholds 
and serves as a therapeutic target in diabetes as 
shown in Fig. 10.7 [18]. Under normal condi-
tions, there is limited glucose transport across 
the plasma membrane of β-cells. The model 
identified a metabolic threshold that limits intra-
cellular glucose-6- phosphate production by 
glucokinase. Thresholds are of general impor-
tance in disease systems analysis because they 
allow a system to maintain balance and func-
tion properly within certain physiological limits. 
The maintenance of these thresholds is typically 
accomplished via homeostatic feedback control. 
Once a system becomes unresponsive to a stimu-
lus, such as elevated glucose concentrations even 
with the release of insulin, it progressively spins 
out of control resulting in β-cell dysfunction and 
loss of glucose- stimulated insulin secretion.

Figures 10.8 [19] and 10.9 [20] present further 
examples of system-centric models that are 
intended to describe a network of processes 

responsible for maintaining glucose homeostasis. 
The model presented in Fig. 10.8 developed by 
Jauslin et al. [19] represents an integrated glucose- 
insulin model that integrates the sequence of insu-
lin secretion, glucose-insulin feedback, and natural 
control mechanisms (see Fig. 10.8), whereas 
Fig. 10.9 focuses on the various physiological pro-
cesses contributing to glucose homeostasis on a 
cell and organ level. In this spatial representation 
of glucose homeostasis, green arrows depict path-
ways that have already been incorporated into cur-
rently available models, whereas red arrows 
pinpoint to pathways where these models could be 
expanded. While Figs. 10.8 and 10.9 focus either 
on the temporal or spatial characterization of the
system, Fig. 10.10 represents a combination of the 
two [21]. This model places the mechanisms 
responsible for glucose homeostasis in a whole-
body context, which then allows to accounting for 
the route of intake as well as elimination of glu-
cose. Ultimately, these models are intended to 
reflect the clinical situation as close as possible 
and may serve as a virtual patient for hypothesis 
testing and generation in the future.
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Fig. 10.8 Jauslin et al. [19] model showing the sub-models for glucose and insulin as well as included control mecha-
nism (Reprinted with permission from Jauslin et al. [19]. Copyright © 2007 American College of Pharmacology)
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 Mechanism-Centric Modelling

Once the mechanism and site of drug action 
is determined, the focus of preclinical model-
ing and simulation shifts toward gaining con-
fidence in the drug effect(s), both in terms of 
efficacy and safety, and the establishment of a 
dose-response relationship. Once established 
and qualified, such mechanism- centric models 
allow for comparing and contrasting multiple 
drug candidates within the same drug class or 
with similar mechanisms of action. This enables 
the identification of lead compound with desir-
able therapeutic properties alongside with an 
opportunity to identify key rate-limiting steps, 
which aids decision making at the next juncture 

in the development process, e.g., when switch-
ing from preclinical to clinical development. In 
addition, these models are frequently used to 
evaluate the impact of disease progression on 
the underlying biological system and its abil-
ity to respond to therapeutic interventions. Cao 
et al. [22] developed a mathematical model 
to describe the PK and PD of a GLP-1 ago-
nist following parenteral route of administra-
tion. GLP-1 agonists are incretin mimetics that 
enhance glucose- dependent insulin secretion 
(Fig. 10.11). Models like these can be beneficial
not only to characterize the drug effect but also
to evaluate the impact of factors such as routes 
of administration, formulation, organ impair-
ment, etc. on the PK/PD of the drug.
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of quantitative modelling to 
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(Reprinted with permission 
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Copyright © 2013 American 
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Pharmacology and 
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SC subcutaneous, GLP glucagon-like peptide, GIP glu-

cagon inhibitory peptide (Reprinted with permission from 
Schaller et al. [21]. Copyright © 2013 American Society 
for Clinical Pharmacology and Therapeutics)
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where:
Ap and At: GLP-1 amounts in central and periph-

eral compartments
Vp and Vt: central and peripheral distribution vol-

umes, respectively
CL and CLd: Systemic and distribution clearance, 

respectively
F: absorption bioavailability
Fr: fraction of dose absorbed by the zero-order

process
k and ke: first-order absorption and elimination 

rates, respectively
τ: duration of zero-order absorption (assumed to

be first sampling time)

λ = 1 before time τ and 0 otherwise
Input: amount absorbed per min from the absorp-

tion compartment
k0: GLP-1 endogenous synthesis rate

In this context, semi-mechanistic turnover 
models are widely used for characterizing
data from animal disease models. For example, 
the PK and PD of rosiglitazone (a thiazolidinedi-
one used in the treatment of type 2 diabetes) was 
characterized using semi-mechanistic models in
diabetic rats [23] (Fig. 10.12).

The PK of the drug was defined using one- 
compartment equation:
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The recognized side effect of the drug to inhibit
weight loss was also incorporated using a turn-
over compartment model for weight change over 
time. Once the preclinical PK/PD relationship is 

established and a sufficient amount of confidence 
is achieved on the robustness of the model, the 
system and (semi-)mechanistic dose-response 
models can be used to make the first-in-human 
dose projections.

 Clinical Stage Modelling

Clinical trials are intended to assure the safety and 
efficacy of novel drug candidates, to determine 
intrinsic and extrinsic factors affecting benefit and 
risk, and to inform the drug label. Quantitative
analysis have become an essential part of the clin-
ical drug development process as they enable the 
stepwise integration of knowledge on the drug’s 
PK, its dose-response relationship, respective 
covariates, as well as on the impact of disease on 
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Fig. 10.11 Pharmacokinetic/pharmacodynamics (PK/
PD) model for characterizing the time course of GLP-1
after several routes of dosing and dynamics of glucose- 
dependent insulinotropic acting process. GLP-1 glucagon- 
like peptide, Glu glucose, IV intravenous, IF infusion, sc 
subcutaneous, ip intraperitoneal (With kind permission 
from Springer Science+Business Media: Cao et al. [22])
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PK and/or PD as the drug traverses through the 
different clinical trial stages in healthy volunteers 
and patients. The model by de Winter et al. [24] 
was one of the first of its kind that allowed charac-
terizing the mechanistic link between the different
short- (fasting serum insulin, fasting plasma glu-
cose) and long-term (HbA1c) biomarker data on 
the basis of clinical data (Fig. 10.13). It further 
allowed to making inferences about the state of 
the disease by linking these biomarkers to β-cell 
function and insulin sensitivity:

d

d

d

d

B

in insulin out insulin
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t
EF B FPG
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where:
FSI: fasting serum insulin
FPG: fasting plasma glucose
EFB and EFS: treatment effect on β-cell function 

or insulin sensitivity, respectively

B and S: remaining fraction of β-cell function or 
insulin sensitivity, respectively, relative to 
healthy individuals
Interestingly, de Winter et al. also showed that 

the system has already lost much of its insulin 
sensitivity and β-cell function once clinically rel-
evant changes in short- and long-term biomark-
ers occur. It is consequently important to expand 
this type of model with even earlier biomarkers 
or covariate information in order to be able to 
capture the onset of the disease and to intervene 
therapeutically as early as possible (intent to pre-
vent vs. intent to treat).

In late clinical stages of drug development, 
the challenges to be addressed are largely 
related, but not limited to, benefit-to-risk assess-
ment, labeling information, determining vari-
ability in patient-specific drug response and 
superiority/non-inferiority criteria. As such, the 
developed models are geared to be drug-centric 
in nature. The use of asymptotic time-course 
(ATC) drug- disease model to describe fasting 
plasma glucose and HbA1c profiles in patients 
with type 2 diabetes is a respective example for 
this type of model [25]:

B = 1/1+e (b0 + rB·t)

S = 1/1+e (s0 + rS·t)

EFB

EFS

FPG

HbA1c

FSI

kin

kin

kin kout

kout

kout

Fig. 10.13 de Winter et al. [24] model linking three clini-
cal biomarkers using cascading turnover models. A feed-
back mechanism between fasting serum insulin (FSI) and 
fasting plasma glucose (FPG) and a feedforward mecha-
nism between fasting plasma glucose and glycated hae-
moglobin (HbA1c) were implemented. EFB treatment 

effect on β-cell function, EFS treatment effect on insulin 
sensitivity, B remaining fraction of β-cell function relative 
to healthy individuals, S remaining fraction of insulin sen-
sitivity relative to healthy individuals (With kind permis-
sion from Springer Science+Business Media: de Winter
et al. [24])
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where:
• Baseline HbA1c effect on Emax (linear), scaled 

at baseline HbA1c of 8.2 %
• KEFF = rate constant of HbA1c change
• DPSL = disease progression slope
• Exponential intertrial variability (ITV), pro-

portional residual error

 Clinical Trial and Treatment Outcome 
Modelling

Several physiology-based modelling plat-
forms, such as the Physiome Project [15] and 
Archimedes [26], were set up with the objective 
of developing an infrastructure that links mod-
els of biological structure and function across 
multiple spatial and temporal levels and, ulti-
mately, to predict clinical outcomes [15, 27]. 

These models can be quite complex and inte-
grate knowledge on genes to whole organisms 
and typically represent significant expansions. 
These examples include the homeostasis model 
assessment of β-cell (HOMA-B) function and
homeostasis model assessment of insulin resis-
tance (HOMA-IR) models [28], which enables 
clinical trial outcome modelling through the 
interactive adjustment of physiology and treat-
ment effects (Fig. 10.14a–c).

As mentioned earlier, the Archimedes model 
is an encompassing model, spanning from 
 biological aspects of the care processes, logistics, 
resources to the costs of healthcare systems 
(Fig. 10.15). It integrates a deep level of biologi-
cal, clinical, and administrative detail. Biological
variables that are continuous in reality are 
 represented continuously in the model. It also 
includes multiple diseases simultaneously and 
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Fig. 10.14 (a) Interrelationship of various 
organs in the homeostasis of glucose; (b) 
profiles of glucose-insulin dynamics in the 
various organs; (c) mathematical modelling 
of the concentration-time profiles (From 
Hill et al. [28]. American Diabetes 
Association, Diabetes Care, 2013. 
Copyright and all rights reserved. Material
from this publication has been used with the 
permission of American Diabetes 
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10 Quantitative Approaches in Translational Research: An Overview



258

interactively in a single integrated physiology, 
enabling it to address comorbidities, syndromes, 
and treatments with multiple effects.

The average time and cost of bringing a drug 
to the market is more than 10 years and approxi-
mately US$1 billion, respectively. There is a huge 
and imminent need for highly robust, predictive, 
accurate, and precise quantitative solutions to 
reduce the time and costs. Considering that a 
major portion of the research and development 
budget is spent on clinical trials, a virtual patient 
population development and simulation would be 
an attractive proposition. Several research groups 
and companies are developing such tools. One 
example is the Entelos PhysioLab® platform. The 
metabolism platform is a multi-scale model rep-
resenting whole-body nutrient metabolism with 
an emphasis on the physiological and metabolic 
systems involved in blood glucose regulation. 

This includes nutrient absorption and elimina-
tion, substrate metabolism, hormone regulation, 
and spatial configuration of organs. Substrate 
metabolism, for example is represented by simu-
lation components that capture salient features 
of different organ systems, including the liver, 
muscle, adipose tissue, and the brain [29].

 Model-Base Meta-Analysis

The nature of cardiometabolic diseases results in 
exposure of patients to multiple drug therapies, 
treating the various facets of the comorbidities 
often for many years. Adding layers of complex-
ity, there are numerous classes of glucose- lowering 
agents available on the market, as well as a plethora 
under development. The heterogeneity in patient 
population worldwide can additionally influence 
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the treatment outcome. In such situations, model-
based meta-analysis (MBMA) allows for indirect
comparison with a competitor’s drug and compari-
son between different demographic and across dif-
ferent studies/trials [30] (Fig. 10.16).

 Future Opportunities and Path 
Toward Personalizing Medicine

With the completion of the human genome 
project, a substantial amount of research has 
been dedicated to the quest of improved disease 
diagnosis and prevention, as well as tailoring 
therapy based on a patient’s genetic makeup, 
disease condition and comorbidities [31]. It is 
recognized that cardiometabolic diseases are
associated with non-modifiable and modifiable 
risk factors. In contemporary predictive mod-
elling situations, these risk factors would be 
included as covariates that influence the model 
outcome. However, to tailor drug therapy, one
should also use information gained from the 

(i) identification of newer, reliable, and more 
informative biomarkers; (ii) genomic studies, 
e.g., genome-wide association studies (GWAS) 
and translation of the outcomes; and (iii) inte-
gration of the knowledge of epigenetics and 
epidemiological risk factors. Despite the num-
ber of known risk factors, the identification of 
individuals at increased risk for type 2 diabetes 
and/or cardiovascular disease remains an ardu-
ous undertaking [32]. The fundamental task 
in the context of risk prediction is not that of 
finding biomarkers associated with the inci-
dent disease but, rather, finding those that are 
 sufficiently uncorrelated with established risk 
factors so that they can be used to better improve 
risk prediction over and above these established 
clinical risk factors. For example, the discovery 
of the adipocytokine adiponectin has proven to 
be of value in delineating the cardiometabolic 
consequences of obesity [33]. Some examples 
of other biomarkers of potential use in the pre-
diction of type 2 diabetes and cardiovascular 
disease are listed in Table 10.2. Adiponectin, 

HbA1cprior

7.5

8.0

8.5

HbA1cbase

H
bA

1c
 (

%
)

−50 0 50

Time (days)

100 150

HbA1cdrug = HbA1cplacebo(1–Edrug)

HbA1cplacebo

run-in

HbA1c∞

run-in

HbA1cprior

7.5

−50 0 50

Time (days)

100 150

8.0

8.5

H
bA

1c
 (

%
)

HbA1cdrug = HbA1cplacebo(1–Edrug)

HbA1cplacebo

HbA1c0

HbA1c∞
a

b

Fig. 10.16 (a) Graphic 
representation of the 
components for study arms 
that include patients 
washing out their prior 
antihyperglycemic 
 medication in the run-in 
period. (b) Components of 
the model for study arms that 
include patients who were 
treatment naïve or had 
completely washed out their 
prior antihyperglycemic 
medication before enroll-
ment. The figure demon-
strates the comparison 
between change in glycated 
haemoglobin (HbA1c, X-axes) 
across different studies 
(Y-axes) for placebo, 
linagliptin, and sitagliptin. E 
efficacy of drug (Reproduced 
from Gross et al. [30], with 
permission from BMJ
Publishing Group Ltd)
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which is produced by white adipocytes and 
circulates in high concentrations, is readily 
quantitated using accessible methodologies. In 
contrast to all other adipose- derived circulating 
factors, adiponectin has the epidemiologically 
interesting but unexplained feature of circulat-
ing in lower concentrations in proportion to the 
degree of obesity. At present, it appears that 
factors that determine the overall concentra-
tion are distinct from the factors that reduce 
the  concentration in relation to degree of obe-
sity and metabolic dysfunction. Similarly, the 
 relationships between plasma adiponectin levels 
and the risk of myocardial infarction were eval-
uated. Pischon and coworkers [34] conducted a 
case-control study involving 18,225 male par-
ticipants of the Health Professionals Follow-up
Study, aged 40–75 years and free of cardiovas-
cular disease at baseline. During the 6 years of 
follow- up in the main cohort, 266 men devel-
oped fatal or nonfatal myocardial infarction. 
It was found that low adiponectin levels were 
associated with a higher risk of myocardial 
infarction. This increased risk remained signifi-
cant even after adjusting for variables used in 
matching cases to controls, adjusting for fam-
ily history of myocardial infarction, body mass 
index, alcohol use, physical activity, and history 
of diabetes or hypertension. In addition, even 
after adjusting for glycemic status, C-reactive 
protein and lipid parameters, i.e., low-density 
lipoprotein (LDL) cholesterol and high- density 
lipoprotein (HDL) cholesterol, the increased
risk remained unaltered.

New multidisciplinary fields of public health
genomics can help to translate gene discoveries 
into appropriate actions to reduce the burden of 
type 2 diabetes in the population [35]. Currently, 
there is limited ability to predict the risk of type 
2 diabetes in the general population based on 
genetic profiles, especially when added to estab-
lished nongenetic risk factors. This observation 
is consistent with recent findings with genetic 
factors from other common diseases such as 
prostate cancer and coronary heart disease. The 
ability to predict type 2 diabetes using genetic 
risk factors is likely to improve as more vari-
ants are discovered. This is particularly true if 

these variants have stronger effect sizes than the
current ones utilized, if strong gene-gene and
gene- environment interactions are found, or if 
biochemical or physiological biomarkers that 
are more proximal to the development of type 2 
diabetes are discovered and validated. The prob-
ability of risk analysis is many a time described 
as odds ratio (OR). Odds are the probability of 
an event occurring divided by the probability of 
the event not occurring [36]. An OR is then con-
sidered as the odds of the event in one group, 
for example, those exposed to a drug, divided by 
the odds in another group not exposed [36]. An 
OR = 1 would mean that exposure does not affect 
odds of outcome, OR >1 suggests exposure asso-
ciated with higher odds of outcome, and OR <1 
indicates exposure associated with lower odds 
of outcome [37]. Currently most OR studies 
for prediction of type 2 diabetes resulted in an 
OR of below 2, suggesting absence of a strong 
correlation with risk factors [35]. Nevertheless,
findings from GWAS have great implications 
in terms of understanding disease biology and 
pathogenesis and the future development of pre-
ventive and treatment interventions. Advances in 
human genetics are leading to a relatively new 
type of study aimed at understanding the dis-
ease mechanisms behind diabetes [38]. It is now 
possible to recruit research volunteers based on 
an  interesting genetic variant they possess and 
perform in- depth physiological studies on the 
volunteers to understand how the gene variant 
functions.

Epigenetics is the study of changes in gene 
function that are mitotically and/or meiotically 
heritable and that do not entail a change in deoxy-
ribonucleic acid (DNA) sequence [39]. In con-
trast, epidemiology is the study of the distribution 
and determinants of health-related states or 
events (including disease) and the application of 
this study to the control of diseases and other 
health problems. An epigenetic change might 
result in a perceptible alteration later in life such 
as cancer, coronary heart disease, stroke, or dia-
betes. Increased risks of heart disease, stroke, and 
diabetes are considered to be associated with 
malnutrition in utero and low birth weight [40]. 
Concurrently, various methods can be used to 
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carry out epidemiological investigations; surveil-
lance and descriptive studies can be used to study 
distribution; analytical studies are used to study 
determinants.

Dashboard systems as decision-making tools 
could be made available to a physician to pre-
scribe optimal treatment for an individual 
patient [41]. A dashboard is a user interface 
that, like a dashboard in a car, organizes and
presents information so that it is easy and quick 
to read and interpret. Given the vast amount of 
data available in the diabetes arena, such dash-
board systems could also be developed and 
applied in the clinic setting to improve patient 
therapy and quality of life. It also would enable 
the flow of information garnered in the clinic to 
be channeled back to the research knowledge 

base (see Fig. 10.2) – in essence leading to a 
“bench-to-bedside and back” flow of knowl-
edge and information. Throughout the transla-
tional stages of drug development, application 
of quantitative approaches should effectively 
result in a feedback closed loop of a learn-con-
firm-apply paradigm. This would lead to further 
scientific and rational refinement of the drug 
development  process. Patient management 
dashboards might obtain information from 
electronic medical records, laboratories, clini-
cian interviews, and patient input and present it 
from one unified source. An example of a dash-
board system for type 2 diabetes was developed 
by the University of Missouri Health System
(UMHS) family physicians in 2007 in collabo-
ration with Cerner Corporation that would be 
automatically generated by the Electronic 
Health Records and summarize patient-level
data important for diabetes care. More recently,
Glooko Inc. received US Food and Drug 
Administration (FDA) clearance in 2013 for its 
diabetes management system including an 
iPhone application, MeterSync cables, and web
dashboards for both patients and healthcare 
providers [42].

Historically, clinical trials have been con-
ducted in adults and predominantly male subjects. 
However, with the enactment of the US Pediatric
Research Equity Act (PREA) and Best
Pharmaceuticals for Children Act (BPCA), there
is a huge push toward developing translational 
tools to enable optimal treatment and care in chil-
dren [43]. This had direct impact on cardiometa-
bolic diseases, because even though they were 
typically diagnosed in adults, they are now being 
diagnosed in pediatrics. Type 2 diabetes and obe-
sity are closely associated and growing epidemics 
among children. Sedentary lifestyle in children is 
linked to increased cardiometabolic risk [44]. To 
further complicate treatment, research is still 
evolving to fully elucidate the age-dependent 
changes in the maturation and function of drug 
metabolizing enzymes that can alter the PK/PD of
many currently used glucose- lowering drugs in 
children. At the other end of the spectrum, there is 
further work to be done on optimizing therapy for
the geriatric diabetes  population, in which comor-

Table 10.2 Biomarkers with potential relevance to pre-
diction of type 2 diabetes and cardiovascular disease

Category Biomarker

Genome Single nucleotide polymorphisms
Rare variants
Copy-number variants
Epigenetic modifications  
(e.g., methylation)
Telomere length

Transcriptome mRNA
miRNA

Proteome Peptides, proteins, and glycoproteins 
in peripheral blood and other body 
fluids

Metabolites Lipids
Sugars
Nucleotides
Organic acids
Amino acids

Markers of
subclinical 
disease

Triglyceride content in liver, muscle, 
pancreas, and heart (ectopic fat)
Aotric plaque burden, aortic plaque 
phenotype (e.g., calcification), 
ankle-brachial index, intima-media 
thickness (arterial structure)

Metabolic end
products

Urinary proteins and metabolites in 
urine
Volatile organic compounds in exhaled 
breath
Gut microbiota, bacterial strains in 
feces

Reprinted by permission from Macmillan Publishers Ltd:
Herder et al. [32], copyright 2011
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bidities and reduced life expectancy may modify 
the aims and intensity of diabetes pharmacother-
apy [45]. Alongside, there also is the need to 
design an effective training program in transla-
tional research to offer the opportunity to master a 
combination of skills that are not taught together 
in traditional training programs.
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 Introduction

The 1963 Nobel Prize in Physiology and 
Medicine recognized the landmark studies of 
Hodgkin and Huxley who established the pri-
mary exemplar of how computational modelling 
can be used to integrate and analyze experimental 
data, quantify assumptions about the system 

under investigation, and follow their logical con-
sequences through numerical simulation of the 
mathematical model equations [1]. Interestingly, 
the Hodgkin and Huxley “computational” model 
of squid giant axon electrophysiology did not use 
a computer to solve the equations. Rather, numer-
ical solutions were tediously calculated by hand, 
requiring more than a day of work to simulate 
less than 10 ms of electrical activity.

The work of Hodgkin and Huxley illustrated 
that systematic development of a physiologically 
realistic mathematical model can help identify 
important knowledge gaps, generate novel 
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hypotheses, design key new experiments, and pre-
dict their results which can then be quantitatively 
integrated within a unifying framework. The rise 
of “systems biology” in the past decade has prom-
ised the development of detailed computational 
models beyond the realm of electrophysiology, 
including gene regulation, signaling networks, 
metabolism, and the interactions between these 
systems [2].

Computational systems biology models often 
involve hundreds or thousands of variables and 
parameters and are typically targeted at the level 
of genes, molecules, and cells [3]. Detailed math-
ematical reconstructions of human cellular 
metabolism have recently been constructed, 
including representation of metabolism in vari-
ous human cell types [4]. One could imagine 
extending such cellular level models to represent 
interacting tissues, organs, and ultimately whole- 
body human physiology. While such an endeavor 
may result in significant scientific progress, sim-
ulating whole-body human energy metabolism 
and the development and treatment of obesity 
would appear to be a very distant goal.

Fortunately, rather than modelling metabo-
lism from the “bottom-up” including all known 
 interactions, there is an alternative approach that 
involves targeting the complexity of a mathemat-
ical model to the physiological phenomena that 
the model is intended to address [5]. Recently, 
such mathematical models have become suffi-
ciently sophisticated to provide important 
insights regarding whole-body human energy 
metabolism and body weight regulation. This 
chapter will provide an overview of our compu-
tational modelling efforts in this field and their 
application to understanding and treating obe-
sity, including their potential role in obesity 
pharmacotherapy.

 Energy Balance

At the whole-body level, models of human 
energy regulation and macronutrient metabo-
lism are constrained by conservation principles 
and knowledge of the main metabolic pathways 
that contribute to metabolic imbalances and 
body composition changes. For example, most 

mathematical models of energy regulation 
make the assumption that weight change is 
determined by an imbalance between dietary 
energy intake and the energy expended by the 
body to maintain life and perform physical 
work. The theoretical underpinning of this 
energy balance concept is the first law of ther-
modynamics, and all valid models of whole-
body metabolism are constrained to obey the 
energy balance equation:

 

d

dt
BW EI EEr( ) = −

 
(11.1)

where the left side of the equation is the rate of 
change of body energy stores with BW being the 
body weight and ρ being an energy density con-
verting between units of metabolizable energy 
and mass. The right side is the energy imbalance 
between the body’s energy intake rate, EI, and 
the energy expenditure rate, EE. Any of the terms 
in the energy balance equation can depend on 
time, t, as well as other parameters. In particular, 
the three terms of the energy balance equation are 
highly interdependent [6]. In the following sec-
tions, I will describe the various components of 
the energy balance equation and some mathemat-
ical models that have been developed to represent 
each component.

 Energy Storage and Body 
Composition

A simple translation between the energy imbal-
ance and the rate of weight change in Eq. 11.1 
occurs only if the energy density of the weight 
change, ρ, is a constant parameter. However, the 
body is composed of a variety of chemical con-
stituents with widely varying energy densities. 
For example, fat has an energy density of about 
9.4 kcal/g, whereas protein and carbohydrate 
have metabolizable energy densities of about 4.7 
and 4 kcal/g, respectively [7]. Other major 
chemical constituents of the body (e.g., water 
and minerals) have energy densities of zero. 
Therefore, translating a given energy imbalance 
to a rate of weight change requires additional 
assumptions about the chemical composition of 
the weight change in terms of changes in body 
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fat, protein, and glycogen along with associated 
fluid shifts.

Figure 11.1a illustrates the composition body 
in terms of body fat and fat-free mass in example 
obese and lean men. [Women generally have a 
higher body fat content for the same weight and 
height, and computational modelling also 
accounts for sex differences in body composition 
and metabolism.] Obesity is characterized by a 
greatly expanded body fat mass, but also an 
increased amount of fat-free mass. Figure 11.1a 
also illustrates the chemical composition of the 
fat-free mass with water being its greatest com-
ponent. The absolute masses of body protein and 
bone mineral are also increased in obesity. 
Glycogen and cellular solids, such as potassium 
and nucleic acids, contribute a very small fraction 
of the fat-free mass.

Body fat, protein, and glycogen comprise the 
stored energy of the body and these stores must 
be mobilized when the diet is insufficient to meet 
the body’s energy requirements. Figure 11.1b 
illustrates the composition of the body in terms of 
its energy content with fat stored in adipose tis-
sue providing the overwhelming majority of the 
available stored energy, especially in obesity. 
Despite dietary carbohydrate typically providing 
the majority of the body’s energy demands on a 
daily basis, glycogen represents a relatively 

insignificant store of energy (~2,000 kcal). Body 
protein represents a substantial amount of energy, 
but in humans it is not a storage pool in the same 
sense as adipose tissue triglyceride. Rather, body 
proteins are functionally important and cannot be 
depleted by a significant fraction without serious 
complications and death. In contrast, fat stores 
represent a considerable energy reserve and body 
fat can be depleted to very low levels without 
substantial functional impairments [8, 9].

Long-term changes in body fat are accompa-
nied by changes in lean tissue mass whose 
metabolizable energy density is significantly less 
than that of body fat [10]. To model these longer- 
term body composition changes, Forbes hypoth-
esized that the proportion of weight change 
resulting from lean versus fat tissue is a nonlin-
ear function of body fat [11, 12]. The Forbes 
hypothesis has since been extended and vali-
dated to demonstrate that ρ is a nonlinear func-
tion of the body composition [13–15]. 
Nevertheless, for small changes of weight from 
an initial baseline, it is valid to approximate the 
nonlinear Forbes curve with a line, and the 
resulting slope gives a value for ρ. For moder-
ately overweight and obese individuals, the 
ρ = 3,500 kcal/lb (or 7,700 kcal/kg) is a reason-
able approximation, but this value significantly 
overstates ρ for lean individuals [10].
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 Energy Partitioning Models

The energy balance equation (Eq. 11.1) can be 
written as a pair of equations for the changes in 
both lean tissue, L, and body fat, F:

 

r

r

L

F

dL

dt
P EI EE

dF

dt
P EI EE

= ( )

( )( )

−

= − −1
 

(11.2)

Depending on assumptions about the chemical 
composition of lean mass changes, the corre-
sponding energy density, ρL, ranges between 1 
and 1.8 kcal/g, and the energy density of fat, ρF, is 
about 9.4 kcal/g [10]. The energy partition ratio, 
P, ranges between 0 and 1 and determines the 
proportion of an energy imbalance directed to 
and from lean versus fat mass.

Applying the Forbes hypothesis to the energy 
partition model reveals that P is a nonlinear func-
tion of F : P = C/(C + F) where C = 10.4 kg × ρL/ρF 
[13, 16]. The initial value of P can be quite 
diverse for individuals with very different fat 
mass. However, the nonlinearity of the Forbes 
body composition curve suggests that P is not a 
fixed parameter since it depends continuously on 
the fat mass, which can change considerably with 
large weight changes.

 Macronutrient Balance Models

While energy-partitioning models use the con-
cept of energy balance and a partitioning rule to 
constrain their behavior, a more physiologically 
detailed perspective considers the source of 
dietary energy in the form of carbohydrate, fat, 
and protein. The human body uses these three 
dietary macronutrients to both fuel metabolism 
and provide substrates for body constituents. The 
typical diet derives about 50 % of the energy 
from carbohydrate, 35 % from fat, and 15 % from 
protein [17]. However, these average diet propor-
tions can vary widely from person to person and 
also from day to day. Complex physiological 
mechanisms maintain normal functioning of the 
body despite marked fluctuations of diet quantity 
and composition.

A computational model has been developed 
that quantitatively tracks the metabolism of all 
three dietary macronutrients and simulates how 
diet changes result in adaptations of whole-body 
energy expenditure, metabolic fuel selection, and 
alterations in the major whole-body fluxes con-
tributing to macronutrient balance [18, 19]. The 
macronutrient balance model is mathematically 
represented by the following equations describ-
ing changes in the body’s energy stores of glyco-
gen (G), fat (F), and protein (P):

r

r e

C p f

F d excr

dG

dt
CI DNL GNG GNG G3P CarbOx

dF

dt
FI DNL KU

= − + + − −

= + − − 1−− −

= − −

e

r

k

P p

KTG FatOx

dP

dt
PI GNG ProtOx

( )  (11.3)

where ρC, ρF, and ρP are the energy densities of 
carbohydrate, fat, and protein, respectively. The 
macronutrient intake rates, CI, FI, and PI, refer to 
the metabolizable energy intake rates of dietary 
carbohydrate, fat, and protein, respectively. 
The rates of gluconeogenesis from amino 
acids and glycerol are indicated by GNGp and 
GNGf, respectively. The efficiencies of de novo 
 lipogenesis, DNL, and ketogenesis, KTG, were 

represented by the parameters εd and εk, respec-
tively. When the ketogenic rate increases, ketones 
are excreted in the urine at the rate KUexcr. Some 
flux of carbohydrates are provided for the pro-
duction of glycerol 3-phosphate, G3P, that is 
used in the synthesis of triglyceride. The oxida-
tion rates, CarbOx, FatOx, and ProtOx, sum to 
the energy expenditure rate, EE, less than the 
small amount of heat produced via flux through 
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ketogenic and de novo lipogenic pathways. 
Turnover of glycogen, fat, and protein and the 
corresponding energy costs are also included in 
the model.

The main model assumptions are that changes 
of the body’s energy stores are given by the sum 
of metabolic fluxes entering the pools minus the 
fluxes exiting the pools. Hence, the macronutri-
ent metabolism model obeys the first law of ther-
modynamics, and the most recent version was 
developed using published human data from 
over 50 experimental studies and was validated 
by comparing model predictions with the results 
from several controlled feeding studies not used 
for model development [19]. To date, this is the 
only mathematical model of human metabolism 
to consider all three dietary macronutrients and 
accurately simulate the metabolic and body 
composition changes in response to diet and 
physical activity changes in a wide variety of 
subject groups.

The macronutrient imbalances between dietary 
intake and metabolic utilization underlie changes 
of stored fat, glycogen, and protein and result in 
changes in the chemical composition of the body 
[18, 19]. To account for body water shifts with 
diets that vary in both macronutrient and sodium 
content, the model also simulates intracellular and 
extracellular fluid changes. Thus, the macronutri-
ent balance model leads to a detailed description 
of body composition dynamics, and the overall 
body weight change is just the sum of the indi-
vidual changes in body constituents. Importantly, 
the macronutrient balance model does not rely on 
empirical relationships between body fat and lean 
tissue mass (such as the Forbes curve) and pro-
vides a more detailed molecular level description 
of body composition [20].

 Energy Expenditure

For decades, weight-management professionals 
have used the energy balance equation (Eq. 11.1) 
to predict how body weight will change in 
response to a diet or physical activity interven-
tion. Unfortunately, the vast majority of these 
calculations assumed that the energy expenditure 
rate, EE, was a static quantity and the resulting 

time course of weight change was therefore lin-
ear in time [21–23]. However, we now know that 
energy expenditure is a dynamic quantity that 
depends of a variety of factors and body weight 
predictions using the static assumption drasti-
cally overestimate weight change, especially 
over long time scales.

Improving body weight predictions requires a 
dynamic model of energy expenditure and its 
determinants. Figure 11.2 depicts the various 
components of energy expenditure in example 
sedentary lean and obese men. The obese man 
requires several hundred additional kcal/day to 
maintain his increased weight compared to the 
lean man. While this general dependence of 
weight on energy expenditure may be captured 
using a simple model of body weight alone, 
more realistic models have been developed that 
represent the dynamic changes in the various 
components of energy expenditure: the thermic 
effect of food, resting energy expenditure, and 
physical activity expenditure.

 Thermic Effect of Food

The smallest component of the total energy 
expenditure rate in humans is the thermic effect 
of food (also sometimes called “diet-induced 
thermogenesis” or “specific dynamic action”) 
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defined as the increase of metabolic rate observed 
for several hours following the ingestion of a 
meal. The thermic effect of food is believed to 
represent the energy cost of digestion and 
absorption as well as the storage and metabolic 
fate of dietary macronutrients [24]. While the 
precise mechanisms underlying the thermic 
effect of food are not fully understood, there is a 
clear dietary macronutrient hierarchy in the 
magnitude of the metabolic rate increase after 
feeding, with protein causing a greater incre-
ment than carbohydrate which is greater than 
that of fat. The computational model of macro-
nutrient balance model accounts for this hierar-
chy [18, 19], but other energy balance and energy 
partition models ignore the macronutrient effect 
and assume that thermic effect of food is given 
by an overall proportion of energy intake, typi-
cally between 7 and 14 %.

 Resting Energy Expenditure

The resting energy expenditure (REE) corre-
sponds to the energy expended by the body when 
not performing physical work and is typically the 
largest contribution to the total energy expendi-
ture rate. Contrary to popular belief, obese people 
generally have a higher absolute REE compared 
to lean people (see Fig. 11.2). Readily available 
clinical measures (e.g., sex, height, weight, and 
age) have been used along with REE measure-
ments to generate empirical equations with REE 
being an increasing function of body weight, 
commonly a linear or a power law relationship. 
While several mathematical models of body 
weight dynamics have used this simplified 
approach to modelling REE [25–27], it has long 
been recognized that the main contributor to the 
REE is the fat-free mass since it comprises the 
metabolically active tissues of the body [28].

Fat-free mass is elevated in obesity along with 
the increased body fat mass (see Fig. 11.1) which 
also contributes a small amount to increased rest-
ing energy expenditure. The linear relationship 
between resting energy expenditure and fat-free 
mass is identical in obese and lean people [28, 
29]. This means that the elevated resting energy 

expenditure in obesity is generally in line with 
what is expected for their body composition.

While fat-free mass, and to a lesser extent fat 
mass, are good predictors of REE, such models 
explain only about 70 % of interindividual REE 
variability such that for a given body composition 
the REE standard deviation is about 300 kcal/day 
[28, 29]. Since there is a large range of specific 
metabolic rates among various organs that con-
tribute to the fat-free mass [30], some of this 
residual REE variability may be due to differ-
ences in organ masses. Magnetic resonance 
imaging methodologies have been used to quan-
tify organ sizes, and using assumptions regarding 
the organ-specific metabolic rates, REE predic-
tion equations that sum the individual metabolic 
rates of various organs explain about 80 % of the 
REE variability [31–33]. Thus, increasingly 
detailed knowledge of the body composition may 
improve REE predictions.

The computational model of macronutrient 
balance [19] incorporated how changes in the 
sizes of various organs affect REE, assuming lin-
ear relationships between changes of fat-free 
mass and various organ sizes based on cross- 
sectional data from 110 men and women with 
body mass index between 18 and 37 kg/m2 
(D. Gallagher, personal communication). Of 
course, longitudinal organ mass changes with 
weight gain and loss need not follow the cross- 
sectional relationships, and this possibility 
requires experimental investigation.

Another potentially important contributor to 
REE dynamics may involve flux changes through 
various energy-requiring metabolic pathways. 
The major macronutrient fluxes of gluconeogen-
esis, de novo lipogenesis, triglyceride synthesis, 
and protein turnover all affect energy  expenditure, 
and these flux rates can be significantly influ-
enced by both the energy content of the diet as 
well as the diet composition. For example, the 
breakdown and resynthesis of body fat requires 8 
molecules of adenosine triphosphate [ATP] per 
molecule of triglyceride [34], and the flux through 
this pathway is strongly influenced by dietary 
carbohydrate via insulin’s inhibition of lipolysis. 
Similarly, protein synthesis requires 4 ATP per 
peptide bond plus 1 ATP for amino acid transport 
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[35]. Such energy-requiring metabolic fluxes 
may explain the observed energy cost of tissue 
deposition that is especially important during 
growth and weight gain [36].

 Physical Activity Expenditure

The physical activities of humans typically 
involve locomotion, and the energy costs are 
determined by the duration and intensity of phys-
ical activity in proportion to the overall body 
weight [37]. Thus, obese and lean people can 
have similar daily energy costs for physical activ-
ity despite obese people typically being less 
active. With weight loss, it costs less energy to 
perform most physical activities, and therefore, 
the physical activity expenditure typically 
decreases unless the quantity or intensity of phys-
ical activity increases to compensate.

Mathematical models of human energy expen-
diture include the body weight effect on physical 
activity expenditure. Some models further subdi-
vide physical activity expenditure into volitional 
activities (e.g., exercise) and low intensity spon-
taneous physical activity or “non-exercise activ-
ity thermogenesis” (NEAT) [19, 26, 27].

 Adaptive Thermogenesis 
and Metabolic Adaptation

During active weight loss, both REE and total 
energy expenditure have been observed to decrease 
to an extent greater than expected based on the 
measured body weight and composition changes 
[38–42]. Furthermore, this increased energy effi-
ciency appears to persist once energy balance is 
established at a lower body weight [43], although 
the magnitude of this persistent effect is smaller 
than during active weight loss and its existence has 
been controversial [44, 45]. Conversely, overfeed-
ing and weight gain can result in highly variable 
increases of energy expenditure that can be greater 
than expected based on the observed weight gain 
[46, 47]. Collectively, these phenomena have been 
called “adaptive thermogenesis” [41, 48] or “met-
abolic adaptation” [49, 50].

The energy partition models of Hall et al. incor-
porated adaptive thermogenesis as an additive 
term that was a linear function of the change in 
energy intake from baseline [14, 22, 51]. In these 
models, the value of the adaptive thermogenesis 
parameter was chosen to match changes in overall 
energy expenditure measured before and after 
approximately stable weight loss [14]. When 
active weight loss is followed by subsequent 
weight stabilization, the change in energy intake 
required for the weight loss phase is greater than 
that required for weight stabilization at the reduced 
weight. Thus, modelling adaptive thermogenesis 
as a function of energy intake change has the natu-
ral consequence of decreasing energy expenditure 
more during situations of active weight loss com-
pared to maintaining a stable lower weight, in 
agreement with observations [44].

Experimental quantification of the adaptive 
thermogenesis magnitude depends on the defini-
tion of the “expected values” for REE and total 
energy expenditure. Typically, cross-sectional 
regression equations are used to calculate the 
expected values using for REE and energy expen-
diture measurements derived either from baseline 
body composition data in the same subjects [40, 
42, 50] or from a separate group of similar sub-
jects [38, 39]. But such expected values for REE 
and energy expenditure ignore the possible 
changes in organ size distribution as well as 
changes in fluxes through energy-requiring meta-
bolic pathways during over- or underfeeding 
described above. Whether such considerations 
can explain the observed changes in energy effi-
ciency is unclear.

The computational model of macronutrient bal-
ance that accounts for alterations of energy- 
requiring metabolic fluxes as well as organ mass 
changes also required a model of adaptive thermo-
genesis to explain the observed average decrease 
in both REE and total energy expenditure with 
weight loss [18, 19]. Adaptive thermogenesis was 
modeled as a linear function of the reduction in 
energy intake below baseline and was used to sup-
press the metabolic rate of all organs as well as 
reduce the energy expended in spontaneous physi-
cal activity. The mechanistic basis of such a meta-
bolic adaptation is unclear but may be related to 
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reduced sympathetic drive or blunted thyroid 
activity, possibly as a result of decreased circulat-
ing leptin [41, 49, 52–55].

Figure 11.3 shows the computational model 
simulation of the classic results of Leibel 
et al. [40] whose metabolic ward study provided 
obese subjects with an 800 kcal/day liquid 
 formula diet until subjects had lost 10 % of 
their initial weight, after which the energy 
intake of the liquid formula was increased to 
achieve weight stability for at least 2 weeks. 
After measuring body composition and energy 
expenditure during weight maintenance at 
10 % weight loss, subjects were returned to 

the 800 kcal/day diet until 20 % weight loss 
when the energy intake was again increased to 
stabilize body weight and make final measure-
ments. Figure 11.3a illustrates the simulated 
dynamic changes in both total and resting 
energy expenditure in the solid and dashed 
curves, respectively. Without adjusting any 
model parameters (other than the initial condi-
tions to match the baseline data), the model 
accurately reproduced the average energy 
expenditure data and demonstrated the highly 
dynamic nature of the metabolic adaptations. 
Both resting and total energy expenditure 
 rapidly decreased following the onset of the 
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reduced energy diet but increased after body 
weight stabilized at a lower level, albeit at a 
value that was significantly lower than the 
expenditure rate prior to weight loss. 
Figure 11.3b illustrates that the computational 
model also correctly simulated the observed 
body composition changes observed by Leibel 
et al. [40] based on the calculated macronutrient 
and water imbalances that accumulated over the 
course of the study.

 Energy Intake

Human eating behavior is extraordinarily com-
plex. Eating behavior is determined by dynamic 
interactions between homeostatic, hedonic, and 
cognitive processes. Our cognitive choices about 
when to eat are modulated by homeostatic hun-
ger as well as the availability of food, the social 
context, our response to environmental food cues, 
and our habitual eating times. Food choice and 
how much we eat are also under cognitive control 
but strongly influenced by appetite, food variety, 
portion size, social context, habits, satiety, and 
the reward value of the food. Homeostatic hunger 
enhances, and satiety attenuates, both food and 
nonfood rewards and activation of hedonic cir-
cuits may override homeostatic satiety signals 
thereby facilitating eating in the absence of phys-
iological hunger. We are only now beginning to 
understand this system, and quantitative mathe-
matical models of these processes have not yet 
been developed in humans. A major barrier to the 
development of quantitative models of food 
intake is our  current inability to make accurate 
measurements of this variable on the relevant 
time scale for addressing the question of obesity 
and its treatment [56].

 Relevant Time Scale of Energy Intake

Human weight change and the development of 
obesity is a slow process. Mathematical model-
ling can be used to quantify the relevant time 
scale, and any model of human energy metabo-
lism and body weight change can be linearized 

around a baseline body weight value, BW0, to 
yield:

 

dBW

dt

EI BW BW

p̂
=

−D
t

−
( )0

 
(11.4)

where ΔEI is the change in energy intake from 
an energy-balanced baseline, p̂  is the effective 
energy density of the weight change, the 
time constant, t e= p̂ / , sets the characteristic 
time scale of the system, and the parameter ε 
defines how energy expenditure depends on the 
weight change [22]. Using typical model param-
eter values, the characteristic time scale is 
approximately 1 year. This means that a step 
change in energy intake takes several years to 
fully play out and result in a new steady-state 
body weight. Furthermore, the long time scale 
implies that measuring short-term changes in 
energy intake in laboratory settings are of limited 
utility for understanding the natural development 
of obesity or its treatment.

 Measuring Long-Term Energy Intake

Given the importance of long-term energy intake 
on determining body weight change in humans, 
it is unfortunate that this variable is so difficult 
to measure in free-living conditions [56–58]. 
While the doubly labeled water method is the 
gold standard for estimating the average rate of 
carbon dioxide production, this measurement is 
expensive and must be combined with assump-
tions about average metabolic fuel mix and 
measurements of body composition changes 
to calculate an estimate of average free-living 
energy intake [59]. Recently, dynamic mathe-
matical models have begun to tackle the impor-
tant problem of estimating changes in human 
free-living energy intake.

Jordan et al. demonstrated how a dynamic 
mathematical model can be used to quantita-
tively integrate longitudinal body composition 
data with repeated doubly labeled water mea-
surements to calculate dynamic estimates of 
average free-living energy intake, energy expen-
diture, as well as the respiratory quotient [60]. 

11 Computational Modelling of Energy Metabolism and Body Composition Dynamics



274

Furthermore, the study demonstrated how vari-
ability in the experimental measurements [the 
model inputs] influenced the calculated time 
courses of energy intake, energy expenditure, 
and respiratory quotient [the model outputs]. 
While this model was applied to data from grow-
ing infants over their first 2 years of life [61, 62], 
the methodology is equally applicable to weight 
gain or loss data in adults.

In the absence of doubly labeled water or body 
composition data, Hall et al. proposed a method 
for calculating changes in adult energy intake 
using only repeated body weight measurements 
along with a dynamic mathematical model of 
adult energy metabolism and body composition 
change [19, 22, 51, 63]. Hall et al. have recently 
used such methods to help interpret the results of 
outpatient weight loss interventions [19, 22]. 
Such programs ubiquitously result in a period of 
weight loss that plateaus after about 6–8 months 
and often followed by slow weight regain [64, 
65]. Using the longitudinal measurements of 
body weight, Hall et al. applied different mathe-
matical models to estimate the changes of free-
living energy intake underlying the typical weight 
loss, plateau, and regain trajectory. The conclu-
sion was that the plateau was primarily due to a 
short-lived adherence to the diet intervention that 
was progressively relaxed to return to the pre-
intervention level within the first year thereby 
leading to slow regain in subsequent years. 
Slowing of metabolic rate was found to play a 
secondary role in the weight plateau and regain 
trajectory. This interpretation differs markedly 
from the usual explanation that focuses on meta-
bolic slowing as the prime culprit responsible for 
weight plateaus within the first year of an inter-
vention [64, 66].

While calculating the free-living energy intake 
of groups over time is useful for data interpreta-
tion, predicting individual energy intake changes 
would be extremely valuable for assessing diet 
adherence during a weight loss program. Hall 
and Chow recently introduced a relatively simple 
methodology for using longitudinal weight mea-
surements to estimate energy intake changes 
along with an explicit calculation of the confi-
dence interval of the estimate, a useful metric for 
assessing individual diet adherence [63].

 Computational Models of Mouse 
Metabolism and Body Weight 
Dynamics

Mouse models have proven to be particularly 
insightful for identifying molecular mechanisms 
of body weight regulation, and mouse models are 
routinely used in preclinical investigation of 
novel obesity therapeutics. But it is often unclear 
whether any observed body weight changes are 
the result of altered energy intake, expenditure, 
or both. While accurate and frequent measure-
ments of food intake and weight change in mice 
can be performed over extended time periods, the 
same cannot be said of energy expenditure mea-
surements. Rather, expensive indirect calorime-
try systems are increasingly being used to 
measure energy expenditure and respiratory 
exchange over periods of a few days, but the mice 
are typically removed from their normal environ-
ment which can alter their behavior [67]. For 
example, the indirect calorimetry procedure can 
cause weight loss in mice that had previously 
been gaining weight in their home cages [68].

Guo et al. developed a mathematical method 
based on the law of energy conservation that used 
the measured body weight and food intake 
changes as model inputs to calculate the underly-
ing energy balance and fuel selection dynamics 
[69]. The model predicted daily energy output, 
RQ, and net fat oxidation during the development 
of obesity and weight loss in male C57BL/6 mice 
consuming various ad libitum diets over several 
weeks while mice were housed in their home 
cages. Such methods will likely become increas-
ingly important as the challenges of indirect calo-
rimetry in mice are more widely recognized.

A mathematical model has recently been devel-
oped to predict the dynamics of body weight and 
fat mass in male C57BL/6 mice [70]. The model 
includes the cost of tissue turnover and deposition, 
physical activity, diet-induced thermogenesis, and 
the influence of body composition on metabolic 
rate. The model was calibrated using previously 
published data [71] and was validated by compar-
ing its predictions to measurements from an inde-
pendent validation study of five groups of male 
C57/BL6 mice provided ad libitum access to either 
chow or high-fat diets for varying time periods. 
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The model coefficients relating energy expendi-
ture to body composition also agreed with previ-
ous independent estimates [72]. Metabolic fuel 
selection was predicted to depend on a complex 
interplay between diet composition, the degree of 
energy imbalance, and body composition.

Gennemark et al. recently adapted this model to 
help characterize the pharmacodynamics of com-
pounds to treat obesity [73]. They implemented a 
pharmacokinetic model of an experimental com-
pound which was connected to the computational 
model of mouse energy balance and body compo-
sition dynamics. The resulting model was used to 
quantitatively investigate the effects of the drug on 
mouse energy intake and expenditure dynamics 
along with the corresponding changes in body 
weight and composition. This study illustrates the 
potential use of computational modelling in pre-
clinical investigations to quantitatively integrate 
the results of experimental studies and obtain a 
comprehensive picture of energy metabolism and 
body composition dynamics.

 Implications of Computational 
Modelling for Obesity and Its 
Treatment

 Modelling Populations and Policy 
Interventions

Mathematical models are also beginning to be 
used to predict the weight changes of entire pop-
ulations. For example, Church et al. investigated 
the role of reduced occupational physical activity 
on the development of the US obesity epidemic 
[74]. This study used the dynamic mathematical 
model of Thomas et al. [26, 27] to simulate the 
changes in adult body weight corresponding to 
the calculated decreases in occupational physical 
activity over the past half century. Assuming that 
energy intake remained constant over this time 
period, the authors found that the observed 
increase in the average weight of men and women 
closely matched the model predictions.

The conclusion of Church et al. was that the US 
obesity epidemic was almost fully explained by 
the progressive decrease in occupational physical 
activity. However, this conclusion is complicated 

by the fact that the Thomas weight change model 
has not been validated for predicting the effects of 
altered physical activity. There is good reason to 
believe that the Thomas model overestimates the 
predicted weight change because it assumes that 
changes in any component of energy expenditure 
are positively correlated to changes in spontaneous 
physical activity or non-exercise activity expendi-
ture [26, 27]. Hence, decreased occupational phys-
ical activity was assumed to lead to concomitant 
decreases in spontaneous physical activity – a 
property that is highly questionable and signifi-
cantly limits the model’s utility [75].

In another example of population modelling, 
Hall et al. employed a validated mathematical 
model of human weight change to address the 
question of whether changes in the US food sup-
ply could account for the increase in average US 
adult body weight since the 1970s [51]. The 
model calculated that an average progressive 
energy intake increase of about 250 kcal/day per 
person was required to generate the US adult 
obesity epidemic (assuming no changes in physi-
cal activity). This increment in food intake pales 
in comparison to the rate of increase in the per 
capita US food supply, which was about triple 
this amount over the same time period. Therefore, 
the authors calculated that per capita food waste 
has progressively increased by 50 % since 
the 1970s such that two-thirds of the increased 
food available was not eaten. This result was cor-
roborated by independent data from the US 
Environmental Protection Agency who measured 
a parallel 50 % increase in per capita food waste 
in municipal landfills.

Using the dynamic simulation model of Hall 
et al. [22], Lin et al. estimated the impact of taxa-
tion policies for caloric sweetened beverages on 
the prevalence of overweight and obesity in the 
USA [76]. The authors compared the model- 
predicted changes in obesity prevalence to pre-
dictions obtained using the static 3,500 kcal per 
pound weight loss model that does not account 
for dynamic changes of energy expenditure. The 
dynamic model simulations predicted that pro-
posed taxation policies will result in a modest 
decrease in overweight and obesity prevalence 
that is substantially less than the previously cal-
culated values using the static model [77]. 
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Unfortunately, economists and public health pro-
fessionals have a long history of using the errone-
ous static weight loss rule when evaluating the 
potential efficacy of population-wide interven-
tions for obesity. As emphasized in this chapter, 
such methods should be replaced by dynamic 
models that simulate the known changes in 
energy expenditure.

 Clinical Obesity Management

Weight management professionals are often 
faced with providing concrete answers to ques-
tions like: How much weight will I lose if I start 
jogging and cut back on snacks? What diet and 
exercise program would be required to lose 
20 lb [approximately 9 kg] in the next 6 months? 
How can I maintain my goal weight once it is 
reached? Reputable health and nutrition organi-
zations around the world have attempted to 
address such questions by advising that a 
500 kcal per day reduction of food intake or 
increase in exercise expenditure will lead to a 
steady rate of weight loss of about 1 lb (approxi-
mately 0.45 kg) per week [78–81]. This simple 
weight loss prediction overestimates the actual 
rate of weight loss primarily because it ignores 
the dynamic changes in energy expenditure dis-
cussed in the section “Energy Expenditure” [21, 
22]. Furthermore, it provides no accounting for 
differences between individuals and no advice 
about maintenance of lost weight.

Dynamic models can be used to accurately 
predict how changes in diet and physical activity 
affect body weight and body composition over 
time. For example, building on a steady-state 
model of human weight change that was cali-
brated using data on long-term changes in body 
composition and energy expenditure [14], Hall 
et al. developed and validated a dynamic simula-
tion model that calculates how factors such as 
diet and exercise can alter energy expenditure 
over time and thereby lead to dynamic changes of 
weight and body fat [22]. The model found that 
people with higher body fat can expect greater 
weight change with the same change in diet 

though it will take longer to reach a stable body 
weight than people with less body fat. Previous 
methods and tools used to estimate weight 
changes did not consider these important physi-
ological differences between individuals.

A web-based implementation of the model 
[http://bwsimulator.niddk.nih.gov] provides 
accurate predictions of how long it will take for 
different people to reach their weight goals for a 
given change of diet or physical activity. This 
tool can be used to plan weight-management 
interventions, track progress, help people reeval-
uate their goals, and tailor the pace of weight 
loss. Most importantly, the tool offers a plan for 
the permanent lifestyle changes required to main-
tain weight loss and avoid weight regain. 
Recently, the model’s applicability was investi-
gated in a real-world setting of a medical weight 
loss clinic and was determined to provide accu-
rate predictions in highly adherent patients as 
well as alert the clinician when weight loss veers 
outside the expected range [82].

 Pharmacological Obesity Therapies

Most obesity drugs work in humans by decreas-
ing metabolizable energy intake with minor 
effects on energy expenditure [83]. However, 
only recently have energy intake changes during 
long-term obesity pharmacotherapy been quanti-
fied [84]. Göbel et al. used repeated mean body 
weight measurements along with a validated 
mathematical model of human metabolism to 
calculate energy intake changes during long-term 
obesity pharmacotherapy with 14 different drugs 
or drug combinations from randomized, placebo- 
controlled trials. Despite the variety obesity phar-
macotherapies investigated, Göbel et al. 
discovered a universal exponential time course 
with early large decreases in metabolizable 
energy intake followed by a slow waning of the 
drug effect to a much smaller persistent reduction 
in energy intake [84]. Different drugs could be 
characterized and compared with each other 
using three simple parameters describing the uni-
versal exponential pattern.
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Does the exponential waning of the drug effect 
on energy intake during obesity pharmacother-
apy imply that clinically significant weight loss 
cannot persist over the long term? Current regu-
latory guidance for the development of obesity 
therapeutics places an efficacy target at >5 % 
weight loss compared to placebo over a period of 
at least 1 year [85]. Fortunately, computational 
models of human energy metabolism demon-
strate that the early reduction in energy intake 
required for short-term weight loss is substan-
tially greater than that required to subsequently 
maintain lost weight [22]. Thus, the observed 
exponential waning of obesity pharmacotherapy 
on energy intake does not necessarily mean that 
weight regain is inevitable.

Table 11.1 illustrates model-predicted changes 
in energy intake required to achieve an efficacy 
target of 5 % weight loss in 6 months in compari-
son to the energy intake changes required to sub-
sequently maintain this lost weight [22]. For 
example, an intervention delivered to an average 
obese woman with a body mass index of 40 kg/
m2 would need to result in an average decrease in 
calorie intake of about 350 kcal/day from her 
usual diet over the entire 6-month period to 
achieve a 5 % weight loss. In contrast, maintain-
ing the lost weight after 6 months would require 
that the persistent effect of the intervention 
reduce energy intake by only 90 kcal/day below 
her baseline diet. This persistent reduction of 
energy intake is about what has been achieved 
with obesity pharmacotherapies investigated by 
Göbel et al. [84].

Mechanistic computational models can also be 
used to provide quantitative estimates of how 
hypothesized interventions affecting various com-
ponents of macronutrient metabolism, energy 

expenditure, or food intake might lead to altera-
tions in metabolism, body weight, and body com-
position over time. For example, the potential of 
activating or inducing brown adipose tissue has 
recently been considered as a possible obesity 
therapy [86]. Existing computational models of 
human metabolism could be adapted to simulate 
the effect on body composition of increased 
energy expenditure of brown adipose tissue as 
well as its impact on fat and carbohydrate oxida-
tion over extended time periods. Such modelling 
could help follow the logical downstream conse-
quences of various assumptions and quantitatively 
investigate hypotheses about how potential coun-
ter-regulatory increases in energy intake might 
limit changes in body weight and fat mass.

 Childhood Obesity

Computational modelling of childhood energy 
metabolism and body composition dynamics is 
complicated by the processes of growth and 
development, with boys and girls having differ-
ent patterns of body fat deposition as well as dif-
fering rates of growth. Recently, a validated 
 mathematical model of childhood energy 
metabolism was developed that accounts for 
healthy growth in boys and girls, the develop-
ment of childhood obesity, and makes quantita-
tive predictions about weight-management 
interventions [87].

The computational model showed that the 
development of childhood obesity requires a 
much greater increase in energy intake compared 
to adults and was much greater than previous 
estimates that did not properly account for meta-
bolic changes as children grow. The model also 

Table 11.1 Comparison of the energy intake change required for 5 % weight loss in 6 months to the permanent change 
in energy intake to maintain the lost weight

Initial 
BMI (kg/m2)

Men Women

5 % weight loss in 
6 months (kcal/day)

5 % weight loss 
maintenance (kcal/day)

5 % weight loss in 
6 months (kcal/day)

5 % weight loss 
maintenance (kcal/day)

30 −300 −100 −260 −70
40 −420 −110 −350 −90
50 −550 −120 −480 −100
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showed that there might be windows of therapeu-
tic opportunity when children can outgrow obe-
sity without necessarily losing weight. By timing 
a weight-management intervention over the 
course of a growth spurt, it may be possible to 
harness the power of growth to substantially 
reduce body fat while at the same time increasing 
muscle mass. If the child is not too overweight at 
the start of the intervention, he may be able to 
outgrow obesity without even losing weight. 
Because boys typically have a higher growth 
potential than girls, the model found that timing a 
weight-management intervention to occur during 
a growth spurt might be particularly effective in 
overweight boys. Nevertheless, overweight girls 
would also likely benefit from such a strategy but 
might have to lose some weight to normalize 
their body fat.

 Conclusions and Future Directions

In the early twentieth century, Julian Huxley elo-
quently expressed the potential utility of mathe-
matical modelling in biology, as well as the 
widespread resistance to this idea:

…there appears still to linger a distrust of the appli-
cation of even such elementary mathematics to bio-
logical problems. The usual criticism is that the 
formulae arrived at may have a certain convenience, 
but can tell us nothing new, and nothing worth 
knowing of the biology of the phenomenon. This 
appears to me to be very ill-founded. In the first 
place, to have a quantitative expression in place of a 
vague idea of a general tendency is not merely a 
mild convenience. It may even be a very great con-
venience, and it may even be indispensable in mak-
ing certain systematic and biological deductions. 
But further, it may suggest important ideas as to the 
underlying processes involved; …there are certain 
hypotheses which square with the formula, others 
which do not: without the quantitative expression, 
we should be largely theorizing in the air [88].

More than 80 years after Huxley penned these 
lines, it is unfortunate that a distrust of mathe-
matical and computational modelling as applied 
to biology remains somewhat prevalent. 
Nevertheless, there is an increasing acceptance 
that biology is now a quantitative discipline 

 generating vast amounts of data and that compu-
tational models will be required to properly 
understand these complex systems [2, 89].

In this chapter, I have tried to illustrate how 
computational models of human energy metabo-
lism can highlight knowledge gaps, integrate 
metabolic data within a broader context of knowl-
edge, make testable predictions, and thereby help 
design new experiments that will both improve 
the models and our understanding of the overall 
system. In addition to helping obesity research, 
computational modeling has practical implica-
tions for clinical weight management as well as 
evaluating policies to address obesity at the pop-
ulation level and the development of pharmaco-
logical approaches to treating obesity.

Despite significant progress thus far, much 
work remains for improving and expanding the 
existing mathematical models of human energy 
regulation and body composition change. For 
example, even the most detailed computational 
models macronutrient metabolism implicitly rep-
resent the effect of hormones such as insulin, but 
an explicit representation of organ systems along 
with concentrations of hormones and metabolites 
would be desirable, especially on shorter time 
scales so that the response to individual meals 
could be simulated. The anatomical location of 
body fat, especially in visceral adipose tissue, has 
profound clinical importance, and mathematical 
models have only just begun to capture the rela-
tionship between body fat changes in various 
depots during weight loss and gain [90, 91]. 
Furthermore, current computational models do 
not yet address the potential role of brown adi-
pose tissue or the gut microbiota in human energy 
metabolism. By addressing these issues through 
the iterative process of model development and 
experimental testing, computational modeling of 
human metabolism is likely to continue to make 
significant contributions to our understanding of 
the etiology of obesity and its treatment.
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        Introduction 

 Therapeutic development is appropriately among 
the most intensively regulated enterprises of any 
kind. A general knowledge of regulatory require-
ments and expectations is important for clinical 
investigators, scientists, and other profession-
als involved in early clinical research. Involving 
highly interdependent scientifi c disciplines, 
modern therapeutic regulation is at its heart a 
body of scientifi cally derived practices and meth-
odologies defi ned and established by policies, 
regulations, and laws. Therapeutic regulation is 
therefore neither entirely prescriptive nor intui-
tive. It has a vocabulary and jargon unto itself, 
which must be learned and practiced as any other 
foreign language, to enable effective communi-
cation and operations. 

 The intent of this chapter is to equip those 
interested in the transition from therapeutic 
discovery and earlier phases of metabolic ther-
apeutic development with suffi cient knowledge 
of the subject for their participation in regu-
lated research. Necessarily, the chapter’s scope 
is limited, starting with a focus on the area 
of diabetic and cardiometabolic therapies—
though much of the information provided 
applies to other therapeutic areas. On the other 
hand, this chapter will nominally cover the 
spectrum of therapeutic products aimed at the 
treatment of diabetes, prevention of diabetic 
complications, and reduction of cardiovascular 
risk. This includes conventional drugs (small 
molecules), smaller peptide products like insu-
lin, and large, complex molecules like mono-
clonal antibodies. 

 As a regrettable compromise with pragma-
tism, this chapter will emphasize the US Food 
and Drug Administration (FDA) and only pass-
ingly cover the other major regulatory authori-
ties. The European Medicines Agency (EMA) 
and other regional and national authorities have 
become peers of FDA in almost every respect. 
Early clinical development work is just as often 
conducted outside of the USA, and so even for 
US-based researchers, a familiarity with the 
major differences in global regulatory approaches 
is important.  

    Background 

    History 

 The history of drug regulation in the USA is 
interesting, sometimes quirky, and often marked 
by tragedy. The original Pure Food and Drug Act 
passed by Congress in 1906, the Federal Food, 
Drug, and Cosmetic (FDC) Act of 1938 (which 
required that new drugs be demonstrated to be 
safe before marketing), and other major FDA- 
related legislations were generally in response 
to disasters in which deaths resulted from toxic 
products sold as drugs. This provenance explains 
FDA’s identity as the oldest comprehensive con-
sumer protection agency in the USA, if not the 
world. 

 FDA’s origin as a therapeutic regulatory 
agency can be traced back to the appointment in 
1848 of Lewis Caleb Beck in the Patent Offi ce 
to perform chemical analyses of agricultural 
products. This responsibility was transferred to 
the Department of Agriculture in 1862. Harvey 
Washington Wiley, Chief Chemist of the Bureau 
of Chemistry in the Department of Agriculture, 
was the driving force behind the 1906 Pure 
Food and Drugs Act. It was not until 1930 that 
the name of the Food, Drug, and Insecticide 
Administration was shortened to the Food and 
Drug Administration under an agricultural appro-
priations act. FDA was also then transferred from 
the US Department of Agriculture (USDA) to the 
Federal Security Agency, which later became the 
Department of Health, Education, and Welfare 
(HEW), and is today the Department of Health 
and Human Services. Nonetheless, to this day, 
FDA’s budget is appropriated in Congress under 
the Agriculture Bill. Viewing FDA as a consumer 
protection agency is relevant and important today 
as a means of understanding its regulatory per-
spective in overseeing clinical investigation. 
Unlike the USDA, which traditionally has been 
more of a farm and industry advocate, FDA sees 
that its fi rst responsibility is to protect the patient 
and the consumer. 

 It is appropriate to mention that the Insulin 
Amendment to the FD&C Act in 1941 required 
FDA to test and certify purity and potency of this 
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newly discovered peptide drug product. Regulation 
of insulin products has continued under the Public 
Health Service Act of 1944, which came to cover 
biologic products—naturally occurring and, more 
recently, biosynthetic. In 1985, FDA approved 
human insulin as the fi rst biosynthetically manu-
factured polypeptide therapeutic product. The 
FDA website contains a more detailed and fasci-
nating historical record of FDA [ 1 ].  

    Other Important Regulatory 
Authorities 

 National therapeutic authorities in Europe and 
Japan evolved over the past century or longer 
according to models that differ from FDA [ 2 ]. 
In general, these authorities have relied on aca-
demic experts and other consultants to make rec-
ommendations to relatively small bureaus within 
the health ministry. As a result of the European 
Common Market movement and the formation of 
the European Union (EU), a centralized medicines 
regulatory authority was founded in 1995 as the 
European Agency for the Evaluation of Medicinal 
Products. Now called the European Medicines 
Agency (EMA), this organization was established 
with funding from the EU and the pharmaceutical 
industry. The EMA was established to harmonize, 
but not replace, existing national medicine regu-
latory bodies. To this day, the national authori-
ties continue to operate both independently and 
as parties within the EMA. Medicinal products 
can be licensed through the individual national 
authorities or a centralized procedure that pro-
vides European- wide authorization. Other regions 
have come together to similarly harmonize regu-
latory requirements for their member states, i.e., 
the Gulf Co-Operative Countries (GCC) and 
the Association of South East Asian Nations 
(ASEAN) [ 3 ]. Several important differences 
between the European and US systems are rel-
evant to early clinical investigation and therapeu-
tic development. Early-phase clinical studies in 
Europe have traditionally been authorized by local 
review committees, which are similar to institu-
tional review boards (IRB) in the USA. These 
committees are responsible for  ethical review of 

protocols and clinical study conduct. However, 
unlike the IRB, the European review committees, 
for early studies, are vested with the overall legal 
responsibility of authorizing an experimental ther-
apy to be tested in humans [ 4 ]. 

 Another important difference is that, unlike 
FDA, European authorities do not have pub-
lic advisory bodies. FDA advisory committees 
play a substantial role in the therapeutic prod-
uct approval process [ 5 ]. These committees 
have accelerated some changes in policies at 
FDA. The most notable and relevant example is 
FDA’s requirement for pre-approval cardiovascu-
lar safety trials of new therapies for type 2 diabe-
tes. This requirement was put in place less than 
a year after an advisory committee was called 
to review evidence that rosiglitazone treatment 
was associated with an increased cardiovascular 
risk [ 6 ]. EMA and national authorities in Europe 
chose to take a case-by-case approach in whether 
to require prelicensing cardiovascular safety tri-
als [ 8 ], and EMA has generally not required 
them. FDA’s fi rm preapproval requirement of 
cardiovascular safety studies has had the impor-
tant benefi t of improving knowledge about a drug 
before it is marketed. However, the requirement 
has also had an enormous negative impact on the 
development of drugs for type 2 diabetes due to 
the resulting large increases in development time, 
costs, and overall risk of investment in this thera-
peutic class [ 7 ,  8 ]. 

 Differences between FDA and the EU affect 
drug development planning and procedures. While 
FDA has been more conservative on the cardio-
vascular safety issue, it is more liberal than EU 
authorities in the encouragement of the participa-
tion of women in early clinical studies. Protection 
of patient confi dentiality is a priority at FDA, but 
this protection is even more intense in the EU.  

    Global Regulatory Principles 
and Practices 

    ICH 
 One of the most important forces in the glo-
balization of therapeutic development is the 
emergence of ICH—mercifully short for “The 
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International Conference on Harmonisation 1  
of Technical Requirements for Registration of 
Pharmaceuticals for Human Use.” The drug reg-
ulatory harmonization movement began in the 
EC in the 1980s to facilitate progress toward a 
single European market for pharmaceuticals [ 9 ]. 
This success encouraged bilateral discussions 
between the governments of Europe, Japan, and 
the USA on pursuing an international process. 
Representatives of the regulatory agencies and 
industry associations of Europe, Japan, and the 
USA formed ICH in 1990. Soon after, Canada, 
Switzerland, and other national representatives 
were added. 

 The major contribution of ICH has been a 
large body of guidelines that have become law 
in Europe and Japan and adopted as guidances 
at FDA 2 . This body of guidelines/guidances is 
called the Tripartite ICH Guidelines on Safety, 
Quality and Effi cacy. Safety refers to nonclini-
cal guidances that outline the requirements for 
in vitro and animal testing. Quality refers to man-
ufacturing and analytical guidances that outline 
the requirements for demonstrating identity, level 
of purity, stability, and other properties of prod-
ucts to be used for clinical trials. Effi cacy refers 
to clinical guidances that provide the standards 
and procedures by which the products will be 
evaluated for intended use, including the many 
guidances that are more related to clinical safety 
than effi cacy. Draft and fi nal versions of the 50+ 
guidances can be found on FDA, EMA, PMDA 3 , 
and ICH websites. These ICH guidances are 
convenient references that summarize in read-
able form much of what is required or expected 
by FDA and other national authorities. These 
guidances do not replace the much larger body 
of FDA laws and regulations that have accumu-
lated over many decades and are dispersed across 
many different documents. The FDA-adapted 

1   Ironically, the title could not be completely harmonized. 
The British/French spelling continues to be used in the 
offi cial international title. FDA uses the American 
spelling. 
2   FDA adopted the ICH reports as guidances to avoid the 
much longer period of time that would have been required 
to make these laws or regulations. 
3   Pharmaceuticals and Medical Devices Agency of Japan 

ICH guidances are consistent with these regu-
lations and laws, but the latter apply when the 
ICH guidances are silent or not explicit on any 
given issue. The ICH guidances that are partic-
ularly important to early development include 
Good Clinical Practice (E6), Clinical Safety 
Data Management: Defi nitions and Standards for 
Expedited Reporting (E2A), Nonclinical Safety 
Studies for the Conduct of Human Clinical Trials, 
and Marketing Authorization for Pharmaceuticals 
[M3 (R2)]. 

 ICH has contributed two other products 
important to both early- and later-phase stud-
ies: the MedDRA (Medical Dictionary for 
Regulatory Activities) and the CTD (Common 
Technical Document), which is discussed in the 
next section. MedDRA serves as the international 
standard for coding adverse events for purposes 
of reporting to all major regulatory authorities, 
including FDA. MedDRA replaces a number of 
older systems that are now obsolete.  

    Common Technical Document (CTD) 
 The CTD represents an achievement of one of the 
overarching goals of ICH: to establish a format 
and content of documents that are accepted by 
all regulatory authorities as an application for 
licensing or approval of a therapeutic product. 
In effect, the CTD format and content are neces-
sary but insuffi cient to meet FDA’s requirements 
for a New Drug Application (NDA). Figure  12.1  
represents the sections of the CTD that are all 
that are necessary for European and Japanese 
submissions. The administrative section at the 
pinnacle of the diagram is not part of the CTD, 
and each country’s regulatory authority has its 
own requirements for that section. FDA uniquely 
requires that the raw data from nonclinical and 
clinical studies also be submitted in the applica-
tion so that independent statistical analyses can 
be performed by the agency. The CTD format has 
become relevant to early-phase research because 
FDA is now asking and will soon require inves-
tigational new drug applications (IND, which 
will be discussed below) to be submitted in this 
format. In addition to requiring the CTD format, 
FDA will soon require that the IND be submitted 
electronically in what is called eCTD format. ICH 
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has also  supported electronic submissions by pro-
viding the guidance eCTD: Electronic Common 
Technical Document Specifi cation (M2).

        Recent History in the FDA Review 
Divisions 

 More recent history of the FDA reviews involved 
in cardiometabolic therapeutic regulation is rel-
evant to early-phase investigation. This starts 
with understanding some evolutionary differ-
ences between what are now called the Division 
of Metabolism and Endocrinology Products 
(DMEP) and Division of Cardiovascular and 
Renal Products (DCaRP). DMEP maintains 
much of its heritage of approving drug prod-
ucts on the basis of reversing classic endocrine 
defi ciency states or reducing abnormal metabo-
lites such as blood glucose and cholesterol lev-
els. DCaRP has always had more of a focus 
on clinical outcomes, but this was accentuated 
by its experience with the Cardiac Arrhythmic 
Suppression Trial (CAST) [ 10 ]. In short, a class 
of drugs for treating ventricular arrhythmias 
was approved based on reduction of premature 
ventricular contraction rates, a surrogate end-
point expected to predict clinical benefi t. CAST 
was a post- approval outcome trial that dem-
onstrated a substantial disadvantage of these 

drugs on  survival. Almost all DCaRP approvals 
have since been based on outcome studies. The 
exception is approval of antihypertension agents, 
which continue to be based on reduction of 
blood pressure. DCaRP approved the fi rst indi-
cation for treatment of diabetic nephropathy, the 
angiotensin- converting enzyme inhibitor (ACEI) 
captopril, on the basis of doubling of serum cre-
atinine [ 11 ]. Compared to a simple treatment 
effect on creatinine clearance, creatinine dou-
bling has been viewed by the expert community 
as a quasi- clinical outcome, proximate to end-
stage renal failure [ 12 ]. Other ACEI and angio-
tensin receptor blockers (ARBs) have since been 
approved for this indication, and the indication 
has been extended to include patients with type 
2 diabetes. The only other diabetic complica-
tion indication approvals have been for diabetic 
macular edema [ 13 ] despite over two decades of 
major effort to develop aldose reductase inhibi-
tors for diabetic peripheral neuropathy and other 
diabetic complications [ 14 ]. 

 DMEP continues to approve therapies for dia-
betes on the basis of glycemic control as refl ected 
by haemoglobin A 1c  (HbA 1c ) and low-density 
lipoprotein (LDL) cholesterol-lowering agents on 
the basis of LDL cholesterol reduction [ 15 ,  16 ]. 
However, because of the controversy surround-
ing the increase of cardiovascular risks related 
to the thiazolidinedione agent  rosiglitazone 
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(Avandia™) [ 17 ], DMEP has required data 
from cardiovascular outcome trials to rule out a 
defi ned level of risk for increasing major adverse 
cardiovascular events (MACE) before approval 
of drugs for type 2 diabetes [ 18 ]. In addition to 
accepting LDL-C reduction as the regulatory 
effi cacy endpoint for cholesterol-lowering drugs, 
DMEP continues to accept reduction of very high 
levels (>500 mg/dL; >5.56 mmol/L) of triglyc-
eride as a regulatory endpoint for reduction of 
high triglyceride levels (and specifi cally not for 
reduction of cardiovascular risk) [ 19 ]. However, 
all other non-LDL lipid-lowering indications 
aimed at cardiovascular risk reduction, including 
triglyceride- lowering agents, require outcome 
trials [ 20 ]. Even some doubt has been raised 
about LDL cholesterol as continuing to be a suit-
able regulatory endpoint [ 21 ]. 

 Though these more recent issues pertain 
to late-stage and post-approval therapies, this 
understanding is relevant to early-stage investiga-
tion for several reasons. DMEP is busy, stressed, 
and perhaps more risk averse, which can have 
an impact on early IND review. Regulatory end-
points for assessment of effi cacy in the metabolic 
space, such as HbA 1c  and LDL cholesterol, are 
also increasingly debated. Even at the earliest 
phases of clinical investigation, sponsors are 
being pressured to show evidence of both safety 
and effi cacy that is superior to currently marketed 
products [ 22 ]. Early-phase investigators benefi t 
from understanding these dynamics since dif-
fi cult benefi t/risk judgments that must be made 
at the approval stage have an impact even on 
DMEP’s review of initial in-human studies.  

    How Therapeutic Products Are 
Regulated at FDA 

 FDA is a vast organization with regulatory 
responsibility for more than $1 trillion worth of 
consumer goods, roughly a quarter of consumer 
expenditures in the USA. This includes $466 
billion in food sales, $275 billion in drugs, $60 
billion in cosmetics, and $18 billion in dietary 
supplements [ 23 ]. Unlike any other therapeutic 
regulatory authority in the world, FDA has an 
enormous staff of experts and specialists. Most 

of its work is done without the help of outside 
experts. FDA’s budget in 2012 totaled $4.36 bil-
lion [ 24 ] and is expected to be about $4.7 billion 
in 2014 [ 25 ]. FDA is comprised of designated 
Centers with responsibility for regulating each of 
the major health product areas—drugs, biologics, 
and devices—as well as dietary supplements and 
food/nutrition. 

    Therapeutic Product Jurisdiction 
 The Center for Drug Evaluation and Research 
(CDER) is most likely to regulate the early clini-
cal research of most readers, but the Center for 
Biologics Evaluation and Research (CBER), the 
Center for Food Safety and Nutrition (CFSAN), 
and the Center for Devices and Radiologic Health 
(CDRH) could also be involved. A product appli-
cation will be assigned to the appropriate Center 
for review, but may be reviewed in some circum-
stances by more than one Center. For example, 
a dermal patch that delivers insulin would be 
reviewed by both CDER and CDRH. Some prod-
ucts may be more diffi cult to assign. For example, 
a gel that swells in the stomach to result in weight 
loss could be considered a medical device instead 
of a drug, but a nonabsorbed resin that binds 
cholesterol and bile acids would be considered a 
drug. Dietary supplements, regulated by CFSAN, 
are by defi nition used by consumers without phy-
sician supervision and can make no disease treat-
ment claims. Supplements are required to have 
evidence of only safety and good manufacturing 
quality. Supporting data are not reviewed prior 
to marketing and may not ever be reviewed. A 
widely used dietary supplement becomes a drug 
under CDER review when it is being investigated 
for a disease treatment or prevention. However, 
parallel development of a product as a dietary 
supplement and drug product rarely occurs. Once 
a supplement is commercially available, there is 
less likelihood that any further investment will be 
made in studies for disease treatment or preven-
tion. Typically, a strategic decision is made early 
in the developmental pathway to follow a supple-
ment route or a drug route, since these routes are 
very different in both cost and time to market. 
The exception to this is omega-3 products derived 
from fi sh oil. Omega-3 products are available as 
dietary supplements [labeled as supporting heart, 
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eye and bone health] and approved drug products 
[for treatment of severe hypertriglyceridemia]. 
Insulin and other smaller peptide hormones are 
considered drugs and approved by New Drug 
Applications (NDA). Monoclonal antibody prod-
ucts are now regulated by CDER, but are approved 
by Biologics Licensing Applications (BLAs). 
Some other products—cell and gene therapies 
and some therapeutic vaccines—are licensed by 
BLAs, but reviewed by CBER. Combinations of 
products, including drug-device, drug-drug, and 
drug- supplement, may be regulated by two or, 
conceivably, three FDA Centers. For example, 
a diabetic wound-healing drug that is applied in 
a synthetic matrix would be jointly reviewed by 
CDER and CDRH. The same drug in a cellular 
matrix would be regulated by CDER and CBER. 

 It is relevant here to mention perhaps the 
quirkiest regulatory pathway in all of FDA—
that of the medical food, which is regulated by 
CFSAN. This route is often raised as an attrac-
tive commercialization approach since it does 
not involve an IND and premarket review and 
approval. Medical food products must have a 
food-like quality that addresses a nutritional defi -
ciency or gastrointestinal condition. Specifi cally, 
FDA’s defi nition is “a food which is formulated to 
be consumed or administered enterally under the 
supervision of a physician and which is intended 
for the specifi c dietary management of a disease 
or condition for which distinctive nutritional 
requirements, based on recognized scientifi c 
principles, are established by medical evaluation” 
[ 26 ]. These products can be studied without IND 
review [ 27 ], and they can have medical claims 
for treatment of disease. Ironically, the original 
law establishing the defi nition of medical food is 
the Orphan Drug Act, in part because some of 
the fi rst medical foods were used for treatment 
of rare disease and inborn errors of metabolism. 
Recent modifi cation to the FDA guidance for 
medical foods has made clear that a medical food 
is not a drug, nor need it be for an orphan indi-
cation. Furthermore, contrary to what has com-
monly been the case, a medical food label cannot 
bear an Rx symbol or “by prescription only” 
statement. Still, the product must be used under 
supervision of a physician [ 28 ]. This regulatory 
pathway is becoming more scrutinized by FDA 

as more dietary supplements and nonqualifying 
food products are sold as prescription products 
and/or for unaccepted indications.   

    The IND Review Process 

 The FD&C Act establishes that if an unapproved 
drug is used in the USA, it is considered mis-
branded and the marketer is therefore subject to 
prosecution. An exception to this requirement 
must be made for an experimental drug to be 
studied. FDA calls this an investigative new drug 
(IND) exemption. In common parlance, IND is 
used to refer to this exemption. FDA does not 
approve INDs or IND exemptions—it allows or 
issues them. 

    Pre-IND and Other Meetings with FDA 
 FDA’s role in the development of a new drug 
begins when the drug’s sponsor (an academic 
investigator, a manufacturer, or potential mar-
keter) is preparing to conduct clinical studies in 
humans. CDER and CBER provide an option for 
a pre-IND meeting to provide advice in response 
to questions and preliminary data that the spon-
sor has compiled. CDRH provides a comparable 
pre-IDE (Investigation Device Exemption) meet-
ing. Generally, for this meeting, the sponsor will 
present data to FDA that characterize effi cacy and 
safety in animal models and that are suffi cient to 
justify the anticipated initial exposure in humans. 
In some cases, the sponsor may have clinical data 
that have been produced in another country. 

 A request for a pre-IND meeting follows a 
standard outline and includes an initial draft of 
the questions that the sponsor wishes to have 
answered by FDA. In advance of the meeting, a 
briefi ng package of relevant data is submitted for 
review. If the meeting is granted, the divisions are 
generally required to provide preliminary writ-
ten responses to the sponsor prior to the meet-
ing or within about 30 days of submission of the 
briefi ng package. If the meeting is not granted, 
FDA will provided written comments. DMEP is 
among the busiest CDER review divisions and 
grants face-to-face pre-IND meetings less often, 
but does provide detailed written responses to 
submitted questions. The pre-IND meeting as the 
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fi rst interaction between the FDA and the sponsor 
sets the tone for an ongoing working relationship. 
Therefore, careful and thoughtful preparation of 
questions, background material, and proposed 
product development plan is essential. After 
receiving fi nal written responses or FDA meeting 
minutes, the sponsor may engage in some limited 
written exchanges. 

 The less well-known “End of Phase 2A 
(EOP2A)” meeting is now also provided by 
CDER, but infrequently held [ 29 ]. This meeting 
can be of value for early clinical programs to gain 
feedback from FDA on clinical pharmacology 
issues. As described in the FDA guidance,

  The overall purpose of an EOP2A meeting is to 
discuss options for trial designs, modeling strate-
gies, and clinical trial simulation scenarios to 
improve the quantifi cation of the exposure- 
response information from early drug develop-
ment. The goal of these meetings is to optimize 
dose selection for subsequent trials to improve the 
effi ciency of drug development. The exposure- 
response data discussed might be pertinent to eval-
uation of effi cacy outcomes or adverse outcomes. 
In addition, the meetings would provide opportuni-
ties for discussions of complex issues pertaining to 
drug interactions, trials in special populations 
defi ned by genetic characteristics or other bio-
markers, and other PK or PK/PD relationships. 

   In addition to the pre-IND meeting, FDA reg-
ulations provide two other formal meetings: the 
end of phase 2 (EOP2) meeting and the pre-NDA 
meeting. These are extremely important and val-
ued landmark meetings for drug products in later- 
stage development, but are only mentioned here. 
The FDA guidance on formal meetings provides 
useful information [ 30 ]. 

 The specifi c objectives of the EOP2A meet-
ing are “to help select the dosing regimens for 
the next phase (typically phases 2 and 3) of drug 
development and to design informative dose- 
response trials that will inform later phase clini-
cal trials by best incorporating prior quantitative 
knowledge.” 

 In cases in which two or more treatment 
indications are sought by the sponsor, and these 
come under the purview of different divisions, 
the sponsor can request separate pre-IND meet-
ings with more than one division. In other cases, 
representatives from another division can be 

requested to address a specifi c issue involving 
the consulting division’s expertise. For exam-
ple, a meeting involving a diabetes or obesity 
drug with potential for causing depression could 
benefi t from participation from the Division of 
Psychiatry Products to discuss early evaluation 
of mood alteration as a safety issue.  

    Varieties of INDs 
 FDA provides two major categories of INDs and 
several less well-known specialized forms.
    1.    The investigator IND is submitted by a physi-

cian or a qualifi ed nonphysician investigator 
with the participation of a responsible physi-
cian to conduct a clinical trial in humans. The 
physician conceives, designs, and conducts the 
investigation and is responsible for directing 
how the investigational drug is administered 
or dispensed. The physician sponsor is also 
ultimately responsible for meeting all IND 
requirements, including supervision of study 
personnel, handling and analysis of data, report-
ing of adverse events, and annual IND reports. 
These responsibilities may be delegated to 
 others. Investigator- sponsored INDs are typi-
cally used to explore the potential of a new mol-
ecule or metabolite or to evaluate a hypothesis 
involving an approved drug for a different indi-
cation or new patient population. FDA has tra-
ditionally been more fl exible in its review and 
requirements for investigator INDs, but there is 
no formal difference in requirements for inves-
tigator- and commercial-sponsored INDs.   

   2.    A commercial IND is typically sponsored and 
owned by a company or research organization, 
though an individual (including, rarely, a phy-
sician investigator) could be the sponsor. The 
intent of the commercial IND is to develop a 
new molecule for approval or to develop an 
approved drug for a new indication, formula-
tion, route of administration, patient popula-
tion, and/or combination with another drug. 
All of the responsibilities described above and 
some others pertain to a commercial IND.   

   3.    An emergency use IND involves the authori-
zation of an experimental drug to be used in 
an emergency situation (life-threatening or 
severely debilitating disease) that does not 

G.A. Fleming



291

allow time for submission of a conventional 
IND. This provision is generally reserved for 
exceptional circumstances in which a very 
serious condition is involved and approved 
options have been exhausted.   

   4.    The treatment IND is rarely used, particularly 
in the metabolic area. FDA provides this option 
for an experimental drug that shows signifi cant 
effi cacy in late-stage clinical trials. It enables 
a treatment of serious or immediately life-
threatening condition to be used more widely 
prior to fi nal FDA review and approval. The 
sponsor may also be allowed to charge for the 
product under the treatment IND prior to FDA 
clearance for marketing. This regulatory pro-
vision is an option only after pivotal phase 3 
clinical trials have been started.   

   5.    The exploratory IND [ 31 ] is a relatively recent 
provision aimed at streamlining the identifi -
cation of lead molecules for further develop-
ment. FDA describes in its guidance some 
additional fl exibility and discretion in what 
is required to conduct a clinical study under 
an exploratory IND. Such a study is always 
conducted in phase 1, involves very limited 
human exposure, and has no therapeutic or 
diagnostic intent. The exploratory IND may be 
used to screen a number of related compounds 
or investigate the pharmacokinetics resulting 
from a “microdose” exposure. Because very 
small exposures are involved, FDA may waive 
or modify some of the nonclinical or product 
manufacturing requirements.      

    When an IND Is Not Needed 
 FDA has issued a guidance about when an IND 
is not required [ 32 ]. An IND is not required 
under two major circumstances—investigation 
of a marketed drug and bioequivalence studies of 
a marketed drug product and a generic version. A 
clinical study of a marketed drug is exempt from 
IND requirements if all of the following criteria 
are met:
•    The drug product is lawfully marketed in the 

USA.  
•   The investigation is not intended to be reported 

to FDA as a well-controlled study in support 
of a new indication, and there is no intent to 

use it to support any other signifi cant change 
in the labeling of the drug.  

•   The investigation is not intended to support a 
signifi cant change in the advertising for the 
drug.  

•   The investigation does not involve a new route 
of administration, dose, patient population, or 
other factor that signifi cantly increases the 
risk (or decreases the acceptability of the risk) 
associated with the use of the drug product.    
 When all of these criteria apply, not only is 

the IND requirement waived, but review divi-
sions are also directed to decline such IND sub-
missions even if the sponsor would like to have 
an IND. 

 Dietary supplements intended only to affect 
the structure or function of the body and not 
intended for a therapeutic purpose are not consid-
ered drugs by FDA. Products that are  not  drugs, 
such as foods or dietary supplements, do not 
require an IND. Exceptions include when a health 
claim is being sought for a food or a therapeutic 
or diagnostic use is being sought for a dietary 
supplement. For example, a study designed to 
evaluate whether vitamin D may reduce the risk 
of diabetes may require an IND since no health 
claim for this substance-disease relationship has 
been issued.  

    Content of the IND Submission 
 The required content of INDs is detailed in its 
rather old (but largely still current) guidance [ 33 ]. 
Additional details and updates are found in spe-
cialized guidances that have been more recently 
issued. One of the most signifi cant recent changes 
to the IND has been in the format required for 
submission. As mentioned under the ICH sec-
tion, the CTD (Common Technical Document) 
format is now being implemented as the required 
format for all IND submissions. In summary, the 
IND must contain information from the follow-
ing three categories:
    1.    Nonclinical data, including animal pharma-

cology, toxicology, and in vitro studies. These 
are required to support the safety of human 
subjects in the initial proposed clinical study. 
In summary, two toxicology studies—one in 
a rodent and one in a non-rodent species—of 
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equal or greater duration to the proposed clini-
cal study are required along with specialized 
animal safety studies. Animal studies that sup-
port the mechanism and targeted effi cacy are 
desirable. In vitro studies include hERG, drug 
metabolism, and mutagenicity testing.   

   2.    Manufacturing and analytical information, 
including descriptions of the manufacturing 
process, identity, strength, quality, and purity 
of the drug substance and drug product, ana-
lytical procedures and specifi cation, stability, 
consistency among batches, and container 
systems. These requirements are detailed in a 
number of guidances, but enumerated in the 
description of Current Good Manufacturing 
Practice for Finished Pharmaceuticals under 
21 CFR Part 211:
    (a)    General Provisions   
   (b)    Organization and Personnel   
   (c)    Buildings and Facilities   
   (d)    Equipment   
   (e)    Control of Components and Drug Product 

Containers and Closures   
   (f)    Production and Process Controls   
   (g)    Packaging and Labeling Controls   
   (h)    Holding and Distribution   
   (i)    Laboratory Controls   
   (j)    Records and Reports   
   (k)    Returned and Salvaged Drug Products       

   3.    Clinical protocols and investigator informa-
tion, including one or more complete proto-
cols, investigator brochure, any clinical data 
that may be available, qualifi cations of clini-
cal investigators, and commitment to obtain 
informed consent from the research subjects, 
commitment to obtain review of the study by 
an institutional review board (IRB), and adher-
ence to the investigational new drug regula-
tions. The studies designed to be conducted in 
the following 12 months of the development 
plan should also be described so that FDA can 
offer suggestions or concerns that can be used 
to modify these plans.    

      IND Review Process 
 Once the IND is submitted, the sponsor must 
wait 30 calendar days before initiating the 
proposed clinical study. During this time, 

the  primary chemistry, nonclinical, and clini-
cal FDA reviewers will determine whether 
any substantial safety issues are involved. The 
reviewers usually provide concerns and recom-
mendations, and they may also ask for further 
information from the sponsor. The primary goal 
of IND review is to assure that research subjects 
will not be exposed to unreasonable risk. This 
determination is based on having suffi cient data 
and information from the three major review 
areas—nonclinical, CMC (chemistry, manufac-
turing, and controls), and clinical—aimed fi rst 
at assessment of safety and second at achieve-
ment of other objectives. 

 If there are signifi cant defi ciencies and/or 
concerns about study participant safety, FDA 
can place a proposed or ongoing phase 1 clinical 
trial on full or partial clinical hold or, in extreme 
cases, even terminate the IND. A partial clini-
cal hold means that a study may go forward or 
continue, but with some restrictions on the study 
design and execution. In some cases of IND 
review, one study may be allowed, while another 
is placed on clinical hold. A clinical hold is never 
issued lightly by FDA, and for phase 1 studies is 
only done for reasons of safety. FDA may place 
a phase 2 or 3 study on clinical hold for a sub-
stantial design or other non-safety issue, in addi-
tion to safety concerns. FDA is required to work 
with the sponsor to resolve the clinical hold on a 
timely basis. The sponsor can request a meeting 
if necessary to resolve the concern. 

 Once the IND review has been completed 
and the IND [exemption] allowed, the sponsor 
may submit subsequent protocols. FDA does not 
have a 30-day wait requirement for subsequent 
protocols submitted to the IND fi le, though it 
is prudent to wait for any FDA feedback on the 
protocol before beginning a study. Additional 
clinical studies may require supplementary non-
clinical data and completion and analysis of data 
from a preceding clinical study. Communication 
from FDA may be very limited during the execu-
tion of the early-stage development plan until the 
EOP2 meeting. 

 The regulations allow for a stepwise process 
of accruing and refi ning CMC information. The 
amount of information and data needed will 
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increase from phase 1 through phase 3 of the 
 program, depending on the proposed duration 
of the investigation, the dosage form, and the 
amount of information otherwise available. For 
example, although stability data are required in 
all phases of the IND to demonstrate that the 
new drug substance and drug product are within 
acceptable chemical and physical limits for the 
planned duration of the proposed clinical inves-
tigation, if very short-term tests are proposed, 
the supporting stability data can be correspond-
ingly limited for supporting short-term use and 
extended in parallel to support longer clinical 
studies.   

    Ethical Review 

 FDA has devolved primary responsibility for 
ethical review of clinical studies to institutional 
review boards (IRB). These boards are often 
chartered within an academic institution or hospi-
tal to provide local ethical review, but boards may 
also be independent and review studies remotely. 
The responsibilities of IRBs and investigators/
sponsors have grown to include fi nancial inter-
est disclosure, verifi cation of adequate research 
facilities, and others. Details for these responsi-
bilities are found on the FDA website [ 34 ]. 

 FDA clinical reviewers take into account ethi-
cal considerations as part of the evaluation of 
submitted studies. It is not required that informed 
consent documents be submitted to the IND fi le, 
but reviewers have the option of requesting the 
consent document. An ethical concern with a 
protocol can be a basis for a clinical hold.  

    Special Regulatory Programs 

 Early-phase investigators should be aware of spe-
cial regulatory provisions and their potential rel-
evance to studies that are done in phases 1 and 2. 

    Orphan Drug Program 
 The Orphan Drug Program at FDA has catalyzed 
the development and commercialization of high 
market value metabolic products including growth 

hormone and β-glucocerebrosidase (Cerezyme®), 
which is among the most expensive drug prod-
ucts now on the market [ 35 ]. The Orphan Drug 
Program was designed to encourage development 
of therapies aimed at small patient populations, 
which were originally neglected by the pharma-
ceutical community, but many orphan drugs have 
developed high market values after achieving FDA 
approval with relatively fewer clinical studies [ 36 ]. 
Market values for smaller Abundant information 
about the Orphan Drug Program is available on the 
FDA website [ 37 – 39 ]. When an orphan indication 
is targeted, the provisions of the Orphan Drug Act 
can provide a number of benefi ts, including grants 
for clinical investigation. Of relevance to the early 
investigator is the fact that today’s reviewers at 
FDA’s Offi ce of Orphan Products are increasingly 
looking for more clinical evidence of a drug’s prom-
ise for treating the orphan condition than has been 
the case in the past. Before, emphasis was primar-
ily put on insuring that the prevalence of the condi-
tion was below 200,000 people in the USA. Results 
from an early PK/PD study could be decisive in 
winning an orphan designation [ 40 ]. As mentioned 
above, orphan therapies have been approved in the 
broader metabolic area. It should be borne in mind 
that even for common conditions like diabetes, an 
orphan indication could be developed for a rare 
form of diabetes that has a well- understood genetic 
basis, is identifi able, affects fewer than 200,000 
people in the USA, and is responsive to the therapy. 

 Such an example is FDA’s February 2014 
approval of metreleptin (Myalept TM , Bristol- 
Myers Squibb) as replacement therapy to treat 
the complications of leptin defi ciency in patients 
with congenital generalized or acquired general-
ized lipodystrophy [ 41 ]. Metreleptin, a synthetic 
analog of the hormone leptin, had originally 
been envisioned as a therapy for obesity and 
type 2 diabetes. The drug’s value in improving 
the metabolic control in patients with the orphan 
condition of congenital generalized or acquired 
generalized lipodystrophy was demonstrated in a 
3-year study organized by the National Institute 
of Diabetes and Digestive and Kidney Diseases 
at the National Institutes of Health. Metreleptin 
treatment resulted in substantial improvements in 
both glycemic control and triglyceride levels [ 42 ]. 
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Given the orphan indication, FDA’s approval was 
based on a relatively very small clinical develop-
ment program. 

 Europe has a comparable orphan disease pro-
gram, and FDA and EMA have created a com-
mon format for applying for orphan status with 
both agencies [ 43 ].  

    Fast Track and Breakthrough Therapy 
Programs 
 FDA has created several programs for speeding 
the development of drug and biologics therapies. 
These are explained in more detail on the FDA 
website [ 44 ]. Fast Track status and Breakthrough 
Therapy Designation are both available to prod-
ucts that show promise for meeting serious unmet 
clinical need. Generally, some clinical effi cacy 
data are required for consideration. The FDA 
review divisions vary signifi cantly in their will-
ingness to consider and grant Fast Track status. 
DMEP has been among the most parsimonious 
divisions in granting Fast Track status.    

    Key Regulatory-Related 
Considerations in the Design 
and Conduct of Early Metabolic 
Studies 

    Therapeutic Indications 

 When fi ling for an IND (investigator or commer-
cial sponsored), it is necessary to specify a thera-
peutic indication. Specifying the indication is 
even more important for a commercial IND. The 
stated indication is used for assigning the IND 
to the appropriate division. For a conventional 
diabetes or lipid-lowering treatment indica-
tion, the review division selection is straightfor-
ward. All such indications go to the Division 
of Metabolism and Endocrinology Products 
(DMEP). Diabetic complication indications go 
instead to the division that focuses on the affected 
organ system. See Table  12.1  for these assign-
ments. The table also provides descriptions of the 
wording of approved therapeutic indications, the 
primary effi cacy endpoint currently accepted by 
FDA, and some examples of approved products. 

As will be discussed below, the primary effi cacy 
endpoint for regulatory approval is of importance 
to the earliest studies even if it cannot be mea-
sured until later studies. To a large extent, the 
approved therapies defi ne minimal effi cacy tar-
gets for newer therapies. Pressure is increasingly 
added to early studies to provide some effi cacy 
data that will allow an estimate of the relative 
treatment effect on the regulatory endpoint.

   Several novel metabolic indications are under 
consideration or being pursued, and all involved 
in the metabolic fi eld should be aware of them 
(Table  12.2 ). Numerous attempts have been made 
at developing therapies for new-onset (within 
6 months of diagnosis) type 1 diabetes, and one 
program is in the second of two phase 3 trials 
[ 45 ] though the data integrity of the fi rst trial has 
just been called into question [ 46 ]. Regulatory 
and other considerations for early clinical stud-
ies are discussed elsewhere [ 46 ]. On the other 
hand, two decades of serious efforts to develop 
aldose reductase inhibitors for diabetic periph-
eral neuropathy and microvascular complications 
have ended. Tantalizing are the prospects for 
prevention of type 2 diabetes and metabolic syn-
drome treatment indications. FDA has provided 
attention in its diabetes drug guidance to these 
potential indications, including a general sense of 
what would be required for approval [ 47 ]. The 
growing recognition of nonalcoholic steatohepa-
titis (NASH) as a major cause of cirrhosis [ 48 ] is 
encouraging some sponsors with agents with effi -
cacy in patients with type 2 diabetes to consider 
NASH as the lead indication [ 49 – 51 ]. This is 
largely driven by expectations that the regulatory 
pathway for a NASH indication could be reduced 
in time and cost compared to that for a type 2 
diabetes indication because preapproval cardio-
vascular outcome data may not be required.

       Important Early Study Considerations 

    Phase 1 Studies 
   Glucose-Lowering Products 
 Phase 1 studies for most oral metabolic therapies 
typically involve the classic rising single- and 
multiple-dose safety study design with blood 
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sampling for pharmacokinetics as the important 
secondary objective. Phase 1 studies of insulin 
products require a means of preventing or con-
trolling hypoglycemia, such as a glucose clamp 
procedure [ 47 ]. Phase 1 studies of insulin prod-
ucts may be undertaken in patients with type 1 
or type 2 diabetes and/or healthy volunteers. 
Patients with type 1 diabetes provide the most 

straightforward way of eliminating endogenous 
insulin secretion as a confounder, but normal 
subjects are often used. The starting dose and 
dose range are largely dependent on the results 
of animal disease model and toxicology studies. 
Testing some immunotherapies with more sub-
stantial risks may not be appropriate in normal 
subjects. 

   Table 12.1    Approved therapeutic indications and regulatory endpoints for metabolic diseases   

 Indication  Phrasing 
 Primary effi cacy 
endpoint  Approved therapies 

 FDA review 
division 

 Type 2 diabetes 
treatment 

 Improve glycemic control in 
patients with type 2 diabetes 

 HbA 1c   Many oral and injected 
products 

 DMEP 

 Insulin products 
for type 1 and 
type 2 diabetes 

 Treatment of patients with diabetes 
mellitus for the control of 
hyperglycaemia 

 HbA 1c   Many injected products  DMEP 
 Inhaled insulin 

 Weight loss  Chronic weight management in 
adults with an initial BMI of 30 kg/m 2  
without and 27 kg/m 2  with the 
presence of at least one weight-
related comorbidity 

 Body weight—
continuous 
and categorical 
variables 

 Qsymia® (phentermine/
topiramate) 

 DMEP 

 Belviq® (lorcaserin HCl)
Contrave® (bupropion/
naltrexone) 
 Orlistat (Alli®) 
phentermine 

 Lipid lowering—
LDL cholesterol 

 To reduce elevated total-C, LDL-C, 
apo B, and TG levels and to 
increase HDL-C in patients with 
primary hypercholesterolemia 

 Serum LDL
cholesterol levels 

 Many statins  DMEP 
 Ezetimibe 
 Nicotinic acid 
 Fenoglide® (fenofi brate) 

 Lipid 
lowering—
triglycerides 

 To reduce triglyceride (TG) levels 
in adult patients with severe 
(≥500 mg/dL) hypertriglyceridemia 

 Serum triglyceride
levels 

 Lovaza® (DHA and EPA 
esters) 

 DMEP 

 Vascepa® (EPA ester) 
 Epanova® (omega-3-
carboxylic acids)
Fenoglide® (fenofi brate) 

 Nephropathy  Treatment of diabetic nephropathy 
with an elevated serum creatinine 
and proteinuria (urinary albumin to 
creatinine ratio ≥300 mg/g) in 
patients with type 2 diabetes 

 Reduction in 
creatinine 
doubling time 

 Many ACEI and ARBs  CaRD 

 Retinopathy  Treatment of diabetic macular 
edema 

 Chart reading 
visual function 

 Lucentis® (ranibizumab 
injection) 

 DTOP 

 Diabetic wound 
healing 

 Treatment of lower-extremity 
diabetic neuropathic ulcers that 
extend into the subcutaneous tissue.
Bring up ‘Diabetic gastroparesis’ 
from table 2 and add as last rows in 
table 1. The approved therapy is:
Reglan® (metoclopramide 
hydrochloride) 

 Complete wound 
closure 

 Regranex® (becaplermin)  DDDP 

  Abbreviations:  ACEI  angiotensin-converting enzyme inhibitor,  ARB  angiotensin receptor blocker,  DMEP  Division of 
Metabolism and Endocrinology Products,  DcaRP  Division of Cardiovascular and Renal Products,  DNP  Division of 
Neurology Products,  DTOP  Division of Transplant and Ophthalmology Products,  DGIE  Division of Gastroenterology 
and Inborn Errors Products,  DDDP  Division of Dermatology and Dental Products  
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 The FDA guidance implies a preference for 
using healthy normal subjects for initial phase 1 
studies aimed at characterizing pharmacokinetic 
parameters of non-insulin therapeutics, and that 
pharmacokinetic studies also may “be appropri-
ate in the intended patient population.” It can be 
argued that PK assessment in normal subjects can 
be skipped and that the fi rst in-human study can 
be done in patients. Normal subjects may provide 
somewhat less variability in drug handling than 
uncomplicated diabetic patients, but it is unlikely 
that presence of disease per se can signifi cantly 
affect variability of drug levels, PK results, or 
safety assessment. FDA has allowed initial in- 
human studies to be done in patients, though I 
have seen DMEP reviewers discourage this in 
some cases. The rising multiple-dose study does 
provide an opportunity to measure  glucodynamic 

responses. It is therefore reasonable to use 
patients in favor of normal subjects in this early 
study to provide a preliminary dose-response 
with respect to glucose-lowering activity. These 
data can help to select the dose range of the next 
study and in some cases provide an early estimate 
of glucose-lowering effi cacy. 

 Food effects on pharmacokinetics of oral 
products should be evaluated early—perhaps 
as soon as the fi rst in-human study. Single-dose 
administration of the new drug can readily be 
done under fed and fasting conditions. This 
early preliminary assessment and a more formal 
food effect study can be deferred if nonclini-
cal studies have shown evidence of moderately 
high bioavailability under fasting conditions. 
A fasted dog study would generally be adequate, 
but rodent studies with  chow-administered 

   Table 12.2    Potential therapeutic indications and regulatory endpoints for metabolic diseases   

 Indication  Phrasing  Speculated effi cacy endpoint  Review division 

 Cardiovascular risk reduction 
in patient with diabetes 

 Decrease the rate of a combined 
endpoint of CV death, MI, or stroke 

 Major adverse cardiac
events (MACE) 

 DCaRD
or DMEP 

 New-onset type 1 diabetes  Preserve endogenous insulin secretion 
in newly diagnosed patients with type 
1 diabetes 

 C peptide  DMEP 

 Prevention of type 1 diabetes  Decrease the rate of type 1 diabetes 
onset 

 Time to incident diagnosis
of type 1 diabetes 

 DMEP 

 Prevention of type 2 diabetes  Decrease the rate of type 2 diabetes 
onset and reduce the rate of a 
combined endpoint of CV death, 
MI, or stroke 

 Co-primaries:  DMEP 
 (1)  Time to onset

of type 2 diabetes 
 (2) MACE 

 Metabolic syndrome  Improve the clinical components of 
metabolic syndrome and reduce the 
rate of a combined endpoint of CV 
death, MI, or stroke 

 Co-primaries:  DMEP 
 (1)  Composite of MS 

components 
 (2) MACE 

 Nonalcoholic steatohepatitis 
(NASH) 

 Reduce the rate of fatty liver 
progression to hepatic fi brosis 

 Fibrosis and cirrhosis
in biopsied liver specimens 

 DGIE 

 Cachexia/sarcopenia  Increase or preserve physical
function and muscle mass 

 Composite or co-primaries
lead by physical function
and lean body mass 

 DMEP 

 Diabetic peripheral 
neuropathy 

 To improve signs, symptoms,
and dysfunction of diabetic
peripheral neuropathy 

 Composite of nerve
conduction velocity
and functional endpoints 

 DNP 

 Diabetic cardiac autonomic 
neuropathy 

 Reduce the rate of cardiac-related 
death 

 Composite of cardiac- 
associated death
and loss of consciousness 

 DCaRD 

 Diabetic gastroparesis  Treatment of the symptoms
of diabetic gastroparesis 

 Rate of vomiting and other 
symptoms 

 DGIE 

  Abbreviations:  DMEP  Division of Metabolism and Endocrinology Products,  DNP  Division of Neurology Products, 
 DGIE  Division of Gastroenterology and Inborn Errors Products  
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drug do not provide such assurance. Often the 
phase 1 program will not have the benefi t of an 
 optimized formulation. Ideally, the formal food 
effect study would be done with a reasonably 
advanced formulation. Other specialized clinical 
studies will be required at some point in phase 
2, including drug-drug interactions, “thorough 
QT,” and renal and hepatic impairment studies, 
but these are not generally performed without 
cause in phase 1. 

 Phase 1 studies of injected insulin products 
represent a special case (see Chap.   1    ). To avoid 
methodological and interpretational problems 
posed by endogenous insulin secretion in both 
normal subjects and patients with type 2 diabe-
tes and insulin resistance in patients with type 
2  diabetes, these studies are frequently done in 
subjects with type 1 diabetes, but certainly can 
be done in normal subjects with correction for 
endogenous insulin secretion. Glucose clamp-
ing reduces variability of the pharmacodynamic 
measures. Given the expense of these proce-
dures and the crucial data that they provide, 
using patients with type 1 diabetes is sensible. 
Distinctions should be made between injected 
and alternately delivered insulin products. In 
most cases, oral, pulmonary, topical, and other 
delivery approaches have been conceived as an 
add-on therapy for patients with type 2 diabetes. 
Except for having to manage the hypoglycemic 
effects, these products can be approached simi-
larly to standard oral product delivery. A care-
fully designed phase 1 study can serve to evaluate 
the possible advantages of this approach beyond 
time-action profi le and convenience.  

   Weight-Loss (Anti-Obesity) Products 
 Phase 1 studies of weight-loss products entail 
generally straightforward single- and multiple-
rising- dose studies. Unlike the case for glucose- 
lowering therapies, direct readouts on weight 
reduction are not feasible until phase 2. The 
shortest treatment duration to provide a reli-
able treatment effect on body weight reduction 
is about 8 weeks—in part to accommodate the 
menstrual-cycle-related variability of weight 
in women. Other approaches are realistic for a 
phase 1b/2 study to measure treatment effects on 

food intake, food preference, activity level, and 
respiratory quotient [ 52 ,  53 ].  

   Lipid-Lowering Drugs 
 Lipid-lowering studies are the easiest phase 1 
studies to execute because of the large popu-
lation of otherwise healthy people with lipid 
abnormalities. As discussed below, measurement 
of the regulatory endpoint—LDL cholesterol or 
triglycerides—is feasible in the fi rst multiple-
dose study. LDL cholesterol levels are generally 
stable and not substantially affected by meals or 
time of day. A small phase 1b study with ade-
quate duration in hypercholesterolemic patients 
could therefore potentially provide reliable effi -
cacy readouts. In contrast, triglycerides are much 
more variable from hour to hour and substan-
tially affected by meals. Much more attention 
must therefore be given to dietary stabilization 
and timing of samplings of triglyceride mea-
surements than is the case for LDL cholesterol. 
In addition, FDA has recommended that several 
baseline values be obtained to compensate for 
this greater variability.   

    Effi cacy Endpoints 
 As discussed, there is a spectrum of feasibilities 
for measuring the regulatory primary and sec-
ondary endpoints for the respective metabolic 
indications in early-phase studies. Advice about 
the regulatory endpoints for weight-loss drugs 
is found at the FDA website [ 54 ]. Effi cacy end-
points for lipid-lowering agents are undergoing 
rethinking among regulators and experts [ 22 ]. A 
few points about regulatory endpoints for diabe-
tes drugs are worth mentioning here. It is well 
known that HbA 1c  is currently accepted as the 
primary regulatory endpoint for assessment of 
all glucose-lowering therapies [ 47 ], though FDA 
has referred to this measure as a “surrogate mea-
sure.” Superiority and/or non-inferiority HbA 1c  
treatment effect comparisons are ultimately 
required of any glucose-lowering therapy in reg-
istration trials. Approval of most therapies for 
type 2 diabetes primarily involves demonstrating 
an added glucose-lowering benefi t compared to 
placebo. However, non-inferiority comparisons 
to an approved therapy are often needed and are 
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frequently performed in early phase 2 studies. 
Because the HbA 1c  effect is not reliably measured 
in early phase 2 studies, continuous glucose 
monitoring (CGM) has increased the ability to 
project changes in HbA 1c . CGM provides many 
more data points over a short period of time com-
pared to the traditional multiple daily glucose 
measurements. 

 Therapies aimed at improving postprandial 
hyperglycaemia are disadvantaged by the ongo-
ing debate regarding the clinical value or benefi t 
to patients of this specifi c glucose-lowering effect 
[ 55 ], as well as by the fact that FDA continues 
to emphasize that postprandial glycemic control 
is not accepted as a primary effi cacy endpoint. 
Therapies that primarily affect postprandial gly-
cemic control are limited in the HbA 1c -lowering 
effect that they can provide since postprandial 
glycaemia contributes only about one-third to the 
HbA 1c  effect [ 56 ,  57 ]. Nonetheless, evaluation of 
postprandial glycaemia with standardized meal 
tests is an important secondary endpoint and pro-
vides an early clinically meaningful evaluation of 
a glucose-lowering therapy. 

 Measurement of the regulatory endpoint—
LDL cholesterol or triglycerides—can easily be 
done in the fi rst multiple-dose study. Increasing 
attention is being given in both early and late 
studies to the characterization of lipoprotein 
fractions and other biomarkers [ 58 ]. These sup-
portive data are considered secondary endpoints 
and are of interest to regulatory reviewers, but 
do not currently play a major role in regulatory 
benefi t/risk estimates. As previously mentioned, 
greater attention has to be paid to the conditions 
and design approaches for triglyceride-lowering 
therapies.   

    Subject Population 

 The issue of using normal vs. diabetic subjects 
in phase 1 studies has been discussed above and 
is considered further in   Chap. 9    . Other important 
study population considerations include level 
of glycemic control and the use of treatment-
naïve or untreated patients with type 2 diabe-
tes vs. washing off or continuing background 

 glucose- lowering therapy. These are actually 
more thorny issues for later-stage studies, but 
do impact early multiple-dose studies in which 
glucose effi cacy is assessed. The ideal subject 
for these earlier studies is the treatment-naïve 
patient with inadequate (but not poor) glycemic 
control. However, treatment-naïve patients are 
diffi cult to fi nd; therefore, a frequent compro-
mise is to fi nd patients who have not recently 
been on a glucose- lowering treatment or to 
actually withdraw the current treatment (typi-
cally metformin and often one other drug). 
Medication withdrawal has its own ethical and 
methodological disadvantages, including having 
to reestablish a metabolic baseline and greater 
risks of screen failures and dropouts due to 
patients exceeding maximum permitted fasting 
and random blood glucose levels (see the FDA 
diabetes guidance for these details). In phase 
1b and 2 studies in which demonstration of an 
impressive glucose-lowering effect is sought, 
the temptation is to admit patients with very 
poor glycemic control to allow for a potentially 
greater absolute treatment effect. The danger of 
using poorly controlled patients is that they may 
prove to be less responsive and/or less reliable 
subjects in adherence to the study protocol. If 
their poor control involves glucose toxicity and/
or substantial β-cell failure, their responsive-
ness to the investigative therapy may be reduced. 
Perhaps the largest threat is that such patients 
are likely to experience a strong study effect, 
which is the drug-independent improvement in 
glycemic control that results from participating 
in a more intensively encouraged and monitored 
environment (the Hawthorne effect [ 71 ]). I have 
seen a number of cases in which a strong study 
effect undermines the treatment effect and has 
jeopardized the entire development program. 
Thus, a balance should be struck in selecting 
patients on the basis of glycemic control.  

    Number of Subjects 

 Adequate statistical powering for effi cacy end-
points is important for almost all later-phase 
studies, but phase 1 studies are usually not sized 
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on the basis of formal statistical considerations. 
As effi cacy evaluation becomes the focus, for-
mal statistical powering based on the primary 
endpoint is expected. While not a direct concern 
of the early investigator, diabetes drug develop-
ment programs now require on the order of 3,000 
exposed patients for NDA approval, which is sub-
stantially greater than expected of other chroni-
cally administered drugs [ 59 ]. This number can 
easily double when a cardiovascular safety trial 
is required.  

    Study Designs 

 Usually, initial in-human studies of oral new 
molecular entities will involve stepwise, rising- 
dose designs. For safety reasons, each dose group 
is usually completed before the next higher dose 
is started. FDA in rare cases will ask that safety 
lab data from the fi rst two or more dose groups 
be evaluated before going on to the higher doses. 
Some degree of delaying or staggering the start 
of successively higher-dose groups is typically 
used in phase 1 and 1b studies. 

 A crossover design is sometimes used in 
phase 1 studies, but more typically these are 
used in phase 2 when an active comparator and/
or multiple treatment permutations are involved. 
Crossover designs are generally not appropri-
ate for early multiple-dose safety studies since 
some subjects would be exposed to the high dose 
initially. However, a crossover design has the 
advantage of reducing imbalances in potentially 
confounding covariates since each patient serves 
as his/her own control. Crossover designs have 
some statistical power advantages over paral-
lel designs. The disadvantages to the crossover 
design include the “order” effect, in which the 
treatment order may affect effi cacy response, or 
bias in adverse event reporting. The “carryover 
effect” is another potential problem, particularly 
in studies involving products with prolonged 
biologic effects. Finally, the possible bias of a 
“learning effect” is not a problem for effi cacy 
assessments involving objective laboratory tests, 
but for adverse event reporting and physical func-
tion tests such as treadmill performance, forced 

expiratory volume (FEV 1 ), and cognitive testing, 
the learning effect is likely to be signifi cant. 

 Latin square or factorial designs are used to 
support the development of fi xed-dose combi-
nation products of already approved products. 
Weight-loss products that consist of two additively 
or synergistically acting drugs approved for other 
indications provide a more interesting example of 
an early clinical study requiring the use of the fac-
torial design [ 60 ,  61 ]. A factorial parallel design 
was required to show that the combination of two 
agents results in greater weight-loss activity than 
either alone. Once additivity of each component’s 
effi cacy and the optimal doses were established, 
the product could be developed in a fi xed-dose 
ratio and compared as one or more strengths to 
placebo. Such an approach would be open to novel 
combinations of approved drugs that, together, 
would form an effi cacious glucose-lowering 
therapy. In this case, the factorial design could be 
combined with a crossover design since the treat-
ment periods could be short. The 6-week (or more) 
treatment period required for weight-loss evalua-
tion is far too long for a crossover design.  

    Selection of Control Group, 
Randomization, and Blinding 

 Placebo comparisons are the rule in phase 1 meta-
bolic studies of non-insulin therapies. Sometimes 
an active comparator group is included to provide 
an estimate of relative effi cacy of the new agent. 
Active comparisons are the rule in injected insu-
lin product studies. In some cases, the intent is 
to show similar PK and PD profi les, as would be 
the case for  development of a “biosimilar” 4  ver-
sion of an approved insulin product [ 62 ]. In other 
cases, the objective may be to contrast the time-
action profi le of the new insulin product to that of 
an approved human insulin product. 

 Randomization is expected of virtually all phase 
1 trials as a fundamental means of reducing bias. 

4   Development of biosimilar insulins and other peptide 
therapies has been the subject of much interest and regula-
tory activity. More information is found at the FDA web-
site. See reference. 
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Blinding, which tends to go hand in hand with ran-
domization, is also expected at some level. Double 
blind is preferred over single blind, especially if a 
nonobjective effi cacy measure is being used. Even 
when objective effi cacy measures are involved, 
adverse event identifi cation and reporting can be 
biased when the investigator knows the treatment 
assignment. Triple blinding (involving the spon-
sor) is preferable, though not required if appropri-
ate safeguards are taken to prevent unblinding the 
investigator. Blinding is often very challenging for 
early studies. Placebo or active comparator dose 
forms identical to the active dose forms may be 
impractical to produce for initial studies.  

    Challenges with Early-Phase 
Metabolic Studies 

 With the exception of injected insulin products, 
there are few, if any, challenges unique to meta-
bolic studies. Adequate documentation, subject 
recruitment diffi culties, dropouts, and missing 
data are challenges faced across all therapeutic 
areas. Early in-human, single-, and multiple-dose 
studies for oral metabolic products are straight-
forward and usually can be completed in a single 
qualifi ed centre. Challenges increase to the extent 
that early diabetes and obesity studies involve 
patients and objectives to assess effi cacy. Larger 
and more ambitious early studies start to encoun-
ter the same issues that plague later-stage studies. 

 Documentation, data acquisition, and data 
management involved in the clinical trial  process 
are going through a transition from paper to 
being electronically based. As mentioned, FDA 
submissions will soon be required to be in a 
highly structured electronic form [ 63 ]. The stan-
dards for electronic data and regulatory require-
ments for electronic data handling have been 
established [ 64 ]. These developments are put-
ting pressure on early-stage companies, smaller 
investigation sites, and academic sites in which 
legacy paper systems are more cost-effective 
and work perfectly well. All these transitions 
to  electronic systems will provide cost and time 
savings for FDA and the sponsor over time as 
the development program progresses and they are 

intended to improve overall results in the thera-
peutic development process. With the major-
ity of development programs failing to advance 
beyond early-phase development, the electronic 
fi ling requirements impose a proportionately 
greater burden on early studies and their sites and 
sponsors. 

 Many early multiple-dose metabolic studies 
are on the cusp of requiring that multiple sites 
enroll adequate numbers of subjects and that 
this be completed in a reasonable amount of 
time. Multiple investigation sites drive up costs 
and variability. Organizations that specialize in 
phase 1 metabolic studies have frequently been 
associated with a large clinical specialty practice 
or have assembled a comparable means to facili-
tate patient recruitment. In all cases, care has 
to be taken regarding the suitability of subjects 
recruited for these studies. For obvious, multiple 
reasons, those patients who have had poor and/
or inconsistent care for whatever reason, are gen-
erally not good subjects for investigation. They 
are most likely to fail to comply with the proto-
col and/or drop out of the study. Given the high 
per- subject cost of early clinical studies, dropouts 
must be minimized. Patients with poor glycemic 
control often present a higher risk of dropout and/
or study effects. 

 Early weight-loss studies aimed at explora-
tion of antiobesity effects entail special chal-
lenges in terms of demographics, logistics, 
facilities, and biologic limitations [ 65 ]. Women 
are clinical candidates for early trials on weight-
loss drug therapy or other interventions, but the 
infl uence of the menstrual cycle on early effi cacy 
indicators for antiobesity effects is an additional 
source of variability. Men can preferentially be 
utilized to reduce variability and increase statis-
tical power to detect an early treatment effect, 
but the results may not be refl ective of results 
in the general population, which for weight-loss 
drugs consist predominately of women. Obese 
subjects require compassionate and sensitive 
attention during the entire investigative pro-
cess, starting with screening and baseline test-
ing. Sites specialized for morbidly obese studies 
are well adapted to the requirements for venous 
blood access and large-size  examination tables, 
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blood pressure cuffs, and imaging equipment. 
Nonspecialized sites may not be adequately 
equipped. The greatest challenge to effi cacy 
assessment of weight- loss therapies is the inher-
ent biologic resistance to weight loss and the 
resulting small, slow rate of weight loss. This 
effect may be highly clinically meaningful if 
sustained, but is diffi cult to detect in smaller and 
shorter studies. 

 Weight-loss drugs have been a major contribu-
tor to the concern about dropouts and missing data 
in registration trials [ 66 ]. This general concern 
about registration trials has resulted in a guidance 
for handling missing data, which has been adopted 
by FDA [ 67 ]. This increased concern has pushed 
down into early clinical studies. Traditionally, 
early studies have not been closely scrutinized by 
FDA for trial execution and interpretation prob-
lems since it is the later trials that will be pivotal to 
approval. However, a high dropout rate in an early 
study will likely be noticed by FDA reviewers and 
perhaps reduce confi dence in subsequent data. 

 In my experience, insuffi cient attention to 
the main contributors of a study effect bias has 
often led to misleading results of early and late 
studies. This is not so much an issue for small, 
in-house studies that involve rigorous proto-
col designs. However, when subjects are tested 
as outpatients, the study effect and dropouts 
become more confounding factors. Because gly-
cemic control is sensitive to diet and exercise, 
a patient can unwittingly improve glycemic 
measures independent of assigned treatment 
(also see Chapter X). Patients are embarrassed 
by starting a study with poor metabolic control 
and naturally want to improve it. Some patients 
who claimed compliance with background met-
formin therapy may start to make good on that 
claim in the study or even add dietary supple-
ments, forgetting that this is prohibited. Patients 
who are given glucose monitors or continue to 
use them in a study are somewhat unblinded 
and may consciously or unconsciously strive to 
improve glycemic control. The use of placebo 
run-in periods to reduce such effects is recom-
mended by FDA, particularly for weight-loss 
studies. It is important even in early studies to 
avoid any major departure in the patient’s care, 

while the patient is in a study, and to avoid sub-
jects who will require major changes in their 
clinical care. 

 Finally, sloppiness and fraud should be men-
tioned as a threat across the entire spectrum of 
biomedical research. Examples of investigators 
who intentionally set out to commit fraud are 
very rare. More often, discovered cases of fraud 
that are documented on the FDA website [ 68 ] 
started down the slippery slope of cutting corners 
and taking on more studies than advisable. The 
increasing pressure on small studies to deliver 
more with less requires greater attention to trial 
monitoring and quality assurance.  

    The Overarching Goals of Early 
Metabolic Studies 

 It is clear that the overarching purpose of early- 
phase metabolic studies is to screen out further 
development of compounds that fail to achieve 
preliminary targets and to provide a solid founda-
tion for performing later-phase and much more 
expensive studies [ 69 ]. The makeup of that foun-
dation is more complicated. Timing of special-
ized studies to address important safety questions 
involves good judgment even with the availabil-
ity of regulatory guidances and expert opinions. 
A compromise on every trial design element is to 
some extent always required. The choice is less 
often between the good and the perfect; it is more 
often between the acceptable and the good. 

 One example of a strategic compromise that 
is increasingly being made is to perform “proof 
of concept” (POC) trials as soon as possible for a 
new molecular entity that has gone through some 
preliminary vetting of safety and effi cacy. For 
a diabetes product, a POC trial would typically 
involve 12 weeks’ treatment in a patient popula-
tion with one or two doses compared to placebo, 
and/or sometimes to an active comparator. With a 
positive POC study on the primary effi cacy end-
point, a sponsor can then go back with more con-
fi dence to invest in the earlier studies that might 
have been delayed or abbreviated. This strategic 
approach has an impact on the “what” and the 
“how” of early clinical studies.  
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    Looking Ahead to the Future of Early 
Metabolic Studies 

 Some challenges for early metabolic therapeutic 
investigation have been summarized. One con-
ceivable challenge is a day when early clinical 
studies will be obviated by the technological 
advances in in silico, in vitro, and genetically 
modifi ed animal testing. Such advances are 
likely to complement the clinical trial enterprise 
and accelerate overall success in meeting unmet 
clinical need and individualizing therapeutics. It 
is diffi cult to imagine that the need for early trial 
data will decline in any substantial way. 

 Truly exciting are the prospects for new meta-
bolic indications, which can potentially avert 
metabolic diseases as we now know them and 
leverage major savings in lives and resources. 
Glucose lowering by itself is a palliative 
approach for managing a late-stage manifesta-
tion of a metabolic disorder that has reached the 
threshold for a diabetes diagnosis. Sponsors will 
no longer invest the roughly $1 billion required 
to develop a glucose-lowering therapy that does 
not have promise of providing major clinical out-
come benefi ts [ 70 ]. Furthermore, we should not 
confi ne our focus to just diabetes, as we have 
become increasingly aware of the massive pre-
diabetes population that closely underlies the 
disease. Advances in metabolic research have 
increased our understandings of the metabolic 
basis of  cancer, dementia, and aging. We should 
lift our eyes to a horizon beyond that of conven-
tional metabolic disease treatment and seek to 
address the signifi cant unmet need for prevent-
ing metabolic diseases and their complications. 
Early clinical studies start to provide a means of 
identifying the promise of metabolic therapies. 
Promising metabolic compounds now have an 
expanding list of potential applications.   

    Translating Results into Clinical 
Practice 

 Early clinical studies are the fi rst step in a long 
process that is intended to lead to two major 
achievements: a “safe” and “effective” treat-
ment for a group of patients who need it and a 
user’s manual for guiding the optimal use of the 

 product. Results of early metabolic studies do 
end up in the user’s manual—what FDA calls the 
“drug product label.” Early studies are thus the 
fi rst of many steps to translate observed results 
into clinical practice.     
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