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Preface 

As there recently has been increased interest in the applications of optical 
techniques in biomedical research and clinical diagnostics, it seemed to be 
appropriate to organize a comprehensive international conference on optics 
in medicine and biology. Such a broad international meeting had not been 
held before. An international conference on Optics in Biomedical Sciences 
was organized and took place in Graz, Austria, September 7th through 11th, 
1981, sponsored by the International Commission for Optics (ICO) in co­
operation with the European Optical Committee, the Austrian Association on 
Biomedical Engineering, and the German Society for Applied Optics. 

It seemed timely to establish a forum for communication among specialists 
on an international level. This book, presenting the papers given at this 
conference, demonstrates the state of the art of this increasingly expanding 
field of applications of optics. Furthermore, the interested reader will 
find an extended list of references in the various contributions. This book 
helps to overcome the difficulty, inherent in all interdisciplinary research 
fields, of gathering widely scattered literature. 

The contributions to this book are focussed on the following topics: 

Biomedical applications of 
- unconventional imaging in microscopy, 
- image processing, 
- interferometry and holography, 
- speckle-techniques and spectroscopy, 
- optometry, and 
- Moire methods. 

In addition, the brilliant and humorous closing remarks of Nils Abramson 
from the Royal Institute of Technology, Stockholm, have been included. 

The idea of promoting optics in the biomedical sciences has stimulated 
worldwide interest. Specialists from 18 countries submitted manuscripts to 
these proceedings. It is hoped that this book may contribute to the neces­
sary interdisciplinary dialogue among clinicians and scientists in optics. 

In their capacity as conference chairmen, the editors would like to thank 
Dr. K. Schindl, C. Reichert Optische Werke, Vienna, general chairman of the 
organizing committee, Professor F.R. Aussenegg, University of Graz, Institute 
of Experimental Physics, chairman for local arrangements in Graz, and all the 
numerous helping hands in Graz and Vienna for the excellent organization. 
Furthermore, our thanks are directed to Professor A. Lohmann, former president 
of lCD, Professor J. Tsujiuchi, president of ICO, and Professor H.F. Frankena, 
secretary general of ICO, for promoting the idea of the conference. 
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The editors also wish to express their thanks to Professor R. Rohler, 
University of ~lunich, Institute of r~edical Optics, and Professor S. Boseck, 
University of Bremen, Dept. of Physics, for their assistance in reviewing 
the contributions given in their respective scientific fields. Finally, the 
editors gratefully acknowledge the helpful support of Mrs. H. Janutta, 
ttlrs. A. SUtfeld, and r~rs. R. Dargatz for patiently and carefully retyping 
most of the submitted manuscripts, without which this book could not have 
been published. 

f4Unster, Fed. Rep. of Germany and 

Budapest, Hungary, r·larch 1982 
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Pal Greguss 
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Part I 

Unconventional Imaging in Microscopy 



Electron Microscopy in Medicine and Biology: 
Methods and Recent Developments 

P.W. Hawkes 

Laboratoire d'Optique Electronique du C,N.R.S., B.P. 4347 
F-31055 Toulouse Cedex, France 

1. Introduction 

"The history of biomedical science is in large measure a chronicle of the 
invention of new instruments and ingenious new analytical methods. The de­
velopment of the transmission electron microscope was clearly one of the 
most momentous events in the long history of biology ... The introduction of 
the electron microscope ... has progressively obliterated the boundary bet­
ween the structurally and functionally oriented disciplines" (34). These re­
marks by FAWCETT, supported as they are by a wealth of experimental evidence, 
show convincingly the importance of the electron microscope to biologists 
from the 1950s onwards. In the remainder of this introduction, we draw at­
tention to some other historical aspects of electron microscopy after which 
subsequent sections are devoted to recent developments in image interpreta­
tion. The history of biological electron microscopy is at once the history 
of instrumental development and the history of specimen preparation tech­
niques, and for technical and even commercial reasons, these have always 
been intimately related. Thus the vast majority of commercial electron mi­
croscopes nowadays operate at around 100 kV (A ~ 4 pm) or less, since micro­
tomes are available to cut very thin sections; electrons with energies of 
the order of 100 keY can penetrate these sections with little loss of energy. 
Before such microtomes were on the market, however, microscope manufacturers 
were actively developing much higher voltage machines, generating electrons 
that could penetrate the thick specimens then in use; this effort was aban­
doned for many years with the advent of the new "ultramicrotomes" (100). 
More recently, commercial high-voltage instruments have been put on the market 
and a few biological institutions are equipped with them, but the results 
have been uneven, sometimes disappointing, sometimes invaluable (33, 46, 48, 
77, 101). This mention of high-voltage devices recalls another problem of 
specimen preparation, namely the very drastic treatment that the specimen 
rnus t undergo to enab 1 e it to to 1 era te the very low pres sure with in the mi cros­
cope (typically of the order of mPa). For many years (2, 25, 69, 96, 97), 
attempts have been made to observe living material in electron microscopes, 
encased in special wet cells. High voltage is essential if the electrons are 
to make their way through wet-cell walls, water vapour and specimen but only 
indistinct images have so far been obtained in this way. 

Fortunately, wet cells are not the only answer to the problem. After dehy­
dration, embedding,section-cutting and staining, one may - indeed should -
suspect that the microscope image bears at best an imperfect resemblance to 
the structure of the living specimen. Chemical methods of specimen preparation 
were therefore supplemented by a physical method, freezing (7, 26, 37, 92, 133) 
and this in turn was radically improved by the introduction of high-speed 
freezing (17, 64, 65), for which the freezing-time is of the order of milli-
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seconds. These techniques have in turn had repercussions on microscope design 
and modern high-performance instruments offer special accessories for the 
transfer and insertion of frozen material into the specimen chamber. 

We l11i ght say that the object of all these efforts has been to render mor­
phological studies more reliable - in the early days, credible would not 
have been too strong a term. Electron beams can, hO\~ever, be used not merely 
to form an image but also to perform local elemental analysis, that is, to 
present a chart showing the local ization 0'1" very small quantities of given 
chemical elements within the specimen: this is the task of the microanalyser, 
in which a very fine electron probe explores the specimen, generating X-rays 
as it moves. These are characteristic of the element struck by the probe 
and can be used to indicate the presence of a particular element in a given 
cell organelle, for example. This field is in active development (5, 9, 11-14, 
47, 54, 78, 84-89, 111, 115-116, 129). We refer in particular to the biolo­
gical parts of the annual Scanning Electron Microscopy (e.g" 6, 39, 102, 104, 
112) and Microbeam Analysis (93) for evidence of the usefulness of the tech­
nique throughout the biomedical spectrum: thus ABRAHAM (1), for example, 
has invoked it to study toxic dust in lungs and particulate material in liver, 
kidney, salivary glands and lymph nodes, and CHANDLER, to study reproductive 
physiology (13). 

Before leaving these topics, we should emphasize first, that we have by 
no means exhausted the list of instrumental modifications inspired by or 
associated with improvements and novelties in specimen preparation; and 
second, that alongside the more spectacular innovations, such as the intro­
duction of freezing, innumerable small but valuaDle improvements are cons­
tantly being made to the more standard methods of fixing, embedding and 
staining specimens for electron microscopy. The series edited by GLAUERT 
(45) and HAYAT (52, 53) are useful sources of information here. 

2. Recent Developments in Instrumentation: the STEl1 

We have mentioned briefly in section 1 the high-voltage microscope as a tool 
that is occasionally useful in biology, when thick specimens must be pene­
trated. A long survey listing each of its potential uses has been prepared 
by KING et at. (77), and we shall therefore not consider it further here. A 
new type of instrument that is likely to become much more instantly attrac­
tive as it finds its way into the biological laboratory is the scanning 
transmission electron microscope (STEM), which combines the resolution of a 
traditional electron microscope with the X-ray and other analytic tools of 
a scanning electron microscope and the flexibility and power of a simple 
computer interface. To counterbalance these attractiOns, it has two disadvan­
tages : it can 0lnly operate successfully with a field-emission electron gun, 
which requires an extremely high vacuum (of the order of 10 nPa) and it is 
extremely expensive. 

The principle is straightforward : in the image-forming mode, a fine probe 
(a few tenths of a nm in the smallest case) methodically scans the specimen, 
which is a thin section. The electrons are deflected within the latter and 
collected by a pair of collectors, one in the form of a plate with a central 
hole, the other a second plate behind the hole. In a more refined scheme, 
the latter detector is replaced by an electron prism, which enables us to 
separate electrons that have lost different amounts of energy in the speci­
men, which is of diagnostic value (most of the electrons that lose energy 
in the specimen pass through the hole). The first two detectors provide in~ 
formation, from which we can generate bright field (central) and dark~field 
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(peripheral) images: the current collected by each is used to modulate the 
brightness of a TV monitor synchronized with the beam scanning the object, 
and the corresponding images are thus built up simultaneously. 

The currents co 11 ected by the detectors need not, however, be sent d irect~ 
1y to the TV screen; they can be modified or combined in any way that seems 
useful or they can be despatched to a computer for more sophisticated proces~ 
sing before being used to form an image. This means, for example, that the 
contrast range of the image can be adjusted for visual comfort, and linear 
combinations or the ratio of the bright and dark~field signals can be dis­
played immediately. The ratio is interesting because it generates so-called 
Z~contrast, that is, contrast that varies with the atomic weight of the atoms 
of the specimen. For an account of analogue processing of STEM images, see 
(71) and for discussion of the STEj~ as a biomedical tool, see (28-30, 32, 68, 
95, 120, 127). 

The STEM is still a comparative newcomer to the biological laboratory 
(3a, 28, 41, 73, 110, 120, 130, 137) but has already begun to provide infor~ 
mation that would have been difficult to obtain any other way; mass determi~ 
nation of medium to large biological molecules is not easy and the STEM is 
being successfully used for this task (27, 31, 38, 83, 128). It seems likely 
that the fact that the STEM can so straightforwardly be interfaced to a com­
puter will become particularly valuable as simplified software is made avai­
lable to the non-specialist user of the microscope (57, 73, 75 ). Further­
more, there is reason to believe that interpretable images can be obtained 
from unstained or lightly stained specimens with the STEM (eg. 74), which 
is in itself highly desirable and should also shed light on the relation 
between stain and structure in the images of stained sections. The use of 
low temperatures is as vital in STEM as in the conventional microscope, and 
specialized accessories are being developed to facilitate this (e.g., 135). 

Finally, before leaving the STEM, we wish to draw attention to an intrin­
sic feature of scanning microscope optics that is creating much excitement 
among instrument designers : we are referring to the fact that the detector 
geometry can be chosen freely. This is attractive because each small zone of 
the objec~as it is momentarily illuminated by the probe, generates a far­
field diffraction pattern of this same zone, which is spread out over the de­
tector plane. To a first approximation, the central detector collects the 
central order of this diffraction pattern, while the outer (dark-field) de­
tector collects the remainder. We can, however, show that it can be very in­
formative to subdivide the detector further (51) ; into rings, for example 
(103) or into semicircles (19, 20) or quadrants (49), a geometry that has 
already been found useful in practice (125), though not yet in biology. We 
return to this point in Section 5. 

We have already mentioned energy analysis very briefly and we conclude 
this limited selection of recent instrumental developments by mentioning 
the increasing popularity of electron energy loss spectroscopy (EELS). 
Energy losses can in principle be as powerful diagnostic tools as X-rays, 
for in passing through the specimen some electrons lose amounts of energy 
that are characteristic of the specimen composition. Spectrometers of va­
rious kinds have therefore been attached to electron microscopes, and are 
routinely incorporated in scanning transmission instruments. We refer to 
the annual volumes of Seanning EZeetron Mieroseopy for many examples of the 
technique and to the following general papers (16, 72, 76). 
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3. Image Processing 

For a variety of reasons to which we return below, it is not possible to 
extract all the information coded in an electron micrograph (or set of mi­
crographs) with the unaided eye. Attempts to remedy this range from major 
and difficult modifications to the microscope itself, through light-optical 
processing of the micrograph, to microdensitometry and digital computer pro­
cessing of the latter. One of the attractions of the STEM, as we have seen, 
is that microdensitometry is unnecessary and the processed image can in prin­
ciple be examined on the microscope monitor; ordinary micrographs must first 
be measured with a microdensitometer (a very expensive piece of equipment) 
and, after treatment, converted back into pictorial form, ideally with a 
filmwriter (yet another very expensive machine). 

Why are we driven to such lengths to extract useful information from mi­
crographs ? There are numerous reasons : we may be interested in the three­
dimensional structure of the specimen whereas the micrograph gives only a 
two-dimensional projection; or we may be interested in very high resolution 
« 2 nm, say), in which case the microscope itself cannot be relied upon to 
transmit information faithfully from object to image - some detail may be 
suppressed and some contrast reversed; or the image may be virtually invi­
sible - this occurs when we try to study very fragile specimens, which are 
destroyed by the electron dose needed to form a visible image, or unstained 
material. This does not exhaust the list - the solution of the non-linear 
problem of extracting the phase and amplitude of the specimen transparency 
in ~articular has been intensively studied (94, 106, 107) but has not yet 
generated new knowledge in the biomedical sciences. 

Each of these needs has produced its own body of image processing lore, 
which we now survey briefly. Some of the techniques can be implemented either 
digitally or optically. Although there are enthusiastic supporters of the 
optical methods, most processing is nowadays performed digitally for the 
increased flexibility of the computer usually outweighs the main advantage 
of optical processing, namely, the ease with which large images can be mani­
pulated. It is only fair to say that the situation may possibly alter as 
"optical computing" (8, 10) gains ground and that the rather few experimental 
comparisons of the two procedures show that each can be brought to a success­
ful conclusion (82, 118, 119). 

3.1 Three-Dimensional Reconstruction 

With the successful introduction of computer-aided tomography into medica.l 
radiology, the idea that a three-dimensional image can be built up from a 
series of two-dimensional projections has become commonplace and the various 
methods of performing the reconstruction are well-understood (61). In the 
late 1960s, when the first attempts to produce three-dimensional reconstruc­
tions from electron micrographs were made, this was by no means the case and 
it was the success of the technique that helped to establish the computer as 
a natural "accessory" of an electron microscope. Most reconstructions are 
made from structures that are known to possess some internal symmetry, which 
is exploited in the reconstruction in the sense that the effective number 
of views of the structure is greater than the number actually recorded. For 
a full account of work of this kind, with many examples, see (18, 90, 91), 
to which we may add recent work, such as that on gap junctions (124, 134) 
by UNWIN and ZAMPIGHI. 
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The lower the natural symmetry of the specimen, the more distinct views 
are necessary to achieve a given resolution and the greater are the practi­
cal difficulties of the procedure. In the limiting case in which the speci­
men possesses no useful symmetry properties, it may even be worth redesigning 
the electron microscope to facilitate the task of data collection - a pro­
ject with this end in view is progressing in the laboratory of W. HOPPE (81, 
98, 99, 121, 122). There are many problems to be overcome when the specimen 
to be reconstructed has no internal symmetry: the range of tilt-angles within 
which the different views can be obtained is rather narrow; the axis of tilt 
is most unlikely to be sufficiently stable during the process of collecting 
the set of projections. Each of these produces characteristic defects. Con­
versely, it has been persuasively argued by HOPPE (59, 66) that the infor­
mation needed for a three-dimensional reconstruction can be collected without 
subjecting the specimen to a higher electron dose than is needed for two-di­
mensional image formation: "Two-dimensional microscopy is in fact a waste 
of information" (66a, p.128). Although this and related comparisons (66) 
need careful interpretation (105, 108, 67), their essential correctness is 
not in doubt. 

A problem common to all three-dimensional reconstruction is the presenta­
tion of the results. At present, most practitioners resort to model building 
or to synthesis of a three-dimensional picture by superimposing transparent 
sheets on which adjacent cross-sections of the structure have been traced, 
the resulting stack "containing" the structure. A more elegant solution, 
which unfortunately requires display software that is not always readily 
available, consists in presenting the structure on an oscilloscope screen 
connected to the computer in which full details of the structure are stored. 
It is then possible to study different external views of the structure, look 
at cross-sections at different levels and even examine the internal arrange­
ment by "cutting out" a segment (like removing a quarter of an apple). 

3.2 Linear Image Processing 

At high resolution, the contrast seen in an electron microscope image is es­
sentially phase contrast, the "phase-plate" being replaced by a phase shift 
due to spherical aberration and controlled defocus. This phase shift is not 
constant, with the result that considerable care is needed when interpreting 
image contrast created in this way. A body of theory has grown up around this 
problem, from which we extract one very useful result: for a certai~ class 
of specimens, the image contrast (C) is related linearly to the amplltude (s) 
and phase (~) components of the specimen transparency. Furthermore, the spa­
tial frequency spectra or Fourier transforms of these functions are even 
more simply related : 

C 
, 

2a s cos y + 2a ~ sin Y ( 1) 

in which C, s and ~ denote the two-dimensional Fourfer transforms of C, s 
and ~, a is a cut-off determined by the size of the objective aperture of 
the microscope and Y is a measure of the phase shift introduced by spherical 
aberration (Cs ) and defocus (n) : 

3 4 2 Y = ITA Cs P /2 - ITAnp (2) 

with p a measure of spatial frequency. A clear physical meaning can be at­
tached to Eq. (1) by considering an amorphous phase specimen, such as a thin 
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carbon film. We may neglect any amplitude contribution (s) and assume that 
$ is constant over a wide range of spatial frequencies, so that: 

C a: a sin y ; 

t is easily obtained either optically or numerically, and in the correspon­
ding diffractogram the rings corresponding to the cycles and zeros of sin y 
are clearly seen. 

The question that arises therefore is how can we obtain 5 and $, and hence 
s and ~, given that we can only record C ? Clearly, if both s and ~ vary con­
siderably, a single picture cannot yield much information about them; even 
if s is negligible (pure phase object), we can extract only an imperfect 
estimate of ~ from a single micrograph owing to the zeros of sin Y, which 
suppress some information about the structure or reduce it to too small a 
value to be usable. The answer is to record a focal series, that is, a se­
ries of micrographs taken at different values of defocus and hence correspon­
ding to different forms of sin Y. For such series, filters have been calcula­
ted which enable us to obtain optimum estimates (in the least-squares sense) 
of 5 and $. This in turn generates further problems, of both a practical and 
a more fundamental kind. From a practical point of view, obtaining a focal 
series implies submitting the specimen to a considerable dose of radiation, 
with the result that the last image of the series may correspond to a much 
more seriously damaged specimen than the first. We return to this in section 
3.3. Equally serious is the difficulty of relating the forms of s and ~ ob­
tained to the specimen structure. Although a great deal is now known about 
electron scattering in thin films, the inverse problem of deducing specimen 
composition from s and ~ is far from solved. For a review of these questions 
see (50) and (106). 

3.3 The Fragile Specimen 

The radiation resistance of electron microscope specimens - their ability to 
endure the onslaught of the electron beam unscathed - varies very considera­
bly (15, 42 - 44, 70, 78, 113, 117). r'lany types of biological specimen are 
among the more vulnerable to damage of this kind and even those that are 
reasonably resistant frequently suffer damage to their fine detail ; need­
less to say, it is often this fine detail that particularly interests the 
mi croscopi s t. 

The risk of radiation damage was recognized even before the first elec­
tron microscopes were built: in 1928, Leo SZILARD suggested to Dennis GABOg 
that he should make an electron microscope. "To this suggestion I (GABOR) 
gave the answer which, I believe, would have been given by almost all phy­
sicists : 'What is the use of it ? Everything under the electron beam would 
burn to a cinder !' (40). 

Various means of avoiding or reducing beam damage have been investigated 
over the years. An important landmark was an early attempt at "minimum ex­
posure" by WILLIAMS and FISHER (131, 132), in which new detail was seen by 
arranging that the specimen area actually used to form the recorded image 
was not irradiated beforehand. Since then, many possible ways of protecting 
fragile structures have been proposed and tested, two of which we mention 
here. It has long seemed plausible that cooling the specimen should be ad­
vantageous but although the experimental evidence provided some support for 
this view, it was neither entirely conclusive nor very impressive. In 1979, 
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all this was abruptly changed with the publication of a letter by DIETRICH, 
FORMANEK, FOX, KNAPEK and WEYL (21) stating that an immense improvement was 
found if the specimen and its surroundings were at liquid helium temperature 
(~ 4 K). Their experiments differed from those of earlier investigators in 
that they used a superconducting lens rather than just a liquid helium stage 
in a conventional lens and they could thus be confident of the specimen tem­
perature. This preliminary result has subsequently been confirmed (22- 24, 
30) and it seems reasonable to hope that, for many types of specimen, the 
radiation damage problem need no longer worry those who have access to a mi­
croscope equipped with an appropriate superconducting lens. 

If this hope is indeed borne out, then clearly this experimental solution 
is ideal for the image obtained should represent the undamaged specimen : 
all structure that survives the process of specimen preparation should be 
present in the image. The alternative is to use very low exposures indeed 
and combine several images of similar structures in such a way that a single 
legible image is obtained. This idea has been exploited in two ways: UNWIN 
and HENDERSON (60, 123) used it to obtain first two-dimensional images and 
later a three-dimensional reconstruction of a regular array: the low-dose 
image of the unstained specimen contained no detail visible to the unaided 
eye but by averaging over the cells of the array, a good image was obtained. 
So impressive was this result (which made UNWIN and HENDERSON the first 
winners of the RUSKA Prize) that KLUG has subsequently written "It would 
seem that, for the time being, at least, high resolution in the electron mi­
croscopy of biological molecules can only be achieved if they are in the 
form of a thin crystal 1 ine specimen" (79). 

Alternatively, a set of subTimages of the same structure may be present in 
a single low-dose image and computer manipulation may be used to superimpose 
all these individual representations. The computer is needed not only to 
align the latter with an accuracy at least as good as the resolution desired 
(35, 35a) but has also been used recently to classify the individual sub-images. 
It is usually necessary to select good sub-images, for some may be obviously 
unsuitable: broken-or grossly distorted for example. It would clearly be 
desirable to make this selection on a less subjective basis and a statistical 
procedure known as "correspondence analysis" has recently been introduced by 
VAN HEEL and FRANK for this purpose (55, 56). So effective is this technique 
that it not only allows us to select only particles that bear a strong resem­
blance to one other but also groups the sub-images into clusters if more 
than one category is present, even though the difference between members of 
different clusters may be very slight. In (56), for example, VAN HEEL and 
FRAi~K show that images of haemocyanin half-molecules from the horseshoe crab 
Limulus polyphemus fall into distinct categories and propose an explanation 
for this. 

4. Processing Languages 

Digital methods of processing images cannot hope to be tolerated, let alone 
widely accepted in biology and medicine if a substantial computing effort is 
required for every image. Happily this is not the case, for a number of simple 
programming languages have now been developed that require very little fa­
miliarity with computing. We mention in particular SEMPER, developed in 
Cambridge by M.F. HORNER, W.O. SAXTON and A.J.PITT (109) ; SPIDER, developed 
in Albany by J. FRANK and B. SHIMKIN (36) ; IMAGIC, developed in Groningen 
by VAN HEEL (55, 57) ; EM developed in MUnich by R. HEGERL (53);and a pro­
gram suite developed in Basel by P.R. SMITH (114). Each of these languages 
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consists of a set of relatively simple commands, the use of which can be 
mastered quite rapidly, and which are used to perform complex sequences of 
operations on images. The various languages reflect the particular interests 
of their authors, though SEMPER, SPIDER and IMAGIC have many features in 
common. The SMITH programs are particularly suitable for three-dimensional 
reconstruction of periodic structures while EM is to be used for reconstruc­
tion of non-symmetric specimens. Further comparisons of these various lan­
guages are to be found in (57). A number of less ambitious processing sys­
tems have also been produced, such as that described in (126). 

5. Image Processing and the STEM 

The types of processing described in Section 3, which the languages listed 
in Section 4 are designed to put into practice, were all devised with the 
conventional electron microscope in mind, and it is interesting to return 
to the STEM to see what the latter has to offer. We have already seen that 
simple contrast-stretching can be used to make the image easier to see and 
that elementary combinations of the bright-field and dark-field images can 
be created straightforwardly. Is the STEM superior in any way for the types 
of manipulation discussed in Sections 3.1 - 3.3 ? So far as I am aware, there 
has been no discussion of its potential merits for three-dimensional recons­
truction. Nevertheless, one of the great attractions of the STEr1, as we have 
already mentioned, is its capacity for direct data collection, and it seems 
therefore that it should play an intermediate role between the conventional 
instrument, in which each image is recorded photographically, measured and 
then submitted to the computer, and such novel designs as that proposed by 
HOPPE and colleagues (98). One can imagine STEM modifications permitting 
systematic collection of image data from a tilt series, using the same or 
different specimens, depending on the damage rate; it might be preferable 
to tilt the axis of the probe, which could easily be achieved electronically, 
and then straighten up the beam beyond the specimen (though this could pro­
bably not give very wide angular coverage). Such proposals as these will no 
doubt be considered in more detail as the STEM becomes a more familiar ins­
trument in the biosciences. 

The question of linear processing has already been considered by STEM 
designers, and a most interesting solution has emerged. The optics of the 
STEM are such that the detector space is in some respects analogous to the 
source space of a conventional microscope, and it is known that illumination 
schemes that are difficult to implement in the latter are potentially very 
informative. Since the detector is easily accessible in the STEM, it is worth 
considering whether more complicated geometries than the simple bright-field 
dark-field pair could be useful and a number of such designs have been dis­
cussed. ROSE (103), for example, has examined in detail the signals collec­
ted by introducing detectors in the form of concentric rings in the place 
of the single bright-field detector ; DEKKERS and DE LANG (19, 20) have 
shown that division of the detector into semi-circular segments provides 
partial information about the specimen transparenC¥ functions s and ~ and 
the simple extension to four quadrants (49) completes this. These by no means 
exhaust the list, which is reviewed in some detail in (51). 

Finally, we consider the STEM and radiation damage. When this type of mi­
croscope first appeared, there was considerable discussion of the damage rate 
to be expected and hopes were raised that the STEM would prove superior to 
the conventional instrument in this respect. Claim and counter-claim alter­
nated in the literature but it gradually became clear that no general con-
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clusion could be drawn: if it could be argued that the STEM would sometimes 
be superior, it is by no means a universal panacea. Once again, however, the 
straightforward data collection of the STEf<! el iminates a tiresome stage if 
correspondence analysis, for example, is to be performed on a set of sub-ima­
ges. Thus ZINGSHEIM et al. used STEM images in their study of membrane-bound 
acetylcholine receptor from Torpedo marmorata (136). 

Having stressed the fact that STEM signals can so easily be despatched 
to a computer, it is only fair to point out that direct links between the 
conventional microscope and the computer have been built in a number of 
research laboratories, though none is on the market. We draw attention in 
particular to two very different systems, the Electrotitus developed in 
LABERRIGUE'S laboratory at the University of Reims (4) and the elaborate 
chain built in the Fritz-Haber-Institut in Berlin by HERRMANN and colleagues 
(62, 63). For a more complete list, see (50). 

6. Concluding Remarks 

The electron microscope is only one tool among many vsed in the biosciences 
to furnish information in the range from nanometres or smaller up to the re­
solution of the light microscope. Nevertheless, it has provided - and conti­
nues to provide - an immense amount of biological information that could have 
been obtained in no other way and, as we have attempted to show in the fore­
going account, new arrows are continually being added to its quiver. 

What directions are future developments likely to take? No doubt the 
next few years will be largely taken up with establishing the usefulness or 
otherwise of the techniques that are at present in active growth: electron 
energy loss spectroscopy, for example, the various methods of examining fra­
gile specimens, biological microanalysis, reconstruction of specimens having 
little or no internal symmetry. The computer can be expected to be more and 
more invasive but, with the development of simple languages, less and less 
obtrusive. 
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Electron Microscopy in Medicine and Biology: 
Applications 

S. Boseck 
Fachbereich Physik der Universitat, Bremen, Postfach 330440 
D-2S00 Bremen 33, Fed. Rep. of Germany 

Electron microscopy has developed into a standard research method in medicine 
and biology. Because of the possibilities to represent structures in the range 
of macromolecular dimensions it is used in routine diagnostic work and path­
ology as well as high-resolution structure research [49]. Today electron 
microscopy has a permanent place in diagnostics and biopsies of the liver, 
kidney, muscle, nerves, intestine, in hygiene and virology, and particularly 
in molecular biology. 

This article describes the special physical and methodical working condi­
tions which are typical for the application of electron microscopy in biology 
and medicine [41,42]. 

First we have to draw attention to the fundamental difference between con­
ventional transmission electron microscopy (CTEM) and scanning (transmission) 
electron microscopy S(T)EM, which affects the selection of preparations, the 
method of analysis, the obtainable resolution and the definite analytical 
statement. In CTEM the whole preparation is "illuminated" at the same time 
by a beam of electrons, sent from the crossover of the electron source by 
means of the condensor system. The electrons, partly scattered, diffracted 
and absorbed in the probe, are focussed on the screen by the objective, the 
intermediate lens and the projective. In S(T)EM the crossover is focussed in 
a single spot, which is scanned over the area of the preparation synchronously 
with the writing beam of monitor tube. The different interaction signals of 
the electrons with the probe can be collected by detectors at both sides of 
the preparation and can be used for image construction [14], especially after 
suitable data processing. While in the S(T)EM a resolution of 70-130 ~ 
(30 keV, SO.OOOx) is obtained; in the CTE~ a magnification of 1 million 
(100 kV) and a lattice resolution of 2.5 ~ may be possible [6]. With ~uper­
conducting lens systems the resolution limit may be increased to 1.5 A, at 
220 kV, because astigmatism can be reduced and the low temperature of 4.2 K 
gives a negligible rate of contamination and radiation damage [3]. 

Which Phenomena Are Important for Electron r~icroscopy of Biological 
Specimen [2,41,42]? 
1. In biological ultrathin sections (300-1500 ~) the absorption of electrons 

does not play an important role. Electrons are scattered and diffracted 
elastically on the amorphous and crystalline parts of structures, which 
affects scattering absorption contrasts as well as diffraction contrasts 
in the image. The presented objects have to be interpreted as phase struc­
tures with weak interaction, which are reproduced by suitable underfocus­
sing of the objective lens in connection with its spherical aberration. 
Imagine that the periodical parts in the object can be shown by a certain 
scattering angle of electrons. By image formation at certain values of 
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defocussing not all components of spatial frequencies are transmitted 
with uniform contrast. For practical use with the electron microscope 
such a defocussing value of the objective lens is important where a maxi­
mum bandwidth of spatial frequencies is transmitted into the image at 
maximum contrast in order to avoid a misinterpretation ofpartiwlar 
structures by change of sign. This is done by slight underfocussing, de­
pending on the object. 

2. The chromatic aberration of the objective and the bandwidth of electrons 
as a consequence of alternations in the beam, variations of accelerating 
voltage or energy loss in the object leads to focussing differences in the 
image and a chromatic error disc. Using a field emission gun and energy 
analyzer (electrostatic or magnetic), a superior image quality at the 
STEM is obtainable by reducing the chromatic aberration and taking into 
account for image formation the amount of energy lost due to inelastic 
scattering processes in the probe. This offers the possibility of analyz­
ing the amplitude contrast in the object [53]. 

3. The error of distortion can be corrected nearly completely in modern elec­
tron microscopes. 

4. The diffraction image in the focal plane of the objective contains the 
Fourier transform of the structures included in the object. By methods 
derived from X-ray diffractometry and crystallography, the 3rd dimension 
of the object and its periodical character can be found. Principly in the 
same way one can succeed in 3d reconstruction of aperiodic objects like 
proteins. One strict assumption is that the object has. no or only little 
radiation damage, which can be controlled. 

5. The SE and RE electrons, released by the interaction of the electron 
beam with the preparation, have different velocities depending on origin, 
depth of the probe, topography and Z numbers of the material. Therefore, 
each effect belongs to a different resolution limit [42,6]. The same is 
valid for measurement of probe current. The Auger electronsA coming from 
the uppermost layers (~10 1\) may be registered at UHV (10-~ Torr). Their 
application biological analysis is aspired. 

6. The emitted electromagnetic radiation consists of gamma quanta of the 
inner shells of the elements and of light generated by interaction with 
the molecules. In the first case the energy dispersive X-ray analysis 
(EDX) or angle dispersive X-ray analysis (WDX) is derived, in the course 
of which the quanta is absorbed by a Si-Li diode and analyzed by electric 
pulse-density distribution or by turning an analyzing crystal and count­
ing the quanta [6]. The lateral resolution limit is ~1 )lm with a sensiti­
vity limit of 0.1% for Z> 11, which typically corresponds to a mass of 
10-17 to 10-21g [36,46]. The light quanta (cathode luminescence) are used 
to measure the distribution of molecules and especially fluorochromes 
in the object by glassfibres, spectrometer and photomultiplier. 

7. The excessive ions and fragments of molecules do not yet playa role in 
electron microscopy of biological specimen since the pressure of the rest 
gases in the column normally is too high. 

8. The biologist has to be informed of the following phenomena: the dependence 
of the image contrast on the acceleration voltage, the variation of the 
resolution limit as a consequence of the variable penetration of electrons, 
but al so of the origin of radiation damage in the object •. Therefore, the 
loss Rf structure in the molecular range begins at a dose level under 
60 e/A 2. For imaging purposes the 100-1000x of this value is needed 
[22]. 
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9. For correct observation of biological and medical objects the reduction 
of contamination of the preparation by crack products of pump oil is im­
portant. This may be achieved by decreasing the object temperature with 
the help of cooling devices or by replacing the diffusion pumps by oil­
free systems like ion-getter pumps and turbo-molecular pumps. 

; 

Which Preparation Nethods Are Important in the Electron Microscopy of 
Biological Objects [15]7 
For submicroscopic histopathology and histochemistry at ultrathin section 
and for X-ray microanalysis those methods are of importance which do not 
change the fine structure of the tissue and keep the distribution of chemi­
cal elements undestroyed. Both requirements can hardly be fulfilled at the 
same time. Concerning the first requirement, in the routine embedding 
methods for the material after dehydration the inclusion of heavy metal 
atoms along the membranes is used. In the other case deep freezing, drying 
and SUbstitution processes are involved. Concerning then purposes of mole­
cular biology and virology, negative staining methods (by adding contrast 
materials on the surface of the object) or direct mounting methods without 
artificial contrast for dark field illumination and strioscopy are found. 
Membrane research is done by freeze etching and freeze fracturing. 

In ultramicroscopical autoradiography the distribution of developed grains 
of silver is measured in the area surrounding radioactive particles, which 
are tracers for the destination of biochemical activities in a section. With 
the help of statistics on the distribution of reaction products in an ex­
tended volume a resolution limit of 500-1000 ~ is possible. For purposes of 
S(T)EN the evaporation and sputtering with Au, C and Ag on the predried 
material is proved. 

Is It Possible to Determine 3d Structures of Biomacromolecules Directly? 
As already mentioned, the square of the Fourier transform is constructed in 
the back focal plane of the electron microscope objective. Certain spots can 
be analyzed directly in CTEr1 by their diffractograms by imaging the dia­
phragm for selected area diffraction (SAD) backwards into the object area. 
The signal distribution also allows one to index crystallographic planes 
and zone axes for biological crystals [8,37,45J. As the objective aperture 
diaphragro is moved away from the beam, by this indirect method, structures 
under 1 A are found. In methods similar to X-ray crystallography, especial­
ly by Patterson synthesis and Fourier transform [33], the unit cell can be 
found and recondstructed. This method will be of use if you intend to con­
struct the real 3d structure of aperiodic objects like protein molecules. 
In this case, so many sections in the Fourier-transform space are made as 
necessary for total 3d reconstruction by tilting the electron beam in the 
electron microscope. It is necessary to have reduced radiation damage by 
averaging low-dose images, to correct faults of the electron microscope, 
and to have solved the sampling and interpolation problems [7,20,21,24,26-29, 
32]. 

Which Methods Are Important for Optical and Digital Image Processing on Elec­
tron Nicrographs of Biological Specimen? 
In addition to the automatic image analyzing computer for revealing stereo­
metric, morphometric and statistical values, digital and optical image pro­
cessing plays a special and important role in biological research, especial­
ly in molecular biophysics [9,19,27,39,43J. 
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Coherent optical and digital image processing is done to study basic prob­
lems of weak and strong phase contrast and to evaluate principles of image 
manipulation and 3d reconstruction [17,18,30,35,38,47,48] as well as for ultra­
structure research on biomacromolecules and virology [1,9-12,24,25,43]. 

As far as linear systems are concerned, only Fourier-transform and related 
convolution methods are used [5]. In this case, coherent optics lead to a 
better resolution than computer methods, whereas computing is more convenient 
and of more practical use for varying problems [39,50,51]. Nonlinear methods 
of image restauration and special strategies (on the basis of maximum entropy 
or maximum likelihood) can be applied only digitally [4,13,34,52]. 

Coherent optical image processing leads to special apparatus for recon­
struction enhancement or suppression of details and noise by holographic and 
diffractometric filtering with the help of physical and hybride masks [35]. 
In the latter case - especially for correcting the electron microscope by 
inverse filtering [22,23,35] - light optical diffraction allows one to find 
the zeros and absolute amplitudes as well as the phases of the MTF by using 
C foils as a spatial frequency generator. Optical diffraction methods also 
make it possible to measure image and electron microscopes defects such as 
astigmatism, drift, elastical and magnetic fields, defocussing, and noise 
directly [30]. 

By adding the information content of differently defocus sed micrographs 
in the Fourier space, the whole area of transmission can be corrected. Simi­
lar efforts are made in order to add different aspects of the same object. 
By incoherent optical methods image details can also be revealed, especially 
by periodical integration of densities in a line or rotational superposition 
over a periodic angle [40]. Periodics can be averaged and symmetrized. 

Computer methods achieve principally the same as coherent optical methods 
[16]. Normally algorithms for the reconstruction of specimen boundaries can 
be handled better digitally than optically, in spite of the limited resolution 
with normally 256x256 pixels (8 bits). Colour coding, easily done by com­
puter, leads to modified display modes for image contents, which are more 
convenient to the human eye. Histogram and grey-level modifications as well 
as filtering methods allow reducing backgrounds and undesired structures. 
By using cross-correlation [44], one can exactly measure the status of cor­
relation and the MTF of the electron microscope. Therefore, it is possible 
to compare different exposed micrographs at the same focus-to study radiation 
damage. At the same level of correction one can reconstruct the 3d structure 
similar to coherent optical methods by superposition of exactly defocussed 
images. 

Computer image processing also allows direct methods for 3d reconstruction 
by superpositioning corrected 2d projections in a similar way as in X-ray 
tomography. It is also possible to reconstruct highly complicated aperiodic 
~lecule structures in 3d [9]. 
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Laser Projection Microscope: 
Principle and Applications in Biology 
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Physical Institute of the Academy of Sciences of the USSR 
Moscow, Leninsky prospect, 53, USSR 

Introduction 

One of the technical problems in modern biology is the display of microob­
jects on large screens. Generally, for this purpose "passive" microproject­
ors are used, but in many cases these systems provide only an insufficient 
screen illumination. In order to achieve a good visibility the screen illu­
mination should b~e.g. in the green spectral range not less than 0.lW/cm2 • 

For example, if we want to have a 1.000 x linear magnification of the image, 
the light flux per unit area of the object must be 106 x as intensive as 
that per unit area of the screen. This means that due to absorption and 
scattering losses an energy density in the object plane 10 7 x higher than 
the minimum energy intensity on the screen is needed. Although modern light 
sources can provide the theoretically needed object illumination, the result­
ing very high light fluxes may have degradation or even destroying effects 
on the object, especially when living systems are investigated. One of the 
ways to overcome these difficulties is the use of a laser amplification system. 

Laser projection microscope 

In spite of the fact that the idea to obtain bright images of microobjects 
by using an intensity amplifying laser medium and the realization of this 
technique have been known for quite a while, nevertheless, the laser projection 
microscope (LPM) is not yet widely used in technology and biology. The basic 
feature of a LPM is that (low energy) laser light containing object informa­
tion is amplified by a laser medium. In the simplest version of the LPM, 
presented by PETRASH et al. [1,2,3], the object is illuminated by light eman­
ating from a laser medium (copper vapor) and the light backscattered from 
the object is amplified by the same laser medium. In addition to its imag-
ing feature, such an arrangement provides the possibility of interme-
diately releasing high power laser pulses for microsurgical operations or 
studies on laser effects in living organisms. Since the principle and tech­
nical realization of this prototype is described in detail in [4], we can 
confine this article to the advanced version we are using now (Fig. 1) . 

. ~ 
X s 

Fig. 1: Schematic diagram of the laser projection microscope; 1 - object, 
2 - objective aperture, 3 - laser medium, 4 - mirrors,S - screen. 
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This type of a LPM differs from the previous one mainly by a spherical 
mirror positioned behind the object.in the laser beam path, which re­
flects the light passing through the object. In this way the transmitted 
light contributes to the amplification process and the object can be in­
vestigated in transmission mode. It could be proved experimentally that 
this version of LPM is preferable to the first one, especially when low 
contrasted objects are investigated. 

High-speed recording of structure changes in biological objects using the 
laser projection microscope 

Investigations of structure changes in living cells in thesubmillisecond range 
are of actual interest in biological research. Conventional microscopes are 
not applicable in such experiments. Optical intensity amplifiers using cap­
per vapor as laser medium, like the LPM, operate in a pulsed mode with pul-
se frequencies up to 10 kHz and pulse durations of 10-15 ns. Such frequenc­
ies are by far high enough to provide a continous and stable image for the 
naked eye, due to its time averaging feature. On the other hand, each sing-
le light pulse of the LPM contains an energy sufficient for recordings on 
usual photoemulsions [5]. 

A combination of the LPM and an appropriately triggered high-speed camera 
provides the possibility of recording film sequences. Thus, movements and 
structure changes of transparent microscopic (phase-) objects, occuring in 
the millisecond and submillisecond range, can be followed up. Biological 
objects, we investigated up to now, were different isolated cells of ani­
mals and plants, protozoa, and unicellulars. Examples recorded with the de-
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Fig. 4: Isolated neuron with axon; 
Glia cells are on the left 
(magnification: 2.000 x). 

scribed technique are presented in Fig. 2 and 3, demonstrating image se­
quences of a neuron taken from a grape snail brain and of an infusorian, 
respectively. The pictures were recorded with a pulse separation of 0.8 ms. 

Further investigations were carried out on isolated viable neurons of the 
perigullet nervous plexus, prepared according to the method described in 
[6]. Observing such an isolated neuron (Fig. 4), a folding of the cytoplas­
rna membrane could be detected [7]. 

After 3 to 4 hours of operation of the laser projection microscope we did 
not observe any structure changes of the neuron. Releasing intermediately 
some high power output pulses of the laser medium to investigate 
ser beam effects,vacuolization as well as changes in shape and size of the 
nucleus could be detected using the imaging feature of the LPM. 

Conclusion 

The presented experiments prove the applicability of the LPM to studies on 
living cells. The combination of LPM and high-speed photography opens a new 
field of microscopic investigations on st~ucture changes in living microor­
ganisms occuring in the millisecond and submillisecond range by recording film 
sequences. Thus, it may be possible to correlate such (short-time) structure 
changes with the electric activity in nervous cells. Furthermore, by (interme­
diately) releasing high power output pulses of the laser medium of the LPM the 
effect of laser radiation on living microorganisms can be investigated. 
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1. Introduction 

The acoustic microscope, [1, 2], has something in common with the optical and 
the electron microscope. The wavelength of the acoustic radiation is equal 
to that of the optical instrument and the image is acquired through scanning 
as in the SEM. But, the acoustic instrument differs significantly from the 
conventional instruments in that it can be used to monitor the elastic pro­
perties of biological material. That is the phase of the work that we will 
emphasise in this presentation. It is hardly surprising that we should be 
sensitive to elastic parameters since the reflectivity of acoustic waves is 
determined almost completely by the elasticity of the specimen under study. 

The primary elements of the new microscope are illustrated in Fig. 1. 
There, we find an array of electronic circuits feeding energy into the sys­
tem marked as the acoustic lens. There is a second system designed to 
receive pulses of radiation from the lens and process these signals in a form 
that is appropriate for display on the "CRT display". The information appears 
as an intensity modulated image on this TV monitor. The display system is 
similar to that used with the Scanning Electron Microscope. The scan time 
for a single frame can be as low·as one second and this is suitable for 
direct presentation on a long persistence monitor. 

2. Distinctive Characteristics of the Acoustic Microscope 

An important difference between optical imaging and acoustic imaging comes 
from the large differences in acoustic velocities that are encountered 
between liquids and solids. This permits us - in a way to be described 
below - to monitor with great sensitivity the changes in the elastic para­
meters of the surface being examined, [3]. 

It comes about as a result of the reflection properties of an acoustic 
beam at the interface between a liquid and a solid. The sketch of Fig. 2 
will be used to explain this properly. There we show an acoustic beam con­
verging from the lens to the interface between medium 1 and medium 2. The 
plane transducer (see Fig.l) is most responsive to those reflected waves 
that appear to come from the focal point of the beam in the plane. When 
the specimen is at the focal plane, all of the incident rays are returned 
and the reflection signal is maximised. When the reflector is displaced 
from the focal plane toward the lens (as shown in Fig.2), there are only 
two rays which appear to come from the focal point upon reflection. The 
first is the normal ray. Its return is unaffected by the position of the 
reflector. The second ray is shown with an angle of incidence ec ' It 
denotes the critical angle for "total internal reflection". The ray at the 
angle excites a wave that travels along the interface and re-emits energy 
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Fi9. 2 Ray diagram for acoustic reflection. 

into the liquid at an anqle equal to the angle of incidence, 8. After this 
ray has traveled to the ri9ht by the amount indicated in Fig.2~ it re-emits 
a wave that appears to come from the focal point. This ray after traversing 
the lens produces a response at the transducer just as does the ray at normal 
incidence. The two rays, however, are shifted in phase by a different 
amount. This phase difference depends, among other things, on the velocity 
of the wave travel ing along the interface. If this velocity changes as the 
probing beam is moved transversely to another part of the specimen, the inter­
face pattern is altered and this produces a channe of contrast in the imaqe. 

We will recapitulate. In order to monitor small variations in the elas­
tic properties of the specimen's surface, we move the reflecting surface 
away from the focal plane toward the lens. At this point, the incoming ray 
at the critical angle will interfere with the ray at normal incidence. The 
interference parameter will change as the velocity of the wave along the 
interface changes. The velocity of the wave along the liquid-SOlid inter­
face is dependent on the elastic properties of the solid and this dependence 
produces the contrast changes in the final image. 
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This model works well with a single surface of a solid. With biological 
cells, we must consider two interfaces, one at the top of the cell where it 
is in contact with the surrounding liquid, and the other at the bottom of 
the cell where it is in contact with the substrate. There is an acoustic 
reflection at both of these pOints, and the two can interfere constructively 
or destructively according to the elastic properties of the substrate. The 
remarkable thing about this system is that we get both. In the outer 
regions of the cell where the thickness tapers there are regions where the 
reflection from top and bottom add and other regions where they cancel. 
The dark regions, or rings, will move and distort as the internal elastic 
properties of the cell changes. The contours of dark rings give us a pre­
cise measurina system that allows us to monitor not only the elastic prop­
erties of a given pOint in the cell - but to record the changes in these 
properties as the cell moves around and about on the substrates. The images 
of Fig. 3 and Fig. 4 illustrate the appearance of these dark contours. 

Fig.3 Acoustic reflec­
tion image of a chick 
embryo fibroblast. 

Fig.4 Acoustic 
reflection imaqe of 
a chick embryo fibro­
blast. 
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3. Imaging in Cryogenic Liquids 

As we push for greater and greater resolution, we must search for liquids 
with low sound velocities for there the wavelength is decreased for a given 
frequency. Cryogenic liquids offer possibilities for their velocity is much 
less than water [4]. There are two of interest: (1) liquid nitrogert and 
(2) liquid helium . The velocity of sound in nitrogen is decreased by a 
factor of 2 over water, and in helium, i t is down by a factor of 8. 

To record our images, we have rebuilt the microscope in a form that would 
fit inside a dewar 75 mm. diameter and immersed the entire unit in the liquid. 

In helium at 1.950 K, we now have preliminary images and it looks as though 
it will soon be possible to push the resolving power to the point where we 
can resolve periodicities that are in the neighbourhood of 1000~. To date, 
we have succeeded in resolving aluminium lines of silicon wafer with a period­
icity of 2500~. The width of the individual line was 1000 ~. 

In liquid nitrogen, we have imaged fixed frozen cells with detail that is 
somewhat more distinct than that found in the phase contrast images from the 
optical microscope. Chick fibroblast cells imaged in this liquid are shown 
in Figures 5 and 6. 
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Comparison of cellular detail for an acoustic image in liquid 
nitrogen. 

4. Low Resolution Acoustic Imaging 

The acoustic microscope has a demonstrated resolution capability rivalling 
that of optical microscopy. The prospects for achieving a radically higher 
resolution, by resorting to cryogenic liquids described in the last section, 
or by the use of high· pressure gas as a coupling medium [5], look promising 
for the immediate future. However, the fact that the contrast mechanisms 
involved are quite different from those exploited in optical microscopy is 
an attribute which can be of direct value even at low resolutions. In this 
section, we will give two examples of such low frequency and, hence, low 
resolution applications . 

Clinical ultrasound B-scan imaging is normally conducted at a frequency 
in the range 2-5 MHz, the resolution being of the order of one millimetre. 
The contrast mechanisms which enable the clinician to detect, for example, 
quite small focal and also diffuse liver tumours are not wholly understood. 
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With the help of acoustic microscopy, it should be possible to determine 
the specific tissue properties giving rise to contrast. To this end, a 
resolution of a few tenths of a millimetre is adequate. The need is to 
analyse the variations in density of the image into separate causal factors 
- changes in acoustic impedance, velocity or attenuation. 

In order to achieve this discrimination, we must make use of the phase as 
well as the amplitude information in the received acoustic beam. It is also 
more convenient to work with a transmission microscope rather than the re­
flection version shown in Figure 1. The phase information is derived by 
utilising a reference channel in which the phase can be switched by rr/2. 
From two measurements, the amplitude and phase can, therefore, be computed. 

The impedance and velocity of the sample can, in principle, be derived 
from this data, [6,7]. There are certain difficulties of ambiguity, and 
accuracy, even when one is dealing with plane waves. For a focussed beam, 
one can still derive the impedance and velocity in a direct way from the 
data, provided the angular aperture of the illuminating beam is not too 
large. For the largest apertures, corresponding to the highest attainable 
resolutions, it is necessary to derive the information from an optimisation 
procedure. 

Figure 7 shows an example of a ~ mm. section of fixed human liver. An 
optical image shows very little contrast. The acoustic amplitude and phase, 
obtained at 11 MHz in transmission, is shown in (a) and (b) respectively. 
Figures 7 (c) and (d) show the derived impedance and velocity. The numerical 

PHASE 2mm a AMPLITUDE 

~ Human liver imaged at 11 MHz. 

30 

2mm 
L-------.I I b 



values can be read off by reference to a calibrating grey scale, or alter­
natively, presented on a screen, by placing a cursor on the required portion 
of the i~age . A histogram of the velocity shows a peak value of 1.05 
relative to the velocity in water, and a range extending from 1.04 to 1.08 
- reasonable in the light of known tissue velocities. The impedance values 
implied by Fig. 7 (c) show a variation below and above that of water which 
is somewhat wider than one would have expected; an error analysis indicates 
that a higher level of experimental accuracy is probably needed to ensure 
quantitative reliability. . 

A.second example of low resolution acoustic imaging is its application 
to chick embryology, [8]. Fig. 8 shows amplitude and phase images of a 25 
somite chick embryo, fi xed in ethanol and imaged in methanol, taken at 50 
MHz. It is important to emphasise that no staining was used - yet clearly 
there is no lack of contrast . Indeed, these highly preliminary results 
suggest evidence that the acoustic imaging permits a more sensitive detect­
ion of somite formation than is achieved with staining and optical imaging. 

Use of a temperature controlled microscope stage, together with a di­
alysis unit, would enable the embryo to be kept alive for extended periods. 
This should allow the observation of growth at a time when it is pro­
ceeding with great rapidity. 

~ Chick embryo 
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5. Future Developments 
The basic acoustic microscope, working in liquids and at room temper­

ature, is now reaching a stage of developmental maturity. However, the 
applications, both to cellular biology as to tissue characterisation are, 
as yet, in an early stage. The ability to image without staining is just 
beginning to be exploited. The technique for deriving materials information, 
on a resolution cell basis, by varying the lens-object spacing or by 
direct phase measurements is a unique and novel microscopical technique. 
Further, the fact that the information is derived on a point by point basis, 
coupled with the fact that one obtains a complex (amplitude and phase) 
signal, offers opportunities in subsequent image processing which may 
prove extremely valuable. A simple examp?e is presented by the ability to 
subtract two complex, successive images, [9J, which allows one to display 
the differences - e.g. growth patterns in a biological specimen. 

The higher resolution which one can obtain using cryogenic liquids has 
been discussed; one can anticipate rapid development of this technique 
during the next few years. A complementary approach which promises the 
attainment of very high resolutions is the use of a gas at high pressure 
as the coupling medium. Resolutions below 1000 ~ are anticipated, [5J; if 
the expectations are realised, and since gas medium microscopy takes place 
at room temperature, it may be possible to image some classes of living 
specimens. 

Finally, we should mention the rapid development of the application of 
photo-acoustic spectroscopy, [10], to microscopy, [1lJ. In this tech­
nique, a modulated laser beam incident on the specimen, thermally excites 
acoustic waves which can be detected by a variety of means, some directly 
related to those used in the acoustic microscope. This hybrid optical­
acoustic approach looks exciting in a number of different respects -
notably the fact that it permits spectroscopically selective imaging. It 
is just reaching the stage where useful images of biological specimens 
are emerging. 
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1. Introduction 

Optoacoustic (also called photoacoustic) and photothermal imaging is based 
on the propagation of thermal waves [1] and their interaction with thermal 
structures in a solid [2]. These waves are locally generated in the surface 
of the sample by the absorption of an intensity modulated focused laser 
beam which is scanned across the sample. They are detected via the corre­
lated temperature modulation. The classical method is optoacoustic detec-
tion where the sample is kept in an airtight cell. The temperature modulation, 
which depends on optical and thermal sample properties, results in a gas 
pressure modulation which can be heard as sound [3]. A more modern method 
uses piezoceramics for detection of modulated thermal expansion [4]. 

While these two methods still require physical contact with the sample, 
photothermal detection of thermal waves is based on detection of modulated 
thermal infrared radiation [5]. It is therefore a remote method which is 
quite different from conventional thermal imaging. 

2. Optoacousti c Imagi ng and r~i croscopy 

Imaging means mapping of local sample properties. The arrangement used here 
is shown in Fig. 1. A laser beam is modulated and then deflected in such a 
way that it scans across the sample which is glued to piezoceramic material 
(PZT). The AC-output voltage of this detector is analysed by a lock-in 
amplifier and then shown in an imaging system as a function of the sample 
coordinate where the signal was obtained. 

An example of an optoacoustic image is shown in Fig. 2 where two pieces 
of metal (thickness 0.5 mm) were welded and then carefully ground to remove 
optical surface structure. The subsurface structure is clearly revealed 
with the signal magnitude at 20 Hz in halftone or signal surface represen­
tation. As this kind of imaging is sensitive to boundaries, it is a valu­
able tool for nondestructive testing of opaque materials far beyond the 
penetration depth of the optical radiation [7-9]. The optoacoustic signal 
depends on how much heat is produced initially and on how well it is dissi-
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Fig.~. Optoacoustic 
imaglng of welded steel 
(0.5 mm thickness) 

~ Optical and optoacoustic images of an aluminium sample provided with 
black spots and subsurface holes (dashed ) 

pated into the interior of the sample [3]. If a sample has optical structure, 
the optoacoustic image is also affected because the amount of generated heat 
changes. 

On the other hand, temperature modulation as a thermal response is charac­
terized by its magnitude A and its phase lag ~ with respect to the optical 
modulation. As phase can be interpreted as a normalized delay time, it does 
not depend on how much heat is produced. Therefore phase angle ~ shows only 
thermal structures [10] as is demonstrated in Fig . 3, where an aluminium 
sample is provided with subsurface holes and black spots on the surface [11]. 
The optical image can only show the surface structure while the signal phase 
reveals only the subsurface structure and the magnitude A. Therefore phase ~ 
has the advantage of providing information which-does not depend on optical 
surface absorption. Also it has been shown previously that the depth range 
is larger [12]. By varying the modulation frequency, depth resolved analysi"s 
is possible because the signal has its origin mostly in a surface layer the 
thickness of which is about the thermal diffusion length [3,6]. Optoacoustic 
microscopy of thermal structures requires modulation frequencies of 105 Hz or 
more [2,10]. Inspection of biological material is possible with a liquid 
coupling to the piezoceramic transducer [13]. Microscopy of a hair is shown 
in Fig. 4. For contrast enhancement electronic filtering has been used. The 
phase image does not show all the surface details of the magnitude image but 
mostly lines along the direction of the hair. Laser power can be decreased 
to about 1 mW in these experiments. Though liquid coupling provides some 
cooling, high power density (R<105 W/mm2) is still a problem. 

E 
~ 

a 
a 
~ ~ Optoacoustic 

images of a hair 
at 110 kHz 

35 



3. Photothermal Imaging 

Optoacoustic detection requires physical contact with the sample. Remote ob­
servation of temperature as it is known in thermal imaging can also be used 
for thermal wave analysis (photothermal detection). The main difference is 
that one observes temperature modulation only [5]. Therefore photothermal 
imaging differs from thermal imaging by the fact that it is a dynamical 
method where a phase shift allows distinguishing between optical and thermal 
structures. Photothermal front surface detection has been previously used 
for material probing [14]. A comparison with optoacoustic detection is shown 
in Fig. 5a,b where the laser beam scans across 1 mm aluminium provided with 
a 0.4 mm subsurface hole. Resolution seems to be about the same because it 
is determined by thermal diffusion length [2]. 

In a photothermal transmission arrangement (Fig.5c) the thermal wave is 
detected after it has propagated through the sample. The results (which 
show a diffraction-like pattern) indicate that at the same modulation fre­
quency 20 Hz resolution is better. As the signal is not dominated by near­
surface parts of the sample, one observes mostly the projection of internal 
structures [15]. Therefore this method should be suited for remote nonde­
structive measurement or inspection of layers up to severalmm of aluminium 
at 20 Hz [16]. One possible field of applications is testing laser welded 
thin metals used for medical devices. Such an example is presented in Fig. 6. 
Photothermal transmission imaging with the phase angle ~ shows a discon­
tinuity which is not so well seen with signal magnitude A. From the few 
results obta ined till now it seems that the requi red opti cal power exceeds 
the one needed for optoacoustic detection. Therefore imaging biological sub­
stances is more difficult in photothermal transmission. 
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4. Conclusion 

Fig.6. Bright diagonal is seam of 
laser welded metal . Field of view is 
2.3 x 2.3 mm2 

There are several ways of thermal wave imaging and microscopy, and the in­
formation obtained can be different. Optoacoustic imaging shows mainly the 
near surface region, structures in greater depth appear weaker. Range is 
variable via modulation frequency but generally smaller than with photother­
mal transmission imaging which does not directly provide depth info rmation. 
This method should f i nd more application for the in spection of thicker 
samples with a higher damage threshold. 
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Biomedical Image Classification by Data Reduction 

M. Mohajeri, M.A. Fiddy, and R.E. Burge 

Physics Department, Queen Elizabeth College, University of London 
Campden Hill Road 
Kensington, London, W8 7AH, U.K. 

Introduction 

The aim of this paper is to consider the quantitative classification of med­
ical images for diagnostic purposes. Medical images present many common 
features from patient to patient but the differences between them may not 
always be due to some abnormality. This variety of format for such images 
leads to a complexity that restricts the success of image processing. This 
paper considers the use of data compression techniques to provide a compact 
representation of the image and, hopefully, a more efficient means for classi­
fication [1,2]. We have also studied pre-processing (histogram equalisation 
[2] and spectral filtering) in order to aid establishing decision criteria. 
We consider chest X-rays of pneumoconiosis patients and acoustic images of 
babies heads. The only compression techniques discussed here are the dis­
crete cosine transform (DCT) and the Karhunen-Loeve transform (KLT), the 
latter being of more interest. Confidence in finding criteria is drawn from 
applications of these transforms to simulated data. 

Compression transforms 

The DCT and KLT are well known and will only be briefly outlined here, [3,4]. 
The DCT of a two dimensional NXN image f(x,y) is given by 

N-1 N-1 
g(u,v) = ~ L L f(x,y) ~os(2x+1)u~ ~os(2y+1)v~. 

2N x=O y=O 
(1) 

This transform can be obtained directly from the FFT and also lends itself 
to optical implementation. An ultimate goal in our work is the development 
of a real time optical processor to facilitate routine mass screening and 
diagnosis. The DCT results in most of the image energy being concentrated 
towards lower spatial frequency coefficients. 

Although not offering a great improvement over the DCT in compression 
factors, the KLT is based on a completely different representation of the 
function. Consider an N' dimensional vector ~, having components Xj which 
might be an image or a sub-image. If there are i = 1,2 ... M such vectors one 
can approximate their covariance matrix by the average 

C -x 
1 M 

= M L (x.-m )(x.-m )T 
i=l -1 -x -1-X 

where for M similar images ~x 
for each sub-image. -

m x. 
-] 

1 M 
= -M L x .. 

i=l 1J 
or m = m 

-x -x. 
-1 

(2) 

The KLT consists of obtaining an image vector Z given by z· ~(~-~) where A 
is the transformation matrix whose rows are the eigenvectors of ~7 This 
transform is optimum in the sense that ~ is diagonal, the elemenrs being the 
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eigenvalues of ~ and hence the elements of Z are uncorrelated. Compression 
arises in the multiple image case because only a few Zi are ,significant. If 
only one image is available one approximates Cx as shown in eq. (2) by taking 
the average of the covariance matrices from the set of sub-images. The 'sharp­
ness' of the diagonal structure of each covariance matrix will vary from sub­
image to sub-image. The greater the similarity between these structures, i.e. 
the more homogeneous the complete image, the better the averaged ~ one would 
obtain, and hence the higher the possible compression. Compression for ,one 
image is achieved by considering only the p principal terms of each Z giving 

P T N2 
\' ' T 
L. y .. A + l: b.A +m 

j=1 ~J- j~p+1 r -~i 
where b.=E{y .. L 

J ~J (3) 

We denote the multispectral situation [4] by the MKLT and that for a single 
image by the SKLT. A recent publication by CAULFIELD et al. [5], indicates 
the possibility of using a fast parallel non-coherent optical method for 
determining eigenvectors. 

Image classifcation 
The DCT and SKLT were applied, first, to simulated textures in order to assess 
their efficiency at distinguishing differences. The difference between the 
normal and abnormal conditions in the images mentioned above tend to be local 
texture changes. The textures shown below correspond to two views of the same 
texture (fig. a and b), changes in each of these due to line broadening (fig. 
c and d) and line lengthening (fig. e and f). The graph below (fig. g) shows 
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the distribution of the rotationally averaged cosine transform and fig. h 
shows the distribution of eigenvalues or the diagonal elements of ~Y' The 
DCT does not show clearly the differences between the six cases. Tbere is a 
clustering of profiles using SKLT, however. These eigenvalues correspond to 
the case of an averaged Cx derived from subdividing the 64 x 64 images (fig. 
a to f) into 8 x 8 sub-images. 

For a specific classification problem the optimum differences in, for 
example, eigenvalue profiles would vary. We demonstrate here only that con­
sistent differences do indeed exist, as shown in fig. h. The motivation for 
preprocessing the data using histogram equalisation is to redistribute the 
image contrast and thus alter the amplitude of the coefficients or eigen­
values to be monitored. Clearly, the maximum differences that can be intro­
duced will ease the classification criteria. 

Using the SKLT the images below show, from left to right"the original 
image (64 x 64), the averaged covariance matrix, the y vectors for each sub­
image with maximum to minimum values running from bottom to top, and the 
cases p = 8,15,40 respectively as defined by eq. (3). The vertical columns 
correspond to the texture (top), a chest X-ray with and without histogram 
equalisation followed by an acoustic image with and without histogram equal­
isation. It can be seen how compact the data may become for image storage 
or adequate representation. 

orig. y's p= 8 15 40 
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While it might be possible in the acoustic case to generate a multispectral 
set, one is likely to have only one independent image for each patient. In 
order to generate the equivalent of a multispectral set one can apply a 
variety of window functions to the transform of an image. Once again, opti­
mum choice of window for the given feature of interest can greatly enhance 
the separation of information between coefficients or eigenvalues. For 
specific problems, using the MKLT, one may be able to isolate the relevant 
information into one principal component and thus monitor only one eigen­
value for diagnosis. This is illustrated below for a set of 5 processed 
images (on the left) taken from the original and the 5 principal components 
(on the right). There is a concentration of uninteresting information about, 
for example, the ribs into the first principal component. 

Conclusion 

We have demonstrated the potential use of the DCT and KLT, which are amenable 
to fast optical processing, for classifying medical images. Pre-processing 
might be required to facilitate some feature classification and two techniques 
are suggested. 
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Optimization Criteria for Television-Based Image Digitizers 

L.P. Cordella, and A. Pirri 
Istituto di Cibernetica del CNR 
1-80072 Arco Felice, Naples, Italy 

It is well known that digitizing an image implies converting it into an n x m 
matrix of numerals, each of which is a function of the integrated average 
light intensity reflected (or transmitted) by each of the nxm pixels in 
which the image is subdivided. At least two main reasons lead one to pay 
special attention to the problem of medical image digitization. On one hand 
it is believed that both for preservation and circulation, and even more in 
the future, storing images will be done by computer memory. r'1edical images 
are normally observed in order to reach a decision about the presence and 
the nature of a pathology. Such a decision is often strongly dependent on the 
quality of images, so their digital conversion should not deteriorate, but 
should improve if possible the conditions for an adequate evaluation. On 
the other hand, automated image analysis already appears as a powerful means 
of complementing the information attainable by the human observer (often 
qualitative) with more quantitative information. In this last respect, the 
digitization system is the eye of the computer: the better the pictorial 
information we are able to supply the computer with, the greater its possi­
bility of a correct analysis and the smaller the need of preprocessing 
operations. This is especially true for biomedical images, since correct 
segmentation and feature extraction are often dependent on the possibility 
of detecting small density differences and thin lines. 

Digitization techniques have greatly improved from Nipkow discs of the 
50's, to flying-spot scanners, television scanners, photodiode arrays and 
more complex, high-speed systems operating with non-coherent light [1]. 
TV camera based digitizing systems are still widely preferred, essentially 
because of their speed, the possibility of operating both in transparency 
and reflection, and the lower cost and size. Among many types, the most com­
monly used television tubes are vidicon and plumbicon. The quality of a di­
gitized image as obtained with such scanners depends on a number of factors, 
such as light source characteristics, transf£r characteristics of the optics 
involved (microscope, lenses), and features of tube, the electronics connec­
ted to it and analog to digital converter (ADC) [2-6]. Although image quali­
ty evaluation could be based on different criteria, according to whether 
images have to be analyzed by man or computer, a number of optimization 
techniques can be mentioned. 

The source of light should be adequately stable and provide a uniform il­
lumination over the field of interest; its spectral distribution should be 
also considered according to the task. Both source and optics should be 
chosen so as to avoid distorsions and shading effects. Attention has to be 
paid to the relationships between optical characteristics and the actually 
wanted spatial resolution. Corrections for the modulation transfer function 
of the system are attainable by nonlinearly shaping the frequency response 
of the video amplifier [3]. Shading could also originate from tube photosur­
face; in this respect plumbicon is noticeably better than unselected vidi-
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cons, showing a very uniform response over its surface. Use of shading cor­
rectors should anyway be considered [7]. As already mentioned, the light 
transfer function of plumbicon is very linear (y~l) while it is rather non­
linear for vidicon [2]. Nonlinearity gives to vidicon a dynamic range that, 
in reflected light, can be up to 10 times larger than for plumbicon (which 
is more sens i ti ve), maki ng the former sometimes preferabl e for images show­
ing a large dynamic range, but whose informative content is confined into a 
narrower range. However, vidicon suffers from image retention which, besides 
the mentioned drawbacks, causes a preference for plumbicon in the majority 
of applications. 

Signal to noise ratio is very important for comprehensible reasons. 
Plumbicon has a better SIN figure than vidicon, so the overall SIN ratio of 
the system mainly depends on preamplifier and circuitry noise. Figures bet­
ter than 40 db at 5 MHz should be requested to obtain an adequate number of 
"meani ngful" grey 1 evel s. But how many grey 1 evel s are necessary for a given 
application? [3]. Anyway, under the same conditions it appears desirable that 
the dynamic range of interest for the image at hand be resolved at most, i.e., 
that any image be digitized using the whole number of available levels. In 
this connection it should be pointed out that not only the integral linearity 
of the converter, but even its differential linearity, influences image 
quality, as channels may be not equally large. A differential linearity bet­
ter than 5%, with 64 available quantization levels, could be achieved with 
a 10 bits ADC, by using only the 6 more significant bits. 

Let us refer to Fig. 1 and let a) be the video signal corresponding to an 
image row: it varies in a range !J.V about a DC level V. If the signal would 
be digitized with a device able to. assign, say, 16 levels within the range 
O-VN, it would be resolved in only 4 levels. r,loreover, the grey level of 
every pixel would be represented by a number of bits greater than that ac­
tually sufficient for the same resolution. Manually regulating illumination, 
objective aperture, DC level and video amplification is time consuming and 
not practical for a number of reasons. Moreover, it would hardly allow one 
to make "absolute" measurements of optical density. We developed an analog 
device that seems to overcome such problems. A block scheme is given in 
Fi g. 2. 

Suppose that ADC2 converts voltages in the range O-VN into numbers in the 
range O-N. The video signal is added in S2 to the DC voltage value ± L 
necessary to shift its dynamic range about the middle value of the converter 
input dynamic range (Fig. Ib). The value of L and its sign are automatically 
evaluated, together with the image dynamic range !J.V, during a raster scan 
(or a restricted part of it, selected by an analog switch) as shown in the 
scheme. The signal is then amplified (Fig. lc) by an amount A = VN/t.V by 
a digitally programmable gain amplifier (see e.g., [8]). With the components 
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Fig.2. Block scheme of the electronic circuit 

used, the noise introduced is negligible with respect to other sources. The 
noise due to the TV camera and to its preamplifier is, of course, amplified 
by A as well. While not affecting the overall SIN ratio, this effect gives 
a further reason for using high SIN ratio cameras. The "true" grey value 9 
of a pixel can be recovered from its actual value G, if the values A and L 
are stored by computer, since g = (G/A) - L. By suitably shaping the transfer 
functions of A it is also possible to obtain r~TF and y corrections. In this 
last case g is given by accordingly modified formulas. Some results are shown 
in Fig. 3. 

Thanks are due to Mrs. A.M. ~lazzarella and r~r. S. Piantedosi for their 
technical assistance. 
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Fig.3a-c. Degraded (left) and improved (right) digital versions of three 
photographic images: a) girl, b) colposcopy, c) muscular fiber section. 
Grey level hystograms are shown. The only processing applied to the images 
is that illustrated in Fig. 1 
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Digital Image Analysis of Complex Periodical Viral Structures 

A. Santisteban, and N. Garcia 

Centro de Investigacion UAM-IBM, Universidad Autonoma de Madrid 
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J.Lo Carrascosa, and E. Vinuela 
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1. Introduction 

Structures with two-dimensional translation symmetry are common among viruses. 
Digital image processing techniques can be used to study their electron micro­
graphs, filtering the periodic structure from the non-periodic noise. We 
outline in section 2 the method that gives the best results, consisting of 
the transformation of the image to get its digital Fourier transform (DFT) 
matched to a pre-defined theoretic lattice-pass filter [1J. In section 3 we 
extend this technique to the case in which we have two periodic layers produc­
ing a moire pattern that, in the usual presence of heavy noise, is nearly 
impossible to interpret by simple visual inspection. We apply this method in 
section 4 to the study of the capsid of the African Swine Fever virus. 

2. Single Lattice Analysis 

The first step in the analysis of an electron micrograph is digitization. 
When the structure we are dealing with is a simple two-dimensional periodic 
array, it is not difficult in general to approximately align the scan direc­
tion with one of the lattice axes. Thereafter we display the digital image 
on an interactive terminal screen, select with the cursor equivalent points 
in the most clearly distinguishable basic elements of the lattice, and compute 
with their coordinates the parameters of a geometric transformation that 
adapts the image to the filter (see below). We use the two-dimensional cubic 
convolution algorithm [2J for interpolation. 

The purpose of the geometric transformation is to have an integer number 
of repetitions of the basic motif in each direction (apart from minor local 
distortions), what is equivalent to have an infinite lattice. The Fourier 
transform in absence of noise is then a lattice of delta functions and the 
DFT has its samples on the precise locations of these delta functions. There­
fore there is no leakage in the DFT, and the non-zero values other than the 
reciprocal lattice points correspond solely to noise. We apply then a lattice­
pass filter that makes zero all' DFT values except those in the reciprocal 
lattice points. The filtered image is obviously pure periodic with the motif 
identically repeating centered on the direct lattice points. For a more 
detailed discussion see [1J. 

3. Multiple Lattice Analysis 

When we are dealing with an object composed by several independent periodic 
structures we can, at least in principle, analyze separately all of them 
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using the procedure outlined in section 2. Nevertheless, this is not straight­
forward at all. We discuss here the steps of the analysis of a moire produced 
by two periodic layers and apply them to a real case in section 4. 

When we have a moire with low signal-to-noise ratio, we cannot, in general, 
select a relevant direction for scanning; hence we have to digitize an area 
containing the specimen with an arbitrary axes orientation, using a window 
size and a sampling distance small enough to ensure that no significant infor­
mation will be lost in any subsequent resampling. 

We display the image on the interactive terminal screen and select an 
appropriate subimage of the best preserved part of the specimen. We compute 
the OFT of the 5ubimage using the FFT algorithm [3J and display its modulus 
on the terminal screen. This Fourier pattern is usually very difficult to 
interpret due to the unadequate image sampling that introduces a serious 
leakage in the image frequencies, and to the usual high level of noise. We 
have to identify the location of the peaks corresponding to the basic frequen­
cies of the lattices, distinguishing those coming from each lattice. 

When both lattices are equal though rotated a small angle, it is very 
difficult to separate the peaks of the OFT that correspond to each one of 
them. We then have to resample with a lower frequency in order to separate 
further these peaks. This puts a limit on the resolution which is necessary 
to evaluate the basic motif of the lattice. 

From the approximate coordinates of the peaks of the OFT, we obtain the 
parameters of a change of coordinates in the direct space that makes one of 
the lattices to approximately match the filter, defined as outlined in section 
2. The leakage of the frequencies of this lattice has been reduced but not 
completely removed. We obtain a refinement of the change of coordinates and 
construct a new subimage that achieves a better matching to the filter. 

We keep on trying different changes of coordinates until we get a satisfac­
tory matching of the first lattice to the filter. Then we filter the image 
and obtain the reconstruction of the first layer of the specimen. The final 
change of coordinates performs, in general, different rotations and scale 
dilatations for the two basic vectors. The inverse change of coordinates can 
eventually be applied to transform the filtered image back to the original 
coordinate frame. 

The same iterative procedure is also applied to the second lattice and 
the filtered image is transformed to the first lattice coordinate frame. 

The use of an interactive display system is essential for our trial and 
error approach to obtain a OFT matching the theoretic lattice-pass filter. 
We use a Ramtek 9351 display unit attached to an IBM 370/158 computer oper­
ating under VMS. 

4. Application: Study of the Capsid of the African Swine Fever virus 

As a practical application of the method described in the previous section 
we study the capsid of the African Swine Fever (ASF) virus. These capsids 
were obtained after osmotic shock of the virus during 24 h in water, concen­
trated by sedimentation, resuspended in water and adhered to carbon coated 
grids previously made hidrophilic by glow discharge. The samples were nega­
tively stained with 2% phosphotungstate pH 7 and micrographs were taken in a 
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JEOL 100B transmission electron microscope with a magnification x36,600. 
The micrographs were digitized in a Perkin-Elmer 1010A flat-bed microdensito­
meter, using a square window 4 ~m on a side, sampling distances of 4 ~m in 
both axes and a scale linear in the optical density. 

The image that we selected revealed no information in the direct space. 
Nevertheless, its Fourier transform showed two hexagonal lattices rotated a 
small angle. In order to achieve a good separation of both lattices (their 
points at least 2 sampling units apart in the OFT) it was necessary to 
undersample. By trial and error we finally selected a 256x256 pixel subimage 
(specimen was not big enough to extract a 512x512 pixel subimage) with 16 
rows of 14 motifs each one (notice that 14/16~/3/2 the ratio in an exact 
hexagonal lattice). The axes of the subimage (rotated with respect to those 
of the original image) were orthogonal and the resampling distances were 
3.736 in the horizontal direction and 3.870 in the vertical one (see Fig. 1). 

Its OFT (Fig. 2) conformed very accurately to the theoretic lattice-pass 
filter. Only the 3 first diffraction orders were kept in the filtering 
provided that the higher orders correspond to frequencies higher than the 
first zero of the contrast transfer function. Figure 3 represents the recons­
truction of this lattice; it is a hexagonal array with a periodicity of 7.6 
nm. Again by trial and error we selected another subimage of the same charac­
teristics, for which the second lattice conformed to the theoretic lattice­
pass filter. Its horizontal axis formed an angle of -10.8°with the horizontal 
axis of the first subimage while the vertical axes formed an angle of -11.6° . 
The resampling distances were the same as before. The peaks of its OFT were 
less clearly resolved than in the first lattice (probably due to a poorer 
staining of the corresponding layer). The filtered subimage (Fig. 4) was then 
geometrically transformed to be in register with the first filtered subimage 
and added to it to obtain a moire pattern. This pattern is the reconstruction 
of the original image having been filtered out the non-periodic noise (compare 
Fig. 5 and Fig. 1). 

y~ Subimage of the original 
micrograph geometrically trans­
formed to match the theoretic 
filter. 
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Molecular Order of Ceramide Trihexoside (CTH) 
Inclusions of Fabry's Disease: 
Study Through Digital Image Processing and Optical 
Fourier Transformation 

F. Oelbarre, S. Laoussadi, H. Duroisot, A. Constans, and Go Daury 
Groupe d'Analyse d'Images Biomedicales, Universite Rene Descartes 
3, Boulevard Pasteur 
F-75015, Paris, France 

Since 1979, the structure of various biological membranes has been studied 
at the G.A.I.B. using optical means. In case the membrane elements are 
stacked together into lamellar thick inclusions a favourable statistical 
situation arises. In case of Fabry1s disease such inclusions can be found 
in several tissues and organs, including heart and kidney. This disease is 
caused by an enzymatic a-galactosidase A deficiency, which is X-chromosome 
linked, and is quickly mortal to men (45 years). The inclusions consist 
of ceramide trihexoside molecules and water [1]. 

Such inclusions were photographed through an Elmiskop I Siemens trans­
mission electron microscope (TEM) with a 40,000 X magnification. Tissue 
samples were fixed in glutaraldehyde (5%), and Os 04 (1%), dehydrated in 
different gradients of ethanol and embedded in Epon 812. Thin sections 
(75 nm) were obtained from a LKB III ultrotome, stained with uranyl ace­
tate and lead citrate. Six tissues (mainly muscle and synovium) were 
examined, derived from nine males and females from five families. The age 
range was 12-45 for males and 18-70 for females. A thousand photographs 
were handled, fifty of them being digitalized and processed on an Univac 
1110 computer or on a Comtal Vision 1/20 electronic processor in order 
to increase the visibility and signal-to-noise ratio. Two thousand optical 
Fourier transforms were performed with a laser set-up. In order to pull 
out the structural information these Fourier transforms were correlated 
with family, age, and type of tissue (Figure 1). 

The great majority of publications related to Fabry inclusions only 
illustrate textural aspects (rectilinear or bent crystals, polygons, 

ANALOG F.T. 

Fig. 1 Schematic diagram of the set-up used for biomedical information 
extraction 
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mosaics, etc .... ). Up to now, because of lack of scales along the lamel­
lae, even with a good lamellar visibility, there is a tendency to show only 
the La bilayer [2] and La bilayer stacks (BLS), where each bilayer is sup­
posed to be separated from its neighbours by an intermediate free water 
layer. The observed differences are associated with cleavage incidence 
variations while cutting the sample. Since 1979 [3] it has become obvious 
that, besides the well-known La structure there are simultaneously 
(Figure 2) LS or LS' structures [2], LS or LS' polybilayers (PBL), Ly 
structures [2], Ly double-bilayer stacks (DBLS), and various polybilayer 
stacks (zebra bodies) . Each structure has a characteristic, well-defined 
repeat distance or longitudinal period. There are various phase transi­
tions depending on tiny chemical or physical variations. Because of their 
higher compactness, LS, LS' structures and zebra bodies form the inclusion 
core. The inclusion wall consists of LS and Ly structures because of their 
efficient impermeability to water. The core thickness is generally ten 
times larger than the wall thickness, which justifies that we give pre­
ference to the core in our statistics. 
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Fig. 2 The various CTH lamellar structures. C cerami de ; W ~ free water 

The image processing techniques used in this study were image smooth­
ing (convolution), filtering (amplitude selection in the reciprocal plane), 
and density straightening (elimination of density gradients or low periods). 
Smoothing and filtering help to eliminate the image grain. Density 
straightening is necessary for display and plotting because of the non­
uniform sample thickness and electron illumination. Since LS or LS' poly­
bilayers appear as grating-like objects of a cosine transparency profile 
there is no problem for the spectrum interpretation in the Fourier trans­
forms. In order to avoid the lamellar undulations and the non-perpendi­
cularly cut lamellae, caution has to be taken, i.e. to compensate the 
Young fringes in the reciprocal plane whenever two or more crystals of a 
given period and orientation are present in a given field. The crystal 
dimension has to be taken into account in the statistics. 

Image processing on one side indicates a possible oblique orientation 
in the statistical distribution of the ceramides, thus proving the existen­
ce of the LS' structure in inclusions, and on the other side increases the 
visibility of transverse periodicities (along the lamellae). The values 
of these transverse periodicities are multiples (1 to 4) of 1.4 nm, leading 
to <d> = 1.4 nm for the mean transverse polar diameter [2]. Fourier trans­
form, however, looks more attractive than image processing, particularly 
if Fourier values are correlated together and if longitudinal period 
histograms are computed. Tissue histograms generally reveal a faintly vis­
ible LS - LS' multipeak spectrum of repeat distances ranging from 5.8 to 
2.6 nm, the main peak of which being located at 5.2 nm. The minimum of the 
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Fig. 3 Histogram of the LS or LS' repeat distances. a youth b: middle 
age-;-c : end of life. M : muscle. S : synovium 

period does not depend on the microscope resolution. Higher values are 
observed if hydrophobic impurities such as proteins are present in the 
cerami de lamellae (p < 7 nm). Main results of our study are: a) the 
existence of multiple and well-discriminated periods, b) the influence of 
age, which induces a step by step reduction of the period (Figure 3), 
c) the influence of sex, which does not apply to the overall spectrum or 
to elementary values, but only to the speed of the reduction; this phenomen­
on is more rapid within males and justifies the statistics of an earlier 
death in males than in females. 

The electron microscope, used so far to detect the presence of Fabry's 
disease, appears now in combination with image processing techniques as a 
good tool to follow up the evolution of the disease within a given patient. 
Since some of our cell membranes may undergo such an evolution, consequent­
ly, image analysis could help to understand our ageing process. 
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Hierarchical Description of Image Structure 
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Department of Medical and Physiological Physics 
Physics Laboratory, State University Utrecht, Princetonplein 5 
3584 CC Utrecht, The Netherlands 

1. The Structure of Smooth Halftone Images 

Let the image be given as a smooth illuminance distribution I(t). Then we 
define the' E:-level set I (t) as I (t) = {tiI(t) ~ d. The boundary of the E: E: 
E:-level set aI (t) is just the E: isophote. We require that the image is E: 
generic, that is, stable against infinitesimal perturbations (any real image 
is generic!). A regular point of the image is a point at which ~I(t) does 
not vanish, if ~I(tO) = 0, to is a ari~iaal point and I(tO) a critical level. 

For a generic image the critical points are isolated and all critical levels 
are distinct. Moreover, at a critical point the Hessian 

does not vanish. Thus the critical points are simple extrema or saddle points. 
These are basic results of Morse theory. 

Now let E:l' E:2 be two subsequent critical levels. Then any two isophotes 
aI~ and aI~ with E:l ~ ~, ~' ~ E:2 are homotopic. This means that there is a 
smooth mapping w: R2x(0,1] ~ R2, such that 

w(O) aI w(l) = aI and 
El E:2 

w(t;) aI w(t;') = 31' for some t;, t;'E: [0,1] 
~ ~ 

All these isophotes are topologically equivalent, and can be sketched in 

qualitatively if only IE:l' IE:2 are given. The region IE:l n IE:2 is complete~y 
featureless. By way of the critical levels the whole image can be subdivided 
into such featureless regions. 

The isophotes ale. of the critical levels E. consist either of an isolated 
~l 1 

point (this is the case when the corresponding critical point is an extremum) 
or a loop with one self-intersection (for saddle-points). There are two types 
of these loops, so that the canonical foliation induced by the critical levels 
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generically looks like 

or 

or even more complicated: 

(((( A ) ( B )) [C) ) (( D ) (( E )[ F) ))) 

Every folium can conveniently be represented by a pair of brackets ( ) 
if the function I(t) decreases towards the inside (a dark blob) and [ ] if 
the function increases towards the inside (a light blob). 

Then the structure formula gives the structure of the image in terms of 
a hierarchy of nested and juxtaposed light and dark blobs in an obvious 
manner. A property table may be added, to specify amplitude, size, shape for 
every bracket pair. Then logical filtering of the image is just a matter of 
deleting brackets. 

2. Results of Perturbations 

Because the structure formula is a discrete entity, it can change only in 
finite steps. Consequently any smooth perturbation (of dimensions, gray 
scale, resolving power) cannot change the structure unless it exceeds a 
certain threshold; the description is stable against any in~initesimal per­
turbation. This is a very valuable property of this description. 

As one important perturbation you may regard a change of resolving power. 
The image remains essentially invariant for certain ranges of resolving 
power, but at certain levels the image changes suddenly through processes 
like (( )( )) +> ( ) or [( )[ ]) +> [ ]. It is even feasible to specify the 
structure formula for all resolving powers-in practice this boils down to 
only a limited number of structure formulas. This set, graded with respect 
to the critical resolving powers, gives a very complete description of the 
image at all levels of resolution simultaneously. 

56 



3. Images Degraded by Photon Noi s~ 

Consider a typical scintigram, which is essentially a finite set of points 
r.-the points where photon absorptions occurred. At a level of resolution 

1 
6, we sample the image through a circular aperture of diameter 6, say. It 
is convenient to tesselate the image plane through the construction of all 
circles of diameter 6, centered on the points rio The resulting tessela are 
regions where a certain constant number of photons is detected if they con­
tain the center of the aperture. 

On this discrete structure we can again define s regions, and we can 
again obtain the canonical foliation. The only difference is that now not 
all critical levels need be distinct. This is no problem if we admit the 
possibility of structures like (( )( )[ l). 

Another problem is that different critical levels need not be different 
in a statistically significant way. This is because of the photon noise. 

Critical levels NI and N2 differ only if 

2 
INI - N21 > cr(NI + N2) 

Here 0 sets the desired level of significance. Thus we must simplify the 
structure formula. If bracket pairs are nested and the critical levels are 
not significantly different, we just delete the innermost pair. Care must 

be taken because of three nested pairs (A(B(C ))), pairs A, Band B, C may 
not be significant, whereas A, C is significant. 

In such a way we obtain a structure formula at a level of resolution ~ 
that describes only significant structure. Repeating this procedure for dif­
ferent levels of 6, we again obtain a finite number of structure formulas 
that describe the structure at all levels of resolution simultaneously. In 
this case a given detail may not be visible at either coarse apertures (be­
cause of spatial resolution) or very fine apertures (because of increased 
photon noise). The method guarantees the extraction of all significant detail 
from a scintigram and as such is clearly superior to all methods that use a 
fixed aperture, no matter how optimally chosen. 
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On the Optimization of Scintillation Camera Collimators with 
Parallel Holes 

M.J. Yzue 1 
Departamento de Flsica Fundamental, Catedra de Optica 
Universidad de Zaragoza, Spain 
A. Hernandez 
Departamento de Radiologia y Medicina Fisica, Seccion de Ffsica 
Universidad de Zaragoza, Spain 

1. Introducti on 

In the optimization of a colli~ator of a scintigraphic system there are two 
main features to take into account: the soatial resolution and the sensitivi­
ty. In general the collimator design has been studied independently from the 
other components of the system and it has been tried either to improve one of 
these characteristics, generally the sensitivity for a given resolutjon,or to 
find a comoro~ise between the~ [1,2,3J. SIMMONS et al. [41 proposed an opti­
mization method based on the sentivity and on the MTF of the total svstem. It 
'"as applied to obiects with the shape' of infinite cylinders, placed at a given 
distance fro~ the collimator. ROLLI) [5J introduced an index to co~pare the 
performance of scintigraphic imaging systems. This index combines the con­
trast efficiency function with the plane sensitivity. 

In this paper we study an optimization method based on the performance 
index introduced by ROLLO [5]. Taking into account the scattering medium, 
the collimator,and the detecto~ an overall index has been evaluated. Dur­
ing this procedure the collimator parameters vary. An optimum collimator 
i.s studied for each particular case (lesion size and object-coll imator 
distance). Finally an optimum collimator for the ensemble of all the situa­
tions is obtained. 

2. Performance Index 

The performance index ¢ introduced by ROLLO [5J is the product of the con­
trast-efficiency function and the square root of the plane sensitivity. The 
former is the ratio of the image contrast (Ci) to the object contrast (co) for 
a given lesion and the sensitivity measures the response to a plane source. 
Let us say 

¢ = (c;/co) ;s;;- = ~ [ vL(v) MTF(v)dv /[ VL(V)dVJ vrs; (1) 

w~ere v is the spatial freguency, L(v) is the Fourier transform of the emis­
Slon of the lesion and MTF(v) is the overall transfer function of the scin­
tigranhic system. 

Although we will deal with spherical lesions in this paper because they 
represent the general case, the definition of the performance index (1) is 
appl icable, as observed in [5J, to other lesions having any geometry 
which can be described mathematically. 
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3. Scattering Medium 

In practice, a scattering medium or tissue fills the space between the sour­
ce and the collimator. If the system is linear, the medium can be studied 
as a component by introducing its own t1TFM by the expression 

(2) 

where MTF(v), MTFC(v), and MTFO(v) are the overall transfer function, the 
collimator transfer function and the detector transfer function respective­
ly. 

We have obtained experimentally the MTF as the Fourier transform of the 
image of a linear source. It has been done for the scintigraphic system 
with a medium (equivalent to the human tissue) placed between the source and 
the collimator and for the same system and the same source-collimator distan­
ce, without the medium. The quotient of both functions will give the trans­
fer function of the medium. The measurements have been repeated for different 
thicknesses of the medium, different source-collimator distances and different 
collimators; It is observed that a MTFM(V) can be associated to each thick­
ness of the medium and it can be obtained from the MTFM(v) corresponding to 
a thickness of 1 cm. 

The influence of the medium on the system sensitivity has also been stu­
died. The variation depends on the medium thickness and it can be introdu­
ced to the sensitivity as a factor. 

4. Optimization Method 

The performance index evaluated by (1) is taken as the figure of merit in the 
optimization procedure. The optimization program is based on the gradient me­
thod [6]. The overall MTF(v) is obtained in each step by 

( 3) 

MTFM(V) is obtained according to the description of the last paragraph and 
it is introduced in the optimization program as input data. 

The collimator MTFC(v) is computed from the collimator data that vary 
along the procedure. It is evaluated in the oeometric approximation accor­
ding to the expression given by METZ et al. [7], that, for circular holes of 
radius R, is 

(4) 

where Jl is the first order Bessel function and ex = 1 + (Z+B)/t, with Z being 
the distance from the source to the collimator entrance surface,B the distan­
ce from the collimator exit surface to the detector and t the collimator 
thickness. 

The geometric approximation is applied along the optimization procedure 
because the penetration is very small for low energies (less than 200KeV), 
and the computation, considering the septal penetration, would need much lon­
ger computing time. 
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We have taken as MTFO(v) in (3) the detector MTF of an OHIO Nuclear Sig­
ma 4'lfJ gamma camera. 

The system senstivity is computed in the optimization procedure by the 
geometric efficiency given by ANGER [8J modified by the correction factor 
due to the MediuM. -

5. Results 

Although the method is general, we have applied it to collimators with cir­
cular holes in a hexagonal distribution. In the optimization procedure the 
hole radius and the collimator thickness vary and we keep fixed the sum of 
the radius and the septal thickness. For the results given in this paper 
this value is 0.1125 cm. That corresponds to one of the collimators of the 
mentioned gamMa camera. Along the optimization procedure the septal thick­
ness can decrease but the constraint given by ANGER [81 that the minimum way 
through the collimator material (excluding hole edge effects) corresponds to 
an attenuation superior to 95% is maintained. 

The lesions are considered spherical with diameters between 1 and 3 cm. 
The object-collimator distances are taken from 1 to 10 cm and the space bet­
ween the object and the collimator is supposed to be filled with medium. 

5.1 Collimator ~ptimization for Particular Conditions 

Table 1 shows the results obtained for the collimator parameters when the 
performance index is maximized for each lesion size and distance. It is 
observed that for a given distance the hole radius and the collimator thick­
ness decrease if the lesion size increases. Also for a given lesion size the 
hole radius and the collimator thickness increase if the distance increases. 
Besides, for a given distance the performance index is higher for bigger le­
sions and for a given lesion size the performance index is better for smaller 
dis tances. 

Table 1 Optimum collimators parameters 

Lesion- Lesion Collimator Hole Normalized 
coll imator radius thickness radi us performance 
distance [cm] [cm] [cmJ [cmJ index 

5 1.5 0.88 0.069 1 
5 1.0 0.97 0.072 0.79 
5 0.5 1.43 0.082 0.37 

10 1.5 1.17 0.077 0.45 
10 1.0 1.55 0.084 0.31 
10 0.5 2.60 0.094 0.12 
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5.2 Collimator Optimization for General Conditions 

In ~eneral, a gamma camera is not provided with many collimators. Then, the 
optlmization techniaue must lead to an optimum collimator for the ensemble 
of the usual lesion sizes and distances. 

We have studied two figures of merit: the sum of the performance 'indices 
for each particular situation and the sum of the inverses of the indices. 
The method must maximize the fiQure of merit in the first case and minimize 
it in the second one. . 

As an example we give the results for the case of considering three le­
sion sizes (radius equal to 0.5, 1 and 1,5 cm) being each one able to be 
placed at 5 or 10 cm from the collimator entrance surface. With the first 
figure of merit, an optimum collimator of 0.0754 cm of hole radius and 1.10 
cm of thickness is obtained. If the second figure of merit is applied the 
optimum collimator parameters are: hO,le radius eoual to 0.0877 cm and thick­
ness equal to 1.82 cm. Comparison of these collimators with those of Table 1 
shows that the parameters of the optimum collimator for the ensemble are in 
each case more similar to the parameters obtained for the particular condi­
tions which have greater influence on the fiqure of merit considered. 

Nevertheless, if the different terms of the figure of merit are weighted 
in such a way that the contributions of the particular situations on the 
overall figure of merit are equal, both methods lead to the same collima­
tor: hole radius 0.082 cm and collimator thickness 1.42 em. 

In general the imposition of less detectable conditions (small lesions 
and large distances) leads to thicker coll imators which means better resolu­
tion and less sensitivity. The optimization procedure based on the perfor­
mance index tries to compensate this fact by increasing the hole radius. 
Even so, we have verified analytically that the contrast-efficiency of the 
system increases, along the procedure. 

Finally, we have compared, for the different optimum collimators descri­
bed previously, the MTF in the geometric approximation with the MTF consi­
dering the septal penetration. The latter has been obtained from the PSF 
given by the Fourier analysis method [9J. The effect of the septal penetra­
tion is very small for low energy and it justifies the use of the geometric 
collimator MTF in the optimization technique. 
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1. 'Introducti on 
The development of methods for non-invasive inspection of the internal org­
ans of a living body is among the most important aims in the biomedical 
field, and many different solutions have already been suggested. 

In Pisa, at the Istituto di Elaborazione dell 'Informazione, in coopera­
tion with the Istituto di Fisiologia Clinica, a tomographic method that 
allows the visualization of frontal and sagittal planes of a chest was 
developed, in order to detect regional lung density changes due to patho­
logical processes [1]. Sectional visualization of the chest is obtained 
by employing a collimated linear source of gamma photons and a gamm~ camera 
- as imaging device - to detect the Compton scattering at 90° to the prim­
ary beam. Imaging 90° scattered rays provide a view of the anatomical cross­
section corresponding to ~he path of the primary rays in chest tissues. 
Chest tomographic views wlth 500 K counts are ,obtained in 1 or 2 min with 
the spatial resolution of the gamma camera and with tissue density dis­
crimination of 12% on average, as shown by phantom studies. The maximum 
estimated radiation dose to the patient is about 0.09 rads for each view. 
This radiation load is comparable to that of standard chest x-ray and 
considerably less than that of conventional or computerized x-ray tomo­
graphy. 

This technique was applied to 15 patients with pulmonary oedema, a 
clinical condition in which lung density increases by accumulation of extra­
vascular lung water. In cardiogenic (hydrostatic) pulmonary oedema, Compton 
scatter tomography shows a predominantly central perihilar\distribution of 
the increased lung density, whereas in injury (increased permeability) 
pulmonary oedema, a patchy more peripheral a~d less gravity dependent 
distribution is observed. 

Compared to chest x-ray, the most used cl i ni ca 1 method to assess pulmo­
nary oedema, Compton scatter tomography is more accurate in defining the 
above abnormalities and more sensitive in detecting lung density with time. 
In conclusion, Compton scatter tomography may be considered an adjunctive 
diagnostical tool for detecti,ng and monitoring pulmonary oedema. 

2. Image Production 
Chest images are obtained irr.adiating a biological target by means of a 
collimated Ir192 linear gamma source and detecting the fluorescence of 90° 
scattered photons. As the intensity of diffracted beams depends linearly 
on the density of scattering tissues, a map related to the density distribu­
tion of the irradiated section is obtained. 
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Original views are affected by several artefacts and systematic and 
random errors: 

• incident beam attenuation; 
• 90 0 Compton scattered beam attenuation; 
• divergence and non-uniformity of the radiation source; 
• detector spatial response; 
• room and detector noise; 
• multiple Compton scattering. 

In addition, another source of error ~s the photographic process. In 
fact, at this stage of the work, images formed on the gamma camera display 
are photographed, digitized by means of a flying spot device [2], into 
512x512 matrices at 20 £/mm resolution,and then analyzed. 

The processing procedures performed on original images reduce the list­
ed errors. Simple approximation algorithms have been used for two main 
reasons: the lack of precision in measured data (which is particularly due 
to the use of a gamma camera), and the necessity of using fast and simple 
procedures which may be implemented into small-sized, microprocessor based 
systems. 

3. Image Correction 

Before correcting the incident and scattered beam attenuation and the image 
degradation due to multiple Compton scattering, we process the images in 
order to reduce the above listed errors. 

Noise due to the source-detector set and the photographic process is 
reduced by means of appropriate digital filtering. 

Distorsions due to the non-uniformity of the incident radiation and 
that of the detector spatial response are corre~ted by normalizing the 
picture matrix to be analyzed. In order to do that, matrices are used, 
experimentally obtained by comparison of the spatial distribution of the 
incident beam and of the gamma camera response. 

A model of the multiple Compton scattering was developed in order to 
derive algorithms which can be applied to clinical data. It was shown [3] 
[4] that the multiple scattering contamination is a function of ~epth in 
the irradiated target. The effect due to this phenomenon in the lmage 
production is a reduction of the spatial and photometric resolution, which 
itself·is a function of the distance covered by the incident beam in the 
subject. Assuming the multiple Compton scattering contamination as a spatial 
modulation degrading the image contrast in a linear manner, a restoration 
is performed (Fig. 1 and Fig. 2). 

An iterative algorithm was developed [5] to correct the incident beam 
attenuation. The algorithm applied to each element of every row of the 
picture matrix, keeps into account the attenuation of every preceding 
element. Because such an algorithm needs too many computation steps, and 
consequently a long processing time, a linear regression procedure is 
necessary which takes into account that the method used is based on optical 
density values on a logarithmic scale. Such an operation allows to normalize 
values corresponding to the chest walls. In fact, chest walls originally 
show the same density, and thus they should have the same value after cor­
rection. The entry values are then modified linearly along the primary beam 
direction according to the given conditions. 
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Fig.l Digitized original image of Fig.2 Processed image 
chest sagittal cross-section 

In a similar manner the correction for the scattered beam attenuation 
can be performed. Because, in this case, there is no information about actu­
al densities of first and last sections, we take as reference the matrix 
corresponding to the section closest to the gamma camera, neglecting the 
attenuation due to the initial tissue layer. The matrix - values of each 
following section are modified by the values of the preceding one, and so 
on (Fig. 3 and Fig. 4). 

2 

pixel 511 

Fig. 3 Plot of row # 256 of Fig. 1 
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Fig.4 Plot of row # 256 of Fig. 2 

4. Conclusion 
The processing algorithms used are partially interactive and heuristic. 
They are the first step in setting up a system which automatically restores 
gamma camera images. In spite of the simplifications introduced, experience 
has shown that the obtained results are a useful tool for the physician's 
diagnosis. 
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1. Introduction 

Classical or static transaxial tomography has now become a powerful tool in 
nuclear medicine [1-3]. However, the necessary limitation in the radioactive 
dose the patient is exposed to, leads to low statistical quality of the re­
constructed slices. Thus, dynamic imaging appears to be very diffi~ult due 
to the reduction of activity in each individual frame. We present a new 
four-dimensional process which works simultaneously in the space and time 
domain and enables time-resolved axial tomography, particularly, in cardiac 
gated dynamic studies. 

2. Emission Computed Axial Tomography: ECAT 

ECAT is based on collecting parallel projections of emitted gamma rays, by 
rotating an Anger camera around the patient. These projections are collect­
ed at several heights simultaneously, each slice is reconstructed indepen­
dently. 

y 

Emitting distribution f(X,Y) 

projection: Pe(y)=ff(X,Y)dx 

~ Central Slice Theorem. 
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Let f(X,Y) be the activity in the slice we want to reconstruct. Neglec­
ting the attenuation of the gamma radiation by the body, the projection at 
angle 6 is given by: 

P6(y) = If:" f(X,Y)dx. 

According to the Central Slice Theorem, the one-dimensional Fourier 
transform of this one-dimensional projection, p~(v), is a section of the 
2-dimensional Fourier transform of the object, f(v cos 8,v sin 8) (see Fig.1). 
A complete set of projections in 2n provides all the information in the 
Fourier space ; by interpolation and inverse Fourier transform, the object 
f(X,Y) can be reconstructed: this method is called Fourier synthesis [4J. 

Many other techniques exist for the reconstruction of the slice; the 
one we use is filtering of projections followed by back-projection and 
summation at the different angles. 

We do not deve19P here the correction of self-absorption in order to 
concentrate our attention on the problem of statistical fluctuations. 

3. Statistical Fluctuations in ECAT 

Statistical fluctuations are very important in emission imagery because of 
limitations of patient dose. The main feature is that photon emission has 
a Poisson distribution. An approximate value of the averaged signal-to-noise 
ratio in ECAT is given by [6], 

No 1/2 

SNR =~ 
n 

where n is the number of pixels in the slice and N the total number of 
collected photons. But this equation is valid onlyOfor a homogeneous object. 
In fact, in each pOint, the noise and therefore the SNR depend on all 
surrounding points. 

Thus, the "noise image", i.e. the variance in each point,can be calculat­
ed [6]. (It can be shown that the noise image is nothing but the image ob­
tained by back-projection without filtering). 

Figure 2 represents the reconstruction of a slice of lung (Fig. 2-a) 
and the associated noise image (Fig. 2-b). We can notice that areas with­
out signals are not exempted from noise, because they are affected by nearby 
areas of high activity. 

Therefore, the statistics are good only where the signal is large. We 
define the local SNR to be the ratio of the signal fn each point to the 
square-root of the variance at the same point. It indicates the signi­
ficance of the result for each region of the image. particularly for areas 
of low activity. 
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Fig.2 Slice of lung (a) and the associated noise image (b). 

4. Dynamic Cardiac Imaging 

ECAT, as it is used at present, is suitable for static imagery only, be­
cause of the time needed for a whole rotation around the patient. There­
fore, it cannot be used without blurring for moving parts of the body, 
unless signal acquisition can be synchronized to the object motion. Such 
synchronization is possible in cardiac investigations: the electrocardio­
gram allows dividing the cardiac cycle into several intervals and storing 
projections at different moments of the cycle in different memories, using 
direct gating of the projection acquisition by the ECG. 

Thus, several slices at different moments of the cardiac cycle can be 
reconstructed. However, the total number of photons, which are available 
to reconstruct a single slice at a given time, is reduced compared to a 
static examination. 

As previously discussed, for the most active zones such as the myocar­
dium, the SNR is sufficient in order to detect the temporal variations, 
whereas for zones of low activity, such as the borders and the background, 
the image quality is insufficient for a diagnosis due to the low SNR. 

Thus, a four-dimensional processing is performed according to the SNR 
level : the worse the SNR, the stronger the temporal filtering performed. 

The following mathematics are used: if f(x,y,z,t) denotes the activity 
at point M(x,y,z) and at time t, filtering ~s performed by multiplying the 
one-dimensional temporal Fourier transform f(x,y,z, a ) by the transfer func­
tion 

f2 
9 = -",-- , where e: = f(x,y,z,o). 

f2 + e: 
The final result is obtained by inverse temporal Four~r transform. 

"In vivo" results obtained with a floating point Ap· 1208 array processor 
in the Hospital Cochin in Paris show the importance of this four-dimensional 
treatment. 
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1. Introduction 

Presently, medical radiographs play an important role in detection of canc­
ers, especially of those with high mortility rates, such as mammary, gastric, 
and lung cancers. Nevertheless, the important information required for diag­
nosis, contained in a medical radiograph, is often indistinct and sometimes 
hardly detectable for human eyes which seems to be one of the obstacles in 
finding a cancer in its early stage. 

The purpose of this paper is to investigate the applications of image 
processing techniques for diagnosis of mammary and gastric cancer. A synth­
etic judgement based on comparison of the processed images and the original 
radiographs enables a physican to diagnose the cancer more exactly with less 
labour as compared to the traditional diagnosis based on observation of the 
original radiographs only. 

2. Image Processing 

In a radiograph of a mammary cancer, there are two kinds of important struc­
tures characterizing the disease. One is the calcification image which shows 
white granular structures described by high frequency components. The other 
is the shadow of the tumor which is a relativelv blurred oart characterized 
by low frequency components. A radiograph of a mammary cancer is generally 
a low-contrasted and indistinct image in which both structures are buried 
in the background. In a radiograph of a gastric cancer, the important struct­
ures are the concentration of pleats of the stomach wall, the shapes of 
these pleats and the shape of the pool of contrast media around the diseas­
ed part. In an early stage of a gastric cancer the concentration of pleats 
is weak, and the pool is small. Therefore, the diseased part in a radiograph 
is extremely low-contrasted and it happens that the diagnostic information 
is obstructed by the backbone image in some cases. Thus, it seems that image 
processing such as contrast enhancement, image enhancement, or feature ex­
traction is suitable for improvement of medical radiographs of mammary and 
gastric cancer. 

2.1 Interactive Image Processing System 

Medical radiographs of the same portion of a human body, show quite dif­
ferent image appearances and contrast according to the conditions when they 
are photographed. In order to manipulate these radiographs and to obtain 
the processed images with similar appearances and contrast independent of 
the recording conditions, man-machine interactive image processing is suit­
able. 
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We have developed a digital image orocessing system based on the mini­
computer INTERDATA 7/32, which has the capability of man-machine interac­
tive processing. Features of this system are the data acquisition device, 
the display device and the processing system , which is able to execute two­
dimensional (2-D) convolution at high speed. 

2. 2 Image Processing Techniques 

We have attempted five kinds of image processing methods: 
(1) local intensity level expansion (LILE), 
(2) local histogram equal ization (LHE) [1), 
(3) local average subtraction (LAS), 
(4) adaptive binarization (AB) [2], and 
(5) smoothing and first derivative (SD) [3]. 

Image processing of categories (1)-(3) results in contrast improvement and 
image enhancement, and that of category (4) provides feature extraction 
from the image. 

Image contrast is not necessarily low over an entire image of a mammo­
gram or a medical radiograph of the abdomen. However, contrast in a local 

Original image 

Local intensity 
level expansion 

First derivative 
image 

Local histogram 
equalization 

Superposition of en and (a) 

Local average 
subtraction 

Fi g.l Experimental results of contrast improvement and image enhancement 
for a radiograph of a mammary cancer (each image has 256x256 pixels) 
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area containing a diseased part is generally insufficient to extract the 
desired information. Thus, to improve contrast of such fine structures in 
a local area, image processing stated in categories (1)-(3) is necessary. 

3. Experimental Results 

3.1 Mammary cancer 

Figure 1 shows the processed results of image enhancement for a mammogram, 
using the techniques described in the previous section. 

Figure 1(a) is the sampled version of an original mammogram, which has 
256x256 pixels. Indistinct calcification images and the shadow of tumor 
can be seen in the area pointed by the arrow. Figures 1(b)-(f) show the 
images processed by (b) SD, (c) superposition of the image processed by 
LAS and the original image in (a), (d) LILE, (e) LHE, and (f) LAS, re-

Original image 

Local intensity 
level expansion 

First derivative 
image 

Local histogram 
equalization 

Adaptive binarization 

Local average 
subtraction 

Fig.2 Experimental results of contrast improvement and feature extraction 
for a radiograph of gastric cancer (each image has 320x352 pixels) 
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spectively. From comparison of the original image and five processed re­
sults, it can be deduced that the calcification images are well extracted 
in Fig. 1(b) and (c), and the shape of tumor becomes discriminable in the 
contrast enhanced images in Fig. 1(d), (e) and (f). It seems that comparison 
of these processed images and the original one allows to extract character­
istics of the calcification image and the shape of the tumor and thus as­
sists diagnosis of mammary cancer. 

3.2 Gastric cancer 

Figure 2(a) ist the sampled version of a radiograph of a gastric cancer, 
which has 320-352 pixels. In this picture, the concentration of pleats of 
the stomach wall can be seen around the area pointed by the arrow. Figures 
2(b)-(f) are the images orocessed by (b) SO, (c) AB, (d) LILE, (e) LHE, and 
(f) LAS, respectively. 

4. Summary 

We have attempted image processing of mammograms and radiographs of gastr­
ic cancer. Experimental results show to some extent the effectiveness of 
image processing for medical radiographs. 
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1. Introduction 

A new and simple method by which the image quality of radiographs could be 
evaluated by a single number in terms of entropy was introduced by UCHIDA 
et al. in 1978, and applied to the problem of evaluating the performance of 
development processes [1]. This method of evaluation, which is termed the 
entropy method, has been applied to various problems in radiology [2-7]. In 
the present paper, the assessment of radiographic image quality or granula­
rity of screen-film systems used in diagnostic radiology by a single number 
in terms of the entropy is described on the basis of our recent paper [4], 
and some considerations on the conditional entropy are made .. 

2. Entropy Method 

SHANNON has defined the average amount of information(entropy) by the for­
mula 

H = - L Pilo92 Pi [bits], (1) 

where Pi is a discrete probability distribution of an event. If the entro­
py of the source or the input is H(x) and that of the output is H(y), then 
there are two conditional entropies of Hy(x) and Hx(Y) in the presence of 
noise, namely, the entropy of the input when the output is known, and vice 
versa. The joint entropy H(x,y) is defined by 

H(x,y) = H(x) + Hx(Y) = H(y) + Hy(x), (2) 

and the transmitted information T(x;y) can be obtained by 

T(x;y) H(x) - Hy(x) = H(y) - Hx(Y) 
H(x) + H(y) - H(x,y). (3) 

Consider an experiment in which every input has a unique output belong­
ing to one of various output categories. A data matrix of frequency, as 
shown in Table 1, is employed for calculating the above entropies and the 
transmitted information. The columns and rows of this table represent var­
ious discrete inputs and, outputs. The capitals X and Y stand for the number 
of input and output categories, respectively. The number of times input xi is 
presented is symbolized by ni. and frequency, with which the input xi cor­
responds to the output yj' is given by nij' It is apparent from Table 1 
that 
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En' . ni. j lJ 

E n·· n· i lJ . J 

En' . 
" 1 J 
lJ 

E n' • 1 • 
1 

(4) 

(5) 

= ~ n.j = n. (6) 
J 

Now, three information quantities 
of H{x), H{y) and H{x,y) are cal­
culated by using 

H{Y) - ~ p.jl092 P.j (8) 
J 

H{x,y) = - .E. Pijl092 Pij' (9) 
lJ 

Table 1 A data matrix of frequency 
for Y outputs to X inputs 

Input x 

I Xl Xl ... X, ... X I 

Y1 "11 "11 ••. "11 •• , ";u "'1 

Yl "11 "~l ... "!l ... "-!l "'2 

>:} "~} "~} ... "!} ... "-!} ":} 
y "n "lY ... ",y ... "xy ".y 

I I "1' "2' •.• ", . . ,. "x· I " 

where Pi.=ni./n, p.j=n.j/n and Pij=nij/n. For simplicity, these equations 
can be rewritten as 

H(x) 1092 n n ~ni.1092ni. (10) 
1 

H{Y) 1092 n n ~ n.jl092 n.j (11 ) 
J 

H (x ,y) = 1092 n 
1 (12 ) - n .E. nij 1092 nij· 

lJ 

Then, the transmitted information T{x;y) is obtained from (3) together with 
(10), (ll) and (12). The relative efficiency of transmission n defined as 

n = [ T{x;y)/H{x) ] x 100 [%], (13) 

is also obtained. 

3. Experiments and Results 

The discrete input Xi was considered to be various X-ray exposures obtained 
by using a l-mm lucite stepped wedge varying from 0 to 5 mm. The image 
on the film developed after an X-ray exposure in the screen-film system con­
sists of a graduated scale of photographic densities with different values 
which correspond to discrete outputs. 

Two intensifying screen-film systems which have much the same sensitivi­
ty were used. One is HS-A screen-film system of fast speed screen-standard 
speed medical X-ray film, and the other is LTll-QSsystem of medium speed 
screen-fast speed X-ray film. The specified exposure factors were kept at 
40 kVp at 130cm for HS-A system and 150cm for LTll-QS system. This differ­
ence of distances is due to the slight differences in sensitivity between 
the two systems. All films exposed were processed by an automatic proces­
sor for 3.5 min at 32°C, and their densities ~Iere measured by a microdensi­
tometer with a slit area of 8x720~m2. The image density of each step was 
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Table 2 Data matrices of frequency for both systems 

HS-A System LTII -QS System 

Input x Input x 

0 1 2 3 4 5 ~ 0 1 2 3 4 5 ~ 

0.89 1 1 0.81 1 1 

0.88 2 2 0.80 1 0 1 

0.87 2 2 0.79 3 7 10 

0.86 7 7 0.78 8 9 1 18 

0.85 11 11 0.77 22 17 2 1 42 

0.84 51 2 53 0.76 45 31 6 2 84 

0.83 87 5 92 :... 0.75 61 56 18 4 139 

0.82 122 20 142 0.74 109 102 32 13 3 259 

:... 0.81 112 33 145 0.73 108 126 44 25 6 2 311 

0.80 168 76 5 249 0.72 155 159 88 44 27 14 487 

0.79 161 115 15 291 0.71 136 131 101 62 41 11 482 

0.78 113 164 26 1 304 0.70 135 132 142 84 50 38 581 

0.77 82 167 54 6 309 0.69 115 103 137 123 93 76 647 

0.76 46 177 121 9 353 oj.> 0.68 57 70 177 179 166 102 751 
~ 

0.75 14 llO 150 42 4 320 Q. 
oj.> 

0.67 24 28 105 134 148 139 578 

0.74 17 79 192 70 16 1 375 
oj.> 

0.73 2 31 172 104 40 1 350 ~ 

~ 0.66 15 18 74 138 138 165 548 
0 

0.65 6 4 38 78 116 145 387 
Q. 

0.72 2 17 132 139 66 6 362 oj.> 0.64 5 27 68 101 130 331 
~ 

0.71 4 65 174 105 35 383 0 0.63 1 5 31 59 77 173 

0.70 46 186 195 66 493 0.62 3 13 34 63 113 

0.69 14 ll5 167 105 401 0.61 1 II 20 32 

0.68 8 96 210 175 489 0.60 5 14 19 

0.67 30 87 156 273 0.59 1 3 4 

0.66 23 66 145 234 0.58 1 1 2 

0.65 5 33 130 168 

0.64 7 103 110 
~ 1,000 1,000 1,000 1,000 1,000 1,000 6,000 

0.63 2 51 53 M 0.717 0.715 0.692 0.678 0.667 0.658 

0.62 2 15 17 

0.61 11 11 
SO 0.026 0.027 0.026 0.026 0.026 0.025 

~ 1,000 1,060 1,000 1,000 1,000 1,000 6,000 

M 0.799 0.770 0.738 0.708 0.691 0.667 M : Mean 

SO 0.025 0.022 0.022 0.023 0.021 0.023 SO : Standard Deviation 

measured 1000 times by sampling intervals of 30~m. Table 2 shows data ma­
trices of frequency for both systems. The columns and rows represent the 
thickness and density levels of the lucite steps. By using these frequency 
matrices, several entropies and the relative efficiency of transmission were 
calculated and shown in Table 3. 

4. Discussion 

It is apparent from Table 3 that the ability for transmission of radiogra­
phic images in HS-A system is superior to that in LTII-QS system by compar­
ing the values of the transmitted information T(x;y) or the relative effi­
ciency of transmission n in each system. It was shown in our recent paper 
[4J, T(x;y) or n is concerned with both RMS granularity(the standard devia­
tion of density fluctuations) and film contrast(the gradient of H&D curve). 
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Table 3 Results of entropy calculations 

System H(x) H(y) H(x,y) T(x;y)[bitsJ n [%J Hx(y)[bitsJ 

HS-A 2.585 4.330 5.784 1.131 43.8 3.199 

LTII-QS 2.585 3.817 5.992 0.410 15.9 3.407 

The conditional entropy Hx(Y) means the average of entropy y for each 
value of x, and called ambiguity or noise component. The next equation for 
Hx(Y) in bivariate entropy method could be derived theoretically, when out­
put distributions are Gaussian [8J, 

(14 ) 

where ai, e and ~y are the standard deviation of output distribution for 
input xi (i=1,2, .. ,i, .. ,k), the base of natural logarithms, and the interval 
value for the output, respectively. This equation means that Hx(Y) is con­
cerned with the geometric mean of the standard deviation 0i (=R~lS granula­
rity) of the output density distribution for each input. The greater the 
value of Hx(Y) , the greater the degree of granularity, because the condi­
tional entropy Hx(Y) is used here as a measure of disorder. From the val­
ues of Hx(Y) in Table ~ it is found that the granularity in the HS-A system 
is better than that in the LTII-QS system. 
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1. Introducti on 

Reciprocity effect or the failure of the reciprocity law is of considerable 
importance in medical radiography, because most radiographs are made with a 
pair of intensifying screens in intimate contact with both emulsions of an 
X-ray film. This failure of the law means that the photographic density 
depends upon both intensity and exposure time. Recently we have developed 
an easy and practical method to determine the reciprocity-law failure curve 
in medical screen-film systems [1-3]. By use of this method, two kinds of 
reciprocity-law failure curves, expressed as photographic density vs. expo­
sure time for constant exposure and relative exposure vs. exposure time for 
constant density, can readily be obtained from several time-scale charac­
teristic curves taken experimentally for several focus-film distances(FFDs) 
[3]. In the present paper, this new method is described with its applica­
tion to a green-sensitive X-ray film for use in combination with rare-earth 
screens. The reciprocity effect on the patient exposure will be discussed 
based on the results of our study. 

2. Experimental Procedures and Results 

2.1 Change in X-Ray Intensity by FFD-Variation 

BUNSEN-ROSCOE law in photography states that the density of the image form­
ed depends on the energy of the exposure, equal to the product of the ex­
posure intensity and exposure time. Films directly exposed to X-rays with­
out intensifying screens obey this law [4]. Thus, X-ray film functions as 
a good receiver which depends on the energy of the exposure, not on its in­
tensity or time. Figure 1 shows time-scale characteristic curves for FFD 
values from 0.40 to 5.68 meters. All these curves were obtained without 
screens. Exposures were made with O.2mm Cu + 0.5mm Al filtration at the 
tube and with tube potentials of 80kVp and 50mA by a single-phase full-wave 
rectified generator(60Hz). The average field size on a film was adjusted 
to 11.Ox13.5cm for each FFD by a multi-leaf-diaphragm. It can easily be 
confirmed from Fig. 1 that the curves all have the same shape. Thus, chang­
ing the FFDs from 0.40 to 5.68 meters caused no significant variation of 
the X-ray beam spectrum. The combinations of FFD and exposure time needed 
to produce a certain density are obtained from the graph shown in Fig.l. 
These data are plotted in Fig.2 as a curve of exposure time (t) vs. FFD. 
This graph shows that the relationship between the logarithm of exposure 
time and the logarithm of FFD is linear, and the slope of the straight line 
is about 2.12. The equation in Fig.2 is now obtained. In the equation, E 
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and k are X-ray energy and a constant, respectively. Eq.(l) includes the 
effects of the focus size and of scattering and absorption by air, and the 
power value is affected by the exposure conditions, such as the tube volt­
age and the filtration [1,3J. 

2.2 Reciprocity-Law Failure Curves 

The result shown here is for one brand of medical green-sensitive X-ray film 
exposed with rare-earth screens [3J. Results for three brands of medical 
blue-sensitive films exposed with conventional screens [lJ, X-ray films in 
reversal processing [2J, and two brands of rare-earth screen-film systems 
[3J are shown in detail in references. 

The dashed curves in Fig.3 show time-scale characteristic curves taken 
experimentally for each of the FFDs, expressed as density vs.t. Experimen­
tal conditions were the same as those in subsection 2.1, except for the ad­
dition of intensifying screens to the film in the cassette. From these 
time-scale characteristic curves, reciprocity-law failure curves as illus­
trated in Fig.3(bold curves) can be obtained from calculations using (I), Each 
of the curves shows the density produced by a constant exposure, plotted as 
a function of the exposure time. Figure 4 illustrates reciprocity-law fail­
ure curves also obtained from the time-scale characteristic curves shown in 
Fig.3 by calculations using (1). Each of the curves shows the relative ex­
posure required to produce the indicated density, plotted as a function of 
the exposure time. 
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3. Discussion 

Low-intensity reciprocity failure for exposure times of more than about 0.1 
second was observed in Figs.3 and 4, but there was no high-intensity ~eci­
procity failure. If the reciprocity law held, that is, if the photographic 
effect depended only on the product of time and intensity, these curves 
would appear as straight line parallel to the horizontal axis. The amount 
by which the curves depart from horizontal lines is a measure of the magni­
tude of the reciprocity-law failure. Figure 3 shows the reduction in image 
density due to this failure effect, and Fig.4 shows the reduction in film 
speed, which means an increase in patient exposure. Note that radiation 
exposure is expected to increase by a factor of approximately two when the 
exposure time is increased from 0.01 to 5 sec,.as in Fig.4. Since exposure 
times of five to ten seconds are sometimes necessary for multi-directional 
tomography, to which the rare-earth system has recently been introduced, 
low-intensity reciprocity failure can by no means be ignored. Reciprocity 
effects must be expected to show variations in different film types, so it 
is desirable to find the optimum exposure conditions for each system by mea­
suring the reciprocity effects. 

Since a significant difference in H&D curve shape due to the reciprocity 
law failure was noted [3,5], it is necessary to study its effect on image 
quality. This is the subject for a future study. 
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Introduction 

Ultrasonic imaging methods have found wide acceptance in 
medical diagnosis. Commercially available systems apply 
echography by usually measuring the back scattered energy of 
short ultrasonic pulses. 

An alternative and complementary method is to use ultrasound 
in transmission analog to optical imaging with lenses. 
Absorbing, reflecting, and scattering losses of the tissue 
under examination are displayed and are suitably presented in a 
2-dimensiona1 view comparable to X - ray images. Transmission 
sonography however should not be dangerous for biological 
tissue. 

Ultrasonic transmission imaging can be realized in a way 
similar to optical imaging: an appropriate ultrasonic wavefield 
insonifies the object and ultrasonic imaging lenses focus a 
plane of the object upon a detector which transforms the 
ultrasonic intensity distribution into a visible image. 
Incoherent insonification makes imaging more reliable since 
unwanted interferences and speckles are prevented [11. Like in 
optics the spatial resolution is determined by the wavelength 
of ultrasound and the aperture of the lenses. 

We describe here a laboratory version of an ultrasonic 
transmission camera which differs in some important respects 
from other designs [2,31: the object is insonified continuously 
by spatially and temporally incoherent ultrasound, the imaging 
lenses are roughly corrected for a flat image plane, and the 
detector consists of a moving linear ultrasonic transducer 
array with parallel analog processing of the signals. 

Our Experimental Laboratory System 

The experimental setup shown in Fig. 1 consists of a water tank 
which contains all ultrasonic components. For insonification 
we use an improved version of our incoherent ultrasound source 
described previously [4]: piezoelectric transducers are driven 
by power generators at frequencies of about 2 MHz. Temporal 
coherence is reduced by sweeping the frequency across the 
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I PIEZOCERAMIC TRANSDUCERS 

2 TURBULENT FLOW CHAMBER 
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7 DE TEC lOR ARRAY 

Fig. 1 Arrangement of the ultrasonic components in the water 
tank. 

resonant transducers response. The emitted primary 
ultrasound waves are directed towards a chamber which contains 
small glass beads moved randomly by a turbulent water flow. 
The ultrasonic waves are backscattered at these particles and 
therefore, spatial coherence is destroyed. 

The object under test is insonified through a condensing 
lens with the spatially and temporally incoherent ultrasound. 
A pair of polystyrene ultrasonic lenses focus a thin slice from 
the object onto the detector plane via a mirror. Spherical 
aberration and curvature of the image field is compensated 
using specially designed aspherical lens surfaces. 

The ultrasonic image is detected by a linear piezoelectric 
transducer array which is mechanically moved line by line 
across the whole image plane. The detector array consists of 
200 piezoelectric elements which convert the ultrasonic 
intensity distribution along a line into corresponding 
electrical signals . These weak signals are preamplified, 
rectified, and averaged over a period which is long compared to 
the remaining coherence time . Parallel analog processing is 
used in order to permit fast scanning across the image even at 
long times for averaging. 

All analog processed image data are 
converted, and stored in a video refresh 
of a microcomputer. In this way the image 
free on a standard television monitor and 
during mechanical scanning. 

multiplexed, A/D­
memory under control 
is presented flicker 
continuously updated 

83 



Experimental Results and Conclusion 

In first tests of our transmission imaging system we found a 
spatial resolution of better than 3 mm at a frequency of about 
2.1 MHz corresponding to a wavelength of about ~.7 mm in water. 
The maximum intensity required for imaging human limbs was 
below 5 mW/cm 2 • 

Figure 2a shows a transmission image taken from a human 
hand. Finger bones, finger joints with ligaments, and, and 
tendons are visible in this image. Due to the small depth of 
focus, only structures within a thin slice of the object are 
imaged. In Fig. 2b only the outer part of the leg is focused 
and some veins become visible whereas bones are slightly 
smeared. Fig. 3a shows a heel focused on the tendons and 
Fig. 3b presents a transmission image through the epigastrum 
focused on the vertebral column. Two ribs crossing the right 
kidney are visible. 

In comparison to coherent transmission images [lJ our 
results with incoherent ultrasound don't suffer from speckles 
or interference artefacts. Details outside the focus plane 
disturb the image much less than in coherent imaging. 
Interpretation of the images for medical diagnosis should 
therefore be more reliable. 

Fig. 2a Hand focussed near 
the back. 

Fig. 2b Knee-joint with veins. 



Fig. 3a Heel focused on 
tendons. 

Fig. <b Epigastrum and vertebral 
column with rib crossing 
the right kidney. 
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Laser Interferometric Measurement of Basilar Membrane 
Vibrations in Cats Using a Round Window Approach 

S.Ma Khanna, and D.G.B. Leonard 
Department of Otolaryngology, Columbia University 
New York, NY 10032, USA 

A comparative method of interferometric measurement was devel­
oped to measure basilar membrane vibrations. In this method 
simultaneous measurements are made on the object to be measured 
and on a reference mirror vibrating with a known amplitude. 
The unknown amplitude is then determined by comparing the two 
measurements. 

The basic interferometer arrangement is shown in Fig. 1. 
A focused laser beam is directed onto a partially silvered 
reference mirror and a signal mirror. The orientations of 
these two mirrors are adjusted so that their reflections over­
lap and interfere at the detector. Vibrations of the signal 
and reference mirrors produce ac outputs at the detector. The 
theory for the instrument design is discussed in [1]. The sen­
sitivity and the dynamic range of the method determined with an 
ear phone is shown in Fig. 2. Photodetector output is shown as a 
function of the vibration amplitude at 1000 Hz. The lowest 
level at which vibration can be detected is 3 x 10-12cm (S/N=O dB). 
Precise measurements can be made at amplitudes greater than 
3 x 10-11cm (SiN 20 dB) and up to a maximum amplitude of 10-Scm. 
Averaging time was 0.1 sec above 10-Bcm • The total linear 
range of measurement is 90 dB. The frequency response of the 
interferometer is flat from 100 Hz to 40 kHz. 
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In order to have an experimental preparation with a minimal 
amount of trauma to the cochlea, a surgical approach to the 
basilar membrane through the round window was developed [2]. 
The round window membrane was removed and a microscopic gold 

crystal weighting less than 10-8gm was dropped onto the basilar 
membrane without removing the perilymph from the scala tympani. 
The optically flat gold crystal was used as the signal mirror 
of the interferometer. Vibrations of the basilar membrane 
were measured in response to sound applied by the SOKOLICH 
driver [3]. 

To assess damage to the cochlea, the round window cochlear 
microphonic (CM) response was measured several times during tne 
experiment. Also, the cochleas were prepared and examined using 
an epon-embedded surface preparation method [4]. Many causes of 
trauma to the cochlea were discovered and these were either 
eliminated or minimized [5]. At the end of these improvements 
the CM loss incurred in the preparation was reduced to a few 
dB. In order to measure vibrations at the lowest possible 
sound pressure levels (SPL), the sound pressure was adjusted 
until the SiN ratio at the interferometer output was between 
15 and 20 dB. This corresponded to a vibration amplitude of 
approximately 10-9cm . The lowest SPLs required (20 dB) were 
in the peak region of response. 

Basilar membrane vibration amplitudes calculated for 30 dB 

SPL are shown for one experiment in Fig. 3 (K & L). The curve 
shows a shallow maximum in the frequency region between 0.25 
and 3 kHZ, a plateau region between 5 and 14 kHz and a peak at 
approximately 23 kHz. In the peak region, the low frequency 
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slope is 86 dB/oct, the high frequency slope is 538 dB/oct, the 
sharpness of resonance (QIOdB) is 5.9 and the height of the peak 
is 30 dB above the response level at 1 kHz. Peak heights ex­
ceeding 25 dB were obtained in at least five experiments. A 
basilar membrane response measured by RHODE [6] in the squirrel 
monkey (73-104) is shown for comparison in Fig. 3 (R). The 
peak measured by RHODE is 15 dB above the response at 1 kHz 
(Note that both curves show vibration amplitude measured for 
constant SPL at the tympanic membrane). 

A comparison [7] shows that the basilar membrane response 
begins to look similar to tuning curves of auditory nerve fibers. 
The response observed in the peak region is still highly variable 
from one experiment to another. The higher peaks are obtained in 
cochleas with the least trauma. eODY and JOHNSTONE [8] recording 
from single auditory nerve fibers, have shown that the peak 
height is reduced with even small amounts of acoustic trauma. 
We suspect that the residual trauma is still too large in our 
experiments to observe the normal response of the basilar mem­
brane. 
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Displacement Measurement of the Basilar Membrane in 
Guin~a Pigs by Means of an Optical-Fiber Interferometer * 

F. Albe, J. Schwab, P. Smigielski, and A. Dancer 
Institut Franco-Allemand de Recherches de Saint-Louis (ISL) 
F-68301 Saint-Louis, France 

I. Introduction 

For a few years the Franco-German Research Institute (ISL) has been active in 
investigating lesions and traumatisms generated under the action of strong 
acoustic noise such as occurs in the environment of aeronautics, In this 
context the acoustic stimulus transmitted from the ext ernal medium to the 
ear must be investigated. One possibility of carrying out succe ssfully those 
investigations consists in using optical methods in order to measure the 
very weak displacements of the various components which form the auditory 
chain [I]. 

In a first phase a map was drawn of the deformations of the tympanic membra­
ne generated under the action of transient acoustic impulses. Toward this 
end holographic interferometry with doubl e exposure was used [2]. 

In a second phase the displac ement of the umbilicus could be mea sur ed with 
a Michelson interferometer [3]. The acoustic stimuli produced in this case 
were either pure tones or impulse noise. 

This work has been supported by DRET, Paris 
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Fig. I: Partial section of 
the cochlea of the 
guinea pig with the 
optical fibers 



For the study of the displacements of the basilar membrane an optical-fiber 
interferometer was used [4] [5]. The cochlea of a guinea pig is illustrated 
in figure 1 with the optical fibers implanted. 

2. Schematic Diagram and Principle of the Interferometer 

The schematic diagram of the experimental arrangement used is shown in 
fig.2. The beam of the light emanating from a He-Ne Laser (5 mW, 1.=6328 Jl) 
is split into two parts by means of a semi-transparent plate. One part 
(called object beam) arrives on an optical fiber with a graded index (outer 
diameter: 100 ~m; core diameter: 60 ~m) and illuminates the basilar membrane. 
The back-scattered light which is modulated in response to the displacements 
of the basilar membrane is then collected by the second fiber and interferes, 
at the input of the photomultiplier, with the part of light (called reference 
beam) modulated via the piezoelectric mirror M at the frequency fro A sound 
wave generated by a loudspeaker leads to the e~citation of the ear at the 
frequency f o ' We shall use the following designations: 

d 
r 

I 
P 

X(t) 

CPo = 

the basilar membrane displacement, 

b sinew t + <I> ) 
r r the piezoelectric mirror displacement, 

the intensity detected by the P.M., 

Ir the intensity due to the reference beam, 

10 the intensity due to the object beam, 

= cos (cpo + CPr + ~) 

4TT 
;\ a sin(wot + <1>0) 

4TT b sinew t + <I> ) 
X r r 

where 

the optical phase variation due to the dis­
placement of the object, 

the optical phase variation due to the dis j 
placement of the reference mirror, 

~ optical phase including a constant expression due to the adjustment 
of the interferometer, and a variable expression due to the dis­
turbing motion of the guinea pig or to other possible perturbing 
effects (vibrations, fluctuations in temperature, etc.). 

Laser He.Ne 

$,,:-----1 

vibration absorbing table 

amplifier 

amplifier 

generator 

spectrum analyzer 

Fig. 2: Set-up of the 

interferometer 
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An example of the 
spectrum analysis 

The intensity delivered by the photomultiplier is subjected to a frequency 
analysis. Thus,two signals a re obtained at the frequencies f o, f . Their 
amplitude ratio M does not depend on rl , when sinrl differs from O~ Figure 3 
shows a spectrum recorded at fo=IO kHz and fr=1 kHz. We have 

411 J O(411 b) 
M l2. 

JI (T a) A a 
::: 

I JI (411 b) 411 b r JO(T a) A 
provided a and bare sufficiently small « I 00 ft.). 

This technique allows a continuous calibration [6]. A control system is 
not required. The spectrum of the signal can be observed on the remanent 
screen of the oscilloscope during a relatively long time period (several 
minutes). The maximum values of the intensities 10 and I are read at the 
frequencies f o and fr which correspond to lsinrl l= I and t6 cosn = 0 indi­
cating the correct operation of the interferometer. 

3. Experiments 

After the anaesthesia of the animal, the bulla is opened. Thus the scala 
tympani and the round window are visible. With the aid of a microdrill two 
little holes af ~ 0.15 mm are made in the bone wall of the cochlea at 1.5mm 
under the round window. The optical fibers are introduced fhrough these 
apertures.Each fiber is used, with the aid of an additional laser beam, to 
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Fig. 4: Diagram of the displacement of the basilar membrane of a living 
guinea pig as a function of the frequency. Sound level: 94 dB 

adjust the pos1t10n of the other fiber. The correct position is obtained 
when the output beam collected by the second fiber is suitable for the 
measurements. Then the fibers are sticked on the edge of the bulla bone. 

This tricky operation is made under a binocular microscope. In the first 
phase of the experiments great difficulties were encountered in determining, 
in an accurate way, the position of the fiber ends with respect to the 
basilar membrane. The animal with the fibers is placed into the interferome­
ter. 

The loudspeaker placed in the vicinity of the guinea pig delivers the 
acoustic stimuli. This loudspeaker is calibrated such that over the whole 
frequency range explored (by third octaves from 500 Hz to approximately 
16 kHz) a constant sound level is attained. Thus the diagrams of the dis­
placements of the basilar membrane could be recorded as a function of the 
excitation frequency (fig. 4) for the following two cases: obstructed ear 
canal (dotted line) and not obstructed ear canal (full line). 

4. Conclusion and Perspectives 

The feasibility of this method could be shown. Complementary studies will be 
necessary, however, to obtain improved knowledge of the transfer function 
in the inner ear. 
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On Easy-to-Handle Holocameras for Endoscopic Applications 

p. Greguss 

Applied Biophysics Laboratory, Technical University Budapest 
H-llll Budapest, Hungary 

1. Introduction 

In spite of the fact that in recent years the performance of 
the various endoscopes - especially after the introduction of 
fiber optics - has considerably been improved, they still have 
several drawbacks. One of these is the very limited depth of 
focus, another that they have a rather restricted field of view, 
thus, if information from the entire wall of the cavity ~o be 
investigated is needed, the endoscope has to be rotated around 
its optical axis. 

It was in the early 70s that the idea of using holography to 
solve some of these problems emerged. It was theoretically and 
experimentally analyzed in detail by HADBAVNIK [1] , who con­
cluded that the holoendogram should be recorded in the cavity, 
on a plate fixed in it, which is illuminated by a reference 
beam too. In contrast to him, GRUNEWALD et al. [2] used a 
technique where the optical information is lead out via normal 
endoscope optics for holographic recording. Recently, YONEMURA 
et al. ["3] concluded that fiber bundles instead of single fibers 
can be used to transmit high power laser light for object illu­
mination to prevent the light path break induced by the high 
power density of the concentrated laser light. 

Comparing the inside recording method with the outside re­
cording method one finds that both have their own advantages 
and disadvantages. Theoretically the inside recording method 
allows 3-D reconstruction, while in the outside recording method, 
where the object light is imaged on the entrance end of the fi­
ber bundle to be transmitted to the exit end, 3-D reconstruction 
is impossible. In practice, however, in the first case, due to 
the generally very restricted recording surface area not enough 
parallax can be achieved for 3-D observation. On the other hand, 
using the outside method the recording technique becomes far 
easier (e.g., rewinding the holographic film, the size of which 
is not really restricted). 

However, whichever method is chosen, it is based upon conven­
tional endoscope construction, only a reference wave is added, 
- i. e., the endoscope has to be rotated around its optical axis 
if 3600 panoramic view is needed, thus none of them is really 
ready for clinical use. During our endeavors to develop an 
easy-to-handle holocamera we have come across an opt~cal element 
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having the unique property of converting an incoming collimated 
light beam into an outgoing diverging annular wavefront. The 
scope of this report is to describe two holoendoscopes based on 
this optical element. Before this, however, we have to become 
acquainted with some of its important properties. 

2. Majoros-type Toroidal Lens 

Lens systems allowing panoramic view have been known since the 
end of the last century when MANGIN introduced the first 
panoramic telescope. This was followed by the astronomic pano­
ramic telescope of HILL [4] , and SCHULZ [5], and the panoramic 
photographic camera of MERLE [6]. A forgotten Hungarian lens 
designer, MAJOROS, constructed about 30 years ago a lens having 
only flat and spherical surfaces, out of which three acted as 
mirrors, and the others as refractive surfaces [7]. As a con­
sequence, these refractive-reflective combinations form from 
the space around the optical axis of the lens a virtual annular 
image with a viewing angle the value of which depends upon 
the curvature ratio of the surfaces and the refractive index of 
the material of which it is made (Fig. 1). Ray tracing shows 
that if a collimated beam impinges on the flat surface of 
the lens, then, the outgoing bundle spreads to fill an annulus 
of cone. However, in the formation of this wavefront only an 
annular part of the collimated beam is responsible for the out­
going conical beam, i.e., the core remains unused. This is the 
reason why we refer to it as the Majoros-type toroidal lens. 
These remarkable properties inspired us to try to design panoram­
ic holoendoscopes based on this lens. 

3. Panoramic EHHC-35 

Previously we have developed an easy-to-handle holocamera (EHHC) 
[8] labeled Holocamera-35, the principle of which was that the 
laser beam diverged by a microobjective passed directly through 
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Fig. 2 Combination of an 
EHHC-35 with a Majoros-type 
toroidal lens 
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Fig. 3 Conceptual draft of a 
panoramic holographic endo­
scope based on the Majoros­
type toroidal lens 
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Fig. 4 Easy-to-handle pan­
oramic holographic endoscope 
(EHPHE) 

a hole in die photographic emulsion before it striked the beam 
splitter which provided the reference beam to record the hologram 
of the object illuminated by the not reflected (transmitted) 
part of the diverging beam. Thus, it seemed to us that by re­
placing the beam splitter with a Majoros-type toroidal lens in 
such a way that its plane surface - as shown in Fig. 2 - coin­
cides with the plane where the beam splitter was before its re­
moval, a panoramic easy-to-handle holocamera could be construct­
ed. However, the quality of the recorded hologram was in gener­
al rather poor, mainly because it was difficult to optimize the 
reference to subject energy ratio. (In our original EHHC-35 
this is achieved by simply changing the beam splitter.) 

4. Panoramic Holoendoscope (PHE) 

In order to overcome these difficulties and to record a panoram­
ic volume reflection hologram, we placed the holographic film -
as shown in Fig. 3 - in the tip of the endoscope, with the emul­
sion side facing the transparent wall. The laser beam passing 
through the unused center part of the lens is reflected from a 
suitably designed mirror at the end of the tip of the endoscope 
and impinges on this holographic film. The part absorbed by the 
film serves as a reference beam, while the part that passed 
through the film illuminates the target in the cavity, thus a 
cylindrical 3600 volume reflection hologram is formed. 3600 re­
flection holograms have already been recorded [9], however, only 
from objects inside a cylinder, and not from targets around it. 

To distinguish this type of 3600 reflection hologram from 
that described in [9] we call it ~noramic hologram. As long 
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BEAM SPlITTER , 
as there is no difficulty of 
viewing the reconstructed image 
of a 3600 reflection hologram, 
since it is located inside the 
cylinder or cone formed by the 
developed film hologram, the 
reconstructed image of a pan­
oramic hologram has to be view­
ed from the inside of this cyl­
inder, which is difficult to 
realize. However, with the Ma­
joros-lens we have practically 
no difficulty to look around in 
the reconstructed 3600 space, 
provided that the developed 
film has been placed back in 
the tip of the endoscope - or 
in a cylinder with the same in­
ner diameter - and has been il­
luminated with approximately 
the same light pattern as 
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that produced by the PHE. 

OBJECT 
BEAM 

. -~ BEAM 

LASER 

Fig. 5 PHE with sheet film 
recording 

Since the PHE uses cylindrical film, its changing is rather 
clumsy, in cont rary to the panoramic EHHC-35, while film rewind 
can even be automatic. This limitation can be overcome by suit­
ably combining the two recording techniques, as shown in Fig. 5. 
The panoramic image of a cavity provided by the Majoros-lens is 
projected onto the film, while the reference beam reaches it 
from behind, thus forming a reflection hologram. 

5. Conclusions 

Various types of holocameras having the·common feature of using 
a specially designed toroidal lens to make 3600 transmission or 
reflection holograms from cavities have been discussed. These 
panoramic holograms recorded on acetate based roll films have 
the advantage of giving information from the entire wall of a 
cavity without the need for rotating the endoscope around its 
optical axis . 
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Holographic Measurement of Defonnation 
in Complete Upper Dentures - Clinical Application 

I. Dirtoft 
Department of Prosthetic Dentistry, Karolinska Institutet, Box 3207 
S-103 64 Stockholm, Sweden, and 
Department of Production Eng.ineering, Royal Institute of Technology, Fack, 
S-100 44 Stockholm, Sweden 

1. Introduction 

Prosthodontists are responsible for dentures which are well retained, stabile 
and s·how optimal fit even after extensive use in order to prevent injury to 
the underlying tissues. Various processing techniques result in unequal phy­
sical properties and behaviour in different directions due to the anisotropy 
of the polymer. Dimensional changes cause resorption and are indirectly re­
sponsible for a decrease in retention and stability. Numerous investigators 
have compared the dimensional and other differences in some common base ma­
terials [1, 2, 3, 4, 5, 6J. Previously described methods for dimensional 
measurement are sometimes based on repositioning on the mastercast, [7, 8, 
9, 10] which may not be sufficiently accurate [11, 12, 13]. The determina­
tion of three-dimensional shape by use of a measuring microscope has also 
been described [11, 12, 13J. Other methods have a'lso been used for the same 
purpose [14, 15, 16J. In any case, measuring deformations in polymers is a 
very intricate problem due to the anisotropy of the material, and know­
ledge of the total deformation pattern of the object is very limited. Holo­
graphic interferometry seems to solve many of these special polymer problems 
in a satisfying way [11,16,17,18,191. 

The purpose of the ~resent study was to determine if the previously developed 
holographic method [11, 16J, netetofore used in vitro, was suitable for 
clinical purposes as well. 

2. Patient and preoperative treatment 

An edentulous female patient aged 62 was chosen for the study. She was wea­
ring a 20 years old loose complete upper denture. A careful clinical exami­
nation which included history and status was carried out. She was informed 
in homecare of the denture anCl soft tissues. Extra and intraoral photographs 
were taken, and preprosthetic treatment of denture stomatitis, angular 
cheilitis,height of the bite and retruded position were made. A recommendation 
was made to contact a doctor because of the shiny, dry appearence of the 
tongue, ragades and dental sore mouth. 

3. Materials 

A new denture was carefully made by use of conventional technique. The palate 
was painted with gold-bronze and acrylic as described in previous articles. 
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T~e steel balls were,placed at the papilla insiciva and at the place of the 
flrst,molars to obtaln as stable repositioning as possible. Denture base 
materlal was SR-Ivocap. a heat-cured resin for injection moulding. The ma­
terial was treated according to the manufacturers recommendations at the 
School of Dental Technitians. Huddinge. Sweden. 

4. Methods 

For purposes of comparison and conclusion. three holographic techniques were 
used/i.e. real-time. double-exposure and sandwich holography. Both conven­
tional and white-light holograms were made at the same time with these diffe­
rent techniques. The techniques are described in previous articles [11. 16]. 

4.1 Real-time holography 

This technique was used in order to control the repositioning of the denture 
and plate. as well as the stability of the equipment. The appearence of inter­
ference fringes after deformation indicates that the change is within the 
range of measurement. 

4.2 Double-exposure technique 

These holograms were made to store information on deformation at every measu­
ring occasion. 

4.3 Sandwich holography 

Sandwich holograms were made to allow the possibility of eliminating un­
wanted rigid body motion during the observation phase by an optically per­
formed coordinate transformation. A stepwise study could thus be carried out 
in different combinations within a ten times larger range of mea~urement than 
when conventional holography was used. 

4.4 White-light holography 

The advantages with this method are that the observation angle can be con­
siderably increased compared to conventional holography. The image of the ob­
ject is naturally enlarged due to the short distance between the plate and the 
object. In addition. it is possible to evaluate and observe the hologram with­
out the use of a laser. 

5. Experimental setups 

Two different setups are used. one conventional and one of Lippman type. The 
conventional setup is shown in Fig. 1. 
The laser used was a He-Ne 50 mW. The three mirrors behind the denture were 
tilted to obtain an observation angle of 450 • The object beam illuminates the 
denture from the top mirror. The following conditions must be fulfilled: 1. 
The object must be observed from three different directions at the same time. 
2. All equipment must be extremely stable. 3. The stand and the denture must 
be equipped to allow an accurate repositioning. The white-light setup is shown 
in Fig. 2. 
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6 

1 2 3 4 5 

Fi g. 1 1. Object beam 
2. Reference beam 3. Denture 
4. Reference mirror 5. Mirror 
images 6. Plate holder 

6 

Fig.2 1. Laser He­
~mW 2. Spatial 
filter 3. Beam 
shutter 4. Plate 
holder 5. Denture on 
the stand 6. Mirror 

In this case the laserbeam interfers in the plate with the beam reflected from 
the object~ Measurements were made on 46 separate occasions over a period 
of 37 days and resulted in 466 holograms. 

6. Results 

The previously developed holographic method for measuring deformation in com­
plete upper dentures ha s been tested here in a real clinical situation for 37 
days with very promising results. The patient was wearing a denture day and 
night except for cleaning it and had no problem with the steel-balls. The gold­
bronze remained a well defined reflection surface during the whole experiment. 
This was determined at every measurement occasion by real-time holography. At 
the same time the stability of the equipment and the repositioning of the den­
ture were checked by observing the painted metal surface of the stand. An 
accurate repositioning without interference fringes is shown in Fig. 3. This 
figure shows the three views of the denture in the conventional setup after 
31 days. Interference fringes may be clearly seen allover the object in all 
views in the hologram. 
The double-exposure holograms were repositioned as well. The accuracy of this 
was checked in the image of a part of the plate holder, where interference 
fringes could be counted. The Lippman type holographic method used for measure­
ments was very well suited for this type of experiment. 44 double-exposure ho­
lograms were made and 12 had an extremely good quality (see Fi g. 4), although 
the photographs do not show as many details as the holograms. 
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7. Discussion 

The increased demands on dentists from patients for well-fitting dentures made 
from thoroughly studied dental materials have made it necessary to develop a 
technique for measuring changes in three-dimensional form. The problems are 
the recurrent changes of pH, temperature and chemical properties of the saliva, 
combined with swelling and intermittent loading of the complexed formed denture. 
The use of holography for clinical measurements of deformation in complete 
upper dentures is a new application for this sensitive method. The advantages 
are that the whole deformation pattern of the anisotropic resin can be 
determined and followed three dimensionally, realistically and nondestructively 
at every point of the object [18, 19, 11, 16J. The stability of the equipment 
and the design for the repositioning is accurate for the purpose. The white-
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light holograms are very promlslng for measuring purposes because of the size 
of the image and the extremely good observation angle. Comparisons with some 
other base materials will be made on the same oatient in a clinical follow 
up now in progress to verify and expand the use of this method. Evaluation of 
the holograms is in progress in collaboration with the Technical University, 
Budapest, Hungary. 
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1. Introduction 

A bad approximal contact may cause food impactions between 
teeth by masticatory forces. This may give rise to caries or 
other paradental diseases. Many studies on approximal contact 
relation have been presented based on clinical experience [1] 
and considered from a morphological standpoint [2] up to now. 
However, there have been only few studies on approximal cont­
act relation investigated from a functional viewpoint. There­
fore, investigations of the ~eformations of teeth subjected to 
occlusial or masticatory forces and the mechanical effect to 
their adjacent teeth are very important. Deformations have 
been measured, until now, with mechanical instruments [3], [4] 
such as dial gauges and strain gauges. Recently, double-expos­
ure holographic interferometry has been found useful to meas­
ure three-dimensional deformations of teeth [5], [6]. This 
method, however: is restricted to the measurement of deforma­
tions within a certain time interval. Real-time holographic 
interferometry, on the other hand, allows measuring such de­
formations continuously. 

Thus, real-time holography has been applied to measure 
movements of teeth subjected to occlusial or masticatory forc­
es. The purpose of these measurements was to clarify the ef­
fect of contact between ~pproximal, teeth. Dry human mandibles 
were used as specimen and concentrated vertical load was ap­
plied to the second premolar. 

2. Experiments 

In the dry human mandible, used as specimen, each tooth was 
contacted closely with its approximal teeth. The alveolar 
crest did not show any resorption. After extracting the teeth 
silicone impression material was injected in the place of the 
periodontal membrane. Then, each tooth was replaced. The buccal 
side of the mandible was removed using a dental trimmer so 
that the deformation of the dental root could be observed. 
The mandibular base was fixed to a board made from a super 
hard plaster by means of alpha cyanoacrylate adhesive (Aron 
Alpha), so that the occlusal plane became parallel to the 
surface of the plaster board as shown in Fig. 1. 
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Fig. 1 Dry human 
mandible after re­
moving its buccal 
side; (4): lower 
first premolar, (5): 
lower second pre­
molar (6): lower 
first molar, (7): 
lower second molar. 
Symbols a, band c 
show contact points 
between the teeth. 

Fig. 2 Optical system 
(al experimental ap­
paratus, (b) schema­
tic diagram of the op:­
tical system. M: plape 
mirrors; L1' L3: micro­
scope objectives; L2, 
L4: collimating lenses; 
D: density filter; P: 
photographic plate; 0: 
specimen; H: half mir­
ror; L5: Fourier trans­
form lens; I: immersion 
cell. 



Figure 1 shows the specimen to be examined. Vertical con­
centrated load acts on tooth (5). Symbols a .a.nd b denote mesial 
and distal 90ntact points of tooth (5), respectively, and c 
characterizes the distal contact point between teeth (6) and 
(7) • 

Figure 2 outlines the optical system for real-time holograph­
ic interferometry. 

The photographic plate P is kept in an immersion cell for in situ 
development [7]. Density filter D is used to control the inten­
sity ratio of object and reference waves. 

The loading device consists of an aluminium rod and a magnet 
stand having slide ball bearings in which the rod slides ver­
tically. The rod is about 80 mm in height, 10 illm in diameter, 
and its weight is 46 g. Known weights are placed on the flat 
stage (50 mm in diameter) fixed to the upper surface of the rod. 
The lower end of the rod has con1Cal shape so that the vertical 
force is concentrated on the central groove of the second pre­
molar (5). Firstly, a hologram is recorded in the initial unlo­
aded state. Then, weights are increased from 46 g to 226 g in 
steps of 5 g or 10 g. Teeth movements for various loads are ob­
served by real-time holography. Thus, displacements at each 
point on the specimen can be measured quantitatively [8]. The 
measuring accuracy of displacement is 0.34 urn in this experiment. 

3. Results 

Figure 3 shows interference patterns which respesent the mov­
ement of teeth for various loads. In Fig. 3(a), we can see a 
similar number of fringes on the second premolar (5), the first 
premolar (4) and the first molar (6). 

E:ig. 3 
various 

Real-time holographic interferograms obtained with 
loads; (a) 61 g, (b) 176 g, (c) 196 g and (d) 216 g. 
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buccal side 

Fig. 4 Schematic diagram of 
the movement of the investiga­
ted teeth when the second prem­
olar is subjected to vertical 
load 

This means that the three teeth tilt slightly with the same 
gradient. Figure 3(b) shows a remarkable movement of approxim­
al teeth caused by concentrated loading of the second premolar 
(5), and a little larger tilt of the mesial side towards the 
buccal side than that of the distal side of the first molar 
(6) can be observed. Furthermore, a large displacement of the 
first and second premolar can be found in Fig. 3(c) and 3(d). 

In Fig. 3(d), medial and distal sides of tooth (5) have the 
same buccal inclination. From the interferogram in Fig. 3(d) 
movements of the teeth can be deduced as outlined in Fiq. 4. 
In this figure dotted contours express teeth tilt towards the 
buccal side and the arrows mark teeth rotation or inclination 
directions. 

Relative displacement of the second premolar (5) can be cal­
culated by using the interferograms in Fig. 3. The result is 
shown in Fig. 5, where the abscissa illustrates the distance 
from the root apex of this tooth. 

This figure shows that only tilt but not translation of the 
tooth occurs, because the impression material plays the role 
of a buffer. 

Next we removed contact points of the second premolar (5). 
Figure 6 shows a real-time holographic interferogram of that 
specimen, where the l'oad acting on the second premolar (5) was 
56 g. 

Comparing Fig. 6 and Fig. 3(a), it can be noticed that the in­
terference fringe density on tooth (5) is higher in Fig. 6 than 
that in Fig. 3(a). Therefore, it can be deduced that occlusal 
force is distributed via contact points to approximal teeth, 
thus reducing the force acting on the bone. 
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Fig. 5 Relative displacement 
of the second premolar (5) for 
different loads 



Fig. 6 Real-time holo­
graphic interferogram 
obtained for 56 g load 
after removing contact 
points of the second 
premolar (5) 

4. Conc·lusion 

Real-time holographic interferometry turned out to be useful in 
dental investigations. Using this holographic method for quan­
titative measurements of the movements of the teeth in a dry 
human mandible, we found that close contact betwee n approximal 
teeth reduces stre ss concentration in the teeth caused by oc­
clusal or masticatory forces. 
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1. Introduction 

Otoscopy, as the name implies, deals with the visual inspection of the ear, 
especially the middle ear. Our research group is involved in this field, 
since we are interested in a holographic analysis of the vibration patterns 
of the eardrum in man. Our interest in such an analysis is caused by its 
cabability to investigate the sound transfer function of the middle ear, as 
well as to follow up healing processes after tympanoplastic surgery, and to 
provide the possibility of a differential diagnosis of disorders in the mid­
dle ear mechanics without the necessity to open the tympanic cavity surgi­
cally. The latter can be accomplished by comparison of "regular" and "patho­
logical" patterns of tympanic membrane vibrations as could be proved by in­
vestigations in man in vitro [1] as well as in vivo [2]. 

In using holographic techniques for vibration analysis of human tympan­
ic membranes in living man quite a number of problems arise from the anato­
mical and physiological properties of the human peripheral hearing organ. 
Some of the main obstacles are: 

• the difficult optical access through the narrow and somewhat curved outer 
ear canal; 

• unsymmetrical and non-sinusoidal vibrations of biological membranes; 
• technical difficulties like unwanted light reflexes and speckles caused 

by the necessarily small apertured otoscopic instruments; and 
• the unfavourable optical, especially spectral properties of tissue 

- here that of human eardrums - for holographic recording purposes. 

Ways to overcome the mentioned difficulties are not only important in otos­
copic investigations, but also of general interest for applications of holo­
graphy in the biomedical field, as can be gathered from this and the fol­
lowing articles in this book [3,4,5,6], demonstrating possible solutions 
worked out in our group. This article here is confined to the problem list­
ed first: the difficult optical access to the tympanic membrane. 

2. Experiments 

The first approach to record double-exposure interferograms of tympanic mem­
brane vibrations in living man by means of a Q-switched ruby laser, which is 
necessary for in vivo applications of conventional holographic techniques, 
was the development of a special closed acoustic system for phase determina­
tion of the eliciting sound pressure oscillation at the location of the 
tympanic membrane. The optical arrangement of this apparatus was a rigid 
one, and ao usual speculum acted as an adapter to the outer ear canal. 
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The rigidity of the set-up turned out to be inconvenient for the pa-
tient as well as for the investigating physician. Thus, the next step was 
the development of a flexible system with a fiber bundle as light guide for 
the illuminating object beam. Although holographic recordings with good 
image quality could be achieved, proving the applicability of standard end­
oscopic fiber bundles for object illumination using a Q-switched ruby laser 
[2], this arrangement still showed shortcomings for holographic otoscopy: 

• Using a speculum results in a system, which provides only straight-line 
observation with a small angular field. Thus, due to the great variation 
in curvature of the outer ear canal only selected patients could be in­
vestigated . 

• The reference beam guiding system was still rigid since mirrors were used 
in the reference beam path. 

Thus, a holographic arrangement with an endoscope as imaging device and a 
monomode fiber in the reference beam path was developed (Fig. 1), although 
in the 1 iterature (e.g. in [7]) the 1 imited power transmission capabil ity 
of mQnomode fibers is described as the limiting factor for the use of Q­
switched ruby laser systems in the holographic recording process. Basic feat­
ures of the fiber-holo-endoscopic set-up are: 

A beam splitter (BS) separates the 
light, emanating from a Q-switched 
ruby laser (RL) (for recording) or a 
He-Ne laser (HL) (for adjustment), 
respectively, into an object beam, that 
is guided into the illuminating light 
guide fiber bundle (IFB) of the en­
doscope (E) for illumination of the 
object (0), and a reference beam, which 
is launched via a specially coated 
lens (L 1 ) into the monomode fiber (MMF) 
(type = Schott NW 12/2; 1 ength = 30 cm; 
core: diameter = 2.5 ~m. n = 1.6484; 
cladding: diameter = 154 ~m, n = 
1,6274; theor. NA = 0.262). The light 
emerging from the monomode fiber is 
collimated by a lens (L 2 ) before pro­
pagating onto a holographic plate (H) 
(Holotest 10E75). A photodiode (PO) 
picks up the laser pulses for control 
purposes. For in situ reconstruction 
a Krypton laser (KL) is used. The re­
construction beam passes a lens (L 3 ), 

M 

\ 
BS 

RL 

Fi g. 1: Experime'nta 1 set-up 

M 

for fiber-holoendoscopic record­
ing using a Q-switched ruby 
laser. 

which focusses this beam onto the entrance face of the monomode fiber via 
a mirror (TM) that can be appropriately tilted and positioned in the pulsed 
ruby laser reference beam path. 

The energy density in the plane of the entrance face of the monomode 
fiber has to be kept within an upper threshold, that does not have to be 
exceeded in order to avoid cracks of that fiber, and a lower one, which prov­
ides minimum light energy at the exit face of the monomode fiber necessary 
for exposure of the holographic plate. This energy density range turned out 
to be rather small. The appropriate energy density on the entrance face of 
the fiber was selected by variation of the distance between that surface 
and the launching lens (L 1 ) (f = 200 mm). An optimal distance was found at 
300 mm. Using a thermopile a double-pulse energy of the total ruby laser 
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Fig. 2: Double-exposure holograms recorded with the experimental arrange­
ment outlined in Fig. 1, but no endoscope used for imaging; vibration pat­
tern a) of a bone conductor, b) of an artifical tympanic membrane in a plane 
scale model of the human outer ear canal recorded from the "middle ear" side. 

beam (~ = 1.65 mm) of 4 mJ could be measured in the entrance face plane. 
From simple geometrical considerations an energy density in that plane of 
750 mJ/cm2 can be estimated. The ~ight energy in the exit face plane of the 
monomode fiber was below the measuring range of the energey meter used, i.e. 
<0.2 mJ. 

First tests without the endoscope, but with object illumination via the 
illuminating light guide (multimode) fiber bundle and the monomode fiber in 
the reference beam path, resulted in double-exposure holograms with good im­
age quality and fringe contrast, as shown in Fiq. 2, demonstrating the vibra­
tion patterns of a bone conductor (Fig. 2a) and those of an artiflcial tympan­
ic membrane in a plane scale model of the human outer ear canal recorded from 
the "middle ear" side (Fig. 2b). 

In a next step a so-called otoscope, which is a small endoscope, special­
ly developed to provide an easy optical access to the tympanic membrane 

EO 

I I I I I 
a) b) 

Fig. 3: Special otoscope for holographic recording purposes: 
a) instrument with adapter for the illuminating light guide fiber bundle; 
b) tip of the instrument (EO: endoscopic objective, IFB: illuminating light 

guide fiber bundle). 
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through the curved and narrow outer ear canal for otoscopic inspection, was 
used as imaging device. Figure 3a shows this otoscope, the ocular of which is 
speciall y modified for holographic recording purposes (enlarged exit pupil 
and image distance compared to the standard version), so that a holographic 
plate can be inserted and the reference beam be introduced between the obser­
ver's eye and the otoscope ocular. The length of this instrument is 10 cm. 
Image transmission is provided by a Hopkins optic system. A closer look at 
the tip of the otoscope is presented in Fig. 3b, demonstrating that the end­
oscopic optic has a limiting aperture of less than half a millimeter. Thus, 
a considerable speckle noise can be expected in holograms recorded with this 
instrument. 

Figure 4 shows a double-exposure hologram of 
the vibrating artifical t ympanic membrane in the 
mentioned plane scale model of the human outer 
ear canal , recorded through this otoscope by 
means of a pulsed ruby laser and the reference 
beam guided by the monomode fiber. As expected 
speckle noise is increased compared to the ho­
lographic interferograms shown in Fig. 2, which 
are taken without the limiting aperture of the 
otoscope, but the fringe contrast appears still 
satisfying. 

Further reduction of speckle noise may be 
achieved - besides by the use of rainbow holo­
graphy [4] - by application of graded index 
fibers in order to increase the effective aper­
ture compared to that of standard otoscopes 
without changing the outer diameter of the in­
strument. This can be attained by combining the 
function of an illuminating light guide and an 
image guide syste~ using the lens-like imaging 

Fi g. 4: Double-exposure 
hologram of the artifical 
tympanic membrane in the 
plane scale model of the 
human outer ear canal 
(cp. Fig. 2b), recorded 
with the set-up outlined 
in Fig. 1, through the 
special otoscope shown 
in Fig. 3 

properties of a graded index fiber. Preleminary tests with special 
of such fibers show promising results, encouraging the development 
special holo-otoscopic instrument. 

samples 
of a 

3. Conclusions 

It could be proved - to the author's knowledge for the first time - that doub­
le-exposure holograms can be recorded using a monomode fiber as flexible re­
ference beam guide in combination with a Q-switched ruby laser as coherent 
light source. Thus, a holographic set-up using a light guide (multimode) fi­
ber bundle for object illumination, a special otoscope as imaging device, and 
a monomode fiber for reference beam guiding could be developed. First model 
experiments demonstrated the feasibility of the arrangement for holograpffic 
recording of human tympanic membrane vibrations. This optical set-up can be 
regarded as a first step in the development of a flexible and thus easy-to­
handle holo-endoscopic camera for application on living objects. 

The author would like to thank Karl Storz GmbH, Tuttlingen, FRG, and 
Schott Glaswerke, Mainz, FRG, for placing at our disposal the special otos­
cope and samples of the monomode fiber, respectively. 
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1. Introduction 

With all known holographic recording techniques, including those 
using temporally modulated reference beams, either time averaged 
amplitudes or object deformations between two exposures were 
measured, but not the waveform itself. 

For the analysis of vibrating systems it is generally neces­
sary to measure their waveform, too, i.e. to carry out a temporal 
Fourier analysis of their motion. Preliminary investigations show 
that especially from alterations of single Fourier components of 
a complex waveform specific changes in these systens can be de­
tected much more sensitively and accurately than from the over­
all amplitude. 

Especially pathological alterations in the sound transmit­
ting system of the human auditory organ will have a specific in­
fluence on the vibration behaviour of the tympanic membrane. 
Methods for measuring this alteration in amplitude and form 
could make possible a non invasive differential diagnosis of 
the cause for a conduction deafness. 

Until now three holographic methods were reported, suited to 
measure vibration waveforms only in a few special cases. All of 
them were only applicable to interferometrically stable objects. 
One technique uses the well-known real time interferometry to­
gether with cinematography to record the continously changing 
interference fringes (1). The second method uses a rotating disk 
with a number of radial slits, placea in front of the holographic 
plate [2,3). If the rotation speed is adjusted to the object 
vibration, a corresponding number of object positions were rec­
orded along the one holographic plate. A second exposure of the 
same plate with the object at rest yields a trace of very narrow 
and grainy interferograms, similar to those, obtained by a normal 
double-exposure technique. The third method uses holograms with 
frequency shifted reference beams [4,5,6,7). This has some addi­
tional disadvantages [6,7), especially that it is suited only for 
waveform measurements of objects, vibrating with very small ampli­
tudes. 

We present a very simple technique for the measurement of the 
temporal Fourier coefficients of any periodic movement of arbi-
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trary 3-dimensional objects. Among other things the method has 
the great advantage that it allows, in combination with a pulse 
laser, in vivo measurements of interferometrically unstable ob­
jects. 

2. Theory of Waveform Measurements Using Double-Pulse Holograms 

An oscillating object can be recorded, as known, by light pulses, 
released in 2 arbitrary positions Ml and M2 of its vibration cyc­
le. In reconstruction the 2 holographically stored object waves 
produce an interference fringe system. This is essentially a 
function of the distance between both positions Ml and M2, inde­
pendent of the executed vibration waveform. From the intensity 
variation I of the fringe system the instantaneous amplitudes or 
deflections of each object point r can be determined according to 

I (~) = I (~) cos 2 {[271/1-] [cosh + COS¢2] [Ml (i?) - M2 (i?)]} (1) 
2 

I describes the intensity of a point r on the reconstructed image, 
IB is the image intensity of the same point if the object is 
stationary. Ml and M2 describe the two fixed positions, occupied 
by the membrane during both exposures. I- denotes the laser wave­
length, ¢l and ¢2 are the angles between the vibration vector of 
the membrane and the directions of illumination and observation, 
respectively. 

A complete series of such double-pulse interferograms can be 
recorded, using a pulse laser or a Pockels cell together with a 
cw-laser. The first pulses Ml n must always be performed at the 
same, but arbitrary point of the vibration cycle. The correspond­
ing second pulses M2 n have to run through the entire vibration 
cycle, released at equidistant time intervals (see Fig.1). From 
these interferograms the instantaneous amplitudes, i.e. the dis­
tances of each object position M2 n relativ to the ground posi­
tion Ml can be determined easily.' 

The problem to determine the true object oscillation M(t) from 
n such values 6Mn was solved in information theory by the 
sampling theorem [8,9]. The set 0::: instantaneous amplitudes 6Mn 

TIME DOMAIN 
Mit) 

I 
Fourler- Transformation 

I FREQUENCY DOMAIN 

I 
FOlrier- Transformation 

I 

?& 
-flOO.)I 0 fnmf 

to_W~o~s_Hlfl 

8Jf1 
l/T -fmax 

Theory of waveform measurement by a sampling series 

116 



forms the sampling signal M (t). The frequency spectrum of this 
signal can be obtained form~lly by Fourier transformation. Thu~ 
passing from the time to the frequency domain it is seen that 
the sampling signal Ma has a periodic spectrum with frequency liT. 

If the f.ollowing 2 weak requirements are fullfilled: 

1) The function M(f), i.e. the Fourier transform of the object 
motion function M(t), has to be frequency limited; 

2) The exposure frequency of the interferograms has to be 
at least twice as large as the highest frequency component 
occuring in the object spectrum; 

then the sampling theorem states: Each periodic motion function, 
containing no higher frequency than the limiting frequency fwa ' 
is already defined definitely, if one knows its values in the x 
sampling points, whose distance from each other is determined 
by l/fmax ' 

3. Conclusions for Practical Application 0= a Holographic 
Sampling Series 

For practical application the following items can be derived: 

1) The absolute positions of the illuminating pulses (=sampling 
points) have no influence on the result. 

2) For the measurement of n temporal Fourier coefficients of 
an oscillation one needs 2n interferograms. 

3) Sampling an oscillation with more interferograms than re­
quired is allowed. 

4) If a vibration is sampled by less interferograms than re­
quired, then, in most cases, only the corres~onding high 
frequency components of the vibration are not recorded. In 
such cases the basic form of the vibration waveform remains 
unaffected. 

5) The amplitude of the investigated oscillation has no influence 
on the number of sampling interferograms required. 

Using enough double-exposure interferograms,each real and there­
fore frequency limited object vibration can be measured. A very 
simple evaluation scheme results, based upon the sampling theorem, 
if a sampling series of 12 interferograms is recorded. Fig.2 shows 
7 interferograms of such_ a series, recorded on thermoplastic film. 
The instantaneous amplitudes ~M , measured by means of these inter­
ferograms, were inserted in thenevaluation scheme of (Fig.3). This 
yields at once 6 Fourier coefficients of the mechanical waveform, 
executed by the object. For the measurement of vibrations contain­
ing higher frequencies, a quite analogue scheme exists, using 24 
sampling values and yielding 12 Fourier coefficients. 

As demonstrated by our group earlier [10], in vivo interfero­
grams of the human tympanic merr~rane can be achieved, using sur­
ficiently short double-pulse illumination. By recording a sampling 
series of such in vivo interferograms the waveforms of tympanic 
membrane vibrations can be measured, too. In such a series the 
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Fig.2 The first 7 holo­
grams out of a total 
sampling series of 12 
double-exposure inter­
ferograms, recorded 
over the entire vibra­
tion period at 12 equi­
al time intervals 
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Fig.3 Evaluation scheme for the Fourier analysis of waveforms 

time interval between both light pulses amounts to maximally half 
of the vibration period. This means, that for high frequency 
vibrations rigid body motions should have a neglegible influence 
on the quality of the interferograms. If fast rigid body motions 
should occur, however, then their influence on the interference 
fringe pattern can be removed completely by using double-pulse 
sandwich holograms [11]. 

4. Experiments 

By means of a sampling series of stroboscopic double-exposure 
interferograms the vibration waveform of a loudspeaker, driven 
by a known electric signal, was investigated (Fig.4). The full 
line shows the electric signal. ~Mn are the measured ampli­
tudes. Different vibration directions relative to the position 
at rest have to be marked by different signs of the corresponding 
values. The choice of the positive direction has no influence on 
the values of the calculated Fourier coefficients. The dotted 
line represents the vibration waveform measured. In a second 
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Fig.4 Holographic Fourier analysis of a given waveform 
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experiment an unknown waveform was analysed. The result was com­
pared with that of another method, which was reported earlier [6], 
[7}. The agreement in this case was quite well, too. 

5. Accuracy and Further Improvement of the Method 

The accuracy of measuring the waveform is essentially limited by 
uncertainties in the interpolation between two successive inter­
ference fringes, which amounts to ca.1/6 of a fringe. That means, 
that amplitudes can be measured with an accuracy of about 30 nrn, 
independent of the absolute value. Therefore the method proposed 
yields the better results the higher the amplitudes. Thus wave­
forms of high amplitude vibrations can be measured very accurately, 
provided, of course, that enough interferograms were recorded. 

For the analysis of low amplitude vibrations, as e.g. vibra­
tions of the tympanic membrane under aCoustical stimulation at 
physiological sound pressure levels, the interpolation accuracy 
between interference fringes has to be increased. This improve­
ment can be achieved by means of the dual-frequency or heterodyne 
interferometry [12]. This technique can also be applied to in vivo 
measurements and reduces the interpolation error at least by the 
factor 15. Together with the heterodyne technique holographic sam­
pling of tympanic membrane vibrations can become a sensitive tool 
for detecting deviations from a normal or expected vibration mode. 
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Application of Rainbow Holography for Speckle Reduction in 
Tympanic Membrane Interferometry 
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1. IntroQuction 

When examining tympanic membrane oscillations with methods of 
holographic interferometry the well known phenomenon of speckle 
patterns is encountered, as is the case in most fields of co her­
ent optics [1]. Although the average size of speckles is about 
the size of the Airy discs [2], the image quality is affected 
by speckle granulation [3]. Principally the problem generated 
by speckles may be removed by choosing large apertures. But there 
are situations where a small aperture is unavoidable. Such limit­
ed apertures exist, e.g. in endoscopic holography. In such situat­
ions an improvement of image quality can only be achieved by the 
application of speckle reduction procedures during hologram re­
construction. 

Some speckle reduction procedures are already well known. They 
use partially coherent light or change of the modulation transfer 
function. Every speckle reduction procedure works by superposition 
of a number of independent or partial~y correlated speckle pat­
terns. E.g., speckle reduction is achieved by superposition of 
holograms taken at different wavelengths. 

The aim of this work is to show how rainbow holography, a 
white light holographic technique, may be used for speckle re­
duction. In this technique a continous spectrum of wavelengths 
achieves the speckle reduction. Normally the rainbow technique 
has the disadvantage, that the aperture has to be reduced by a 
narrow slit diaphragm. However, this is no additional disadvant­
age in cases, where the system aperture is already small enough, 
that it may be used instead of the slit diaphragm. An example 
for such situations rr.ight be the ear speculum in tympanic membra­
ne interferometry. 

2. Rainbow Holography 

Rainbow holography is an elegant simple technique for producing 
white light holograms. The name orginates from the fact, that 
during reconstruction the white light is selected into a continu­
ous spectrum and the viewer can see the reconstructed image in 
rainbow colors. 

There are two techniques of constructing rainbow holograms, a 
one-step [4,5] and a two-step process [6,7]. We consider only 
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Fig.1 Construction and reconstruction of a rainbow hologram 

the one-step process investigated by YU and CHEN. Fig.1 shows 
this technique. 

With suitable projection of the object and a slit the same situa­
tion is achieved as in the two-step rainbow technique. The lens 
produces real images 10' Is of the object 0 and the slit S during 
recording of the rainbow hologram (Fig.1, left). When the hologram 
is illuminated with a white light source W, each wavelength forms 
an image of the slit at different vertical Dositions S (Fig.1, 
right). An observer would see the entire image I in only one color 
when he positioned his eyes at anyone slit image. The wavelength 
selection can be achieved only with thehelp of a small slit. In 
rainbow holography the geometry of an optical spectroscope is 
imitated (see Fig.2). 

3. Color Blur of Rainbow Holograms 

Although the image produced by a rainbow hologram is rather sharp, 
some image blur is generated by spectral~wavelength spread. The 

Spectroscope 

Reconstruction 

Rainbow - Hologram 
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Fig.2 All elements of a 
spectroscope are present 
also in the rainbow holo­
graphic process. The dif­
ference is, that in rain­
bow holography these ele­
ments are not present si­
multaneously, and that 
not the object beam, but 
the reference beam is dif­
fracted. 
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Fig.3 Color blur of rainbow hologram 

color blur may be estimated by a simple geometrical consideration 
(see Fig.3) without complicated analysis [8,9,10]. 

Consider any image point I at the distance zr from the holo­
gram plane and the corresponding slit image S at the distance zs. 
During white light reconstruction not only one slit image S of 
one color, but a continuous set of slit images and corresponding 
iffiage points is generated. Since image points on the hologram 
plane are fixpoints, any change of the wavelength is equal to a 
small rotation of the beams around their fixpoints on the holo­
gram. Which colors are seen from the viewer depends on the view­
ers pupil diameter P. The two slit images S' and S" are just no 
more seen through the pupil. They have the mean distance P plus S. :r:: ::(p~rgle, we get a formula for the color blur d, ' 

The blur is proportional to the distance zr. Therefore,sharp 
rainbow holograms of deep objects can only be recorded with nar­
row apertures Sand P. 

The color blur is not only a disadvantage of rainbow hologra­
phy. There is an important positive aspect, because the color blur 
reduces the speckle pattern. By superposition of speckle patterns 
of different wavelengths the contrast will be reduced remarkably. 

4. Optimal Image Quality 

For optimal image quality the color blur should only be as large 
as it is necessary for good speckle reduction. Any additional 
color blur would deteriorate the image. For a good speckle re­
duction the blur must be only as large as the speckle size, i.e. 
the blur due to diffraction d D should satisfy the following re­
lation: 

With the requirement for optimal imaging, i.e. color blur equal 
to diffraction blur, a formula of optimal image distance from the 
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hologram plane is calculated under the assumption P equals 5, 
i.e. the viewers pupil is equal to the slit image size: 

Z _ A / a 2 

Here A is the average reconstruction wavelength and a denotes the 
aperture. Z is not only the optimal image distance but also the 
depth of good sharpness and good image quality. The formula shows 
that an optimal rainbow image is obtained only for small apertur­
es at finite distance from the hologram plane. For example, if 
the aperture is only as large as 1:100, the optimal image distance 
is only one centimeter for blue light observation. For larger 
apertures the best imaging is at a distance near to zero. In other 
words, the rainbow holograms have to be recorded as image plane 
holograms. 

5. Application of Rainbow Holograms 

After this short discussion of the properties of rainbow holograms 
we give an example, how image quality may be improved by rainbow 
technique. 

The following two requirements have to be met: the object 
depth and the inherent aperture should be small. Both require­
ments are met in tympanic membrane interferometry, which is cho­
sen as the example to be discussed. The small aperture of the 
ear speculum may be used. instead of the slit stop in normal rain­
bow holography. The object depth is not large, because for small 
oscillations the interference fringes are located near the object 
surface. Fig. 4 shows schematically the arrangement for the con­
struction of a one-step rainbow hologram of the tympanic membrane. 

A real improvement of the image quality may be achieved by 
this application of rainbow holography, because no decrease of 
aperture is necessary. In these applications the rainbow holo-
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Fig.4 Application of rainbow holography 
in tympanic membrane interferometry 
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Fig.5 Speckle reduction by rainbow holography 

graphy is equal to a quasi image plane holography, where an op­
timal image is achieved by a small blur. 

In model experiments we recorded rainbow holograms of an osc­
illating membrane by use of circular apertures. In Fig.5 the left 
side image shows the coherent reconstruction with large speckle 
noise. For the right side image the rainbow hologram was illumi­
nated with white light. The speckle pattern is reduced and the 
detectability of the interference fringes is improved. But cert­
ainlY,the contrast of the interference fringes is somewhat lower 
as with coherent illumination. 

In conclusion we can say, rainbow holography is suitable for 
objects of small depth and small inherent apertures. The advan­
tages are the reconstruction with white light sources, the re­
sulting speckle reduction and the easy processing. An additional 
advantage is the comfortable viewing, because the small aperture 
is smeared into a broad spectrum. 
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1. Introduction 

In many applications of holographic interferometry it is una­
voidable that reflecting media are positioned between object 
and hologram (see Figure 1). These may be lenses (e.g. in an 
otoscope or a microscope) or semireflecting mirrors, as often 
used for a direct observation parallel to the illuminating beam. 
Sometimes during investigation an object has to be placed in a 
specific test chamber (e.g. a pressure chamber or a liquid cell 
containing physiological solutions). 

Depending on the coating quality of the lenses and glasses 
used, more or less of the light illuminating the object is re­
flected directly onto the recording media. Since usually this 
light is coherent to the reference beam it will be recorded, 
too, and is reconstructed as disturbing light r~flexes veiling 
the object of interest. 

These very disturbing and normally unavoidable reflexes can 
be completely removed: Depending on the problem the object under 
investigation has to be recorded either by the holographic sub­
traction technique or by a phase modulated reference beam (Fig.2). 

2. Avoiding Reflexes by }1eans of Holographic Subtraction 

As was shown first by COL~I~S [1] two cOffiplex amplitudes may be 
subtracted from each other by shifting the phase of either the 
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Fig.1 Some components of a 
holographic set-up possibly 
creating unwanted reflexes 
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Fig.2 Methods to avoid 
unwanted light reflexes 
in the reconstruction 
of holograms 

reference or the object beam by TI between both exposures of a 
double-pulse record. If both recorded amplitudes of the reflected 
waves are identical, i.e., if an object point has not changed 
between both recordings, then this point will not be reconstructed 
and will appear dark in reconstruction. Therefore all light re­
flections originating from resting parts of the holographic 
set-up will no longer be reconstructed. Fig.3a shows an object 
recorded by double-exposure technique through a muddy glass plate. 
Because of the unwanted scattered and reflected light the inter­
ference fringe pattern of the interferogram can hardly be evalu­
ated. Using the holographic subtraction, all reflexes arising 
from stationary parts of the object scene are suppressed (Fig.3b). 

In the same way this subtraction technique can be performed, 
of course, together with double-pulse or stroboscopic hologram 
records of a vibrating membrane [2). 

Also in recording static objects,e.g. in the application of 
holography in ophthalmology, the holographic subtraction tech­
nique can be used in many cases to avoid reflexes. Again, instead 
of a single exposure, the static object has to be recorded by a 
double-pulse subtraction exposure. Between both illuminating 

Fig.3a Light reflexes in a ordinary interferogram, dis­
turbing the evaluation 

Fig.3b Suppression of these reflexes by means of the holo­
graphic subtraction technique 
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Fig.4·a Ordinary hologram of 
an artificial fish 

Fig.4b Same object, recorded 
under the same conditions as 
described in the text 

pulses, the object which should be recorded free of reflexes 
has to be displaced by about a quarter of a wavelength. For the 
recording of interferometrically unstable objects, e.g. the eye 
or the tympanic membrane, it may be sufficient to choose the time 
interval between both illuminating pulses suitabl long, so that 
the object will move approximately by this amount during this 
interval. 

In Fig.4a an artifical fish in an aquarium is recorded. Because 
of the intense reflection of the illuminating beam at the air­
glass boundary, it can hardly be recognized in an ordinary holo­
gram. In the equivalent double-exposure subtraction hologram all 
static details of the object scene, as the shell in the fore­
ground, but also all disturbing reflexes appear dark (Fig.4b). 
The head of the fish shows a dark interference fringe, generated 
by the displacement of the object between both records. 

The subtraction method can also be applied to time average 
interferograms of vibrating objects [3]. For half of the total 
exposure time, the object is recorded in a stationary state, 
for the other half in a vibrating state. Between the two records 
a phase shift of TI is introduced to the reference beam again. 
The contrast of the resulting interference fringes, however, 
is considerably worse than in a corresponding time average inter­
ferogram. This can be a serious drawback if interferograms of 
bioloqical objects with poor and nonuniformly reflecting surfaces 
are to be evaluated. 

3. Suppression of Light Reflexes by Utilizing the Temporal 
Filtering Properties of Holograms 

In order to examine vibrating objects, mainly time average inter­
ferograms are used for following reasons: 

128 



1) There is no need need for expensive equipment pulse lasers or 
Pockels cells with the appropriate control and driving systems. 

2) From the interference fringes of these interferograms the 
maximum vibration amplitude can be determined directly. 

3) In time average interferograms oscillation nodes are recon­
structed with maximum intensity. 

It was pointed out by GOODMAN [4] and ALEKSOFF [5], that a 
time average hologram acts as a temporal band pass filter for 

Fig.5a Fig.5b 

Fig.6a Fig.6b 

Fig.5a + Fig . 6a Reflexes of different intensities in an ordi­
nary time average interferogram of a vibrating membrane 

Fig.5b + Fig.6b Corresponding interferograms, recorded 
with a frequency-shifted reference beam 
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the laser light. Its initial frequency is shifted according to 
Doppler effect by the object vibration or any other movement. 
The interferences of that portions of the object spectrum, which 
have not exactly the same frequency as the reference wave, can­
not contribute to the hologram forming process, if the exposure 
time is sufficiently long. If the frequency of the reference beam 
is shifted, all non-frequency-shifted portions of the object 
spectrum, especially light reflexes caused by stationary parts 
of the object scene, are not reconstructed any more. 

To demonstrate this effect, a ma~nifying lens was adjus~ed so, 
that parts of the illuminating wave were scattered with different 
intensities directly on the hologram plate (Fig.Sa and Fig.6a). 
In the corresponding interferograms with frequency-shifted ref­
erence beam, the light reflexes can no longer contribute to the 
holographic record and therefore do not appear any longer in 
the reconstruction (Fig.Sb and Fig.6b) . 

4. Conclusions 

As shown, different methods exist for nearly all holographic re­
cording problems (see Fig.2), to avoid completely reflexes in 
the hologram reconstruction. The particular advantage of these 
methods is that neither the recording geometry has to be changed 
nor any optical component has to be replaced. Additionally the 
interference fringe pattern, arising in the methods used, can be 
evaluated in just the same manner as in ordinary interferograms. 
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Holographic Vibration Analysis of the Frontal Part of the 
Human Neck During Singing 
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1. Introduction 

The knowledge of the particular role in sound formation of the different 
parts of the human vocal organ and of other parts of the body are of in­
terest for medical applications as well as for prediction of the vocal tim­
bre of students studying voice. Investigations on the human vocal organ are 
complicated by the fact, that there is no direct optical access with the 
naked eye to this organ and that its functioning is influenced by any 
contact with an optical instrument. Assuming that the air vibrations in 
particular resonance cavities as well as the vibrations of bones and tis­
sues will be transferred to the nearest skin areas, it can be expected that 
investigations of vibrations of the skin surface may give some information 
on internal parts of the body, here especially on the vocal organ. Thus, 
the problem of a non-contactive analysis of the function of the human vocal 
organ could be partially reduced to investigations of the skin vibrations 
of the frontal part of the neck. The double-pulse holographic interference 
method was used for such investigations, because of many advantages describ­
ed in [1,2]. 

2. Experiments 

A double-pulsed Q-switched ruby laser was used as the source of low-energetic, 
coherent light pulses. It generates two laser pulses with a pulse duration 
of about 30 ns each, and a pulse separation adjustable in the range of 
0.15 to 0.25 ms. After preliminary experiments the pulse separation inter-
val was set to 0.2 ms. Selecting the combination of the ruby laser oscil­
lator in one-, two-, or three-pass mode and the ruby laser amplifier in 

AI1PLITUDE 
HErER 

~ Block scheme of the synchronization and voice analysis parts of the 
electronic system. 
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Fig. 2 The sequence of control signals and laser pulses in relation to the 
fundamental of the voice. 

one-pass modE allows regulatiQg the output energy of both pulses in a wide 
range (10 mJ 1.0 J), in order to optimize the exposure for holographic re­
cordings. An electronic system (Fig. 1) provides the possibility of releasing 
the first laser pulse at every preselected phase of the fundamental of the 
sound (Fig. 2). The optical arrangement was basically a conventional one 
for holographic recordings but with a diffuse object illumination through 
a ground glass. 

Some holographic interferograms recorded with the described set-up are 
presented in Fig. 3 and Fig. 4, demonstrating the vibrations of the frontal 
part of the neck of a female and male person, resp., when singing vowels at 
different fundamentals. All vowels were sung in Polish pronunciation. 

3. Conclusions 

A preliminary analysis of the obtained results shows that, using holographic 
interferometry, reproducable interference patterns characteristic for 
every particular person and a basic frequency of the sound can be obtained. 
It seems that this method may be useful for investigations of the sound 
formation mechanism of the human vocal organ. In the future this technique may 

~ Holographic interferograms of the vibrations of the frontal part 
of the neck of a female during singing the vowel "a" at different 
fundamental frequencies. 
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Fig. 4 Holographic interferograms of the vibrations of the frontal part of 
the neck of a male slnglng different vowels at two fundamental fre­
quencies 97 Hz and 128 Hz, respectively. 

become a tool in teaching correct articulation, especially in vocal train­
ing of deaf persons. 

The authors wish to express their sincere thanks to all colleagues from 
the Central Optical Laboratory who have contributed to this work, as well 
as to the students of the Vocal Department, Fryderyk Chopin Academy of Music 
in Warsaw for their interested participation in the investigations. 
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1. Introduction 

Intraocular pressure change influences the morphology and func­
tiou of the ocular system [1]. Therefore, the measurement of 
deformations of eyeballs caused by changes of the intraocular 
pressure (I.O.P.) is important in opthalmological investigations 
of glaucoma, intraocular surgery, and ametropia [2-5]. In our 
study holographic interferometry was applied for deformation 
measurements on eyeballs of white rabbits. 

2. Experiments and Results 

In this preliminary study, diurnal variation of I.O.P. was measur­
ed in 6 normal rabbits (weight 2500-3000 g) in vivo during 24-48 
hours by using an applanation tonometer under instillation ane­
sthesia. 

Then the rabbits were anesthetized intravenously with Nembutal 
and their eyeballs were enucleated. For holographic investigations 
the eyeball under study was fixed at its limbus in a hole drilled 
in a metal plate as shown in Fig. 1. A teflon tube, which was 
connected to a reservoir filled with physiologic saline solution, 
was inserted into the anterior chamber. 

Cfianging the height difference between the eyeball and the re­
servoir, applanation tonometry was repeatedly perf0rmed and a 
calibration curve was determined. 

The optical system for recording double-exposure holographic 
interferograms is shown in Fig. 2. A laser beam is divided into 
two waves by a beam splitter (BS).The transmitted (object-) beam 
becomes a parallel wave by means of a collimating lens (Ls). 
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surements 
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holographic recording 
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This wave is reflected by mirrors (M) and illuminates the eye­
ball from the rear. The wave front reflected from the object 
passes a (Fourier transform) lens (Lf) (focal length (f» and is 
collected on a photographic plate (Hm) located in the focal 
plane of the lens (LF). Tfie beam reflected from the beam 
splitter, i.e. the reference beam, is collimated by the lens 
(Lr) and illuminates obliquely the photographic plate (Hm). 
After a first exposure the I.O.P. is changed and a second ex­
posure is carried out. In the reconstruction process, the re­
ference beam illuminates the hologram and the reconstructed ob­
ject is recorded by a camera. Figure 3 shows the test chamber, 
which is used to measure the scleral deformation by double-ex­
posure holographic interferometry. 

Since the used eyeballs vary in size, several plates with dif­
ferent hole diameters were prepared. The eyeball under investiga­
tion was cemented at the limbus in the tapered hole of the metal 
plate with alpha cyanoacrylate adhesive (Aron Alpha). A teflon 
tube of 1.1 mm in outer diameter, stiffened by a stainless steel 
trochar, was inserted into the anterior chamber at the limbus 
of the cornea through a metal guide tube of 1.5 mm in inner dia­
meter which had been adjusted to the center of the hole in the 
metal plate. After withdrawing the trochar, the teflon tube 
was also cemented to the metal guide tube with the adhesive in 
order to avoid mechanical deformation of the eyeball resulting 
from movements of the teflon tube. The metal plate with the eye­
ball and the teflon tube was iffffiersed in a lRrge chamber fit­
ted with a flat glass observation window, in which physiologic­
al saline solution was filled. 

A first holographic exposure was performed at the same I.O.P. 
as that just after the enucleation. A second exposure was done 
after a 10 mmupwards shift of the reservoir (equivalent to a 
pressure increment of 0.7 mmHg). This procedure was repeated 
about 20 times lifting the reservoir stepwise with increments 
of 10 mm until the I.O.P. was elevated to about 40 mmHg, result­
ing in about 20 double-exposure hologram recordings. Thus, the 
deformation of the sclera produced by every pressure increment 
of 0.7 mmHg could be estimated from the interference fringe 
patterns. 
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Figure 4 shows an example of diurnal variations of the I.O.P. 
with time. The difference between the data from both eyeballs 
of this individual rabbit are small. The I.O.P. variations show 
an upper limit of 22 rnrnHg and a lower limit of 15 mmHg. 

In this experiment, a Perkins tonometer [6], which is designed 
for human eyes, was used to measure the I.O.P. of rabbits. 
Therefore, it was necessary to calibrate the tonometer. The re­
sult is shown in Fig. 5. The I.O.P~ in Fig. 4 was transferred 
to manometric readings by using the calibration curve in Fig. 5. 

The interference fringe patterns obtained are shown in 
Fig. 6. In the stage of low I.O.P. (Fig. 6(a)) the interference 
fringes are closely arranged. This shows a steep displacement 
gradient, paticularly in the area of the posterior pole and 
indicates a great deformation in this area. The sclera has an 
easy and wide distensibility. With increasing I.O.P. the number 
of interference fringes decreases indicating a reduction in 
sclera distensibility (Fig. 6(b)-(d)). A local distension in 
th~ area of the posterior pole could not be found. 

The fringe pattern in Fig. 7 indicates the deformation of the 
sclera for a pressure increment of 0.7 mmHg starting from an 
I:O.P. of 15 mmHg. In Fig. 8, the displacement in the observing 
dlrection along line A-A' in Fig. 7 has been calculated from 
the fringe pattern I7]. 

On the basis of these experiments further measurements of 
scleral deformations due to pressure changes in the vitreous 
humor are planned. 
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fringe patterns caused 
by deformations of the 
sclera. 

1.2 

12 10 8 6 4 2 0 2 4 6 A 

A' DISTANCE FROM CENTER FRINGE (mm) 

Fig. 8 Displacement of sclera 
surface along A-A' in Fig . 7 
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1. The Pelvic Ring 

From Hippokrates to EVANS and LISSNER/l/scientists have been interested in the 
function of the human pelvic ring. Some of them just believed in the existence 
of them; particular functional movements others tried to measure or calculateo 

Mechanical characteristics of the pelvic bones are essentially unknown. 
Until EVANS and LISSNER /1/ showed that the stress coat cracks were not 
similar to BENNINGHOFF's /2/ split lines no thorough evaluation of the stress 
distribution in the pelvis has been made. The theoretical concept of the 
arch like construction of the pelvis /3/ and PAUWELS' /4/ criticism of the 
former interpretation were supported in part through EVANS' /1,5/ experimen­
tal studies on pelvic deformations. 

Experiments with unrealistic models of the pelvis made of acrylics /6/ 
showed that a very substantial part of the actual load is transferred through 
the corticalis /7/. The trabeculae of the skeleton orient themselves in the 
direction of the principal stresses and represent stress trajectories /8/. 
Analysing the trabecular structure of the hip bone HOLM /9/ evaluated the 
stress distribution. This structure consists of a systematic pattern of tra­
beculae that corresponds well with the expected.pattern of the theoretical 
stress trajectories and is much more complicated than in any other major 
bone. HOLM /10/ tried to confirm his assumptions by photoelasticimetry, 
loading transparent two-dimensional models. 

The question of relative movement of the sacrum and the hip bone in adults 
has been the subject of many discussions over the years. Morphologic find­
ings have suggested the mode of sacral movements /11,12/. Single beam radio­
graphy did not provide any proof or final conclusions /13,14,15/. Adapting 
Thompson's stereo radiography, a method judged satisfactory for the radio­
graphic determination of pelvic movements to about ±0.3 mm /15/, it became 
evident that rotational, flexural, and torsional movements of individual bon­
es exist. However, it was not possible to correlate them and to define an 
dynamic model in the light of previous theoretical calculations and experi­
mental observations. 

So, experimental techniques failed to provide sufficiently accurate re­
sults and to build an appropriate model of the pelvis. Analytical methods 
supplied some theoretical understanding, but the models were oversimplified 
and unrealistic. Numerical techniques have not provided any significant re­
sult /16,17/, up to now. 

If we want to understand the functional meaning of this complicated system 
and to determine its loading characteristics, just as to understand the me­
chanism of a total hip prosthesis it is important to know the functional 
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~ The optical arrangement and the loading device 

behaviour and the stresses in the pelvis. Optical methods could help. Why 
holography, as CAULFIELD /18/ asked? 

2. Specimen Preparation and Loading Conditions 

Embalmed and fresh specimens of human pelves with preserved lumbar spines, 
hip joints,and all the ligaments were used. Previous e.m.g. studies have 
proved the abdominal muscles, the m. quadratus- lumborum,and m. gluteus ma­
ximus to be inactive in a symmetrical standing position /19,20/. A muscle 
showing no potential can be neglected in a realistic model. Specimens were 
tested under static vertical loading by pulsed laser interferometry /21/. 
The loading device was designed specially for introducing force to the 
specimens through the lumbar spine (Fig. 1). 

With that loading device we could apply coarse preload and fine load at 
will. In order to eliminate great movements of the object and to obtain on­
ly deformations of particular parts, different amounts of preloading were 
used ranging from 15 to 200 kp /22,23/. The amount of load was accurately 
measured by a specially designed force transducer consisting of a hydraulic 
pressure reducer (10:1) and a bridge pressure sender. The base of the re­
ducer was shaped according to a cast of the 1st lumbar vertebrae. Reading 
of 1mV on a five digit DVM was equal to 5 kp. The measuring range covered 
o to 43mV, corresponding to 0 to 215 kp. The force transducer signal was 
observed on a DVM and recorded by a strip chart recorder. In this way we 
could permanently follow the loading history and behaviour the specimen, 
as well as registrate the two laser pulses detected by a photodiode which 
are necessary to record a double-exposure hologram. The arrangement of the 
optical set-up allowed simultaneous recording of the inner and outer side 
of the entire specimen by placing two large mirrors behind the ala ilia. 

3. Holographic Measurements 

At first, the specimens were tested by double-exposure interferometry in 
order to detect the mobility of different pelvic parts. As indicated in 
Fig. 2, even greatest preloadings could not eliminate large movements of 
the specimens between two exposures. Deformation patterns of the lumbar 
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Fig. 2 Deformation patterns of the femurs and lumbar vertebrae obtained 
W11ll]preloadings of 70 kp (a) and 135 kp (b). Fringes on the pelvis are 
missing. 

vertebrae and both femurs were obtained with preloadings greater than 20 kp, 
while fringes on the pelvic ring were missing. Sandwich holography showed 
similar results. 

In order to define the directions and magnitude of these gross movements 
we placed around the ala ilia and the sacrum several movement indicator wat­
ches. Tracing the movements resulting from different preloads it be-
came evident that the ala ilia showed a lateral and backward displacement. 
The translation of the sacrum was in the range of several milimeters even 
under maximal preloading. In order to eliminate the great backward movements 
we fixed the hip joints by impressing Palac~s (bone cement) into the arti­
cular cavities. In such conditions, under great preloading (130 to 165 kp) 
and small loading between two exposures (2 to 5 kp), we could detect rigid 
body motion of the pelvis without any deformation (Fig. 3). 

The movement indicators showed now that the ala ilia and the sacrum were 
displaced in the range of 10~m to 2mm. As the backward movements of the spe­
cimen were still too large we supported both ischial tuberosities, thus re­
ducing these movements. Then we could apply the double-exposure method for 
small loads between two exposures, independently of the preloading state, 
and sandwich holography as a fringe control ~ethod became fully applicable. 

140 

Fig. 3 Rigid body motion of the 
pelvic ring after fixation of 
the hip joints 



~ The deformation pattern of the entire pelvic ring under gradually 
increased (left to right picture) loading 

4. Preliminary Observations 

Deformations of the femurs and lumbar vertebrae could be determined without 
any changes of the intact specimen. Preliminary analysis of the sandwich ho­
lograms showed, indicated by different fringe densities, that the sacrum 
moved relatively to the ala ilia. Its direction and translation were not 
determined till now (Fig. 4). Ala ilia underwent a wavelike motion or undu­
lation. The deformation pattern showed the central part of the ala ilia to 
be displaced outwardly (Fig. 4). The bone is so thin there that no struc­
ture can be found. This area is interpreted as a region with low stress 
and, thus, only little bone is needed to withstand it /9/. 

To confirm the reliability of any conclusion derived from holographic 
interferometry of such an. object correlation with complementary strain-gauge 
analysis is a must. The actual deformation pattern will be constructed 
through the iterative application of a computer model interferogram proce­
dure /24/. 

5. Conc 1 us ions 

We hope that based on the preliminary experiments presented here further 
investigations will contribute to the understanding of the internal stress 
distribution in the entire pelvic ring. Such studies may form a basis for 
a comparative analysis of the function of various types of hip joint pros­
theses. Even considering the problem of severe rigid body motion of the 
object, coherent optics seems to be the only solution for such investiga­
tions - therefore holography. 
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1. Introduction 

By formal definition, a speckle pattern is a pattern made up of irregularly 
spaced dots (specs). In optics, the speckle pattern is (usually) created 
by interference between a great number of wavelets with random phase valu­
es. These wavelets are formed when coherent light is reflected from a 
rough surface or transmitted through a diffusing media. 

Among workers in the field of coherent optics speckle is generally conside­
red to be "optical noise", which is a rather misleading notion. The speckle 
is really trying to describe to us in microscopic details the surface struc­
ture of the object. We will in this paper describe methods which utilize 
the speckle to measure various characteristics of the object and its beha­
viour. In that context the speckle should be considered as the information 
carrier wave on which the more coarse information (fringes) is encoded. 

To a holographer, the techniques to be described here may appear rather 
crude with coarsely looking fringe patterns as the end result. However, 
these techniques are able to give information essential for deformation ana­
lysis and which hologram interferometry has failed to provide. A typical 
example is measurement of in-plane movements for stress calculations. 

Within the scope of this paper, we are able to cover only lightly the 
bare essentials regarding the speckle behaviour and related techniques. For 
a deeper understanding, the reader should consult (1-6), while bibliograp­
hies covering parts of the subject are provided by (7-8). 

2. Speckle Characteristics 

As already stated, the optical speckle pattern is an interference phenomena, 
although the term white light speckle is sometimes used to describe man-made 
or natural textures on object surfaces. 

Although mainly associated with the highly coherent laser light, speckle 
patterns can also be observed with thermal light sources under certain con­
ditions (the first speckle paper was published in 1877 (9)). For example, 
look closely at the sunlight reflected from a fingernail for a finely colo­
ured pattern. The speckle pattern created by a Xe arc is shown on Fig.la, 
where the black and white rendition does not reveal the dispersive colour 
effects in the individual speckles. 

However, speckle patterns created by laser light are by far most impor­
tant and will be described in some detail. A typical laser speckle pattern 

144 



Fig.la Speckle pattern produced by thermal light 
b laser speckle pattern 

is shown on Fig.lb, where the reader may substitute the white areas with the 
colours of her/his laser (or heat if an infrared laser is used) . The con­
trast for speckle patterns, defined as rms intensity variation djvided by 
the average intensity is higho For a so-called fully developed pattern, 
created by reflection from a nonpolarizing surface, the contrast is unity . 
The contrast distribution resulting from combining speckle fields (and uni­
form waves) in different ways are important for many speckle applications 
and has been discussed by, e.g. BURCH (10). 

The speckle size is another parameter of importance for speckle work. 
It is then common to distinguish between speckle formation under two diffe­
rent conditions. 

The objective speckle wave is allowed to propagate freely from the scat­
tering medium to the plane of observation. (Note, this speckle wave would 
be the object wave by holographic terms). The finest details in the pat­
tern are created by interference between the wavelets scattered from the ex­
tremal parts of the object. But we are usually more concerned about the 
average size of a speckle, which for a circular, uniformly illuminated ob­
ject of diameter D observed at a distance L will be do.av = 1.2 AL/D. 

For the subjective speckle, the propagation of the wave is restricted 
by an aperture, e.g. the pupil of an eye looking at a laser illuminated 
screen, thus the term subjective. Of special interest is the speckle pat­
tern in the image produced by a lens of diameter di and image-lens distance 
li' The average speckle size will then be given by an expression very si­
milar to the subjective case, namely ds .av = 1.2Ali/di' 

If we compare expressions for the speckle size in the two cases, we find 
that for a given wavelength the size is related only to the angular extent 
of the interfering beams. In the objective case, coarser speckles are ob­
tained by reducing object size and/or increasing observation distance, while 
stopping down the lens aperture enlarges the subjective speckles. 

In both cases, we have referred to a plane transverse to the direction of 
propagation. In the longitudinal plane the speckles get elongated with pro­
pagation, looking somewhat like long cigars dangling in space. 

The final question is how the speckle is affected by movements of the ob­
ject in the illuminating wave. For a general answer the reader should con-
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sult e.g. Cn. 10 in (1). Two special cases should be mentioned . If an ob­
ject moves in its own plane, the speckle pattern in the image plane moves in 
proportion. If the object light has been multiply scattered, e.g. from the 
interior of a translucent object, small movements of the object in the illu­
mination produce a different or decorrelated speckle pattern. This is often 
the reason for the low fringe contrast obtained with biological objects. 

3. Speckle Measurement Techniques 

3.1. Surface Roughness Measurement 

The problem of devising an optical instrument for characterizing the micro­
structure of an object surface has been actively pursued by many groups, 
see e.g. Ch. 3 in (1). For various reasons such an instrument would be of 
great practical value both for research and industry. Some success has been 
obtained e.g. by correlating the contrast of polychromatic speckle patterns 
to surface roughness. But today no general optical instrument exists which 
can do measurements on all types of rough surfaces. 

3.2. Speckle Photography 

In the introduction, we emphasized the importance of measuring the in-plane 
movement (or more correctly, the variation in in-plane movement) of a defor­
ming object. This information can be determined by speckle photography - a 
very simple, but powerful technique. 

In speckle photography, we simply use an ordinary camera to record the 
speckled image of a laser illuminated object on a high resolution film. The 

Fig.2 Speckle patterns (a and c) and their corresponding far field patterns 
~d d) for (top) undisplaced and (bottom) displaced pattern (Courtesy: 
M. Fourney, Univ. of Cal. Los Angeles, USA) 
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lens is set at appro f:4, which is a good balance between small speckle 
size and lens aberration. A double exposure is recorded before and after 
object deformation. The developed film contains two identical speckle pat­
terns, which are displaced in proportion to the movement of the object. It 
is of course possible to measure this displacement directly on the film, but 
more accurate and elegant optical methods have been devised. We might for 
example shine a laser beam through such a recording and observed the resul­
ting far field pattern. If no movement has taken place, we will simp1yob­
serve a speckle pattern in the far fie1q, Fig.2a-b. However, the displaced 
pattern results in a speckle pattern modulated by fringes, usually called 
Youngs fringes, Fig.2c-d. The spacing of these fringes is directl y propor­
tional to the object in-plane displacement, while the fringe direction is 
normal to the object displacement vector. By moving the speckle picture in 
the (thin) read-out beam we obtain a detailed map of the object displacement 
as shown on Fig.3. Using photoelectric read-out, the measurement can be 
made sufficiently accurate to compete with strain gages, except that one 
speckle recording equals numerous strain gages . 

Although the point read-out is very simple to use and interpret, we would 
also like to have a full field view of the object's deformation. This is 
possible by using conventional optical filtering techniques on the speckle 
recording. A small aperture is used as off-axis filter in the frequency 
plane and the resulting image of the object will be covered by a fringe pat­
tern. Each fringe represent a constant value and direction of the movement. 
By varying the pOSition of the filtering aperture, we vary the sensitivity 
and/ or the direction of fringe representation. This very useful feature is 
instructively shown by HUNG in (1) . 

A complete measurement of both the magnitude and direction of the defor­
mation can be obtained by additional recordings of the speckle field in pla­
nes outside the image plane. For example by focusing on the illuminating 
source the displacement of the resulting speckle patterns will represent the 
object tilt. 
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Fig.3 Far field fringes obtained with point-by-point analysis of a doubly 
exposed speckle pattern of bending lever (Courtesy: H.J. Tiziani, Univ. of 
Stuttgart, Stuttgart, West Germany) 
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Fig.4 Fringes from "white­
light" speckle recording 
of human skin movement 
(Courtesy: G. Cloud, Mich. 
St. Univ. East Lansing, 
USA) 

The speckle photography method also records the object's movement during 
the exposure, e.g. harmonic vibrations. The fringe interpretation will be 
the same, except for·the cos2-fringes being replaced by other fringe func­
tions representative of the movement. When the movement is complex, the in­
terpretation via Young's fringes will be rather difficult. But an interes­
ting extension of the technique allows us to reconstruct the path of the 
object surface during the recording as described by WEIGELT in (1). 

We should also note that the related problem of mapping fluid movement 
has been successfully attacked by speckle photography, see e.g. (6) . The 
liquid has to be seeded with small particles and short laser pulses are used 
to arrest the motion. 

The principle of speckle photography has al so been used on "white 1 ight 
speckles" as defined earlier. Figure 4 shows a point read-out from such a 
recording where the fine details on the human skin have acted as speckles. 
The light sources were two ordinary flash lamps fired in succession. The 
surpri s i ngl y hi.gh fri nge qua 1 ity suggests that thi s techni que deset'ves more 
attention also in the biomedical field . 

3.3. Speckle Interferometry 

While speckle photography was based on recording a single object speckle 
wave at each exposure, speckle interferometry records the interference bet­
ween the object wave and a reference wave. The reference wave can be a uni­
form wave or another speckle wave. In the last case, the speckle wave may 
even come from the object itself but with the object illuminated from a dif­
ferent angle or with the object's image shifted (sheared) relative to each 
other . The border between speckle photography and speckle interferometry is 
rather vague in some cases and at least one technique has been put in both 
categories. 

After we have brought in the reference wave in the appropriate way, the 
recording steps for the two methods are usually equal. But the speckle in­
terferogram recordings are read out as full field fringe pattern, usually in 
an optical filtering set-up where the sensitivi.ty is fixed. In certain ca­
ses the fringes may be observed directly in real-time. 
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As speckle interferometry is based upon interference between two separate 
waves, its sensitivity is generally higher than for speckle photography . 
But as a result, the speckle interferometry methods are more demanding on 
set-up stability and laser coherence. 

Speckle interferometry techniques are used to measure various useful pa­
rameters of object deformations, like in-plane, out-of-plane and bending. 

To illustrate speckle interferometry, we have chosen to describe short­
ly one method, whose versatility should make it interesting for biomedical 
measurements . In Fig.5a-b we illuminate the object surface with two plane 
waves, and record a double exposure of the deforming object. When the re­
corded image is examined in an optical filtering set-up, the interpretation 
of the resulting fringe pattern depends on how the illumination was 
arranged . Illumination symmetrical to the object surface normal gives sensi­
tivity only to in-plane movement (Fig.5a-c), while a skew illumination also 
reveals the out-of-plane components of the movements (Fig.5b-d). As the 
absolute sensitivity mainly is dependent on the angle between the illumina­
tion waves we are able to vary the measuring range . (Note that the contour 
interval in Fig. 5d is 10 ~m, which may be suitable for many biological ex­
periments) . 
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Fig.5 Speckle interferometry set-up for measuring in-plane (a) and desen­
sitized out-of-plane movement (b). Resulting fringe patterns for in-plane 
(c) and out-of-plane movements (d). Fringe spacing in (d) repro 10 ~m dis­
placement (from Ch. 4 in (1)) 
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3.4. Electronic Speckle Pattern Interferometry - ESPI 

ESPI can be explained both as a speckle and a holographic technique. Here 
we will follow the holography approach, which might be more familiar to most 
readers. Again, for a more detailed description the reader should consult 
e.g. (1,11). 

Formally, ESPI can be defined as image holography with an in-line refe­
rence wave and where the recording and reconstruction steps are performed 
by videorecording and electronic processing. This slightly confusing accu­
mulation of technical terms will be closer explained in reference to Fig.6 
which shows the basic elements of a simple ESPI. 

The illuminated testobject is imaged on to the TV target via mirror M2' 
The aperture of the imaging system is small, about f:20 or less. To get in­
terferometric sensitivity a reference wave is brought in through a small 
hole centered on the same mirror. The combination of low aperture imaging 
and in-line object/reference wave propagation results in a coarse speckle 
structure which can be resolved by the TV system. (Note, the resolution of 
a standard. TV system is about 20-30 l/mm which is a factor of one hundred 
less than for holographic films). 

The light exposure results in a charge distribution across the TV target 
which is subsequently transformed into a proportional current variation by 
the scanning action of the TV system. This process can be compared to the 
exposure and development of an ordinary hologram. The holographic recon­
struction process is simulated by electronic processing as the video signal 
is high pass filtered and thereafter full wave rectified. Finally, this pro­
cessed video signal is converted into a "reconstructed" image displayed on 
the TV monitor. 

The optical part of most ESPI set-ups works in principle like the one de­
picted on Fig.6, but a radically new concept was recently introduced by 
SLETTEMOEN (12). He uses a speckle reference wave and a special beam combin­
er to get a system with many interesting properties. 

Laser 

(to object) 

TV -

monitor 

Fig.6 Basic ESPI set-up 
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ESPI produces fringe patterns which are identical to those obtained by 
similar hologram recordings. The only difference is a coarser speckle 2truc­
ture. If the object is vibrating during the exposure, the well known Jo-
fringe function results, while a double pulse recording gives a cos2 pattern. 
If we want to measure slow changes in the object, the video store in Fig.6 
is used to store and compare (subtract) speckle patterns from separate scans. 

The photoelectric recording and electronic reconstruction of holograms 
give ESPI positive and negative features, some of which are listed and com­
mented below: 

The holograms are recorded and reconstructed in near real time. Even 
when the video store is used, the presentation is effected within a second. 

The exposure time is short (40 msec. - European TV standard), and 25 new 
holograms are recorded and reconstructed each second (again European stan­
dard) . 

The combination of the last two properties makes ESPI a very stable in­
terferometer, especially for vibration analysis. If the chopper in Fig.6 
is used to further reduce the TV-exposure time, even extremely unstable ob­
jects can be investigated (13). 

A properly designed ESPI set-up is easy to operate with almost nil running 
expenses. The operator(s) can observe and discuss the interferograms shown 
on a TV screen under ordinary room light levels. 

Finally, on the positive side, ESPI may shorten the experimental time 
significantly. The real-time presentation speeds up the adjustment, while 
the experiment can be recorded in a video recorder for later analysis, maybe 
by a computer. 

On the negative side, the ESPI interferograms are more speckled and coar­
se looking than hologram recordings. This difference in quality is how-
ever greatly reduced by speckle averaging in the speckle reference ESPI (12). 

The combination of fixed, short exposure and small aperture imaging might 
create exposure problems, especially on uncoated objects. Using low light 
intensifier cameras solve that problem, however, usually the new class of 
vidicons (Chalnicon, Newvicon) will do the job. 

The initial cost of an ESPI system might seem high, but this cost is sa­
ved by shorter experimental time and low running· costs. 

Finally, ESPI gives a two-dimensional representation of the object obser­
ved from only one direction (as does image holography). 

3.4.1. Vibration Analysis by ESP I 

If the object is vibrating sinusoidally during the exposure the resulting 
fringe pattern will, as already mentioned,be the well-known J~(4TI/~.uo(x,y)) 
function from which the amplitude distribution uo(x,y) across the object can 
be found, Fig.7a. Under optimal conditions at least 30 fringe orders can 
be detected. We should note that damped oscillations can be observed by 
ordinary time averaged ESPI. 

If mirror Ml in Fig.6 is also vibrating at the same or slightly diffe­
rent frequency, the fringe pattern represents the relative movement between 
Ml and the object. This technique, usually called phase modulation, increa­
ses the practical use of ESPI for vibration studies. Amplitudes down to 
2.10-5 ~ have been measured by photoelectric lock in detection, from appro­
ximately 2·10-3~ we can detect the vibration visually, while the vibration 
cycle can be seen as slow motion intensity variations from about 8.10-3 ~. 
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Fig.? Time average (a) and stroboscopic (b) ESPI recordings of steel plate 
vibrating at 2100 Hz 

Upwards, amplitudes to at least 20 Acan be measured, which gives ESPI a to­
tal measuring range of 106 for vibration measurements. Phase modulation also 
can be used to provide contours of constant phase across the object, which 
is very helpful for interpreting complex vibrations . 

Periodic vibrations of more general nature can be analyzed by strobosco­
pic ESPI, where the stroboscopic light pulses are placed at fixed parts of 
the vibration cycle. More random vibrations (or fast movements) can be 
analyzed by exposing with two pulses in each TV frame. In this case the 
experiment must be recorded on a video recorder for later replay in slow 
motion or still picture mode . Both techniques results in cos 2 patterns as 
shown on Fig.7b. 

3.4.2 . Two Step or Slow Deformation 

As mentioned, a video store must be used to compare (subtract) the speckle 
patterns from different TV frames. Commonly used video stores are storage 
tubes, videodiscs and lately digital stores. The signals can either both 
be recorded in the video store and read out simultaneously (double exposure) 
or the recorded signal can be continuously compared to the camera signal 
(real-time observation). In both cases the speed of the ESPI system enables 
us to make double exposures in rapid succession or to renew the reference 
state hardly without delay. The videorecorder should of course be used as a 
combination of notebook and camera during the experiment. 

For measurement of out of plane deformations the standard set-up in 
Fig.6 can be used. The fringe pattern will follow the ususal cos2 function 
provided the object motion during the exposure is negligible. As the frin­
ge contrast is constant some 50 to 60 fringes should be resolvable across 
the TV screen. 

For in-plane measurements, the object is illuminated symmetrically like 
in Fig.5a. No reference wave is used. The frames representing the speckle 
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patterns from the deformed and undeformed object are subtracted, resulting 
in a fringe pattern which represents contours of constant in-plane movement 
as in the speckle interferometry method described earlier. 

3.4.3. Contouring 

Using a two wavelength laser, absolute height contours can be obtained as 
in ho 1 ogram interferometry. t~ore i nteresti ng, however, is the fact that 
ESPI can directly provide the difference contours between the test object 
and its prototype. 

4. Concluding Remarks 

In this paper, we have d~scribed various speckle techniques in general terms 
without relating them to specific biomedical applications. So far speckle 
methods have had a rather small impact upon biomedical research. As usual 
industrial research has been faster to apply new measuring tools. 

My personal opinion is that also biomedical holographers should consider 
speckle photography and interferometry as complementary or alternative so­
lutions for many measuring problems, Both methods are simple to use and in­
terpret. Their ability to measure in-plane movements at different sensiti­
vity leveli should help to solve strength related problems, for example in the 
construction and test of artificial limbs. The methods also have a sensiti­
vity range which make them interesting as a bridge between the sensitivity 
of hologram interferometry and Moire methods. So far, most of the techni­
ques have not been capable of real-time observation, but this drawback may 
be solved with the phase conjugating crystals as shown by TIZIANI and KLENK 
(14) . 

As for ESPI, this technique has already proved its role in biomedical 
research. Some specific applications will be described in the following 
paper. The practical application range will be mainly limited by the ima­
gination and video-optical cleverness of the experimentalists. 
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Bio-Medical Applications of ESPI 

O.J. L¢kberg, and Po Neiswander* 
Physics Department, The Norwegian Institute of Technology 
Trondheim, Norway 

1. Introduction 

In this paper, we will describe how electronic speckle pattern interferomet­
ry - ESPI- has been used to study and measure the movements of-biological 
objects like the human body both in vitro and in vivo. The main part will 
deal with work on the human hearing mechanism, in particular recent experi­
ments on vibration analysis of the basilar membrane. 

2. Why ESPI? 

To answer this rhetorical question we will first consider some of the diffi­
culties encountered in interferometric work on biomedical objects. As a 
representative example we have chosen vibration analysis of the human hearing 
mechanism. 

a) The objects are highly unstable. In vivo, blood pulsations, breathing 
and nervous trembling results in gross movements which makes the object in­
terferometrically stable only for milliseconds: In vitro, gross movements 
are negligible, but changes in the object's microstructure result in an ap­
parent stability in the seconds range (the value is highly dependent of the 
condition of the preparation). 

b) The vibrating behaviour is often complicated and information about 
the amplitude and phase distribution is equally essential. The amplitude 
range is large, from ~m in the ossicular chain to below 1 nm in the basilar 
membrane. Also, for a complete analysis, the frequency response should be 
sampled over the entire audio-range. 

c) The experimental time is limited. In vivo, the temper and stress of 
the subject have to be considered, while post-mortem changes (drying, decom­
position) can significantly alter the behaviour of a preparation. In addi­
tion, adjustments are time-consuming as the objects are small and difficult 
accessible. 

d) Generally, fringe quality is low due to small random movements, low 
reflectivity, small size and (most important) multiple scattered light which 
decorrelates the speckle patterns. 

As the virtues of ESPI were praised in the preceeding paper, we now leave 
it to the reader to prove the technique's ability to tackle the problems 

* Present address: 1228 24th Str. ~ 3, Santa Monica, CA 90404, USA 
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above. One comment should however be made regarding d) - phasemodulation 
can be used to measure amplitudes corresponding to rather high fringe orders 
as described in (1,2). 

3. Applications of ESPI 

3.l. In vivo 

Using double-exposures synchronized to the TV framing, the movement of the 
human skin have been studied at a rate of 25 recordings/sec. (3). The samp­
ling rate can probably be extended to 50, may 75 rec./sec .. Large movements, 
e.g. due to finger movements, can be studied by single exposures giving so­
called velocity fringes (3). 

Vibration analysis of the human tympanic membrane (T.M) was performed by 
relative ease (2), except for rather prosaic problems like alignment and 
widening of the ear canal. To arrest gross bodily movements, the Ar laser 
was chopped to give TV exposures from 2 msec. and down. However, normal 
TV-exposure may be possible if a speckle reference ESPI set-up is used (4). 
The problem of accessibility can be solved by use of fiberoptic illumination 
and observation of the T.M (5). If some kind of speckle averaging (6) can be 
used,the fringe quality is likely to be good. The main problem is really to 
get reliable SPL measurements at the T.M. For example, the frequency-ampli­
tude curves presented in (2) are rather dubious as the SPL refers to free 
field measurements. 

As a whole, we feel optimistic about using ESPI for in vivo measurements 
on the T.M and may be also the ossicular chain during operations. 

3 . 2 . I n v it ro 

ESPI has been used for routine measurements on the T.M and the middle ear 
components on human temporal bone preparations (7,8). Even at normal TV 
exposure, the stability properties of ESPI are so good that we can do mea­
surement on very fresh or newly moistened preparations. 

The basilar membrane (B.t~) represents a more formidable challenge to the 
experimentalist and we will describe briefly the work done by one of us 
(P.N) on the B.M. A more detailed account will be published elsewhere (9). 

The B.M is a small, nearly transparent membrane located between liquids 
with almost equal refractive index. The operative access to the B.M is rat­
her difficult. The B.M itself is relatively stable, but the surrounding 
liquids create problems. Finally, the amplitudes are depressingly low, ty­
pically in the lower nm region at normal SPL. 

The ESPI set-up constructed for measurements on the B.M, was in principle 
like the one shown on Fig.6 in the preceeding paper. The reader may there­
fore refer to this lay-out during the following description. 

Fresh temporal bone preparations (24-48 hours post mortem) were used. The 
B.M was exposed through a 1.5 mm hole, which was sealed by a glass window. 
The position of the hole was 12 to 16 mm from the oval window and on the 
basal turn of the scala tympanic of the cochlea. The B.M. was excited by 
pure tones through the ear canal and the SPL was measured at the T.M. 
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The main experimental problem was to reduce stray light and optimize the 
light reflected from the membrane surface. This was achieved by a form of 
dark field illumination. The illumination beam went through the rim of the 
imaging lens and crossed the optic axis in the object plane and finally hit 
the scattering bony wall off the optic axis. In addition, polarizers were 
used to cut down on the unwanted scattered light. 

The imaging lens was an ordinary camera lens (focal length 50 mm, N.A 
0.24) used in reverse. The total magnification from the B.~·1 to the monitor 
was 650 x giving a view of 220 x 280 ~m2 on the exposed part of the B.M. 
The speckle size, referred to the B.M, was 3 ~m. When a 1 cm2 PIN-diode 
was used for photoelectric detection, its size co~esponded to a 17 ~m probe 
on the B.M. A beamsplitter was also placed in the imaging branch to relay 
20% of the object wave to an observing microsFope. 

The interferograms were stabilized by decreasing the TV exposure to 5msec. 
by use of an acousto-optic chopper. Dynamic phase modulation (10) was exten­
sively used during the experiments, both for visual observation (M~0.5 Hz) 
and for photoelectric detection (M~5 Hz). For post experiment analysis, 
the interferograms were recorded on the videotrack and the reference signal 
on the soundtrack of the videotape. The calibration procedure was rather 
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complicated and will be described in (9). The lower limit of detection was 
1 nm, but this value can probably be improved at least a decade. 

During the experiments, successful measurements were done on 15 human tem­
poral bone preparations. The behaviour of the B.M was at first scanned 
through visually using dynamic phase modulation. Thereafter dynamic fringe­
patterns together with the reference signal were recorded in samples over the 
frequency range 400-7000 Hz (this range was determined by our present fre­
quency translator and represented no real limit). From these recordings we 
could measure the amplitude/frequency response at a single point and the amp­
litude/phase distribution across the exposed membrane at constant frequencies. 
An example of the latter type of curves is shown on Fig.l. Note the large 
transverse phase variations across the B.M, an effect which was also observed 
in other samples. 

The ESPI set-up was also us2d to observe how well tiny cobalt foil Moss­
bauer sources (size 60 x 60 ~m ) followed the motion of the B.M. The sour­
ces appeared to adhere to the membrane over the observed frequency range. 
However, they would often tilt depending on the frequency and their position. 
This makes the interpretation of Mossbauer data rather unreliable. 

4. Concluding Remarks 

We have described how the ESPI technique can provide valuable information 
about the motion of biomedical objects, both in vivo and in vitro. Future 
work should be on refinements of the method, especially stressing compute­
rized data acquisition and analysis as the amount of information will rapidly 
outgrow the manual capacity of analysis. 
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Retinal Blood Flow Visualization by Means of Laser Speckle 

J.D. Briers, and A.F. Fercher 
Fachbereich Physik, Universitat Essen, Postfach 103764' 
0-4300 Essen 1, Fed. Rep. of Germany 

Introduction 

Lasers have already found several diagnostic applications in ophthalmology. 
For example, the techniques of laser Doppler anemometry [1] have been used 
to measure retinal blood flow [2,3] and optic nerve-head compliance [4] , 
and the possibility of measuring eye dilatation by means of laser inter­
ferometry is presently under investigation [5, 6]. The properties of laser 
speckle [7] have also been exploited, in the measurement of eye refraction 
[8, 9]. 

The measurement of retinal blood flow is an important diagnostic tool 
in ophthalmology. A non-invasive technique is to be preferred, and several 
groups have investigated the use of laser Doppler anemometry [1-3]. How­
ever, this technique measures the velocity at only one point at a time, and 
many measurements are needed in order to build up an overall picture of re­
tinal blood flow. It has been suggested that for some purposes - for example, 
the detection of reduced or restricted flow in certain blood vessels - a 
method whi ch gi ves an ins tantaneous "map" of blood velocity mi ght be a use­
ful additional tool. Vie have attacked this problem by means of single-ex­
posure laser speckle photography [10-12] . 

Theory 

The basic principle of our technique lies in the phenomenon of speckle avera­
ging. When a diffusing surface is illuminated with laser light, a random 
speckle pattern is observed which has well-defined statistical properties 
[13]. In particular a measure of the contrast of the speckle pattern is pro­
vided by the ratio of the standard deviation of the intensity to the mean 
intensity, i.e. 0/ <I>. Under ideal conditions of fully coherent light and­
a perfect diffuser, this ratio is equal to unity. 

If the laser-illuminated diffuser is moving, then the speckle pattern 
recorded in a finite-time photograph will be blurred to an extent which 
will depend on the velocity of the movement and on the exposure time of the 
photograph. This blurring, or speckle-averaging, will result in a reduction 
in the speckle contrast, i.e. in the ratioo/ <I>. The phenomenon is simi­
lar to that observed when botanical specimens are illuminated I'Jith laser 
light [14,15], and which proves to be a limiting factor in the measurement 
of plant growth by means of holographic interferometry [16-18]. 

In particular, if the sUbject is a flow field, then the speckle contrast 
in an area where flow is occurri ng vii 11 be reduced by an amount whi ch I'li 11 
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depend on the velocity of flow and on the exposure time of the photograph. 
The speckle pattern in an area of no flow, on the other hand, will remain 
of high contrast. 

A mathematical model of the relationship between speckle contrast and 
flow velocity has been formulated [11]. This makes some rather drastic assump­
tions, but is useful as a starting point for the quantification of the speckle 
averaging technique. According to the model, the change from maximum to mi­
nimum speckle contrast should correspond to a velocity range of about 2 1/2 
orders of magnitude. For example, an exposure time of 1 ms should allow the 
mapping of velocities between 0.02 and 5 mm S-1. Changing the exposure time 
would, of course, change this range. 

Experimental Technique 

The experimental arrangement is illustrated in Fig.1. 

Light from a helium-neon laser illuminates the retina via the lower half of 
the pupil of the eye, and the retina is photographed via the upper half of 
the pupil. In order to ensure that an image of the retina is focused on the 
film plane of the' camera, the camera lens is focused on infinity and the sub­
ject is asked to focus and fixate his eye on an illuminated target located 
effectively in the film plane. The exact location of this target can also bE 
used to determine which part of the retina is photographed. 

Differences in speckle contrast are difficult to detect visually and cer­
tainly difficult to quantify. For this reason we have added a simple image­
processing step to the technique. We use a standard high-pass optical filte­
ring technique to convert speckle contrast variations to intensity variations. 
The argument is that areas of high-contrast speckle will diffract light into 
the usual diffraction halo, while areas with no speckle will direct all of 
the incident light into the central (zero-ord€r) maximum in the Fourier plane. 
Hence a central obstruction in the Fourier plane, designed to filter out the 
zero-order component, should lead to a final image in which areas of high­
contrast speckle are reconstructed with a much higher intensity than areas 
with no speckle (i .e.where the speckle has been blurred by the blood flO~i). 

Pre Ii mi nary Res ults 

Early results have been encouraging. Laser photographs of a human retina do 
exhibit differences in speckle contrast between blood vessels and surrounding 
areas. However, as expected, their differences are difficult to observe visu­
ally (Fig.2a). In the high-pass filtered version of this photograph, however, 
the blood-vessels are easily identified (Fig.2b). 

Camera 

Laser 
Fig.1 Experimental arrangement for laser 
photography of the retina 

159 



Fig.2 Laser photographs of a human retina: a. unfiltered; b. high-pass 
fi ltered 

Although we have successfully obtained photographs like Fig .2b, in which 
areas of flow (blood vessels) are differentiated from areas of no flow, we 
have not yet been able to identify different velocities of flow. The main 
reason for this is that we suffer at the moment from a shortage of light. 
We are at present using a 50 mW helium-neon laser and Kodak 2415 film -
the latter because of its high resolution. We find that with this combina­
tion we need exposure-times of about 0.02 s. This contrasts with the 1 ms 
mentioned earlier in this paper as necessary to resolve velocities around 
1 mm S-1 which is the reg"ion of retinal blood flow velocities. Hence in our 
photographs the speckle is completely blurred out by the blood flow.' (Even 
with the present arrangement, however, we should be able to diagnose blocked 
vessels, by comparing the filtered laser photograph with a standard fundus­
camera photograph taken in conventional light.) 

Conclusions 

We have demonstrated the feasibility of differentiating between areas of 
flow and areas of no flow, but not, yet, of distinguishing between different 
velocities of flow. To this end we are presently working on improving and 
extending the technique. We are looking at the possibility of using a pulsed 
laser , in order to be able to use the shorter exposure times necessary to re­
solve the blood velocities encountered in the retina. vie are also investiga­
ting alternative spatial filtering techniques and ways of improving the f1-
nal photographs. 

It is unlikely that this technique wi 11 be able to compete with laser 
Doppler anemometry [1-3] so far as precision is concerned, but we believe 
that the advantage of providing an overall "map" of blood velocities, even 

160 



if it is only semiquantitative, makes the method attractive as an additional 
aid in ophthalmology. 

The authors acknov,ledge the contributions of A. Pentrys and r1. Peukert 
to this project, and also the financial support of the DFG (Deutsche For­
schungsgemeinschaft). 
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Abstract 

We propose a method for the preclslon measurement of interior displacement 
of three-dimensional transparent bodies by using speckle pattern technique. 
In this paper, we apply this method to displacement measurements in the 
interior of the human crystalline lens. The human crystalline lens (in 
vitro) is illuminated with a thin sheet-like beam of a laser light, and 
the speckle patterns created by the light scattering from the particles 
in the illuminating plane is recorded by double exposure with before and 
after deformation. In-plane displacement fringe patterns are obtained by 
optical spatial filtering techniques. This method is briefly discussed 
theoretically and the experimental results are presented to demonstrate 
the validity of this method. 

1. Introduction 
The crystalline lens of the human eye plays a major role in accommodation. 
The increase in curvature of the lens surfaces during accommoda-
tion is well established [1-5J, but the interior behavior of the crystal­
line lens deformation has hardly been studied. Meanwhile, a number of new 
methods have been developed for measuring the displacem~nt and the defor­
mation of the surface of scattering objects by using speckle photography 
and speckle interferometry [6J. Unlike the conventional methods of measur­
ing the displacement of scattering objects by using holographic interfero­
metry [7J, the speckle pattern techniques are very easy to perform and sim­
ple to construct. Recently, these speckle pattern methods are extended to 
interior displacement measurement of three-dimensional transparent bodies 
[8-11J for engineering structural problems. In this paper, we discuss 
a non-destructive and non-contact way to measure the interior displacement 
of 3-D transparent bodies, together with its application for measuring the 
interior behavior of the crystalline lens deformation. 

2. Principle of the Method eL2 

To simplify the case, let us set up 
a recording optical system as shown 
in Fig.l. A thin sheet-like beam of 

--...--
Ca 

a laser, which is made by two cylin­
drical lenses, is passing through a 
transparent 3-D body onto the plane of 
interest. A double-exposure photo­
graph is then taken of the resulting 
scattered light speckle pattern, one 
exposure before and one after defor- ~ Schematic diagram of optical 
mation with a camera normal to the system used for recording. 
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illuminated plane. The scattered light speckle pattern acts as a random 
grid embedded inthis inner plane of the body. If the inner motion is lar­
ge enough to cause a shift of the speckle pattern in the image plane of at 
least one speckle diameter, the processed double-exposed speckle negative 
will behave optically like a complex diffraction grating. There are two 
ways to acquire a displacement fringe from the resulting double-exposed 
negative based on the Fourier transformation (Fig.2). One is known as 
Young's fringes (pointwise spatial filtering) method and the other as isothe­
tics (full-field spatial filtering) method. When a jouble-exposed negative 
is placed in a spatial filtering system as shown in Fig.2 and illuminated 
by a collimated beam, the resulting Fourier transformed image in the focal 
plane (~) of the lens L3 with a focal length f3 is represented with the 
equation as follows [IIJ 

IV· cJ. 
<I(,v» = 2'I'(\V)[l+COS(k~)]' (1) 

where k=2n/A (A: wavelength of light), ~i is the displacement vector in the 
image plane, and < > stands for ensemble average. Here I'(~) is an avera­
ged Fourier transformed image without any speckle translation, and it is 
expressed by 

I'(~) = <If II(IR)'exp(ik ~~IR)~ 12> , (2) 

where II(R) represents the intensity distribution in the recording plane 
before deformation. According to eq.(l), if I'(~) spreads out widely 
enough, we can observe Young's fringes which cross the direction of the 
speckle translation ~i at a right 
angle. The fringe spacing here is 

A·f3 p=w· (3) 

Consequently, measuring the fringe 
spacing p, the displacement ~o (= 
di/M, M: recording magnificatlon) 
on the object space can be deter­
mined as 

I ~ 1= 2..:..!.3 o M·p' (4) 

When the full-field spatial 
filtering is applied, the result­
ing isothetics are governed by 

eli . ~ 0 = N· A . f 3 ' ( 5 ) 

F 
H Sc 

E 

~ Optical system used for 
spatial filtering. E: Illuminating 
laser beam, H: Double exposed nega­
tive, L3 & L4: Lenses, F: Aperture, 
Sc: Screen. 

where N stands for the fringe order, ~ois the aperture vector. Rewriting 
this formula in order to find the displacement ~o of the object space, we 
obtain 

(6) 

When the displacement I~i 1 is smaller than the average speckle size, no 
fringe appears, since the fringe spacing given by eq.(3) exceeds the width 
of the diffraction halo (=A'f3/Oi) caused by the speckles. We can find 
the diameter of a speckle 0i ln a recording system with a round aperture 

(7) 

This diameter corresponds to the resolving power of the recording system. 
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(a) 

(c) 

(b) 

Incident 
beam 

~ Experimental results ob­
tained from a 3-D model . 

Both of the above-mentioned methods can work only when /di / is larger than 
the speckle diameter Gi. 

3. Experimental Results and Discussions 
Since the scattering light from the inside is generally weak, the laser beam 
must be made as powerful as possible. We used a He-Ne laser (\: 633 nm) of 
20 mW output for recording, and we employed Scientia 10E75 photographic plate 
or film, which have high resolving power. The Kodak 0-19 process was used for 
development. In the experiment, we applied an immersion method to enable the 

(A) 
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( B) 

~ An example of optical slice 
image of the human crystalline lens 
(in vitro), and Young's fringe pat­
terns obtained at the position A 
and B. 



sheet-like beam to go into the transparent body even when the boundary was 
not flat. The recording lenses used were Macro 50 mm/F:3.5 and Medical Nikkor 
200 mm/F:5.6. 

At first, to confirm the validity of this method, we performed a simulation 
experiment. Figure 3 shows an example of the simulation in which the load is 
concentrated on the center of the top plane of a 3-D block made by an epoxy 
resin. Figures 3(a) and (b) respectively indicate the vertical and horizontal 
displacement fringe patterns at the central section of the model, including 
the load point, and (c) shows the vertical displacement fringe pattern at the 
plane 5 mm in front of the central section. In each case, the displacement of 
a fringe is 8 ~~. 

Next, the application to the crystalline lens deformation in vitro is per­
formed [12,13]. As a primary experiment in vitro, a crystalline lens was fixed 
by a cramp into an immersion liquid with a refractive index almost equal to 
that of the crystalline lens inside a glass vessel. As the displacement of the 
crystalline lens due to accommodatjon is normally larger at the anterior side, 
the posterior side of the crystalline lens was cramped to the datum plane, and 
the concentrated load was applied from the anterior side. In general, the 
crystalline lens behaves as a viscoelastic material [14]. Therefore, owing to 
decorrelation of speckles before and after deformation, it is very difficult 
to obtain good fringes. Making a double exposed recording before and after this 
load, we measure the interior displacement of each part by using a pointwise 
spatial filtering technique. Figure 4 is an example of the optical slice image 
of the human crystalline lens and the Young's fringe patterns obtained at the 
position A and B. Interior displacement distribution at the central section of 
the human crystalline lens is 
shown in Fig.5. In the experi­
ment, a crystalline lens extrac­
ted after a cataract operation 
was used because it was easy to 
measure and had a greater scatter­
ing ability. Although the normal 
transparent lenses have an ex­
tremely weak scattering property, 
this method would be applicable 
to the normal lens due to accom­
modation (in vivo) with the aid 
of an image intensifier or an 
image orthicon and so on. 

4. Conclusion 

We have discussed the method for mea­
suring the interior displacement of 

E 
2-
C 30 
CI.> 

~ 20 
)il 
~ 10 
o • 

2 

• • 
• • 

4 6 
Distance from the posterior pole 

(mm) 

~ Interior displacement dis­
tribution at the central section of 
the human crystalline lens. 

a 3-D transparent body by using speckle patterns. The application of this 
method for measuring the crystalline lens deformation (in vitro) has been 
also demonstrated. The experimental results proved that the speckle pat­
tern technique could measure its interior displacement without any single 
contact nor any physical destruction but with a remarkable accuracy. This 
method would contribute to the understanding of the accommodation mecha­
nisms of the human eye and the biomechanical properties of the crystalline 
lens. 

This work was partially suported by a Grant-in-Aid for Scientific Research 
from the Ministry of Education, Science and Culture (No. 56770802). 
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1. Introduction 

The potential of light-scatter measurements as a means of categorizing micro­
particles or biological cells has been demonstrated [1-5J. In particular, 
light-scatter data recorded from suspensions have proved useful for size dis­
tribution and refractive index determination of narrow distribution suspen­
sions [2,3J. However, where a broad or bimodal size distribution exists the 
value of light-scatter measurements from suspensions is limited because of 
the loss of interpretable scattered intensity information. Recording data 
from individual particles is therefore preferable, though in such an approach 
adequate data for categorization must be recorded from each particle in a 
sufficiently brief interval to allow the examination of a large and statis­
tically valid number of particles. This report describes instrumentation 
which approaches this aim. 

2. Apparatus 

Light from a vertically polarized Argon-ion laser is focused to-l00~m dia­
meter at the centre of a scattering chamber (refer to Fig.l), where it inter­
sects the liquid flow containing the specimen particles. The particle flow 
rate, up to 40s-', is determined by microprocessor controlled microlitre syringe 
pumps. A flow differential between specimen liquid input and output produces 
a constriction of the liquid flow such that at suitable particle concentrations 
~105mr', multiple particle illumination is rare. Light scattered by each 
particle as it traverses the beam is received by a semi-circular scanned 
optical-fibre array of angular resolution 1.50

• The photomultiplier output 
is therefore a temporal variation corresponding to the angular scattered 
intensity distribution (scattering pattern) about the particle. Approximately 
three scans are completed whilst each particle is in the beam. The micro­
processor accepts only the scan which corresponds to the particle in the cen­
tral region of the gaussian beam. 

2.1 Data Correction 

The photomultiplier signal is corrected for both background scattering from 
the quartz scattering chamber, and for fluctuations caused by non-uniformities 
in the transmission of the optical-fibre array. Background is removed byadding 
an inverted, pre-recorded background signal at the photomultiplier anode syn­
chronously with each scan. The additive signal is generated by the micro­
processor via a 16-bit D/A converter. The transmission of the fibres within 
the optical array is normalized by attenuating the photomultiplier signal 
by predetermined correction-factors (one per fibre) within the correction 
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circuit. The signal passed to the logarithmic amplifier is therefore an acc­
urate representation of the radially scattered intensity from the particle 
alone. This signal is digitized and passed to the analysis computer. 

2.2 Data Analysis 

Currently, specimen particles are by necessity of spherical symmetry (section 4) 
and exact theoretical predictions of scattering patterns may be computed from 
Mie scattering theory [6]. It has been shown [7,8J that though scattered 
intensity maxima and minima at angles less that 90' are primarily of diffract­
ion origin .and thus relate to particle size, at greater angles they are more 
sensitive to internal dielectric structure. This suggests cells may be cat­
egorized on the basis of internal structure as well as size. 

It is our intention that pattern analysis be carried out as near as possible 
in real-time. This requires the development of algorithms which may rapidly 
relate the information contained within the experimental scattering patterns 
to the theoretical models. A simple approach being investigated is to extract 
from the patterns the angular positions of intensity minima. This series of 
angles then becomes a code which may be matched to a library of theoretically 
derived codes in computer memory. Matching accuracy may be to within + 2' 
for each minima. A record of the best theoretical match to each partIcle 
could then produce a distribution of size and dielectric structure within the 
population. 

3. Results 

Polystyrene latex microspheres have been used for ins~rument calibration. Fig. 
2 shows the experimental pattern generated by a sphere from a suspension of 
quoted mean diameter 1.099pm. The incident wavelength was 0.4965pm. Theor­
etical matching by minima position indicated a sphere diameter of 1.20pm and 
refractive index 1.60. The corresponding theoretical curve is shown in Fig.2. 
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etical curve corresponds to.dia­
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From a series of such data the mean diameter was 1.21~m. This high value was 
confirmed by electron microscopy measurements and agrees with the results of 
Phillips et.al [9J on a similar latex. 

3. 1 Fungal Spores 

Spores of the imperfect fungi Penicillium chrysogenum and Aspergillus niger 
have been examined. These spores were modelled on homogeneous spheres and 
gave values of mean diameter and mean refractive index of 3.46~m, 1.46 + 0.02 
and 2.47~m, 1.50 + 0.02 for P.chrysogenum and A.niger respectively. Despite 
the use of an oversimplified theoretical model the results proved in good 
agreement with optical microscopy measurements [8]. 

3.2 Bacterial Spores 

Bacterial spores of B. megaterium have been analysed using the theoretical 
model of a coated sphere. A typical scattering pattern and its theoretical 
best-matched parameter values derived from the minima posiiions are given in 
Fig.3. To achieve such matching entirely by c9mputer requires some prior 
knowledge of the cell morphology to restrict the ranges of variables involved 
(refer to section 4). 

4. Discussion 

Despite potential for rapid particle categorization the technique suffers 
inherent limitations: (i) Specimens must be spherically symmetric such that 
scattering patterns are independent of particle orientation. We anticipate 
that minor cellular asphericity will not affect the mean values of size and 
dielectric structure derived from a population of such cells; (work is in 
progress at Hatfield to develop flow chambers which utilize hydrodynamic forces 
to orientate non-spherical cells axially along the flow. If successful, this 
facility would greatly increase the range of applicability of the technique); 
(ii) To restrict the library of theoretical data to a workable number (-5 x 10~) 
the range of variables even in the simple coated-shpere model must be confined. 
This requires some a priori knowledge of cell morphology such as anticipated 
extremes of size, or typical wall thickness-to-radius ratio. For this reason 
the successful analysis of a totally heterogeneous population of cells is not 
foreseen. In matching experimental data to a theoretical library some ambig­
uity of matching is to be expected. Preliminary investigations suggest such 
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Fig.3 Experimental scatter pattern from single B. megaterium spore (right). 
The theoretical plot (left) shows the loci of scattered-intensity minima as 
a function of cell diameter for a coated cell having core and wall refractive 
indices 1.52 and 1.47. The ratio of wall-thickness to cell radius is 1 : 5 and 
the wavelength 0.4965 ~m. By matching the positions of intensity minima the 
experimental pattern was attributed to a coated cell of diameter 1.3pm (arrowed 
line) having the above refractive indices. 

ambiguous matching, when it occurs, has minimal effect on tqe mean values of 
variables determined from a statistically large number of experimental patterns; 
(iii) The determination of the optimum accuracy of matching, the presence of 
indeterminate experimental data, and the possibility of multiple particle 
scattering add complexity to the development of computer matching algorithms. 
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Biomedical Applications of Molecular Luminescence 
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Szeged, 6720, Hungary 

Image formation by light carries information about living organisms at many 
levels of organization, from the subcellular to the whole organism level. As 
a form of energy, light can be absorbed and may lead to luminescence of the 
absorbing molecules. Since the emitted light originates at a molecular level 
but depends on environmental factors, the luminescence carries information 
about structure and function at all levels of organization, including the 
molecular level. The scheme below shows the various roles of light in bio­
medical applications. 

Roles of light 
i ! , 

Passive Active 
I r-----kl ______ ~ 

dir~::::n:~::::;tlY abSOfPtion LU.::::t::N:: 
I 'I ____ ~IL-__ ~I 

analysis structure function 
I therapy LI -----.----~I 

I 
diagnosis 

The experimental technique is generally known. Spectrofluorimeters of 
many types are commercially available both for steady-state and for time­
dependent measurements. Many of them can be used for the determination of 
all luminescence characteristics: luminescence (fluorescence and phosphor­
escence) spectrum, excitation spectrum, yield, decay and polarization of 
luminescence. Since these parameters intrinsically depend on the structure 
of the emitting molecules, the molecular interactions and the structure 
of the molecular arrangement of the functional units, structural information 
can be obtained from the determination of these parameters. By changing the 
environmental physical and chemical factors (temperature, viscosity, pH, 
addition of drugs), additional functional information can be derived. 

A few examples of the large range of applications are shown below, 
based mainly on the literature available in the last two years. In clinical 
chemistry antidepressants [1], enzymes, hormones [2] and antitumor agents 
[3] can be studied; immunoassay [4] and urea assay [5] can be performed. 
Carcinogenic polynuclear aromatic compounds can be simultaneously analysed, 
even in nanogram amounts [6]. At a cellular level multiparametric cell ana­
lysis, sorting and flow cytometry are widely applied [7]; the fluorescence 
of amniotic fluid provides information on respiratory distress of neonates 
[8], rheumatic factors [9], pulmonary neuro-endocrine cells in hypoxia [10] 
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and glucose in pancreatic cells [11] have been studied. At the level of organs 
and the whole organism micro- [12] and macro-circulation [13] studies and 
functional investigations of muscle [14] are examples of the versatility of 
the luminescence method. Some other clinically important applications: study 
of membranes in Huntington's disease [15]; damage caused to nerve terminals 
by amphetamine [16]; the appearance of chromophores in the human lens on 
aging. 

Due to the relatively simple technique of the steady-state measurement, 
the extent of the biomedical applications is increasing: almost fifty publi­
cations now appear annually in the different journals. Though the technique 
of time-resolved measurements in the nanosecond and subnanosecond range is 
more sophisticated, the development of commercially available instruments has 
led to new modes of application. 

In our laboratory we use molecular luminescence as a tool in the deter­
mination of some structural and functional characteristics of protein and 
photosynthetic membranes. To illustrate the wide range of the potentialities 
of the method we offer a few examples of our own research. 

It is generally known that protein fluorescence originates almost entirely 
from tryptophanes because the electronic excitation energy of other amino 
acid residues is transferred to them. In peroxidase, tyrosines can transfer 
this energy only in part. If tyrosines are mainly excited (with 280 or 290 nm) 
overwhelming tyrosine fluorescence appears (peak at 305 nm), this is due to a 
steric hidrance effect in the energy transfer (Fig. 1. F = relative intensity). 

If fluorescamine reacts with primary amines, intense fluorescence appears 
with maximum at 475 nm; fluorescamine and its hydrolysis products do not 
fluoresce. This reaction provides a rapid and sensitive assay for primary 
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amines. The intensity of fluorescamine fluorescence of mixtures of 1.10-6 ~1 
lysozyme and fluorescamine (from 1.10-6 to 8.10-6 ~1) solutions shows an in­
crease of up to 6.10-6 M fluorescamine and no change above (Fig. 2). It means 
that only 6 (of the 7) binding sites of lysozyme are accessible for fluor­
escamine molecules. 

Very fine details of the contribution of amino acid residues to the total 
fluorescence of proteins can be obtained fluorometrically. 35-40% of the 
total fluorescence of lysozyme in aqueous solution is known to originate 
from the intensities IA+IS of fluorescence of tryptophan-62 and tryptophan-63 
(TRP-62 and TRP-63). On account of thelr proximity IA and IS could not be 
determined separately with the chemical methods applied to date. We were 
able to measure lA/IS and IAS/(IA + IS), where lAS is the intensity of fluor­
escence arising from the transfer of electronic excitation energy between 
TRP-63. IA/IS = 0,53 and IAS/(IA + IS) = 0,25, in other words, the total in­
tensity of the fluorescence of the pair originates from energy transfer. This 
is 9-10% of the total fluorescence of lysozyme, one third of the fluorescence 
intensity of the pair arising from TRP-63, and two thirds from TRP-62. 

Cerulenin (a specific inhibitor of fatty acid biosynthesis) leads to 
changes in the fatty acid distribution of the thylakoid membrane of the 
green alga, Chlorella. As a consequence, the cell structure and function 
dramatically changes after cerulenin treatment. The fluorescence spectrum 
reflects the changes in chlorophyll organization (Fig. 3). In cerulenin­
treated cells the long wave fluorescence is enhanced (broken line) compared 
to the fluorescence spectrum of intact cells (solid line). This indicates 
a profound change of chlorophyll integration associated with structural 
changes of the membranes. 

The final example refers to an application of time resolved luminescence. 
The delayed luminescence of photosynthetic organisms originates from the 
back reactions in the electron transfer chain and starts already when the 
charge separation in the reaction center is completed. Due to the back re­
actions charge recombination occurs and the recombination is followed by a 
transition of the excited chlorophyll molecules into the ground state, i.e. 
by delayed emission. If a Chlorella suspension is illuminated with a laser 
flash (N2-laser, 337,1 nm), the intensity of delayed luminescence (measured 
phosphoroscopically) falls about two orders of magnitude in the 40-500 ~s 
time interval (Fig. 4). In this interval the intensity of light is very small. 
Photon counting and averaging of several thousand individual measuremenrs 
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with a multichannel analyser should be applied. In logarithmic representation 
the decay of luminescence is nonlinear, tAerefore - following the usual pro­
cedure - the decay curve can be resolved into exponential components. A 
faster and a slower component (with average life time of 28 and 150 ~s, res­
pectively) can be obtained. The appearence of these components can be ex­
plained by attributing them to special donor-acceptor pairs present in the 
oxidation-reduction chain of the photosynthetic apparatus. 
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A Measurement System for Otoscopic Spectroscopy in vivo 

G. Heeke 
University of MUnster, Ear-Nose-Throat-Clinic 
Medical Acoustics and Biophysics Laboratory, Kardinal-von-Galen-Ring 10 
D-4400 MUnster, Fed. Rep. of Germany 

1. Introduction 

In·connection with holographic interferometry for investigating the vibration 
patterns of human tympanic membranes, spectroscopic properties of the eardrum 
are of practical interest. When using a ruby laser system for double-exposure 
holography, the wavelength is fixed. However, continous wave lasers with dif­
ferent wavelengths are used for real-time vibration analysis methods such as 
electronic speckle pattern interferometry. In this case it is possible to 
choose an optimum wavelength to maximize the energy reflected. A large amount 
of backscattered light is desirable for two reasons: 

• the possibility of photobiological effects on the eardrum is minimized, 

• the picture quality of interferograms increases with the strengths of 
the lighting. 

Therefore, the reflection of light as a function of wavelength has to be de­
termi ned. 

This report describes a suitable system for such measurements and the re­
sults of some preliminary experiments. The possibility of using otoscopic 
spectroscopy for diaqnosis of pathological disorders is discussed. 

2. The Measurement System 

Because the studies must be carried out in vivo, a special endoscopic spectro­
photometer had to be developed. The main system design goals that influenced 
the photometer construction were measurement speed and ease of access to the 
eardrum with an instrument commonly available and familiar to a physician. The 
principle of the method is to illuminate the object with white light and ana­
lyse the backscattered light with a monochromator. The signal flow diagram of 
the spectrophotometer system is shown in Fig. 1. A 250 watt DC halogen lamp 
with a nominal colour temperature of about 6000 Kelvin is used as a light 
source. The condensor system which directs the light to a non-coherent glass 
fiber b~ndle includes a parabolic mirror with a special coating to suppress 
reflection of thermal radiation. By this means heating of the eardrum is re­
duced to acceptable levels. 

The otoscope is a standard endoscopic instrument in clinical use. It allows 
direct observation of the eardrum through an optical system of rod lenses 
(Hopkins optic) contained in a metal shaft with an outer diameter of 4 mm, 
which is small enough in most cases. A simplified schematic diagram of the 
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Fig.1 Signal flow diagram of the spectrophotometer system 

otoscope is given in Fig.2. In addition to the lens system, the protective 
metal shaft contains a glass fiber bundle that guides the incident light to 
the tip of the instrument. From there a diffuse and nearly homogeneous object 
illumination is possible because of the coaxial arrangement of the fibers 
around the objective which has a nominal angular aperture of 80°. 

A modified mirror reflex camera (Fig.3) follows next in the signal path. 
The standard backplane has been replaced by a lens holder containing a plano­
convex short focal length lens. An angle finder is used during the positio­
ning process. The actual measurement is initiated by a normal triggering 
procedure. While the mirror is in the upward position, light can pass through 
the camera housing, focussing lens and glass fiber bundle to the input slit 
of the monochromator with minimal loss of optical energy. At the same time 
an electronic gating circuit, with CMOS analog semiconductor switches, syn­
chronizes a periodic trigger signal generated by the scanning monochromator 
with the flash trigger pulse. This produces a single shot write signal which 
triggers a digital storage oscilloscope so that the output waveform of the 
monochromator-photomultiplier r.ombination can be stored for later analysis. 

The monochromator (Fig.4) [1] uses a blazed diffraction grating (1200 l/mm) 
rotated by a small motor at 10 Hz as the dispersive element in a "side-by-side" 
Ebert type optical arrangement. The actual scan time of less than 5 ms for 
the wavelength range to be analysed is short enough to ensure that the object 

Glass fiber bundle Fig.2 Schematic diagram 
of the otoscope 
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Fig.3 Modified mirror reflex camera with otoscope and calibration unit 

is relatively stable. This short scan time, together with the weak reflection 
obtained from biological objects, results in an extremely low level of input 
energy to the monochromator and requires use of a detector with high quantum 
efficiency. A photomultiplier is used, but the output signal representing the 
spectral amplitude still has to be filtered. This can be done numerically 
following data acquisition using an online graphic computer system which 
also displays normalized data after a short processing time . 

(after B. ANGUS 1980) 

INTERNAL 
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Trigger 
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Fig. 4 Schematic diagram of the scanning monochromator 
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Fig. 5 Relative reflection measured at human tympanic membranes in vivo 

As nearly all components of the measurement setup have wavelength depen­
dent characteristics (transmission loss of fibers and lenses, energy distri­
bution of the lamp, spectral sensitivity of the photomultiplier tube), the 
numerical data evaluation process has to compensate for those effects. As a 
secondary white standard magnesium oxide contained in a special adapter is 
used in the object plane during the calibration procedure. 

3. Results 

Preliminary investigations have been carried out with persons aged between 
20 and 30 years. In order to ensure valid data, the spectral range to be 
analysed was limited to 450 - 700 nm, due to the photomultiplier character­
istics. A single normalized reflection plot and a comparison of such measure­
ments on four persons with regular middle ear status are given in Fig.5. 
These curves show a relative reflection maximum near 650 nm (red light) which 
is close to the wavelengths of the frequently used ruby (694 nm) and krypton 
(647 nm) lasers. At shorter wavelengths (~450 nm) the reflection value is 
only 20-40%, indicating higher losses either by absorption or transmission. 

4. Discussion 

Comparative investigations have to be performed on extracted specimen and 
special cadaver preparations in order to distinguish between reflections 
from the tympanic cavity and the membrane. 

In pathological cases the visual appearance of tympanic membranes varies 
widely. Colours ranging from red (Otitis media) to dark blue (Haematotym­
panon, Otitis nigra) have been observed, and sometimes the colours are very 
intense. These observations lead one to ask whether otoscopic spectroscopy 
can be used to correlate middle ear diseases with the reflection spectrum 
measured at the tympanic membrane. Nevertheless, it should now be possible 
to take the first step in this direction since the photometer described al­
lows rapid accquisition of data which can be quickly processed on a micro­
computer. 

Before more detailed studies are undertaken, the equipment should be 
improved in two respects. Firstly, the wavelength range should be extended 
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to include invisible wavelengths. This could be accomplished by using a 
photomultiplier tube or avalanche photodiode with increased sensitivity as 
the detecting element. Secondly, the weight of hand-held system parts should 
be reduced for easier operation. The mirror reflex camera could be replaced 
by a small optical beamsplitter arrangement which allows simultaneous view­
ing and measurement. A disadvantage would be the further reduction of input 
energy to the photodetector. 
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Noninvasive Method for Evaluation of the Ratschow Test 

V. Wienert 1 , and V. Blazek2 

IDepartment of Dermatology, University of Aachen 
2Institute of High-Frequency Technology, University of Aachen 
D-5100 Aachen, Fed. Rep. of Germany 

l. Introduction 
Occlusive arterial disease (DAD) is diagnosed on the basis of 
clinical symptoms and then assigned to stages I-IV according to 
FONTAINE [1]. In disorders of arterial blood flow, the color 
of the skin and filling of the veins is altered in a charac­
teristic way by changing the position of the limb. According to 
the procedure practiced so far, it is diagnosed visually by the 
doctor (RATSCHOW test). This evaluation is subjective, since 
the human eye cannot detect color changes objectively. It is 
thus entirely possible to arrive at different evaluation criteria 
under different illumination. 

DAD involves as a rule not only damage to the macrocirculation, 
i.e. a disturbance of arterial blood flow in the region of the 
large arteries, but also damage to the macrocirculation in the 
region of the terminal vascular bed. It is known today that 
disturbed hemodynamics, i.e. the reduced blood flow of the larger 
arteries, also affect the capillary network. 

As early as 1938, HERTZMAN [2] found a correlation between the 
intensity of the light reflection of the skin and its blood 
content and termed his instrument a photoelectric plethysmograph. 
On the basis of experience with photoplethysmography, we have 
now developed the method of light-reflection rheography (LRR) 
in order to register the variations in cutaneous blood circu­
lation by optical scanning of the skin by means of infrared 
reflection. 

2. Method 

The LRR method is based on the measurement of light reflection 
and scattering from the skin. Part of the IR radiation beamed 
onto the skin penetrates into the vascular bed. The scattered 
radiation thus depends on the vascular flow. It is measured by 
a photodetector. The skin temperature is registered simulta­
neously. 

The LRR equipment is composed of an electronic measurement ap­
paratus, of an x-y recorder and of the measuring head with opto­
electronical components. The measuring head has small dimensions 
(~ 30 mm) and low weight (10 gr) and can be fixed on the limb 
to be investigated (e.g. back of the foot or lower leg 10 cm 
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inside of the ankle) by means of commercially avail­
rings sticking on both sides. The detector is in the 
the sensor, three radiation emitters are arranged 
around it at a distance of 5 mm. 

Some physical experiments had to be carried out to determine 
optimal parameters (e.g. wavelength of the radiation) with 
respect to: 

• the spectral location of the·absorption band of the venous 
and arterial blood in the typical reflection spectra of the 
skin, 

• the transmission quality of the horny layer and the depth of 
penetration as a function of the wavelength, 

• the spectral extinction quality of the human skin and the 
ratio of absorbed to scattered radiation. 

The radiation emitters we use are GaAs-IREDs with typically 
6 mW radiation power at the wavelength of 940 nm and a spectral 
bandwidth of 50 nm. To eliminate the effect of ambient light, 
the emitters are modulated with a carrier of 10 kHz. Typical 
optical qualities of the ?kin in this spectral region are: 
extinction coefficient K(A)<10 cm- 1 , K/S%0.5 [3). 
Because of the use of three "cold" emitters a nearly homogeneous 
illumination can be realized, without excessive heating of the 
skin. Both the three emitters and the radiation detector (Si 
phototransistor) are equipped with lenses (2~=100). Therefore, 
radiation is focussed at some distance in the skin, and the 
detector measures primarily those parts of the radiation scat­
tered by the deeper vessels, and not the surface reflection of 
the skin. 
After appropiate signal processing the arterial LRR curves are 
registered on the x-y recorder (the voltage ~ertical axis) is 
proportional to the scattered radiation and is inversely depend­
ent on the blood pressure as a function of time (horizontal 
axis) see Figs. 2-4). 

It is of course possible to combine the equipment with a small 
computer in order to get an on-line analysis of the arterial 
LRR curve. A detailed description of the physical and technical 
system of the LRR method as well as the description of the pro­
cedure for calibration of the LRR curves in mmHg (or kPa) will 
be discussed in a subsequent paper. 

Fig. 1 Performance of the RATSCHOW test. 
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3. Results 

In analogy with the familiar standard technique, we carry out 
the RATS CHOW test as follows: 

First of all, the LRR measuring head is applied to the back of 
the foot in the manner specified above. The actual investiga­
tion then follows in four phases. 

In phase I, the patient sits with pendent relaxed legs. In phase 
II, the patient lies on his back and stretches his legs verti­
cally. He then performs dorsal flexures in both ankles (phase 
III). The skin becomes paler. In phase IV, the patient sits up 
again and allows the legs to hang down in the relaxed resting 
position. The skin becomes darker. During the course of the 
test, the degree of cutaneous reflection (change in blood flow) 
is continuously registered. This is otherwise usually observed 
only subjectively with the eye. Some selected results from 
healthy subjects and from patients will be presented below. 
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Fig. 2 Arterial LRR test in a 43 year old healthy male test sub­
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Fig. 3 Arterial LRR test in a diabetic with microangiopathy and 
macroangiopathy 
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In Figure 2, the arterial LRR curve of an arterially healthy 
patient is shown. Compared with this, the results of the same 
test in patients with arterial diseases are shown in Fig.3 
and 4. 
Soon after raising the legs to the vertical position, the skin 
becomes lighter in color. The movements of the foot then per­
formed in the ankle joint hardly bring about an additional re­
moval of blood from the limb (cf. the small rise of the LRR­
curves within phase III in all figures). This movement program 
can thus be dropped; the maximum of the LRR-curve (maximum of 
skin scattered radiation) is already reached in most cases after 
about 20 sec elevation. After return to the initial position 
(phase IV), the radiation scattered by the skin of the back of 
the foot decreases practically immediately in healthy subjects 
(ta%2 sec, see Fig. 2), i.e. the blood flow rises. 

In diabetic angiopathy, the cutaneous blood flow recom~ences 
only after several seconds (ta 25 s in Fig. 3), in OAD of stage 
II, only after 35 s (see Fig. 4). 
We regard the greatly differing time spa~ (ta) up to recomm~n­
cement of cutaneous blood flow as a physlcal mea~ure for obJec­
tive quantitative evaluation of the severity of the disorder 
of blood flow . The greater this time span, the more severe is 
the disturbance of arterial blood flow. 

4. Conclusions 
A noninvasive method for quantitative evaluation of the hemo­
dynamics of the arterial system of the lower limb which has 
already been successfully tested clinically is described. 
Phlebological syndromes can also be clarified with light­
reflection rheography [4J . 

The technique has the following advantages: 

• 
• 
• • 

experimental determination of physical parameters (refilling 
phase ta ) 
monitorlng of the process of compensation after arterial 
occlusion 
painless technique free of complications 
noninvasive rapid and reproducible method. 
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Fig . 4 Arterial LRR test in a 53 year old male patient with 
DAD (stage II) 
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Part V 

Optometry 



Optical Techniques for Detecting and 
Improving Deficient Vision 

H.C. Howland 
Sections of Neurobiology and Behavior and Physiology, Cornell University 
Ithaca, NY, USA 

1. Introducti on 

The past decade has seen widespread development and application of new tech­
niques for the study of vision and the diagnosing of optical maladies. It is 
impossible in this short space to make an exhaustive review, but the follow­
ing studies may typify current trends and provide the reader with an intro­
duction to the literature. 

Contrast sensitivity measurements in adults have revealed that demylina­
ting diseases of the optic nerve may reduce contrast sensitivity in mid 
frequency ranges without affecting the classical high contrast, high spatial 
frequency measurement of visual acuity [1). Preferential looking techniques 
using grating stimuli have allowed us to trace (albeit indirectly) the neural 
development of the infant visual system [2), as have visual evoked response 
methods [3,4). Laser speckle refraction has allowed us to make exquisitely 
precise measurements of meridional focus, thus permitting a new attack on 
the mechanisms of accommodation [5-7J. Double-pass linespread measurements 
continue to be used and improved upon for the measurement of the optical 
qual ity of the eye and are now finding use in "developmental studies 
[8,9J. 

Computers and modern electro-optical-mechanical technology have opened 
up new possibilities for older techniques. Infrared optometers have been 
widely introduced in busier practices and their automated refractions found 
comparable to more conventional techniques [lO,llJ. 

On the side of prosthesis, the most promising outlook for the poorly sigh­
ted is the tremendous proliferation of microcomputers and computing equipment 
which promises the easy conversion of both spoken and written words into 
large and easy to read type. 

In this multiplication of techniques and new opportunities I would like 
to discuss two optical techniques which I have helped develop together with 
some practical applications of them. The first concerns photorefraction and 
its application to one very prevelant type of visual deficiency, namely 
"amblyopia". I hope to show the relationship between this preventable malady 
and the more fundamental questions of the functioning of the human visual 
system. 

The second technique concerns the measurement of monochromatic aberrations 
of the eye by a subjective aberroscopic method. While its application is 
not so far advanced as that of photorefraction, I hope to demonstrate its 
practical importance. 
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Lastly I want to discuss the applications of both these and other tech­
niques to the problem of determining where and by what means the eye is 
focused. 

2. Amblyopia 

Amblyopia is called "lazy eye" in American lay terminology, doubtless because 
of its frequent associ ati on with strabi smus. It generally des ignates a sub­
normal visual acuity in the face of a well focused image on the fovea. The 
preva 1 ance cif amblyopia vari es with the definition of the criteri on acuity, 
as has been shown by FLOM and NEUMAIER [12J. At a criterion of reducti on 
of visual acuity of 20/40 or worse it affects approx. 1.5% of the U.S. school 
population. 

As we learn more about the nature of amblyopia its classification has been 
revised, but it now seems certain that approximately half of the cases of 
amblyopia are due to the existence of an uncorrected refractive error in the 
first two years of life [13]. Here then is the challenge of amblyopia: How 
do we detect such refractive errors in early infancy? 

2.1 Photorefraction 

Some years ago my brother, BRADFORD HOWLAND of the Massachusetts Institute 
of Technology and I published an objective photographic method for refracting 
eyes from a distance [14J, the principle of which is as follows. The method 
is similar to a linespread measurement wherein a point of light from a fiber 
optic light guide centered in a large aperture camera lens is directed towards 
the eyes of a subject some 1 1/2 meter distant. Light from an ordinary flash 
passes through the guide, into the eye of the subject, is reflected by the 
retina and returns to the camera where, with two pairs of cylinder lenses 
and the camera 1 ens, the poi nt spread of the returned 1 ight is concentrated 
into a star-arm pattern, the length of the star arms giving an approximation 
of the 1 inespread along the corresponding meri Man and hence a measure of th.e 
degree of defocus relative to the camera in that particular meridian (Fig.l). 

Comtro lens 

... __ /,- Blurrtd Image of $our(f on lun(l\l5 A 
. , . ) ·2 ., 

Relat i ve defOCUS (01 

Fig.l .A. Optics of photorefraction. B. Radii of star arms (df/2) as a 
fUnction of defocus and pupil size at 1.5 m. See ref. [17]. 

B 
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It is possible to compute the concentration of light in these star-arm 
reflexes and hence to find the maximum intensity of light in the star arm 
as a function of defocus and pupil size. In pra~tice, however, because the 
star arm is projected over the irregular intensities of the face, we have 
simply taken the maximum recorded extent of the star arm as an indication of 
the degree of relative defocus of the eye. This may be computed numerically 
in detail by geometric ray tracing (Fig.2) and for the main portion of Fig.1B 
solved analytically. 

It may be seen that this techniaue tends to underestimate the degree of 
defocus in any meridian due to the ·cutoff characteristics of the photographic 
film (Fig.3). 

There are, of course,. two components of the 1 i nespread that may i nfl uence 
its magnitude other than defocus. These are the monochromatic aberrations 
of the eye, which are generally negligible compared to defocus, and those of 
longitudinal chromatic aberration, which in practical cases where one eval­
uates color film i'mages may contriBute the equi"valent of 1/4 of a diopter 
of defocus to the linespread. 

~--------d'2 ---------l 
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Fig.4. Summary of astigma­
tisms-found by photorefrac­
tion for various age groups. 
See ref. [16J. 

2.2 Application of Photorefraction in Infant Vision 

Thi s method of refracti on fi rst found practical appl i cation in the study of 
infant vision with Drs. OLIV[R BRADDICK and JAN ATKINSON of the University 
of Cambridge. Dr. INDRA MOHINDRA working with Prof. R. Held at M.I.T. had 
found by retinoscopic techniques that infants have a considerable amount of 
astigmatism [15J. In Cambridge, England, we were able to verify this obser_ 
vation by photorefraction [16J (Fig.4)" and were able to trace the development 
of infants 1 focus ing abil ity [17]. 

In the course of these studies we had ample opportunity to learn about 
the variation in fundal reflexes and the interpretation of ohotorefractive 
pictul"es. By accident we discovered that a modification of the photorefrac.,. 
tive technique could yield not only the degree, but also the sign of defocus 
Of the eye. We had constructed a simple centered fiber optic light guide 
for illuminating the pupils of our subjects so that we could easily measure 
pupil diameter. We discovered that by taking pictures with the camera when 
equipped with this attachment focused behind or in front of the subject we 
could a) determine the sign of defocus of the subject by comparing pictures 
and finding the smallest blurred pupil and b) easily determine the axis of 
astigmatism by finding the long axis of the blurred pupil (Fig .5A,B) [18J. 
Further, due to the chromatic aberration of the eye the negative cylinder 
axis of the subject is often distinctly reddish in tint (Fig.5C). 

c. 

~ 
blue 

Fig..:2.=. Appearances of pupil refl exes when myopi c subject 1.5 m di stant from 
camera is photographed with camera focused A) at 0.75 m and Bl 5.0 meters, 
Shadow of fiber optic light guide centered in camera lens and used to il­
luminate pupils appears in pupil reflexes. C) Appearance of reflex of astig­
matic eye with negative cylinder axis at 90 degrees. 
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In addition to the studies with my colleagues in Cambrldge I have also 
photorefracted a large number of infants in Ithaca over the past two years 
and have conducted research with Drs. VELMA DOBSON, RONALD BOOTHE, AND MARTIN 
BANKS in Professor DAVIDA TELLER'S laboratory in Seattle. Collectively we 
have evolved the following picture of normal infant visual development. 

2.3 Results of Infant Refractive Studies 

A typical infant exhibits a diopter or more of against-the-rule astigmatism, 
and the refraction in both eyes is symmetrical. By three months of age 
infants are able to fixate objects accurately. Because the horizontal mer­
idian of the eye is thus usually myopically focused relative to the vertical 
one, the infant at three months of age can focus vertical stripes in a pref­
erential looking apparatus without making much accommodative effort [19J. 
The abil ity to focus rapi dly improves and by six months the infant is able 
to focus accurately more distant objects at a meter and a half (Fig.6). 

The magnitude of astigmatic error slowly decreases over the first years 
of life, but is still significantly above normal in the 1-2 year old age 
group. 

By measuring corneal curvature in infants with photokeratometry it is 
possible to relate corneal astigmatism to total astigmatism of the eye and 
hence to show that much of the astigmatism of early infancy must be corneal 
(Fig.?). 

While I am still gathering data on older infants. it appears from my pre­
liminary results that, while astigmatism persists in the 1 to 2 year old 
group, less of this astigmatism is corneal and more lenticular than in the 
younger group. 

It is fair to say that this picture of infant refractive state does not 
agree with classical descriptions of it [20J. but that the presence of astig­
matism in infants has been verified by both cycloplegic and non cycloplegic 
retinoscopy [21J. 
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Fig.6. Net spherical 
defocus as a function 
of age for infants 
fixating photographer 
at 1.5 meters. 
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Fig.7. Total astigmatism 
as measured by photore­
fraction vs corneal astig­
matism as measured by 
photokeratometry. Mean 
age of infants = 3.52 mos. 

Now that we have a picture of normal infant refractive development we 
intend to follow those infants with more exceptional refractions with a view 
towards determining which refractive states are most likely to lead to ambly­
opia. Similar studies are underway in England. 

3. Studies of the Monochromatic Aberrations of the Eye by a Crossed Cylinder 
Aberroscopic Method. 

In the context of amblyopia the degradation of the optical image on the retina 
by the monochromatic aberrations of the eye must seem minor indeed, Nonethe­
less, good vision is a relative concept, and adequate sight for a university 
professor may be totally inadequate for an airline pil ot. Before the aber~ 
rations of the eye can be corrected, they must be measured, and in this 
section 1 would like to discuss a practical measurement technique. 

The concept of wave aberration of the eye embraces both refractive errors 
and monochromatic aberrations of the eye. Ideally, if the eye is focused 
at infinity, the wave front of light from a star converging on a point at 
the retina will form a perfectly spherical surface within the vitreous. Or, 
projecting in the other direction, light originating from a point on the 
retina, and passing through an aberration free eye would form a planar sur­
face in object space. We may characterize the wave aberration of an acutal 
eye by describing the shape of this wave surface in object space. This is 
most easily accomplished by writing a Taylor polynomial for the surface in 
three dimensions [21]. 

W(x,y)=A+Bx+CY+Dx2+Exy+Fy2+Gx3+Hx2y+Ixy2+Jy3+Kx4+Lx3y+MX2y2+Nxy3+0y4. (1) 

It may be seen that ordinary refraction of the eye deals with a determina­
tion of the prism, cylinder and spherical terms of the equation or constants 
B through F of the wave aberration equation. The constants G through 0 des­
cribe the "higher order" aberrations of the eye and may be grouped conveniently 
into what we will call here "third order" or coma-like aberrations: G,H,l,& 
J, and the "fourth order" or spherical-like aberrations, given by terms K 
through O. 

Again, together with B. HOWLAND, using a method based on one of his inven­
tions [22J, we constructed a crossed cylinder aberroscope consisting of two 
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HCH 40 
I.e. 

1 
Fi9& Drawing of grid seen through aberrsocope made 
by subject with "cylindrical" aberration (type 0). 

crossed cylinder +,~ 5 D lenses and an lntercalated grid of approx 1 mm 
spacing. With this instrument placed immediately in front of the eye like a 
spectacle lens the subject views a point source of light and sees projected 
on his retina the shadow of the grid, If the eye is focused at infinity and 
aberration free the gri d wi 11 appear perfectly regul ar and rectangul ar. If 
an aberration free eye is focused at some other plane the grid will appear 
to scissor, its squares becoming rhomboids. Aberrations of the eye cause 
the lines of the grid to become nonparallel and/or curved as in Fig.B. 

The distortion of the grid is quantitatively related to the wave abbera­
tion of We eye, the displacements of the intersections of the grid being 
proportional to the slope of the pupil. From an accurate rendition of the 
subjectively perceived grid it is possible with the use of orthogonal poly­
nomials to totally reconstruct the wave aberration surface and hence to 
determine the values of all the coefficients of eq, (1). 

The difficulty of the technique as so outlined lies in obtaining an accur­
ate rendition of the perceived grid, since only the subject sees it. Again, 
witllthe advent of ubiquitous computers it is possible to generate compartson 
grids which the subject can then match to that of the aberroscope. 

Despite thes'e problems of rendition, because of the strtking differences 
in the distortion of the grid introduced by the various aberration terms of 
equation (1) it is nonetheless possible to make statistical estimates of the 
importance Qf the various terms in the aberration equation in degrading the 
optical image. When this is done [23] we come to the surprtsing result that 
the major aberrations of the eye are not spherical aberration, as has so often 
been thought, but rather the third order, coma-like aberrations (terms G.,.J), 
Further, spherical aberration frequently occurs in one axis of the eye only, 
and is thus more properly the aberration of a cylinder than that of a sphere. 

3.1 Possible Applications of Aberroscopic Wave Aberration Measurements. 

Some of the occupations of our society make rather severe demands upon the 
visual system, and a practical method for wave aberration measurement may 
find use in association with screening appropriate personnel for these oc­
cupations. 

In addition, some modern ophthalmological practices, such as radial kera­
tome try where the cornea is deliberately mechanically weakened by a series 
of radial slits, must surely alter the aberration structure of the eye, and 
it seems a logical application of this aberroscopic technique to follow these 
changes. 
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4. Problems in the Study of the Focusing of the Eye: The Small Eye Error, 

Above we took the view that perhaps half of all amblyopia is due to an uncor­
rected refractive error of infancy. But it may be that what is deficient in 
some infants is not their refractive state, but rather their ability to 
accommodate correctly. To study the focusing of infant eyes by objective 
means we must come to terms with the "small eye error" as descri5ed 5y 
GLlCKSrEI'N and lIIIUODOT [25J. They showed that many sma 11 eyes exhi Bit an 
apparent hyperopia due to the reflection of light from a layer anterior to 
the outer limiting memBrane of the retina (presumably from the retinal­
vitreous border). The difference may be 0.25 D in adult humans but can in 
theory increase to 0.5 0 in infants, increasing inversely with the s~uare 
of the focal length of the eye. While the small eye error does not affect 
retinoscopic or photorefractive estimates of astigmati'sm, since each meridian 
is mis-estimated By a constant amount, it is of significant magnitude when 
one is attempting to determine the absolute plane of focus relative to an 
astigmatic error. 

The problem is that we do not know if such an error even exists in infants 
or in adults. The measurement in an adult is difficult enough and to my 
knowledge has never been correctly made. In the infant, the small eye error, 
if it exists, should Be greater than in adults. It maY Be that ~ith a clever 
experimental arrangement one could use laser speckle to induce optokinetic 
nystagmus in infants while simultaneously photorefracting their eyes. All 
objective reflectometric studies of focusing of eyes must be plagued to a 
greater or lesser degree by the uncertainty of the small eye error until it 
is correctly measured. In the meantime, there are still other uncertainties 
that make the study of focusing a difficult one which space does not permit 
us to discuss. 

Portions of this work were supported by NIH grant EY-20994. Special 
thanks are due to M. Howland, J. Ballarino and T. Natoli for assistance on 
the project. 
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Computer-Assisted Objective Optometer 

D. Bruneau l , J. Corno, and J. Simon 2 

Institut d'Optique, Centre Universitaire, Bat. 503, B.P. 43 
F-91406 Orsay-Cedex, France 

1. Introduction 

Apparatus capable of measuring ocular refraction automatically, called opto­
meters or refractors, appeared during the last decade. Bausch and Lomb's 
OPHTHALMETRON seems to have been the first one of these instruments followed 
by Acuity Systems' AUTOREFRACTOR, and Coherent Radiation's DIOPTRON. 

Automated refractors are interesting inasmuch as they allow a rapid ap­
proach to the correction needed by the patient; but their purchase and main­
tenance costs are very high, and they deprive the specialist of the ophthal­
moscopic image, which allows detecting possible pathologies. For that reason 
we decided to construct a simpler instrument, associated with a microproces­
sor, which does not suffer from this drawback. 

This instrument is a classical refractor with a small angular test, using 
white light. The specialist projects the test onto the patient's retina and 
observes the image there. He can adj ust the test on the reti na very eas il y, 
and thereby study the quality of the ophtalmoscopic image of the test. Auto­
matic light data processing relieves the operator of fastidious tasks: 
presentation of a visual test in the dioptric space, reading and interpola­
tion of dioptric and orientation scales, identification of the examined eye, 
writing out the prescription. 

2. Principle of the instrument 

The computer-assisted objective optome:er has the following characteristics: 
• refraction measurement through analysis of the image quality of a punctual 

test in white light; 
• full pupil measurement - the pupil of the instrument is larger than that 

of the patient, so that measuring errors due to mis-centering are 
avoided; 

• simultaneous presentation of a measurement test and a relaxing un­
focused test; 

• use of a microprocessor that controls the various measurement steps 
(centering, focusing, etc ..•. ), takes the focusing values into account, 
and' avoids faulty operations, calculates refraction and displays it on 
indicators, before printing the results. 

1presently at the L.P.M.I. 
2This paper was presented at the Int. Conference on Optics in Biomedical 
Sciences,Graz, Austria, by J. SIMON 
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T 

Fig. 1 Principle of the 
instrument 

The measurement range is ± 20 dt, with an accuracy of 25 dt. Fig. 1 
presents a simplified diagram 'of the optometer. 

The test object, To, luminance 4 x 10 6 cd m- 2 , is projected by the objec­
tive 01 in T. The lens of the subject's eye forms an image on the retina in 
Tb. The objective O2 produces an image .in To, observed by the operator 
through an ocular, not shown in the figure. The instrument is constructed 
so that the points To and To are shifted synchronically. A picture of a 
landscape, luminance 900 cd m- 2 , is presented to the subject's eye in such 
a way that it is focused at infinity. 

The microprocessor provides the following functions: 
• starting of the procedure, 
• real-time computation and display of orientation values and dioptric 

power according to one or two focusings necessary to determine ametropy 
• result printout on a card, 
• indication of faulty operations. 

EXPERIMEN1"S 

A first series of experiments was carried out in order to evaluate the ac­
curacy of refraction measurements on a normal eye. A second series was per­
formed to compare optometer-measured refractions with classical subjective 
refraction measurements. 

- ~~~~r~~i_9f_r~fr~~~i9~_~~~~~r~~~~~~_9~_~_~9r~~!_~i~ 
Measuring accuracy was investigated by performing 50 focusing tests on two 
subjects: one myopic, mildly astigmatic, and one myopic, heavily astigmatic. 

• Subject Fe, myopic, astigmatic left eye (aged 40) 
sphere 3.36 dt a .14 dt 
cylinder = +1.18dt a=.18dt 
axis 177° a = 2° 

• Subject DR, myopic, 
sphere 
cylinder 
axis 
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astigmatic 
8.7 dt 

+ 5.88 dt 
95° 

right eye (aged 29) 
a .38 dt 
a = .40 dt 
a 3° 



Fig. 2 Display and control panel of the computer-assisted objective 
optometer 

- ~Q~P~~!~Q~_~~!~~~~_~~~j~~!!~~_~~9_QP!Q~~!~~_~~~~!!~ 
Comparative investigations were carried out on both eyes of 15 subjects. 
The subjective measurements were performed with an optotyoe table, contrast­
ing sharply on a light background (luminance approximately 500 cd m- 2 ).The 
correction was finally tested in binocular vision. In the best cases, sub­
jective correction for optimal visual comfort could be achieved with a 
±.Z5 dt accuracy for spherical and cylinder lenses, and the axis could be 
determined with an accuracy of 5° . 
Optometer measurements showed the following results: 

spher.e 73% of results within ± .25 dt. 
cylinder: 68% of results within ± .25 dt. 
axis : 66% of results within ± 5° for cylinders over .5 dt. 

The photographs in Fig. 2 and 3 show the instrument and its display and con­
trol panel, respectively. 

Fig. 3 Computer-assisted objective optometer applied to a patient 
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This research work was carried out at the Institut d'Optique. The authors 
particulary wish to express their thanks to F. eORNO, P. FOURNET, J. ~'lATHIAS, 
J.e. RODIER, and A. ROUSSEL, for their help in conceiving, setting up, ad­
justing, and carrying out experiments on the prototype, constructed under 
the DRET 78-329 contract. 
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Fundus Imaging by a Microprocessor Controlled 
Laser Scanning Device 

U. Klingbeil, A. Plesch, and J. Bille 
Institute of Applied Physics, University of Heidelberg 
D-6900 Heidelberg, Fed. Rep. of Germany 

Introduction 

Imaging and documentation of the human retina is conventionally 
accomplished by a photographic fundus camera, a standard commer­
cial product for many years. Exposure procedures require high 
flashlight intensities - usually 10 % to 100 % of the maximum 
just be accepted for a normal eye but can cause ocular damage 
in pathological cases. A different method of retinal imaging by 
laser scanning funduscopy will be presented that overcomes the 
intensity problem and promises further advantages. 

Principles 

In conventional funduscopy the whole retina is illuminated 
through the outer part of the enlarged pupil while a single point 
of it is observed by a small central part of ca.1/10 of the total 
exit pupil area. This reduces the intensity of the detectable 
light by a factor of 10 and limits resolution (Fig. 1). 

Laser scanning funduscopy uses a collimated narrow laser beam 
of 1 mm diameter focused by the eye to ca.20 ~m for illumination 
of a single point of the retina. The reflected light, normally 
3-5 % of the incident light is collected through the outer 95 % 
of the pupil. Angular scanning of the illuminating laser beam 
results in sequential spotwise imaging of the retina. 

Imoging at 0 Single retinol pomt by 

c.onvenhonol funduscopy loser sc.anning funduscopy 

~ " 

Fig. 1 Difference between 
conventional and laser 
scanning funduscopy 
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Optic.s of 
los~r Sc.anning Fundusc.amero 

Optics 

La .. '-

Fig.2 Experimental optical 
set-up 

In the present experimental set-up (Fig. 2) a 1 mW He-Ne laser at­
tenuated by a polarizer is used for illumination. Angular beam 
deflection is ~chieved by two perpendicular oriented linear gal­
vanometer scanners. A rectangular field is scanned line by line 0 
with a line frequency up to 200 Hz and an opening angle up to 30 • 
The laser beam is projected into the eye by a low reflectivity 
semitransparent mirror cutting down laser power by a factor of 6. 
The entrance pupil of the eye is conjugate to the scanning plane 
in order to restrict the illuminating beam path to the center of 
the pupil. A photodiode detects the instantaneous laser power and 
triggers a security shutter. The laser scanner is adapted to a 
Zeiss fundus camera for ease of adjustment and simultaneous moni­
toring of the scanned eye. Radiation collected from the retina 
is focused by the aspheric front lens of the camera and separated 
from the common optical path-way by a narrow-band mirror. The la­
ser radiation is passed through an interference filter and detec­
ted by a photomultiplier near the conjugate pupil plane of the 
eye. 

Electronics 

The laser scanner is driven by two 8-bit counter signal genera­
tors yielding two linear ramp signals for x and y deflection 
(Fig. 3)0 System timing control is accomplished by a 8080 CPU 
based microprocessor system. 

The photomultiplier signal carries the image information. It 
is preamplified, digitized and stored on a discette. For image 
visualization the stored data are transferred to a PDP 11 mini­
computer and read into the memory of a colour coding TV display 
system. Image resolution is limited by the TV system memory to 
128 x 128 pixels/frame with 8 bits of depth. 

202 



Results 

Fig. 3 Experimental 
electronical set-up 

For test measurements we used an artificial one-to-one model of 
the human eye. The machining procedure yields a surface structure 
of concentric rings at the artifical retina. Figure 4 shows a 
fundus photograph of the model. Fig. 5 represents a correspond­
ing picture recorded by laser scanning funduscopy. Laser power 
was atte nuated to ca. 1 ~W at the eye which is three orders of 
magnitude below the maximum permissible exposure level. Signal­
to-noise ratio was 50 - 100. Spatial resolution was ca. 12 ~m/ 
pixel. 

Discussion 

Laser scanning funduscopy has b een proved to be a very sensitive 
and therefore safe imaging method. Its spatial resolution can 
compete with the resolution obtainable with conventional fundus­
copy. Image size is limited by the present digital TV-system me­
mory. Memory expansion will improve the image size. Problems 
arising from the low scanning velocity will be overcome by a ro-

Fig. 4 Fundus photograph 
of an eye model 
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Fig. 5 Artifical retina of an eye model recorded by laser scan­
ning funduscopy 

tating polygon mirror scanner or a resonant TV-compatible galva­
nometer scanner. Both of them are designed to enable direct on­
line fundus monitoring. 

Laser scanning funduscopy promises an easy simultaneous de­
tection of the two polarization components within the detected 
light. Thus, small local polarisation changes due to pathologic­
al ocular tissue variations should become accessable for diag­
nosis. 

The presented experimental set-up for laser scanning fundus­
copy is based on digital data storage. Digital image processing 
methods such as filtering, differentiation, and segmentation al­
gorithms can be applied immediatly to the images in order to ex­
tract and quantify retina description parameters or to stabilize 
the fundus image. Both procedures are suited for an analysis of 
the retinal vessel system. 

Another interesting parameter is the velocity of blood in 
the retinal vessels. A differential Doppler technique analyzing 
the back scattered laser light by moving erythrocytes has been 
developed. By a fast Fourier analysis on a microcomputer system 
the frequency distribution of the observed particles can be cal­
culated. The method needs constant fundus monitoring for preci­
se adjustment. 

This work was supported by the Deutsche Forschungsgemeinschaft. 
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Examination of Low-Luminance Myopia 
with a Laser Optometer 

E. Inge1stam, K. Janson 

Institute of Optical Research, The Royal Institute of Technology 
S-100 44 Stockholm, Sweden 

D. Epstein, B. Tengroth 

Department of Ophthalmology, Karo1inska Hospital 
S-104 01 Stockholm, Sweden 

1. Apparatus and ~lethod 

With a simple version of a laser optometer, Fig. 1, which enables testing 
of accommodation at photopic, mes~[)ic and sc?topic luminanc~ levels (1?0 
cd m- 2, 0.5 cd m- 2 and 0.001 cd m ~, respectlvely). 10w-1umlnance myopla 
studies were performed on about 4·00 eyes. Thi s r.lethod has numerous advant­
ages over previously used techniques. The most important are these: since 
the speckles produced by constructive and destructive interference of re­
flected laser light, the sharpness of its retinal image is independent of 
the focus of the eye; the pattern per se does not serve as an accommodative 
stimulus [1, 2, 31; and the subject, being asked to evaluate the direction 
of the movement of the speckles, cannot relate this ~overnent to the direc­
tion or amplitude of accommodation and is thus unable to influence the re­
sult. Also, the superimposing of the speckle pattern onto the subject's vi­
sual field causes only minimal interference with the ongoing task. 

When the reflective surface moves, the speckles appear to move in a di­
rection determined by the eye's refractive state. If the subject is accom­
modated to a plane nearer than the reflective surface (or rather the "plane 
of stationarity" [4]), the speckles appear to move with the relative motion 
of the surface. If the eye's focus corresponds to a plane beyond the surface, 
they appear to move in the opposite direction. When the retina is conjugate 
to the surface, the speckles appear stationary or "boiling", with no distinct 
direction of motion. For further details and a complete description of the 
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ILLUMINATION UNIT OPTOME TER UNIT DIGI TAL PANEL METER 

Ftg.2 Overview of laser optometer. The refractive state of the subject's 
-eye-Ts registered on the digital panel meter 

results obtained we refer to the full paper [5]. Fig. 2 shows the normal 
working procedure, which takes 15 - 30 mins. The subjects, refracted prior 
to the examination and fully corrected for distance, are tested monocularly. 
The difference between the ~esopic and photopic values (M - P) is designated 
twil i ght myopi a, the difference between the scotopi c and photopi cones (S - P) 
is termed the actual night myopia. 

2. Test Series 

2.1 The reliability of the 
optometer was especially test­
ed for three subjects. The int­
ra-individual spread was found 
to lie within ± 0. 50 D. Possib­
le variations in the results 
obtained from individual sub­
jects within one day, and the 
same subjects' twilight and 
night myopia as determined on 
three different days were also 
measured. In these tests, re­
sults did not vary appreciably; 
maximum variations were 0.32 D 
for (M - P) and 0.36 D for 
(S - P). 

2.2 The main series were made 
with 100 recruits aged 18 - 24 
and with 163 subjects aged 10 -
71, all with optimal correction 
for distant vision and a visual 
acuity of at least 20/ 25. The 
distribution of (M - P) values 

206 

Number of eyes 
(317) 

£JJL~3 Distribution of 
~ght myopia: M - P 
values for 163 subjects 
(317 eyes) 

50 

40 

30 

o 

1.00 



Fig.4 Distribution of night 
myopia: S - P values for 163 
subjects (311 eyes) 
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for the 163 subjects is given in Fig. 3 and that of (S - P) values in Fig. 4. 
If one assumes that for practical purposes only a twilight myopia ~ 0.75 D 
would require optical correction, 17 % fall into this category. Fig. 4 re­
presenting night myopia reflects a further shift toward myopia w~th a mean 
of - 1.01 D as compared to - 0.35 D seen in Fig. 3. Here 47 % of the eyes 
fall into the ~ 0.75 D myopia group. 

2.3 Finally, a series of tests was conducted using a model landscape, Fig. 
5, under mesopic illumination to determine the relationship between the opto­
meter myopia values and the optical correction required, as assessed by the 
subject. The landscape contained buildings, roads, cars and traffic signs. 
On top of the main building single rows of Snellen-chart prototypes (20/60 
- 20/40)2were mounted with the background luminance of these objects being 
0.2 cd/m . Beginning with the subject's optimal daylight correction and 
using only subjects with an optometer twilight myopia ~ 0.75 D in at least 
one eye, the greatest possible mesopic visual acuity was obtained by adding 
minus lenses as the subject viewed the Snellen prototypes from a distance of 
5 m. The test was performed binocularly. 

Fig. 6 gives the results. Of the 58 eyes tested, 83 % needed a lower ne­
gative correction (had less myopia) in the twilight landscape than that de­
termined by the optometer, while 12 % required higher diopter values and 5 % 
preferred a correction that was identical to the values obtained. In all, 
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FigS Sketch of twil ight model landscape, see text 
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41 % of the eyes needed a minus correction ~ 0.50 D in the landscape, and 
21 % required minus correction ~ 0.75 D. 

3. Conclusions Sub­
ject 
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This investigation has thus 
added new figures to the grow­
ing data bank of low-luminance 
myopia, and confirmed the di­
mensions of this refraction 
anomaly. Because of the large 
intersubject variability and 
the inability to predict 
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these myopias on the basis of 
commonly used refraction pro­
cedures, measurements aiming 
at correction must be taken 
individually. We have found 
the laser optometer to be a 
valuable instrument in select­
ing those who may need specfal 
optical correction when func­
tioning at mesopic luminance. 

Fig.6 Diagram showing that 
with few exceptions, the cor­
rection required in the twi­
light landscape (X) was lower 
than the twilight myopia val­
ues obtained in the laser op­
tometer (0). In order to clear­
ly elucidate the relationship 
between optometer and land­
scape values, the subjects 
were not placed in numerical 
order. 
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Further clinical tests, as well as basic research on the nature of these 
myopias, are being conducted. 
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Measuring the Shape of Soft Corneal Lenses 

W.Ho Steel. and C.Ho Freund 
CSIRO Division of Applied Physics. Sydney. Australia 2070 

1. Introducti on 

The radius of curvature of a hard corneal lens in air is usually measured by 
the method proposed by DRYSDALE [1]. An autostigmatic microscope is used, 
the counterpart, for near images, of the autocollimating telescope. This is 
focused in turn on the surface and on its centre of curvature and the dis­
tance between these two positions is the radius. If the projected graticule 
consists of radial lines, different orientations can be focused separately 
to measure the two principal radii of a toric surface. 

This instrument cannot be used directly with a soft corneal lens, which, 
since it is made of a hydrated hydrophilic material, must be kept in normal 
saline solution to retain its shape. The light reflected from the air-glass 
surfaces in the microscope objective completely swamps the images reflected 
from the corneal lens. However, we have shown [2] that the addition of 
crossed polarizers and a retarder to an autostigmatic microscope make pos­
sible its use to measure the central radius of curvature of soft lenses. 

The surfaces of corneal lenses are not spherical and it is also important 
to know their whole shape. A simple method of obtaining an indication of " the 
departure from sphericity is to measure the sagitta. The lens is placed with 
its concave side against a flat surface and the microscope focused first on 
this surface, then on the apex of the concave surface of the lens. In theory 
the value so obtained for the sagitta should be corrected for refraction in 
the lens when in water, but this correction is very small. 

2. Tilting Microscope 

To plot the shape of the whole surface of the lens, a new autostigmatic mi­
croscope has been made that tilts about its focus. This means that the 
microscope can focus on surfaces that are inclined at an angle; tilting the 
microscope away from the vertical to receive the reflected light does not 
change the focal setting. Such an instrument can be used in two ways. It 
can be focused on the surface and moved across it; the distances moved mea­
sured horizontally and vertically then give the surface directly. Or it can 
be focused on the centre of curvature and the variation in position of this 
plotted as a function of the angle by which the microscope is tilted. This 
plot is the involute of the surface and the surface shape can be computed 
from it. 

Initial tests on a spheroidal surface of known shape showed the involute 
method to be the more accurate and reproducible. But when tried on actual 
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corneal lenses, it would not give off-axis images of the centre, since the 
surface quality off axis was not good enough. The surface method, however, 
gave useful results. 

3. Construction Details 

The microscope is shown in Fig.l. The beam splitter is a coating cemented 
between two pieces of glass. One piece makes up a light trap to absorb the 
incident light transmitted by the beam splitter and the other a cone that 
dips into the saline solution. The only surface that can contribute an un­
wanted reflection is the front of this cone, and this is bloomed for water 
immersion. 

The mounting of the microscope has adjustments in two directions to bring 
the focus to the axis of rotation. A lens with spherical surfaces has been 
made of black glass and the microscope is adjusted until the image reflected 
from this, under saline solution, does not move laterally nor change focus as 
the microscope is tilted. The image used is that at the centre of curvature. 

Fig.l Tilting autostigmatic microscope for 
measuring the full surface shape; n.a. = 0.1 
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The cell that holds the corneal lens is also shown in Fig.l. It can be 
rotated about a vertical axis to check that the lens is on centre and it is 
made of transparent plastic so that the lens can be seen from the side. Be­
hind the lens is a light trap, a polished black cone in a black tube. 

The microscope of Fig . l has the low numerical aperture of 0.1. This was 
chosen for ease of construction and because, for the involute method, the 
centre needed to be found for small regjons of the lens. Tests on setting 
on the surface have shown that this numerical aperture gives too great a 
depth of focus and hence insufficient accuracy. A new instrument has, there­
fore, been made with a numerical aperture of 0.27. This is probably greater 
than necessary but it will be useful for showing the limitations of the method . 
The beam-splitter arrangement and lens cell for this microscope are shown in 
Fig.2 and the microscope itself in Fig.3. The shorter cone means that mea­
surements of the central radius must be made by lowering the corneal lens 
inside the cell, leaving the cell walls fixed. 

4. Lenses with High Water Content 

The recent introduction of hydrated corneal lenses of higher water content 
has reduced further the under-water reflectance of their surfaces. The stan­
dard autostigmatic microscope can no longer give an image, even when fitted 
with crossed polarizers and a retarder . But the design of the new microscope, 
with the beam splitter in front of paired objectives instead of in the usual 
position behind the objective, leads to an instrument with very low stray 
light. It is low enough for the reflected images from the new lens materials 
to be seen . It is possible that this use of the instrument for measuring the 
curvature and sagitta of such lenses will prove even more important than its 
ability to measure the full surface shape. 
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~ Photograph of high-aperture microscope 
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Topographical and Tear Film Thickness Measurements of the Cornea 
of the Human Eye 

R. Buschner, O. Henrich, and J. Bille 
Institute of Applied Physics, University of Heidelberg 
0-6900 Heidelberg, Fed. Rep. of Germany 

Introduction 

A common procedure for documentation of the anterior segment of 
the eye is taking slit-lamp photographs. To analyse these imag­
es a film has to be developed first, before density distributions 
or geometric quantities, e.g. curvatures of the cornea or lens 
can be evaluated. For immediate analysis of these quantities a 
new technique has been developed using a TV-camera and digital 
image processing methods. In order to measure the tear film 
thickness a white-light interference method has been used. 

Experimental set-up 

The experimental arrangement consists of an optical and electro­
nical part (Fig. 1). The anterior segment of the eye, including 
cornea, anterior chamber, and lens, is illuminated by a conven­
tional slit-lamp, with 8.5 mm slit height and 100 ~m slit width. 
The scattered light is focused on a TV camera at an angle of 40° 
corresponding to the optical axis of the slit lamp. 

The problem of imaging an optical section through the anterior 
segment of the eye is that of limited depth of focus. This probl-

Sync. 
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Fig. 1 Experimental set-up 
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Image plane 

Fig. 2 Imaging according to Scheimpflug'g principle 

em can be overcome by using the principle of Scheimpflug [1,2]. 
This principle states that the image on an obliquely positioned 
object is formed such that the planes of object, image, and objec­
tive intersect (Fig. 2). 

To utilize this principle one can either tilt the objective or 
the image or both of them. In the present arrangement the image 
plane has to be tilted to obtain the depth of focus. Instead of 
tilting the image plane a 60° prism was used (Fig. 1). 

The analog TV signal is read into a digital picture system 
with a resolution of 192 x 128 pixels per frame with 8 bits 
depth, corresponding to 256 intensity levels. The data can be 
stored in the refresh memory and transferred to a PDP 11 mini­
computer for further processing. To display the coloured data, 
the function memory assigns a special colour code to every in­
tensity level. 

Results 

An image of the anterior segment of the human eye is presented 
in Fig. 3. The colour code is displayed on the right side. The 
color at the bottom of the color column corresponds to the low­
est, that on top to the highest intensity level. The curvature 
and thickness of the cornea and the anterior lens capsule can 
easily be seen. As a result of the low signal-to-noise ratio it is 
difficult to resolve details of the structur of the lens, e.g. 
disjunction zone, anterior cortex or nucleus. This can be de­
monstrated by the intensity distribution of a single TV line. 
To obtain better data for evaluation of the curvature image 
processing techniques like thresholding and differentiation 
(Fig. 4) are used. 

The curvature of the cornea is described by a least squares fit 
to a circle. The radius is computed to rc = 8.4 mm. For comparis­
on the radius of the same cornea was measured with a convention­
al instrument in an eye clinic Using this method a radius 
rh = 7.8 mm was found. The deviation from the computed radius 
is 7%. 
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Fig. 3 Image of the anterior segment of the eye 
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Fig. 4 Differentiated image of the anterier section of the eye 

Discussion 

The calibration error is about 3 % assuming an error of 2 pixels. 
The limited resolution can clearly be seen in Fig. 4. The central 
region of the corneal image is not curved but represented by a 
straight line. For this reason a principle error remains. These 
errors can be reduced by using a digital system with higher re­
solution. A system with 1024 x 625 pixels per frame and 1 bit 
depth is in preparation. A higher signal-to-noise ratio is very 
important for evaluation of the lens geometry and to obtain 
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better contours of the anterior and backsurface of the cornea. 
The usual halogen lamp for slit lamp illumination is replaced 
by a XBO lamp. The slit illumination is performed by using a de­
flecting mirror scanner. With this system and further optical 
corrections of residual geometric errors of the vidicon target 
an error of less than 2% is expected. 

Another scope is the measurement of the tear film thickness 
of the human eye for studying the dynamics of tear film rup­
tures - important for wearing contact lenses. The main problem 
is the small amount of reflected light due to a refractive ind­
ex difference of about 6n ~ 0.05 between the cornea and the tear 
film. 

The system cornea-tearfilm is simulated by 5 different sing­
le layer specimens with the same thickness of 0.8 !lm and 6n 
ranging from 0.05 to 0.8. A white-light XBO lamp is used ·for il­
lumination. The incident beam is reflected by the upper and .low­
er surface of the layer. The resulting interference pattern is 
analysed in a grating spectrometer with a line array of 512 pho­
todiodes [3). For correcting the spectrum the data were normaliz­
ed corresponding to the reflectivity of the glass substrate and 
fed into a microcomputer. The extrema of the modulation are used 
to evaluate the thickness of the layer with an accuracy of about 
5 - 10%. 

This work is supported by the Deutsche Forschungsgemeinschaft. 
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In situ Measurements of the Geometrical and Optical Properties 
of the Anterior Segment of the Eye 

J. Politch, Mo Oren, and M. Segal 
Department of Physics, Technion City, Haifa 32000, Israel 

S. Hyams 

Department of Ophthalmology, "Ha-Carmel" Hospital, Haifa, Israel 

Abstract An oatical system for measuring in situ the geometrical and oati­
cal proaerties of the anterior segment of the eye is described. The measure­
ments provide in one case the evaluation of the product of the thickness "t" 
by the index of refraction "n", and in the second case that of the ratio 
between these parameters. From each two corresponding equations, it was pos­
sible to obtain "ti" and "n i for every layer. 

Introduction The problem of evaluating in situ the thickness "t" and the 
lndex of refraction "n" of every layer of the anterior segment to the eye? 
as well as the interpretation of the obtained results were found to be qUlte 
difficult tasks from the practical point of view. 

In a multilayered system the reflected and the transmitted intensity are 
dependent on the incident angle, the indices of refraction ni and the 
thicknesses tjof every layer i. If the material is composed of N layers, 
there are 2N measurements of intensity (for 2N angles of incidence) in 
order to define the ni and ti parameters of every layer. There is another 
way to define these properties - achieved by measuring the angular distribu­
tion of the reflected intensity for a fixed angle of incidence. This type 
of solution is more complicated and is less accurate, since the mathematical 
treatment is derived from a geometrical-optics point of view, which does not 
take into consideration diffraction and scattering problems. Therefore,an 
integration over the whole beam is required. This measurement is limited 
to certain angles of incidence due to total reflection of the first layer, 
or between any two layers. There is a limit in the angular resolution of 
the reflected intensity, which limits therefore the accuracy of ti and ni. 

Proposed here is a third way for obtaining these parameters, which seems 
to be simpler, applicable for in situ measurements, and with a reasonable 
accuracy. The system is based on a Michelson interferometer with variable 
imaging properties. 

Measuring Flat Layers by Their Parameters Deformation of ni and ti 
must be accomplished through their parameters, defined by: n=t-n and ~=t/n. 
The number of layers N will be defined by the number of times that a focus 
will be reached from the concentric circles by sliding the lens. This 
method also defines the number of interfaces (N+l) between the layers. The 
focusing regions are applied as well in order to determine the parameter ~: 

L1i + [(L~) - 2f)2 - 2f2]~ 
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n· was calculated from the optical path that the rays pass from Xoj and 
xoi to the inclined beam splitter: 

= xo(i+l) - xoi _ 1[L(i+l)a(i+l)~x(a(i+l)2_ 1) 
ni 2 2 1 2 

_ x ] P(i+1)m 
o(i+1) Xo (i+1) 

where a (i) = f In the case 
Pin 

« 1, a simpler formu-
2[d il - x - f] xoi 

lation can be obtained: 1 - xoi ] ni = "2 [Xo(i+1) 

Measuring Curved Layers by Their Parameters The image of a point source 
passing two curved surfaces is based on the images obtained from every 
layer. The analysis distinguishes between the case when the distance v 
from the point source to the lens is larger or smaller than the front focal 
length fl of the first separating layer Ll' 

Case No.1 v < fl' Fig.l describes schematically the ray tracing for three 
layers. 
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\ 
\ 
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~~ 

Figure 1: The image of a point source for 3 layers, when v < f 1 • 

L is a point source. Assuminq OF I = CF 2 = f l ; OF 2 = CF l = f l ; OIF = FC f 
IhR 2 ; CO = CAl = CA 3 = Rl ; COl = CA 2 = R2 ; 001 = d = RI-R 2 = Rl - 2f; 
LO = v; v < f l ; LC = RL = Rl + v; one can get 
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And in a similar way one can find 

L C - (V+RI~ f2f 
RL 3 2 - ( v+R I ( f I +f) - ( f I -V ) f ' 

+ ~ = Vf2(RI-f) + RI(fl-V)(RI-2f) 
V2 = UI vf2+ (fl-v)(RI-f) I 

Case No.2 v > fl , again 3 layers, and a point source located at L, so that 
LO I = v from the l-st surface EI. Therefore 

_ RL-f l _ (V+RI) fl 
RLI - RL-f l - v-f l 

u - d 
(V+RI) fl + 2f(v-fl) 

V-fl 
_ vl-f 

, and ul - vl-f 

and, simil arly. V2 u + d = fl(V+RI)(RI-f~ + RIf(v-fl) 
I (v+R I ) fl + f v-f l ) 

(V+RI) f2f 

Measuring Procedure The measurable parameters are: a. Object-image dis­
tances tl and t. b. Distances between the images fi. c. The height of 
the object h and its images hI' h2. From these parameters it is possible 
to calculate the magnifications ml' m2 and m according to: 

2~-RI 
R 

2~-R 

_ R 2~-RI 
- Ri". 2~-R 

R, can be solved by the following equations: 
RLRI 

R =-­Ll 2RL -Rl ' 

2~-Rl 
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These three equations are solved in the case of ml«l (when the object is 
far from ~l)' so that m13«m12, 

Rl~ 2 1; ml+/2h2+~12 
ml 1+4ml+2mlz 

In a similar way the radius R was calculated: 

In order to define R2 and therefore d and n2. a "comparison measurement" 
with known material parameters has to be performed. 

Measuring Results The first measurements with the technique proposed here 
were performed with three layers of known dielectric constants ni and thick­
nesses ti. The measurements showed a good agreement with the parameters 
of every layer; the differences in n. were smaller than 0.1% and in ti even 
better. ' 
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Analytic Recontruction of the Human Cornea by Means of a 
Slit Lamp and Digital Picture Processing 

S. Fonda, B. Salvadori, and D. Vecchi 

Clinica Oculistica Universita di Modena, Italy 
Industrie Ottiche Riunite, lOR, Porto Marghera, Venezia, Italy 

1.. I ntroduct ion 

Photographic investigation of the human cornea and lens is widely used in 
ophthalmological clinical practice in order to achieve measurements of optical 
parameters of the anterior segment of the eye [1,2,3]. 

Some problems arise when dealing with lens parameters ( power, curvature, 
size, width, etc. ), mainly due to the poor focus depth of the ordinary ver­
sion of the system used for ocular examinations, that is, the slit lamp. 
Duly modified according to the Scheimpflug's principle [~, the slit lamp 
photographic recording system produces good results. However, if only the 
geometrical shape on the corneal surface must be emphasized, no focus depth 
problem needs to be solved and direct measurements can be performed. 

The aim of this paper is to present a procedure to reduce the number of 
trials and therefore the time necessary to design the optimal contact lens 
to be applied either to infants after cataract surgery, or to adult patients 
affected by keratoconus. 

Both situations are critical. The first because it involves a still plas­
tic and rapidly developing visual system; in this case sharply focussed im­
ages, with the same magnification in the two retinas are needed for the proper 
development of the binocular vision. The second one, because it often presents 
a very irregular corneal surface which doesn't match a sphere, as one would 
expect for a simple design of a contact lens. 

In conclusion, both situations require a suitable design procedure for the 
clinical application of the optimal contact lens. 

2. Methods and Results 

The procedure we used is derived from a principal project, the aim of which 
was to reconstruct the optical features of a human eye by means of optical 
methods (the use of ultrasounds may be an alternative method, of course). 

So, all the steps of the following description are largely biased by the 
original aim of the whole work. 

The images of the anterior eye media (cornea,acqueous, lens and anterior 
part of vitreous) were taken by means of a slightly modified Zeiss photograph­
ic slit lamp, the most important part of which is reproduced in Fig. la-b. A TV 
camera (high sensitivity NOCTICON tube, of 250 mA/lumen, spectral response 
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Fig.1a Slit lamp with TV camera; mark­
ed portion explained in Fig.1b 

Fig.1b Frontal view,arrow 
indicates slit light exit 

S20, Thomson) was mounted on the slit lamp and the TV signal fed int.o a TESAK 
VDC501 system for acquisition and image process ing, connected to a PDP 11 / 03 
computer. The definition of the images was 256x256 pixels, with 256 gray lev­
els. 

The camera's and subject's visual axes coincided as indicated in Fig.2. 

Six images were acquired, normally at equally spaced angles during rota­
tion of the slit light axis (±20, ±40, ±50 degrees), and were observed on 
a color TV terminal. 

The constancy of the eye alignment was continuously controlled by means 
of another TV monitor in such a way that the corneal image acquisition wa s 
performed only when the subject's pupil image fell in a predetermined area 

subject's 

~
ens . / 

. cornea 
outgOing\~ 
slit ligh~ " 

.@"ffi lncoming 
"V image 

objective 

TV 
camera 
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Fig.2 Schematic top view of the slit 
lamp TV system 



Fig.~ Lens (L) and cornea (C) of 
a human eye after picture processing 
for edge detection 

Fig.4 Fitting of the anterior cor­
neal profile with a circle equation. 
Arrow indicates experimental points 
and the beginning of the theoretical 
profile. 

on the screen. The acquisition time was 20 msec, which revealed to be a suf­
ficiently short time interval to get images without motion blur. The contrast 
was enhanced by gray level histogram equalization, noise filtering and edge 
detection for improving the appearance of the features on the pictures (re­
fer to Fig.3). For this reason, special purpose software has been developed 
in Fortran and Macro 11-Assembly l anguages. 

When the corneal profile was clearly detected on the picture, it was fit­
ted by a circle equation using chi-squared criterion (refer to Fig.4). The 
experimental points were sel ected among those indicated by the crossing be­
tween a 32stripes grating superposed on the picture and the profile itself. 

The superposition effect was obtained exploiting the "graphic plane" op­
tion of the TESAK VDC501. 
The choice of the experimental points was performed manually, moving a cur­
sor on the screen through the TTY keyboard. 
The theoretical profile was finally corrected according to the recording 
angle ("rotation angle")(refer to Fig.2) and referring it to Cartesian coor­
dinates with the origin in the corneal vertex. In this way, a spherical sur­
face interpolating the original cornea was obtained. Sufficiently good re­
sults are gained in normal adult corneas with circle equations . 
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Fig.5 Processing of a keratoconus 
profile. C cornea, T theoretical fit­
ting curve 

It is clearly shown in Fig.5. however, that keratoconuses cannot be fitted 
by a spherical surface. In these pathological cases aspherical surfaces are 
the best solution for the contact lens design and we think that the proce­
dure we are following may be suitable, time saving and precise enough to 
be applied to reach this aim. 

3. Conc 1 us ions 

We think that the TV fitting procedure offers the following advantages over 
photographic methods : 
- the optimal corneal surface equation comes out very rapidly from the 

fitting procedure; 
- it enables an easy control of the eye position through the observation of 

the pupil image; 
- the images are directly stored on a storage device (we used floppy disks) 

or on video tape. 
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A New Noninvasive Optical Method for Studying Binocular Vision 
by Infrared Image Processing 

J. Bille. H. Helmle. and K. MUller 
Institute of Applied Physics, University of Heidelberg 
D-6900 Heidelberg. Fed. Rep. of Germany 

For the diagnosis of irregularities in the movement of the hori­
zontal eye muscle the z-transformation function of the measured 
saccadic eye movement is evaluated with the help of parameter 
estimation procedures. The constants of the transformation func­
tion are used as parameters for the classification of the sac­
cades. These can unequivocally be described with high accuracy. 

Introduction 

The most frequent eye movements are the ones in horizontal di­
rection in the range of +/-15° with regard to the primary posi­
tion. They are controlled by the musculi recto lateralis and me­
dialis. If one takes into consideration that 20 - 40 % of all 
strabismus patients have to be operated a 2nd time [3] it becom­
es obvious that a better quantitative diaqnostic method is neces­
sary. Such measurements on the eye should be accomplished non­
contactively and with as little inconvenience as possible for 
the patient. The mechanics of the muscles should be described 
with only a few parameters. In [2] it was suggested for the first 
time to use parameter estimation procedures for the eye muscle 
diagnosis. In this work [2] the theoretical pre-conditions are 
examined for gathering constants of the eye muscle from a mechan­
ical excitation of the eye ball with the help of a pincette at­
tacking at the limbus and the eye-movement resulting from it. 
We present a method with which evaluation'of muscle parameters 
are possible just from the natural eye movement. 

Control of Eye Movements 

Figure 1 shows a principle model of the oculomotoric system [1]. 
The pursuit eye movement is a system which is regulated conti­
nuously [5]. Aparameterisationof this movement discribes the 
reguLation mechanisms but not the mechanics of the muscle. Sac­
cades are induced when the eye cannot follow the fixation point 
with the pursuit movement system. These are jumping, very fast 
movements of about 20 - 50 msec duration and an angular amplitu­
de of up to 50°. The saccades are figured in advance and proceed 
according to a certain scheme. Therefore, they depend only on 
the innervation structure and the mechanical characteristics of 
the muscle. Hence, it is possible to deduce mechanical charac­
teristics of the muscle from saccades. The fixation movement con-
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sists of microsaccades with an angular amplitude of ca. 5' and 
a frequency of 80 Hz. This movement is too small and too fast 
to derive parameters from it. 

Experimental Set-Up 

Figure 2 shows the scheme of the experiment. The head of the 
test person is fixed by a holding device with a chin support and 
a holder for the forehead. The eye is illuminated from the top 
by infra-red light. The detector is fixed underneath the eye. 
The fixation target is a light point jumping into horizontal 
direction on an oscilloscope screen. The analog signal of the 
detector is stored on discs via an AD converter with the help 
of a microcomputer. For parameter estimation the data are trans­
ferred to a PDP 11/60. 

Ko+K, K1 r 1 
)(1 eo eo Xo So 

J!.. + ·F dt 

I----F 

Xo K1 K1 +K2 x1 0 
81 ~ 

a) b) 

Fig. 3 a) Equation, b) simplified model of an eye muscle 
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Mechanical Model of an Eye Muscle 

Figure 3 shows the mechanical model of an eye muscle [2]. For 
simplification it was assumed that the muscle is constantly in­
nervated and that all constants are independent of time. The 
behaviour of this model can be described by a set of differen­
tial equations given in Fig.3a. 

Parameter Estimation 

By Laplace transformation the system of equations (1) can be 
linearized: 

x (s) 
o 

G(s) = ~ 
s + A 

B(s2 + Cs + D) 
(2) 

After the insertion of a hold term of zero order, equation (2) 
can be written as a z transformation: 

H·G(z) H 

b 1 + b 2 
with V = 

1 + a 1 + a 2 

-1 
1 + a 1 z 

(3) 

This is a transformation function of 2nd order with one pole 
and two zero positions. Together with the amplification 4 con­
stants can be calculated from it if one presumes one constant 
of the muscle model. If xo(t) and F(t) are known, the paramet­
ers of the z-transformation function can be estimated. There­
fore, the following methods are used: method of the least squar­
es, method of the instrumental variables, and correlation ana­
lysis. An exact description can be found in [4]. If a step 
function is used as an input signal the parameters of the z­
transformation function can be estimated with an accuracy bet­
ter than 3 %. The saccades can be reconstructed from the para­
meters calculated. 

It is not possible to estimate the parameters directly from 
the measured data. For simplification we assume that the un­
known innvervation and the resulting force of the muscle act 
in form of step functions. The force derived this way and the 
movement measured are then normalized to the same amplitude. 

Results 

Measurements and parameter estimations were performed on heal­
thy and sick persons. The result from a patient with the Duane 
syndrome on the left eye is presented in Fig. 4. Table 1 shows 
the r~sult of a discriminance analysis of the parameters esti­
mated of 38 saccades and a following classification on the bas­
is of discriminance functions. With the exception of group 3 
all saccades can be classified well. Out of the three saccades 
of group 3 two are completely in the regular range in which no 
error innervation takes place. 
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Table 1 Classification of the saccades 

number of classification direction group 
saccades right wrong 

eye 

1 8 7 1 L R -+ L 
2 13 12 1 R R -+ L 
3 7 4 3 L L -+ R 
4 10 10 0 R L -+ R 

Discussion 

With the procedure presented saccades can be described unequivo­
cally and can unambiguously be classified for a diagnosis. A re­
calculation of the parameters estimated from the constants of 
the model is impossible so far since a real saccade in contrad­
iction to the one assumed here is determined by 2 muscles. Besid­
es this, the innervation structure of a muscle does not consist 
of one but of two jumps. But it only makes sense to take this 
into consideration if the transformation function of the two­
muscle model [1], a system with 2 inputs and one output, can be 
estimated. 
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Applications of the Nonlinear, Visual Operator 
"Lateral Inhibition" in Image Processing 

A. Kriete, and S. Boseck 
Fachbereich Physik der Universitat Bremen, Postfach 330440 
D-2800 Bremen, Fed. Rep. of Germany 

1. Introduction 

There have been some attempts to emulate a possible focussing 
mechanism of the human eye in technical optics, simulating la­
teral inhibition [1]. To study the basics of practical applica­
tions, this physiological principle was optically and informa­
tion theoretically investigated in the human visual system 
(HVS) • 

2. Method and Material 

A model for the HVS spatial frequency response was constructed 
by considering the system to be linear, isotropic, invariant in 
space and time, monocular and monochromatic. This paper discus­
ses threshold vision for the object f and its image f' on the 
basi,s of the block diagrams as follows [5]: 

f--IE.ill--@- f I or f ~ f'. (1) 

The MTF represents the low pass of the physical eye as a spa­
tial detector. The retinal transfer function (RTF) manifests 
the neural inhibition and a high pass gives rise to a subjec­
tive brightness perception, which differs from what one might 
physically expect, e.g. Mach band patterns. Following the multi­
plication theorem, a bandpass results. Here it can be called 
idealized modulation perception function (MPF) , because it re­
lates the reciprocal of the modulation threshold to detect si­
nusoidal gratings to the spatial frequency, but does not incor­
porate noise or experimental effects. 

Such idealized functions are given in [2] and were chosen 
now as fundamentals, taking into account the system nonlineari­
ties of different light levels (10 to 10-2 rnL background luminan­
ce). The MTF low passes were obtained with the help of Lorentz 
functions. With the relation MPF/MTF=RTF, the RTF high passes 
could be found. Using a Fourier Transform (FT), the conditions 
in the spatial domain could be treated. 
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3. Results 
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Fig. 1 Spatial domain (10- 2 mL) 
The inhibition function results by substraction of the input 
function (FT of MTF) from the output function (FT of MPF) or 
receptive field. This procedure follows the idea of unsharp 
masking. 
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Fig. 2 Equivalent bandwidth 
This half-logarithmic representation shows a falloff for the 
MPF, less than in the case of HTF, i. e. inhibition is reduced 
for lower luminances. As a defocussing simulation, the constant 
RTF gives the best focus criterium. Therefore, the data are 
normalized to 1. 
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4. Discussion 

Photographic materials having a transfer function with adjacency 
effects give rise to "ghost structures". This phenomenon does 
not occur in the case of the "physiological adjacency effect", 
because the RTF's were found not to be greater than 1. 

The information density in bits per area of one diffraction 
disc [3] with the aperture F is: 

(2) 

-1 The results are 2.6 (10 mL), 1.0 (1 mL), 0.42 (10 mL) and 
0.2 (10- 2 mL) for A= 550 nm. R was chosen to 100, which means 
a good perception of fine details. In comparison to the MTF's 
alone, there is a loss of information density of about only 1%. 
Lateral inhibition therefore affects the ability of distinction 
surprisingly little. The equivalent bandwidths of the MPF's 
show a reduction with falling luminances, but this effect is 
less than ,in the case of the MTF's. Inhibition might cease at 
very low luminances. The qualitative defocussing simUlation 
takes a constant RTF into account and gives the greatest gra­
dient. If one considers the normalized bandwidth as a compari­
son of focus criteria (the maxima are 27.2 for the MTF and 11.4 
for the MPF) , the constant RTF high pass is the best method. This 
is also the equivalent explanation of the behaviour of the 
"Biofocus" [1] in the spatial domain. The results predict qua­
litatively experimental data given in [4]. According to (2) the 
information density, using different MTF's and a constant RTF, 
should come to a maximum in the focus as well. 

When smoothed, the inhibition functions in the spatial do­
main (Fig. 1) have a structure similar to unsharp masking. 
RATLIFF (1965), ROHLER (1967) and HALL (1979) combined lateral 
inhibition with this idea, MACH (1865 onwards), HUGGINS and 
LICKLIDER (1951) proposed differentiation methods as a model 
(for details see [5]). An algebraic procedure to simUlate late­
ral inhibition could be found: 

f. denotes the input-function, f t the output function, a 
i§na weighting factor and ~the L~~Iacian operator. 

(3) 

Also the definition of acutance uses this operator [5], 
valuing the shape of an edge, and not resolution or contrast. 
It is no surprise that exactly this definition denotes the best 
correlation to the subjective sharpness impression as it works 
close to the HVS. A double slit simulation showed no improved 
resolution in the case of lateral inhibition, as the improve­
ment of the central image sharpness suggests. This is clear 
from the frequency domain, because the high frequency part of 
the MTF and MPF was assumed to be equal. 
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5. Practical Applications 

Practical applications of lateral inhibition lie in the field 
of image enhancement. The subjective image interpretation can 
be improved, without the occurrence of "ghost-structures" and 
the information content is only slightly reduced. This is part­
ly fullfilled in X-ray diagnostics by Logetronic. A further 
appl~cat~on of lateral ~nh~b~t~on ~s ~ts use as a focus crite­
rion. This can be achieved in the spatial domain, using simple 
algorithms, or in the frequency domain, using the equivalent 
bandwidth. Experiments with microscopic, photographic focal 
series showed that the criterion lateral inhibition gives the 
sarne focus point as other, e.g. sum modulus difference and 
gray level variance. 

The result in Fig. 3 stands for a grating (object micrometer) 
and an objective PL FL 10/0.30. The human observer has an im­
pression "sharp" at values greater 0.5. 
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Visual Resolution of Colours in Overlapped Patterns of 
Two Colours with Sinusoidal Intensity Distribution 

M. Pluta 
Central Optical Laboratory, Warsaw, Poland 

1. Introduction 

For many applications in science and technology it is interest­
ing to know the visual spatial resolution of two colours with 
sinusoidal intensity distribution. For simplicity such a colour 
pattern is outlined one dimensionallv in Fig. 1. The colours are 
marked by A' and A" , and light intensity is denoted by 1. The in­
tensity oscillates spatially between a minimulll and a maximum 
value resulting in a pattern of dark and bright fringes. 

Suppose one pattern, e.g. A", is moving with respect to the 
other. Then it is interesting to evaluate the minimal displace­
ment r m, which is not perceived by the human eye. This displace­
ment is named the visual spatial colour resolution or visual col­
our acuity. If r<rm, then black fringes are perceived without 
any colouring, and, on the other hand, if r is slightly greater 
than r m, these fringes are black in their middle, but they are 
slightly coloured on their sides. When r is considerably grea­
ter than r m, the black fringes disappear. 

It is difficult to produce optically two sine-wave patterns 
with different colours but the ~ame period, as indicated in 
Fig. 1. However, it is easy to obtain such patterns with dif­
ferent periods p'and p", by using an interferometer equipped 
with monochromatic light sources emitting different wavelengths 
A' and A". Such a procedure has been used in this work. 

Fig. 1 Two overlapped patterns with different colours and si­
nusoidal distribution of light intensity 
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2. Experimental Apparatus 

Patterns of two colours with sinusoidal, more exactly sin2-like, 
intensity distribution have been produced using a double-refract­
ing interference microscope with variable wavefront shearing 
(Fig. 2). A detailed description 
of this system is given in a pre­
vious paper [1). Its characterist­
ic feature is a combination of 
two simultaneously acting bire­
fringent prisms, WI and W2 , in­
serted between two crossed polar­
izers P and A. These are Wolla­
ston type prisms made of quartz 
crystals. One of them, WI, is 
located just above the microscope 
objective Ob, and is rotatable 
around the objective axis. The 
rotation enables the amount of 
wavefront shearing to be changed. 
The other prism, W2 , is placed 
in the microscope tube, and can 
be moved in a transverse direc­
tion t using a micrometer screw 
FS attached to the prism. This 
translation serves for shifting 
the phase between sheared light 
waves and, simultaneously, for 
measuring the period of interfe­
rence fringes observed in the 
microscope image plane tt'. Only 
the prism W2 gives interference 
fringes in this plane, whereas 
the prism Wl produces a homogene-

n' 

Fig. 2 Basic optical ele­
ments of a double-refracting 
interference microscope used 
in the experiments 

ous interference. The interference pattern is observed by means 
of an eyepiece, not shown in the figure, fitted with a cross­
line. The period of fringes depends on the apex angle a2 of the 
prism W2 : the greater this angle the smaller is the fringe per­
iod. The prism Wl can be oriented at four characteristic posi­
tions relative to the prism W2 : additive, as shown in Fig. 2, 
crossed left-handed, crossed right-handed, and subtractive. For 
experiments presented here the subtractive position is most 
convenient, because the slit S of the diaphragm D, located in 
the front focal plane of the condenser K, can be relatively wide 
if the apex angle al of the prism WI is comparable with a2. In 
this case the slit S is oriented parallel to the apex angle 
wedges of the prism W2 , and it intersects at an angle of 45° 
the axes of the crossed polarizers P and A. The condenser slit 
is illuminated with two monochromatic light beams of wavelength 
A I and A ". 

Highly monochromatic light sources were used: He-Ne laser 
(A = 632.8 nm), Ar laser (A = 514.5, 488 and 457.9 nm), and 
He-Cd laser (A = 441.6 nm). Additionally, a HBO lampwas applied, 
from which green light (A = 546.1 nm) was extracted by using 
an interference filter. Simultaneously, two light beams with 
different wavelengths were directed to the condenser slit. Both 
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beams produced independently two interference fringe 9atterns 
in the image plane of the microscope. These patterns were ob­
served simultaneously as a mixed pattern, or alternately as 
single patterns if one of the beams was stopped. Both beams 
were adjusted so that they generated black interference fringes 
of zero order exactly at the same place of the image plane TIl. 

Coherent noise 9roduced by highly coherent laser light was sup­
pressed by a rotating ground glass. 

3. Experiments 

For each combination of two wavelengths the fringe periods were 
measured with great accuracy. Inaccuracy has been estimated to 
0.2 ~m. It is not difficult to obtain such a result, because 
the highly monochromatic light used in the experiment gives a 
great number of identical interference fringes. Thus, one can 
measure not only single spacing between two neighbouring black 
fringes but considerably greater distances, e.g. between fringes 
of zero and 10-th or even SO-th interference order. 

Next, the mixed interference pattern consisting of two sys­
tems of fringes produced by two light beams of wavelengths A' 
and A", was observed. Characteristic feature of this pattern is 
tuning of adequate interference fringes. The tuning is not exact 
but runs with a smaller or greater disaccord which can be used 
for measuring the visual colour resolution, because this disac­
cord results in a smaller o~ greater colouring of the tuned black 
interference fringes of different orders. One can easily evaluate 
visually the orders tuned without and with a very small, just 
perceptable coloration. Knowing the fringe periods p' and p" one 
can determine the disaccord in tuning of the observed orders. 
This disaccord is exactly the measure for the visual s9atial col­
our resolution rm. 

The measuring procedure is shown more in detail in Fig. 3 which 
represents two overlapped systems of interference fringes produc­
ed by red and blue light beams with wavelengths A' = 632.8 nm and 
A" = 441.6 nm. For sake of simplicity, the upper and lower parts 
of this figure represent only the fringes for A' and A", respec­
tively. Fringe spacings for these wavelengths, as well as for 
the used interference system, are p' = 219 ~m and p" = 147 ~m, 
respectively. As seen, 3p" is only slightly greater than 2p', 
and the difference Ab = 3p"_2p' = 3 ~m. If the interference sys­
tem is adjusted so that the zero order interference fringes for 
A' and A" are exactly in coincidence, then black fringes of the 

M 
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Fig. 3 Two systems of overlapped interference fringes 
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3-rd order for A" and 2-nd order for A' are nearly in tuning. A 
sufficient tuning is also shown for black fringes of the 6-th or­
der of A" and the 4-th order of A', as well as for fringes of the 
9-th order of A" and the 6-th order of A', because respective 
disaccords Ab = 3 ~m and Ab = 12 ~m are not distinguished by 
the human eye in the case under consideration. The respective 
tuned black fringes are visible without any red and blue colora­
tion. A noticeable colouring is observed for Ab = 15 ~m. Thus, 
the threshold perception of colouring,and therefore, the visual 
spatial colour resolution r m, ranges between 12 ~m and 15 ~m. 
The interference patterns were observed under 12.5 x magnifica­
tion. For the naked eye r has in this case a value between 
0.15 and 0.19 mm. m 

4. Results 

The results for different combinations of two wavelengths A' and 
A" are presented in Tab. 1. The values of rm are averaged data 
obtained from a number of people of the author's laboratory. The 
differences between the individuals have been quite small, in 
general not greater than 0.001 to 0.002 mm. For the naked eye 
r m, as well as p' and pH, given in Tab. 1 should be multiplied 
by 12.5. 

Table 1 Visual spatial resolution r of different colours in 
overlapped interference patterns m 

Number of two A' p' All p" r 
m 

wavelengths [nm] [~m] [nm] [ JlID] [ Jl!!l] 
combination 

1 632.8 219 441.6 147 12 
2 632.8 219 457.9 153 10 
3 632.8 219 488.0 165 6 
4 632.8 219 514.5 175 7 
5 632.8 219 546.1 187 8 
6 546.1 187 441.6 147 10 
7 514.5 175 441.6 147 9 

From these results it can be gathered that for each combina­
tion of two colours, containing a wavelength in the deep 
blue spectral range (A = 441.6 and 457.9 nm) the visual spatial 
resolution rm is worse than for any other pair of colours. 
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Speckle Pattern Stimulator for Visual Evoked Potentials 

H. Uozato, J. Fukuhara, M~ Saishin, and S. Nakao 
Department of Ophthalmology, Nara Medical University 
Kashihara, Nara 634, Japan 

Abstract 

A new method to stimulate visual evoked potentials (VEPs) using laser speckle 
patterns is described. The principle of producing the speckle patterns is 
theoretically analyzed and an optimal optical system for stimulation of the 
VEPs is considered. The feasibility of this method is demonstrated by simple 
experiments carried out on a group of normal subjects. Application of this 
method to the assessment of the visual function of cataractous eyes is in­
vestigated. 

1. Introducti on 

Visual evoked potentials (VEPs)are gross electric signals generated in the 
occipital cortex in response to visual stimulation. Analysis of VEPs is be­
coming a common clinical test for objective diagnosis of the function of the 
visual sense [1]. Especially, pattern VEPs has been developed remarkably 
with the aid of micro-computer systems and commerical TV monitors [2]. How­
ever, these conventional pattern VEPs are strongly affected by refractive, 
accommodative, and fixati~n states of the subject's eyes. Although these 
methods are applicable for objective determination of refraction [3], it is 
necessary to correct fully these factors for the assessment of visual func­
tions. In infants and patients with refractive or accommodative anomalies 
which are extremely difficult to correct, the conventional pattern VEPs 
are of no use in clinical diagnosis. 

We propose a new method for the stimulation of VEPs using laser speckle 
patterns [4,5] that overcomes these drawbacks. The speckle patterns are pre­
sented to the subject's retina regardless of the refractive conditions of 
the eye [6-8]. Therefore, it is possible to obtain VEPs directly in the sta­
te of uncorrected eyes. This method is also applicable to the assessment of 
visual functions of cataractous eyes, which could hardly be performed by 
conventional methods [4,5,9]. 

2. Principle and Method 

When an optically rough surface is illuminated with highly coherent light, 
such as laser light, the scattered radiation possesses a marked granularity, 
or speckled appearance, and images formed by using this radiation also con­
tain annoying speckle patterns. These speckle patterns are statistical in 
nature and their statistical properties are intimately connected with both 
the statistical characteristics of the diffusing object and the coherence 
condition of the illuminating light [10-12]. The optical system of a laser 
speckle pattern. stimulator using a double-diffraction system and Maxwellian 
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view optics [13] is shown schematically in Fig. 1. When a diffuser D havtng 
a circular aperture (diameter:w) is illuminated with coherent laser light 
(wavelength:A), average speckle diameter at the subject's retina is given 
by 

a = A.fl ·fe/w.f2, (1) 

where fl' f2 are the focal lengths 
of double-diffraction lenses and f 
is the distance from the 2nd nodal e 
point of the eye to the retina. 
Then the average angular size of 
the speckles can be expressed by 

e = a/fe = A/w·M, (2) 
where M (=f2/fl ) is the lateral mag­
nification of the double-diffraction 
system. Rewriting eq. (2) the spa­
tial frequency (cycles/deg. or cpd) 
can be expressed by 

v = 0.873·10- 2·w·M/A. (3) 

From eqs. (2) and (3), it can be 
deduced that the average speckle 
size or its spatial frequency at 
the retinal plane is independent 
of the optical system of the eye. 
As the variation of the positions 
of nodal and principle points due 
to accommodation of the eye is very 
small we can neglect these effects. 
Thus, size at the retinal plane is 
independent of the refractive and 
accommodative conditions. Figure 2 
shows the relation between the 
averaged spatial frequency of a 
speckle pattern and the diameter 
of the illuminated area (w) when 
the wavelength is 632.8 nm. In ge­
neral, the cut-off frequency of the 
visual system is in the order of 
50 cpd[14]. This range of spatial 
frequencies is easily covered by 
the variation of the illuminated 
area from 50 ~m to 5 mm. 

Another remarkable feature is 
the high contrast of speckle pat­
terns. Theoretically, the averaged 
contrast of a speckle pattern is 
usually defined by a normalized 
standard deviation of speckle in­
tensity variation at the observa­
tion plane [10-12]. When an ordi­
nary diffuser is illuminated by 
laser light, the contrast of a 

Fig. 1 Schematic diagram of the laser 
~e pattern stimulator. 
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Fig. 3 Upper limit of the diameter of 
illuminating are (w) for various pupil 
sizes. 

speckle pattern is almost unity. Therefore, in our system we can observe a 
high contrast speckle pattern in spite of the refractive and accommodative 
states, and the opaqueness of the ocular medium. 
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The diameter of the stimulation field on the retina is limited by the 
aperture size (2a) in the A2-plane as shown in Fig. 1, and is given by 
1/F2, where F2 = f2/2a. 

As mentioned above, the averaged spatial frequency of the speckles is 
controlled by the illuminated area of the diffuser (w). However, the diffuser­
plane and the pupil plane are almost conjugate. When w becomes large enough, 
the pupil size determines the size of the speckles. Therefore, it is necces­
sary to make the image of the illuminated area (w) in the pupil plane smaller 
than the pupil size. This condition is expressed by w·M<¢, where ¢ is the 
pupil size. The upper limit of the diameter of the illuminated area for var­
ious pupil sizes is shown in Fig. 3. 
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Fig. 4 Schematic diagram of a speckle 
pattern stimulator for appearance-dis­
appearance and pattern shift modes. 

3. Experimental Results and Discussions 

Modulation without luminance change can be performed by two methods, pattern 
shift and appearance-disappearance. The system used is schematically shown 
in Fig. 4. A He-Ne laser and a tungsten light were used as coherent and in­
coherent light sources, respectively for contrast VEPs. A flow diagram for 
recording and processing is shown in Fig. 5. VEPs are recorded differentially by 
by two Ag-AgCl electrodes, one placed on the midline 3 cm above the 1n10n 
and the other on the right earlobe, the left earlobe being earthed. The YEP 
signals are amplified by a factor of 104 before digital conversion. The sig­
nals are recorded as the average of 100 sweeps of 500 msec, and the wave-
forms are recorded with a X-V recorder. 

Effects of refraction and accommodative fluctuation on the VEPs are 
shown in Figs. 6 and 7, respectively. One of the most excellent applications 
of speckle pattern VEPs i$ the case of an opaque ocular medium such as a 

Fig. 5 Schematic arrangement used for 
recording and processing of VEPs. 
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Fig. 6 VEP amplitudes as a function 
of spherical lens power. 
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cataract [4,5,9]. A corresponding result is 
shown in Fig. 8. As known from Figs. 6-8, 
the conventional pattern VEPs (e.g. checker­
board) are strongly influenced by the op­
tical abnormalities of the eye such as 
refractive or accommodative anomaly, kera­
toconus, corneal opacity and cataract. How­
ever the speckle pattern method is appli­
cable even in the presence of those abnor­
mal ities [9]. It is difficult to obtain 
reliable VEPs in the case of a dense and 
diffuse opacity such as a mature cataract 
even when the interference fringe pattern 
VEP method [15,16] is adopted. In this 
case, the speckle pattern VEP technique 
can be applied, because the speckle pat­
tern created with the cataractous 
lens itself is easily obtained by 
direct illumination with a laser 
beam as shown in Fig. 9. In general, 
the lens opacity is distributed spa-
tially. It is suspected that the 
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Fig. 7 VEP amplitudes as a 
function of accommodative fluc­
tuation. 

CATARACTOUS 

EYE 

Fig. 8 VEP waveforms obtained 
from a cataractous patient. Check­
erboard pattern reversal and 
speckle pattern shift VEPs are 
recorded from the same patient 
before and after operation, re­
spectively. 

averaged speckle size and contrast 
is decreased by the effect of mul­
tiple scattering. Thus, a simula­
tion experiment as shown in Fig. 

Preoperation Postoperation 

10 was performed. Figure 11 shows 
the speckle patterns obtained with 
ground glasses (a,b,c) and a ca­
taractous lens of a human eye in­
vitro (d). This result indi~ates 
that the higher the number of 
ground glasses, the smaller is the-
average size of the speckles; the 
contrast is maintained, however, 
at a high value. Therefore, this 
technique may be useful for 

240 

~~ 
(a) Speckle pattern shift 

~~ 
(b) Checkerboard pattern reversal ~ ;o,v 

Fig. 9 Application of the 
laser speckle pattern visual 
stimulation to cataractous 
eyes. 
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Fig. 10 Schemes of the arrange­
ments used for recording 
diffraction-field speckle 
patterns created with ground 
glasses (A) and a cataractous 
lens of a human eye (B). 

Fig. 11 Speckle patterns obtained with 
ground glasses (a,b,c) and a cataractous 
lens of a human eye in vitro (d). 

a mature cataract whose examination is extremely difficult with conventional 
pattern VEPs, if we give the laser safety regulations and the speckle size 
our careful consideration. 

4. Conclusion 

A new method for stimulation of visual evoked potentials (VEPs) has been 
developed using laser speckle patterns. Experiments demonstrated the fea­
sibility of the speckle pattern VEP method. It can be concluded that the 
speckle pattern VEPs are very useful in the assessment of visual functions 
regardless of the refractive and accommodative anomalies, and even in the 
presence of opaque ocular media such as a cataract or a corneal opacity, 
etc. Therefore, this method can be applied to infants and cataractous eyes 
whose evaluations are very difficult with conventional methods. Speckle 
pattern VEPs may become one of the most powerful tool in clinical tests. 

The authors wish to thank A. Koike, M.D. and S. Nojima, M.D. for their tech­
nical assistance. This work was partially supported by grants of the Mi­
nistry of Education, Science and Culture (No. 577671 and No. 577673). 

References 

DESMEDT, J.E. (ed.): Visual evoked potentials in man: New developments, 
Clarendon Press,(1977). 

2 ARDEN, G.B., I. BOOIS-WOLLER et al.: in: J.E. Desmedt (ed.): Visual 
evoked potentials in man: New developments, Clarendon Press (1977) 3. 

3 MILLODOT, M., L.A. LIGGS: Arch. Ophthalmol. 84 (1970) 272. 
4 UOZATO, H., J. FUKUHARA, S. NAKAO : J. Nara Med. Assoc. 31 (1980) 354. 
5 UOZATO, H., J. FUKUHARA, S. NAKAO: J. Ophthalmol. Opt. ~c. Jpn. 2 

(1981) 1 27 . -
6 DAWSON, W.W., M.C. BARRIS: Invest. Ophthalmol. Visual Sci. 12 (1978) 

1209. 

241 



7 FUKUHARA, J., H. UOZATO, A. KOIKE, M. SAISHIN, S. NAKAO: Folia Ophthal­
mol. Jpn. 31 (1980) 1864. 

8 FUKUHARA,~, H. UOZATO, T. r1ATSUDA, A. KOIKE, S. NOJIMA, M. SAISHIN, 
S. NAKAO: J. Ophthalmol. Opt. Soc. Jpn. 2 (1981) 123. 

9 FUKUHARA, J., H. UOZATO, A. KOIKE, S. NOJIMA, M. SAISHIN, S. NAKAO: 
Jpn. J. Clin. Ophthalmol. 35 (1981) 1009. 

10 GOODMAN, J.W.: in: J.C. DaTnty (ed.): Laser Speckle and Related Phenomena, 
Topics in Applied Physics, Vol. 9, Springer, Berlin, Heidelberg, rjew York 
(1975) p. 9 

11 YAr1AGUCHI, 1.: Jpn. J. Optics (Kogaku), 3 (1974) 128. 
12 ASAKURA, T.: in: R.K. Erf (ed.): Speckle metrology, Academic Press 

(1978) 11. 
13 WESTHEIMER, G.: Vision Res. 6 (1966) 669. 
14 KAWARA, T., H. OHZU: Oyo-Buturi, 41 (1977) 128. 
15 SUGIMACHI, Y.: Acta Soc. OphthalmOT. Jpn. 82 (1978) 398. 
16 ARDEN, G.B., U.B. SHEORY: in: J.E. Desmedt-red.): Visual evoked poten­

tials in man: New developments, Clarendon Press (1977) 381. 

242 



Part VI 
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A-I030 Wien, A~stria 

1. The Renaissance of ~loire Techniques 

Moire techniques are promising methods of applied optics with important con­
tributions to medical and biological applications. Undoubtedly moire topo­
graphy is not the central part of optics in the biomedical sciences, but it 
is a method which produces images which are easy to recognize and in which 
the image processing is not too sophisticated. The result can be aesthetic 
in the case of a technical object and sometimes frightening in clinical use. 

The term "moire" itself has a biological origin. The shiny material made 
of the wool of angora goats was called "moi re" in French and "mohair" in 
English. Since the 12th century a special finishing of textiles produces 
dull and shiny waves. These materials are called Moire Seide or watered silk. 

The basic optical effect was noted by Lord RAYLEYGH as early as 1874 
[1]. But within the following sixty years only little work was done, so that 
in 1964 STECHER concluded in a paper published in the American Journal of 
Physics: "It is odd that no recent optics text ... even mentions moire 
fringes. Our engineering colleagues have been using the effect advantageously 
for about 20 years ... " [2]. 

In 1970 the renaissance of the optical moire effect was initiated by 
three papers, which were published in the Journal of Applied Optics by 
TAKASAKI and by the American authors ALLEN, MEADOWS, and JOHNSON [3-5]. The 
greatest contribution came from Professor TAKASAKI, and it is my personal 
view that the "pretty biology" of TAKASAKIs object contri buted a lot to the 
success of moire topography in biology and medicine. But there are three 
other points concerning the explosive spread of moire techniques. 
1. Scientists were well prepared to accept interference-like patterns. 
2. They had learned to process images. 
3. They continued summarizing and defining the field of optical biometrics. 

In 1960 the age of coherent optics began with the invention of the laser. 
Fourier optics and holography grew to new dimensions and the concepts of 
information theory were applied successfully to optical problems. Everyone 
used interfering waves and became accustomed to monochromatically illumin­
ated surfaces and speckles. Holographic contouring methods were developed 
and I remember the surprise in studying the first paper of TAKASAKI, de­
scribing how to cover a human body with interference-like patterns only by 
simple incoherent optical means. It was the merit of this scientist to have 
developed an incoherent method similar to holographic contouring. And he 
expanded the moire methods of strain analysis, which were limited to flat 
and small objects, to cover large three-dimensional bodies. 

The development of digital image processing was the second condition for 
the world-wide acceptance of moire techniques. Image processing with digi­
tal computers started in 1960, too. For the first time, computers with suf-
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ficient calculating speed and memories were available, but the processing 
was concentrated at great computing centres of universities or restricted 
to military goals; Image processing was troublesome and expensive; every 
user developed his own software. The rapid growth of image processing began 
with the use of the minicomputer. Large-scale integration, high-density 
memories, the development of the microcomputer chips, as well as a new gen­
eration of raster scan scopes, and last but not least, decreasing costs made 
image processing systems available for nearly everyone. Today this work is 
done decentralized by small dedicated systems and is used in every field of 
science. Thus, a photogrammetric interpretation of moire topograms became 
possible at the same time. 

In the past a great variety of optical methods were used for anthropome­
tric measurements. In 1970 several excellent reviews were given of this 
widespread field, especially in the papers of HERRON [6,7], He stated, that 
"although we have learned a great deal about human biology through the 
use of conventional anthropometric procedures, the continuing almost uni­
versal application of two-dimensional 'tape and caliper' methods is helping 
to perpetuate certain information gaps". In a similar manner KECK concluded 
in a review, that "the bodies of men and animals were measured with simple 
instruments compared with the expense of other physical methods. The lack 
of information on body form is due to these instruments and may be filled 
by optical methods" [8]. Summing up the different papers we can define the 
function of moire topography in medicine and biology. Moire topography is a 
modern scientific approach to the measurement, analysis, and mathematical 
description of the three-dimensional form of biological objects. It is based 
on the optical incoherent moire effect and on the principles of analytical 
geometry. 

2. Representation and Acceptance 

Topographical methods and their results will hardly be accepted by physicians 
and biologists if the representation of the biological body form is very 
different from the conventional image. It is very easy to demonstrate this. 
We know that a distance between two points is a very insufficient measure 
to describe a whole body, but in combination with conventional photography 
it will be accepted. The information gap is not obvious. The digital repre­
sentation of all points contains much more information, but in practice will 
not be accepted. In the field of stereophotogrammetry this problem is solved 
by calculating and drawing a contour map as the end product of the analyti­
ca 1 process. r~oire topography produces the contour map as the fi rst result 
of the physical process. f40ire topograms contain not only the moire 1 ines, 
but they simultaneously show the basic photographic image. There is no diffi­
culty to become accustomed to the topograms. 

But I must recall a critical remark made by HERRON: "Unfortunately, over­
emphasis on contour maps as end products of three-dimensional analysis has 
seriously hindered the adoption of stereometric procedures in physical an­
thropology and other fields. In practice three-dimensional digital coordi­
nates are so much more versatile, that the role of the contour map is now 
largely confined to that of a visual aid." Therefore every moire topogram 
must be only the first step in the topographic procedure. In this sense 
moire topography is a branch of photogrammetry, but a lot of the people 
doing moire work are physicians and not photogrammetric engineers. Therefore 
some difficulties arose in the past about the importance and the role of 
the moire topography, and some critical remarks were made about measuring 
accuracy and error handling. But no commercially available instruments meet 
photogrammetrical standards, so that moire topography and stereophotogram-
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Tab 1 e 1 

I Object Range Sensitivity Accuracy 
I [m] [m] [%] 
I 103 
I 1 10-3 10-6 1 10-3 10-6 

Stereophotogram. I xxxxxxxxxxxx xxxxxxx 0.1 
Moire Topography I xxxxxxxxxxx xxxxxxxx 1. I 
Holography I xxxxxxxxx xxxxxxxxx 1. 

I 

metry are not competing, but complementarying methods. If you compare object 
range, sensitivity and measuring accuracy of these methods, you will see 
that in the field of close-range photogrammetry moire topography meets best 
the demands of biological objects in regard to sensitivity and accuracy 
(Table 1). 

3. Topographical Methods 

As mentioned earlier, the theory of moire figures was well known in 1970, 
but the moire methods had to be expanded to large three-dimensional objects. 
Within the next few years, modified methods were developed simultaneously 
for different problems. Now we can distinguish 
• the basic grating-shadow method, 
• the grating-projection methods, 
, the grating-TV methods and 
• the synthetic grating methods [9]. 
In all the methods the moire fringes are generated by the superposition of a 
periodical master grating and a grating image of the object. A first classi­
fication of the various types may be done by localizing the superposition 
plane, that means, whether the superposition takes place in the imaging 
light path, in the image plane, on a TV screen, or in a computer memory. A 
better way is to characterize the relationship between the two interfering 
gratings. The spatial binding of the transmission functions of the two grat­
ings determines the precision of the gratings and the performance of the 
optical components as well as the overall accuracy. 

The formation of the moire figures may be understood as the correlation 
of the transmission functions of the two gratings. In developing these terms, 
profile and phase of each grating play an important role. Thus, the basic 
grating-shadow method offers the best accuracy and the simplest arrangement 
because projected grating and master grating are identical: they have the 
highest degree of binding. The method offers some further advantages like 
the moving-grating technique and high-contrast fringes, but the object 
size is limited by the grating area. Distinguishing between hills and valleys 
within object regions can be done by special gratings with asymmetrical 
profile functions [10]. The projection-type methods offer a lower degree of 
binding, larger object size, and more flexibility in adjusting the sensiti­
vity, but there exist very rigid demands for the performance of the projec­
tion - and the master - grating. Distinguishing between concave and convex 
surface regions can be easily done. Promising efforts were done with ad­
justable master gratings, but with a loss in accuracy. If both gratings 
are connected rigidly, a binding similar to the basic method is obtained 
and moving-grating technique is possible. All methods where the master grat­
ing is generated by an electronic time varying signal or by a computational 
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Table 2 

Moire method 

Shadow grating 
Project grating 
Video grating 
Synth. grating 

Superposition 

Light path 
Image plane 
TV screen 
Memory 

Binding 

rigid 
middle 
low 
free 

process offer the lowest degree of binding. This means complete independence 
of both gratings in amplitude and phase. The advantages are additional oper­
ations like phase detection, different types of superposition, and elevation 
detection. Their disadvantage is the limited accuracy of all opto-electronic 
devices (Table 2). 

r~ost developments in moi re techniques were forced by the demands of the 
biological objects, for example, in measuring the corneal shape of an eye or 
the form of a horse. A lot of work was done simultaneously in Japan, in 
nearly all countries of E~rope, and in the USA. It is impossible to mention 
all the important contributions or all the working groups, but two facts 
were important in the past: 
1. Nearly every biological or medical problem needed a special solution, 

which had to meet the demands of the object in sensitivity and accuracy. 
2. The papers were published too late or were so widely scattered, that 

parallel work and waisting of time could not be avoided. 

The pr.ocessing of moire topograms may be done in various ways. For docu­
mentation of body form and analog interpretation, the calculation of simple 
measures by pocket calculator and/or nomograms may be sufficient. But the 
extraction of more than one cross-section through the object is very time 
consuming. 

Analytical processing by digital computing can be done by all computers 
with graphic capabilities, but low-cost systems offer less comfort and con­
sume more time [11]. The algorithms are straigbtforward. An image with 
central perspective has to be transformed point by point into an orthogonal 
projection. If image distortions have to be considered because of a low de­
gree of binding of the gratings or by the optical systems, costs and time 
for the computation will increase. Therefore every application will have an 
economic part, were the costs and pay-back must be considered. But it seems 
to be necessary to make a distinction between topographical methods offer­
ing known sensitivity and accuracy in contrast to non-topographical con­
touring. 

4. Biomedical Applications 

In the following some typical moire topographical applications in medicine 
and biology will be picked out. Some of the work was done in our institute 
and is included to demonstrate our research program and the range of sensi­
tivity. But first two examples will be given, where moire figures were used 
in non-topographical applications in order to have a glance at that moire 
work not contained in this paper. In 1972 LOTMAR used moire figures to test 
the retinal function [12]. He projected two superposed gratings into a human 
eye, thus producing high-contrast moire fringes. By tuning the grating he 
changed the spatial period of the moire lines down to the point where they 
could not further be resolved. SHOUP demonstrated a technique for determin­
ing joint instant centers of rotation with high accuracy [13]. Two fixed 
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gratings interfered after motion and double exposition. By means of the 
moire lines the rotation center could be determined. 

In the field of moire topography many demonstrations of possible biolo­
gical applications have been given, such as the deformation of wood, the 
movement of a snail, the moving speed of a dogs heart wall, or the curvature 
of the ball of a joint [14-17]. 

A moire topographical problem was solved by KAWARA with a very high sen­
s iti vity and accuracy [18]. In 1979 he pub 1 i shed an appara tl.JS for measuri ng 
the corneal curvature. Other authors did similar examinations, but KAWARA 
was successful by coating the eye ball with a fluorescent liquid and by 
using a projection method. 

In our institute we have studied teeth, skeletal parts, and feet [19-21]. 
We proposed to plan individual protection filters in radiological treatment 
moire topographically [22]. This work led to a commercially available moire 
camera in the USA [23]. In veterinary medicine other groups as well as our 
own are trying to develop a method to objectify breeding criteria and the 
slaughter value of animals [24,25]. A lot of work is done in facial surgery 
for documentation and evaluation, in fittina artificial limbs, or in inves­
tigations for the clothing industry [26-28]: The most important application 
is the use of the moire topography in scol iosis research [29]. In this field 
the potentials of moire topography are obvious: "A non-invasive optical 
method, capable of minimizing the risks of illness and harm." 

Acknowledgement. I gratefully acknowledge all the contributions of our 
moire team, especially those of Professor Gertrud Keck, of my colleague 
A. Cabaj, as well as the valuable assistance of J. Gersthofer and Mrs. S. 
Domann. 

Author's Note. When I presented this paper, I showed about sixty slides. 
Because it is impossible to include a reasonable number of them in this re­
view, there are no figures in the text. I hope that the understandability 
has not been lost. 
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Moire Topography in Scoliosis Research 

H. Neugebauer and G. Windischbauer 
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A-1180 Wien, Austria 
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In a lateral view the human spine shows some harmonic curvatures called 
kYphosis or lordosis. Looking from the back, however, the spine should be 
straight. Every curvature in the frontal plane is pathological and it is 
called scoliosis. The history of conservative orthopedics is the history of 
scoliosis research. 

There are many types of scoliosis, for example, neuropathic scoliosis 
after poliomylitis or fibropathic scoliosis following an operation of the 
breast, or osteopathic scoliosis, which is almost always congenital. Most 
frequent, however, is the so-called idiopathic scoliosis. We do not know 
the germ of this disease. But almost four percent of young girls are af­
flicted with this disease, and ten percent of them become very bad within 
a relatively short time. As a rule, idiopathic scoliosis is discovered when 
the child is about nine to twelve years old, and about three years later 
the scoliotic curvature may have become so much worse that the child is de­
formed like a cripple. We know many kinds of therapy, for instance, electric 
stimulation of the muscles, different types of braces like milwaukeebrace 
or bostonbrace, special gymnastics, and many methods of surgery. 

But in any case we have to order a big number of X-ray pictures. Usually 
X-ray photographs of the whole spine, sometimes even in two planes, are 
ordered every six months or even more often. This results in a very high 
radiation exposure during the life of such a young girl. Therefore, it is 
necessary to find a new method to estimate the scoliosis without X raying, 
but by an optical method without any exposure to ionizing radiation. 

Such a method seems to be moire topography [1]. Since 1977 we are co­
operating at the Orthopedic Hospital Gersthof in Vienna with the Institute 
of Medical Physics. We use the "asymmetrical grating" developed by one of 
us, permitting the optical distinction of "hills" and "valleys" within an 
object area [2]. The technical results are moire topograms showing four 
shades in the black and white range of every moire line for fringe inter­
pretation and interpolation. The sequence of these four shades indicates 
whether the picture locally represents a convex or concave surface. 

We wondered what criteria have to be fullfilled in order to produce well­
defined and reproducible results. As far as analytical methods are concerned, 
the most decisive question to be asked is: Will it be possible to design a 
technique that permits repeated filming, yielding identical images and/or 
rather identical results? 

We have done a great variety of studies and have tr.ied to produce identi­
cal points on the nates (we call them "buttock points") in order to control 
a supposed rotation of the patient. Finally, we have tried to make moire 
films of defined rotations· of several plaster torsos. In doing so, we had to 
notice that the moire topography is rather sensitive to rotations of the 
patient. If, however, it is correct that by means of moire topography each 
surface point of an object can be defined in space, it should be possible to 

250 



(") 

~ I 
0 
0,' 
',8 
.,3 
e,. 
g,. 

7 12,3 

• .,-
g ',. 

10 S,. 
1, ',' 
'2 -1If,' 
,3 - 5 ,g 
1. -.,' ,. 0 
'8 0 
17 0 
,8 -',8 
,g 0 

'0 0 

~ t'loire topogram, body cross-sections , and Cr~CT curve of a patient with 
idiopathic scoliosis 

evalute the moire images in such a way that the position or rotation of the 
object does not affect the resul t. Thus we have tried to produce a "correc­
ted" moire contourogram, which differs from the "optical" picture as it is 
not affected by rotation [3]. In order to obtain such a corrected picture 
several evaluation processes are required. 

First of all, the distorsions caused by the "central projection" of the 
photographic image have to be eliminated. This is easy to obtain by means of 
a personal data computer. 

Second, the corrected picture is subdivided into 20 horizontal sections 
in order to compare the contours of these sections. The top plane should be 
placed at the height of the vertebra prominens, that is, the seventh verte­
bra of the neck; this plane is called plane No.1. The subsequent planes are 
placed at identical distances. The last plane is located at the buttock 
points. The distance of the planes may differ on different topograms due to 
the height of the human body; however, the planes will always be situated in 
the same anatomic regions. 

Third, we again use the computer, and the outcome is 20 contour lines . 
These contour lines correspond with the body contours. Their tangents are 
horizontal and parallel in a healthy individual. Any deviation of the tan­
gents corresponds to a surface asymmetry usually due to vertebral rotation. 
This method of analysing moire patterns is called C.M . C. T., which means cor­
rected moire contouro-tomogram (Fig. 1). 

If we indicate all clockwise deviations of the tangents by a plus sign 
and all counter-clockwise deviations by a minus sign, the angle between the 
tangent and the horizontal line may be measured in degrees. A curve may be 
plotted on the basis of the plane positions and extent of deviation. This 
curve gives an indication of the trunc asymmetry and its relationship to the 
vertebral rotation. We call it the CMCT curve. A similar method was described 
in 1970 using the stereophotogrammetry [4]. The next problem was to find the 
relationship between the curve of scoliosis, the X-ray picture, and our new 
CMCT curve. 

First, however, we wanted to know if the CMCT curve is reproducible. So 
we made topograms of one and the same girl with a time gap of one hour and 
on different days (Fig .. 2). 
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The Ct4CT curve was almost identical. Figure 2 shows the mean variabil ity 
of four curves. Secondly, we compared the X-ray picture with the CMCT curve. 

There are some common methods to measure the angle of scoliosis in X-ray 
photographs. We use either the "middle-of-curve method" by Ferguson or the 
"end-of-curve method" by Cobb [5]. In the last few years these methods have 
been used by nearly all investigators. But there exists a third and special 
method by TiderstriOm, which shows the inclination of every vertebral body. 
The result of Cobb or Ferguson is only a single number, which characterizes 
a distinct angle. But both do not express anything about the form of the 
spine and its scoliosis. 

Tiderstrom's method produces a curve for itself, but there does not seem 
to be any apparent similarity with the curve of scoliosis. The Ct4CT curve, 
however, seems to look much more like the curve of Tiderstrom (Fig. 3). But 
we suppose that it is not at all necessary to find or construct such a 
likeness. The Cobb, Ferguson, Tiderstrom results and the CMCT curve, each 
has its own value. 

We are sure that the Ct4CT curve is not only a good supplement to the 
X-ray picture, but is a documentation with a special value, too. Starting 
to follow up a scoliosis, we order an X-ray picture and a moire topogram at 
the same time; three months later for controlling we order moire topogram­
ming only. But, and this is the most important effect, we do not need a 
further X-ray photograph as long as the CMCT curve does not show a distinct 
change! Thus we are able to save many X-ray pictures. Therefore the radiation 
exposure for the child obviously decreases. 
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High-Precision Moire Topography Based on 
Scanning Techniques 

T. Yatagai, ~1. Idesawa, and S, Saito 
The Institute of Physical and Chemical Research 
2-1, Hirosawa, Wako, Saitama 351, Japan 

1. Introduction 

The ease of measuring diffuse surfaces has been significantly increased by 
the development of moire topographic techniques [1]. Recently, we reported 
a promising automatic 3-D shape measuring method, called the scanning moire 
method [2]. In this method, moire fringes are generated by the electronic 
scanning and sampling of a deformed shadow grating, instead of superposition 
of a reference grating in the conventional moire topography. The electronic 
scanning and sampling technique automatically eliminates the shape ambiguity 
problem, which is serious in the conventional moire topography. A practical 
measuring system has been developed [3], especially for medical applications. 
An optical system of a moire camera for medical application is used, and 
data from the photodiode array are processed by a microcomputer. 

This paper describes the principle of the scanning moire method, and then 
we discuss a technique of moire fringe interpolation using the scanning 
moire method. 

2. Scanning Moir~ Method 

The schematic diagram of the scanning moire topography is shown in Fig. 1. 
An optical system of a moire camera consists of a projection system and an 
observation system. A grating is projected on an object to be measured. The 
casted shadow grating on the object is the input to an electronic scanning 
device. To make a stable and reliable measurement with the scanning moire 
method, it is necessary that the image scanning device has high positional 
accuracy. Therefore, we employed a photodiode array on a precision stage. 
This device has 1728 photosensitive elements. A scanning servo mechanism 
moves the photodiode array in its transverse direction, so that all the 
image area can be covered. An AID converter transforms the corrected signals 
to 8 bit digital signals, which are stored in the moire processor memory. 

By scanning and sampling signals of deformed gratings, we can generate 
moire fringe signals. These procedures correspond to superposition of a 
reference grating in conventional projection-type moire topography. When the 
sampling period-is equal to the pitch of the projection grating, the moire 
fringes obtained correspond to the contours of the object as in case of con­
ventional moire topography. 

Merely from a moire contour pattern we cannot distinguish between a de­
pression and an elevation of an object, since the relative order or sign 
between two adjacent contours is unknown. Additional information is neces­
sary to remove this ambiguity. In the case of the scanning moire method, we 
can change the phase, the pitch, and the direction of the scanning lines, 
and therefore, various contours can be immediately generated. This means 
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that sign determination and interpolation of moire contours are performed. 
In practice, we have determined the sign of moire fringes by sampling a 
shadow image of the projected grating with 3 different phases of sampling 
lines. 

3. Fringe Interpolation by Synchronous Detection Technique 

As is well known, there are many similarities between moire topography and 
interferometric testing [4]. The profile of the moire fringe is written in 
the same form of equations as that for the fringe pattern produced by a 
Twyman-Green interferometer with the object as the mirror in one arm. The 
only differences in these two equations, i.e., of the moire system and the 
interferometer, are fringe contrast and the unit of the fringe sensitivity; 
one is in the order of the grating pitch and the other in that of the wave­
length. According to the scanning moire method, a series of moire fringes 
are generated in a computer by superimposing virtual reference gratings, 
whose phases are slightly different to each other. The digital AC inter­
ferometric technique [5] is employed to measure phase differences of.gener­
ated moire fringes. It is expected to attain accuracies of better than 1/100 
of a fringe, because the electrical phase can be measured to less than a 
few degrees. 

Figure 2(a) is a shadow grating image obtained by the photodiode array, 
and Fig. 2(b) shows moire fringes produced by sampling a grating image as 
that shown in Fig. 2(a). The sampling period is the same as that for the 
reference grating but the phase is different. By the principle of the AC 
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interferometry, we calculate the phase distribution of the moire fringe, as 
shown in Fig. 2(c). The phase distribution has discontinuities because a 
computer function subprogram gives a principal value ranging from n to n . 
These discontinuities can be corrected and subtracting the tilt term of the 
corrected phase distribution gives the object profile, as shown in Fig. 2(d). 

Figure 3 shows an example of 2-D measurements. The object was a human 
body. By using the scanning moire method and the interpolation technique, 
64 sectional shapes were measured. 

4. Conclusion 

In this paper, we have presented a method of automating 3-~ shape measurement 
by a new type of moire topography. Sampling a shadow grating with electronic 
scanning techniques, instead of superimposing the reference grating in the 
conventional projection type moire topography, produces various sets of moire 
contours, so that we can realize automatic sign determination of moire con­
tours. On the base of the scanning moire method, we have developed an inter­
polation method of moire fringes, which is the extension of the synchronous 
detection technique of interferometric fringe reduction. 

For medical applications, especially for quantitative analysis of scoliosis, 
several computer programs have been developed. Numerical parameters which in­
dicate the extent of scoliotic and kyphotic deformities have been defined [6]. 
The parameters estimate spinal conditions well and can be used for automatic 
diagnosis of spinal deformities. 
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Some Problems in Analytical Reconstruction of 
Biological Shapes from Moire Topograms 

B. Drerup 
Orthopadische Universitatsklinik MUnster, Abteilung Biomechanik 
D-4400 MUnster, Fed. Rep. of Germany 

1. Introduction 

Among the different moire techniques [I], those methods genera­
ting the topogram in a single process [2] are most frequently 
used for medical applications. This may be due to a somewhat lo­
wer proneness to misalignment compared,e.g. with projection me­
thods. However, an important additional reason is the suggestive 
character of the finished topogram. 

As there is no intrinsic coordinate system in patients, po­
sitioning is to certain extent arbitrary. Thus the same object 
is represented by a variety of different but equivalent contour 
patterns which may give rise to some confusions. On the other 
hand, medical interpretation requires a comprehended surface de­
scription which is independent of the particular positioning. 
The comprehension of form and the following morphometric compa­
risons are done analytically [3]. In the present study some pro­
blems associated with the extraction of a surface description 
from the topograms, which is appropriate to further analysis, 
are treated. 

2. Point Reconstruction 

The optical arrangement for shadow moire topography is shown in 
Fig.l. The film plane is assumed to be parallel to the grating 
plane. A coordinate system is attached to the grating with the 
x,y axes parallel to the u,v axes which span the film plane. The 
origin of the film coordinate system is the principal point H: 
H=(Hx,Hy,Hz)=(O,o,-Z+f), with f being the focal length and IZI 
the distance from the camera to the grating. Assuming P=(x,y,z) 
to be an object point and Q=(u,v) to be its image point, P can 
be reconstructed: 

z = Z·N/(N-d/g) 
x = u·U-z)/f 
y = v·U-z)/f 

(1) 

with dig being the ratio of the grating constant to the distance 
between lens and light source. N is the ordinal number of the 
fringe. It equals the number of grating periods between the in­
tersection points of the grating plane with the object ray and 
the image ray. If P happens to lie on a contour line, N will be 
an integer. 
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On biological surfaces contour lines generally form irregular 
patterns and the measuring points are therefore irregularly dis­
tributed too. However, an analytical shape analysis based on a 
representation of the spatial coordinates as explicit functions 
of u and v (parametric representation) requires a regular distri­
bution of surface points. Commonly these points are the corners 
(Ui,Vj) of a regular rectangular grid with grid lines u=Ui,i=1,2 .. 
and v=vj,j=1,2... If z and consequently N - cf. (1) - is de-
termined as a function of ui and Vj, (1) is transcribed into 
a parametric representation. N therefore has to be interpolated 
in the grid points. 

3. Interpolation of Ordinal Number 

A straightforward procedure for the interpolation of N in the cor­
ners of a rectangular grid has been described in [4]: the topo­
gram is digitized along the ui coordinate lines by picking up N 
in all intersection points with the contour lines. By this con­
vention N is always an integer and differences between neighboring 
measurement points are limited to bN=o, ±1. The maximum differ­
ence of any values in an interval between two measurement points 
is limited to IbNI~l. 

A cubic spline S(Ui'~j) approximates the data points, allowing 
the ordinal number Vij Ln (ui,Vj) to be reconstructed. These in­
terpolated values no longer need to be integers. For control rea­
sons, the same procedure is repeated. However, this time digiti­
zation is performed along the Vj coordinate lines, resulting in 
the values lJij (ui ,Vj). The differences Tij=-I Vij - lJij I are a 
measure for the digitization error, which includes the error by 
the spline interpolation. Fig. 2 shows a classification of the 
differences for one particular topogram of which the even num­
bered contour lines are outlined. The variance of Tij amounts 
to about 0.22, which is equivalent to bz=35mm for the topographic 
arrangement we used. It is obvious that discrepancies between 
the two interpolated point sets are greatest in those regions 
where the contour lines either run parallel to one of the coor-
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dinate axes - resulting in long distances between data points 
on the respective coordinate lines - or where the line density 
in total is small; in both cases the spline is loosely bound 
and undu}ations may arise. Undulations are evident if in contrast 
to the measuring convetion an interpolated value exceeds the 
neighboring data point by more than [fiN[=l. In general unwanted 
undulations can be eliminated by the addition of half numbered 
data points. In the case studied, the additional measurement of 
a few extra points reduced the variance to fiz=±O.25mm. 

Another - well known - attempt to generate gridded data is 
based on polynomial least squares approximations [5]. In this 
case data points may be collected by digitizing the topogram ei­
ther along coordinate lines or along contour lines. In each grid 
corner (ui,Vj) a polynomial 

~ij 
2 
L 

k=O 

- (k- Z) 
'V . 

J 
(2) 

with ui=u-ui, Vj=v-Vj, is computed by normal equations to give 
the best fit to the neighboring data points. The local character 
of this approximation is emphasized by weighting the data points 
by a weight function W 

which is a function of the distance to the respective grid corner. 
The distance is measured in units of a constant c, which has to 
be selected appropriate to the grid spacing. The size of the sur­
face segments around the grid corner can be adapted as to contain 
more than 6 data points, which are needed to calculate the 6 co­
efficients a~~. The first coefficient a~~ delivers an interpola­
ted value of N in (Ui,Vj)' which turns out to be in good agree­
ment with the mean value (Vij + ~ij)/2 of the above mentioned 
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spline interpolations. The variance of the differences in all grid 
points was ~0.1. The other coefficients can be interpreted as par­
tial derivatives, i.e. 

<1> •• 
1,J 

4. Curvature 

Calculation of curvature is done with the partial derivatives of 
first and second order of the point coordinates with respect to 
u and v [6]. If x,y and z are given in grid points, the deriva­
tives can be determined from the coefficients of polynomials ~ .. , 
T i · and Zij similarly to (2), which approximate the x,y and z 1.J 

values separately. Due to the regular arrangement along the grid, 
the least squares calculation can be simplified very much [7]. 
However, in our case a twofold approximation has been performed 
to obtain the derivatives from the data points. This twofold ap­
proximation can be avoided by computing the polynomials directly 
from the scattered data in the same way as discussed for <l>ij' De­
rivatives of the coordinates may be determined just as well from 
a~~ by application of the chain rule. This solution was found to 
be practicable, allowing on the one hand a high precision of com­
puting, limiting on the other hand computational effort to a to­
lerable extent. 

5. Summary 

Moire topography is used as a diagnostic tool in medicine. For 
comparative studies, digitization of the topogram is necessary. 
Digitization can be performed by different methods. Two of these 
are discussed: 1) the topogram is digitized along a rectangular 
grid, 2) contour lines are digitized using scattered data points 
along these lines; in adaptive surface segments polynomials are 
fitted to the contour points by least squares methods. A check 
for rough reconstruction errors is given. Reconstruction errors 
mainly occur in surface regions oriented parallel to the reference 
plane, which therefore show few contour lines. 
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Automatic Measurement of Body Surfaces 
Using Rasterstereography 

E. Hierholzer ,and w. Frobin 
Abteilung fUr Biomechanik, Orthopadische Universitatsklinik 
D-4400 MUnster, Fed. Rep. of Germany 

Rasterstereography is a photogrammetric method for three-dimensi­
onal measurement of body surfaces. It is similar to conventional 
stereophotography, except that one of the two cameras has been re­
placed by a projector with a raster diapositive (Fig.1). Thus, the 

- --- 8----
PrOjector Ca",.,. 

Fig.1: Basic principte of 
rasterstereography 

diapositive and the camera image 
may be considered as a stereoscopic 
image pair and all the well known 
techniques of photogrammetric cali­
bration and reconstruction may be 
applied with minimum modifications. 
However, in contrast to stereopho­
tography, but similar to Moire to­
pography, the three-dimensional in­
formation is contained in a single 
image in the projected and distor­
ted raster lines. 

For the purpose of automatic image 
processing a regular line raster 
is most favourable, although in 
principle any other raster type may 
be employed. 

A rasterstereographic camera set 
consists of a camera and a projec­
tor mounted in a solid frame. In 
the rasterstereographic image the 

raster lines projected onto the surface to be measured are recor­
ded (Fig.2). In addition, for calibration purposes a system of 
control points and planes is recorded from which the geometry of 
the whole system is determined. Details are reported in [1]. 

The basic principle of surface reconstruction is shown in Fig.3. 
Knowing the geometry of the camera and the projector, a surface 
point P can be reconstructed by spatial intersection of the per­
tinent projecting ray PQ2(camera system) with the plane defined 
by the appropriate raster line in the diapositive and the projec­
tion centre Qj of the projector system. In this way, a reconstruc­
tion is possible for any surface pOint lying on a projected ra­
ster line (intermediate points may, however, be obtained by in­
terpolation). To reconstruct a surface point two different types 
of data must therefore be determined from the rasterstereograph: 
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i) the x and y coordinates of its camera image 
ii) the position of the pertinent raster line in 

the diapositive (e.g. by using the line numb~r) 

Fig.2: Rasterstereograph Fig.3: Reconstruction 

In our automatic evaluation procedure the x and y image coordi­
nates are measured by scanning the film with a linear sensor ca­
mera. The position (number) of any raster line in the diapositive 
is determined by analysis of the unique sequence of light and 
heavy lines (Fig.2). In the following, details of our methoq of 
image data acquisition and analysis are presented. The whole pro­
cedure consists of the image scan, line search, line sequence a­
nalysis, line numeration and reconstruction. 

The image scan is performed with the apparatus shown schematical­
ly in Fig.4. The system consists of a linear sensor camera with 
1024 elements and an x/y translator for film shifting. A projec­
tor is used as a light source. The video signal from the sensor 
is fed into the computer via a standard A/D interface. After each 
camera cycle the translator is advanced to the next scan position. 
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Fig.4: Scanning of rasterstereographs 

The linear sensor is 
arranged approximately 
perpendicular to the 
raster lines. A number 
of 250 scan lines pro­
ved to be sufficient 
for a 6 cm x 6 cm film. 
For each scar. line a 
raster line appears as 
a peak in the video 
signal. A peak is in­
terpreted as a raster 
line only if certain 
conditions concerning 
height, width, positi­
ve and negative slope 
and peak area are met. 
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Otherwise the peak will be discarded. Either the peak width or 
the peak area may be used for discriminating between light and 
heavy lines. By fitting an interpolating curve to the video sig­
nal the peak position may be calculated with an accuracy of a 
fraction of the pixel width. As a result of the image scan the 
raster lines are disassembled into series of peaks the data of 
which are stored on a magnetic disk . 

By the lin e se arch procedure the peaks are reassembled to lines. 
This is shown schematically in Fig.5. According to a distance cri­
terium adjacent peaks in consecutive scan lines are investigated, 
i.e. those peaks which belong to the same raster line. The peaks 
are classified as starting points (B), internal points (I) and 
end points (E) of a raster line, dependent on the existence of ad­
jacent peaks in the preceding and following scan line. In additi­
on, there may be isolated points (5) resulting e.g. from dust par­
ticles, and corner pOints (e) in the case of a sudden change in 
direction. As in most cases corner points originate from false 
connections of different raster lines, the line is dissected into 
two portions at such a point, and the adjacent peaks are classi­
fied as E and B respectively. 
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As a result of the line search any measured peak is supplied with 
a (preliminary) number of the raster line to which it belongs, and 
with a classification according to its position within that line. 
The result is visualized in Fig . 6 where peaks belonging to the 
same raster line have been interconnected to a solid line. 

In the l ine sequence analysis the array of measured raster lines 
is analysed with regard to neighboured lines. This is necessary 
for the subsequent line numeration, from which their position in 
the raster diapositive is determined. In the line sequence analy­
sis any two measured raster lines are declared as neighbours if 

i) there is no intermediate line between them 
ii) their mean distance does not exceed a certain limit 

iii) there is a certain overlap in the x (scanning) direction. 
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In regard to the surface to be measured two neighboured raster 
lines form a surface stripe. The whole surface may thus be divi­
ded into an ordered sequence of adjacent stripes. Any stripe may 
be classified as a • starting', • internal', 'end', 'forward node' 
or 'backward node' stripe according to the number of stripes ad­
jacent to it in both directions (Fig. 7). As a result of the line 
sequence analysis all surface stripes together with their bounding 
raster lines are brought into a unique relative order. If several 
nodes are present different line sequences with the same start and 
end may be possible. In this case the number of intermediate ra­
ster lines may be checked for compatibility of the different ways. 

The Zi ne numeration is necessary for the determination of the ra­
ster line position in the diapositive. The relative ordinal num­
ber as determined in the line sequence analysis is converted into 
an absolute ordinal number by evaluating the sequence of line 
widths. To compensate for different projection scales in different 
portions of the rasterstereograph the ratio of the line widths of 
consecutive raster lines is used rather than the line width it­
self. The measured ratios are compared with the nominal ratios in 
a least squares procedure by shifting the relative ordinal num­
bers. If an appropriate pattern of light and heavy lines is em­
ployed a unique least squares minimum and hence a unique absolute 
line numeration is obtained. 
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Fig.7: Line sequence anaZysis Fig.8: Reconst ruc ted surface 

The r econst ructi on has already been described at the beginning. 
In Fig.8 the surface reconstructed from Fig.2 is shown. The com­
puting time for the whole evaluation procedure (including calibra­
tion) was about 30 min on a PDP 11 / 45 computer. The depth resolu­
tion obtained is in the order of 0.5 mm. 

Reference: 

Frobin, W., Hierholzer, E.: "Rasterstereography: A Photogramme­
tric Method for Measurement of Body Surfaces", Photogr. Eng. 
and Remote Sensing, in press 
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Quantification of the Symmetry of the Nose 
Using an Analysis of Moire Photographs of the Face 

T. Katsuki, M. Goto, Y. Kavlano, and H. Tashiro 
Department of Oral Surgery, Faculty of Dentistry, Kyushu University 
Fukuoka, 812 Japan 

Correction of the symmetry of the nose is an important objec­
tive of the cleft lip operation. In the present study, we attem­
pted to numerate the state of symmetry of the nose by using 
moire topography which provides a simple, one-step method for 
mapping the contour of the subject on a single photograph. 
Thus, a front view of the face of the subject was photograph-
ed with a moire camera, Fujinon FM 3012. Moire contour lines 
were subsequently processed by a coordinate measuring equipment 
GRADICON (Fig. 1), and the resulting values were applied to the 
equations listed below, in order to calculate the following four 
indices by a microcomputer, WANG 2200. 

-
AH,j) B(i,j) 

Fig. 1 Reading of the moire 
contour line 

Syrrunetry Index =.1. r. Bej) -Aej) X100 
N j=1 BCj)+Aej) 

(1 ) 

Total Syrrunetry Index .1. ~ .1. E BUd) -A(i,;JX100 
H ,=1 N J'=1 BU.j) + ACi,;> 

(2) 

Revised Symmetry Index = .1. t B Cj ) - A (j ) X100 (3) 
N j=T B(IIt4.X) + A {m.a.:r: ) 

Total Revised Symmetry Index=.l f: .1. ~ Bel,n - A((,j) X100 (4) 
ri. 1 N ?-- B (mu) + A (1Ilo.X) t= J=1 
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Twenty six normal individuals were examined in this way and the 
above four indices were calculated. 

Table 1 Symmetry index 
of normal individuals 

Level 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Mean 
-3.18 
-3.51 
-6.58 
-6.47 
-7.62 
-8.36 
-8.00 
-8.46 
-9.98 
-8.85 
-8.66 
-8.18 
-8.49 
-8.01 
-7.15 
-7.08 
-6.63 
-6.25 
-5.93 
-5.86 

S.D. 
8.63 
7.21 
9.79 
8.06 
8.73 
9.32 
8.15 
8.28 

10.43 
8.64 
8.23 
6.99 
7.69 
7.26 
7.29 
7 . 11 
7.25 
6.89 
8.87 
8.87 

Table 2 Revised symmetry in­
dex of normal individuals 

Level 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

r.1ean 
-0.67 
-0.85 
-1 .55 
-1.80 
-2.18 
-2.44 
-2.65 
-2.91 
-3.02 
-3.28 
-3.38 
-3.53 
-3.58 
-3.36 
-3.28 
-3.30 
-3.21 
-3.27 
-3.02 
-2.79 

S. 
1. 65 
1 .89 
2.35 
2.66 
2.75 
2.97 
3.05 
3.02 
3.12 
3.06 
3.24 
3.26 
3.43 
3.39 
3.67 
3.74 
3.81 
3.37 
3.66 
4.01 

Table 3 Indices of normal individuals (n=26) 

Total symmetry index 

Total revised symmetry index 2.70 2.83 

In order to determine the correlation between the symmetry index, 
revised symmetry index and subjective evaluation by examinors, 
20 cleft lip nose patients were investigated. Calculation of the 
regression line (Fig. 2) and correlation coefficient (Fig. 3) 
clearly demonstrates that the symmetry indices and revised sym­
metry indices agree with the subjective evaluation by examinors. 

10 

. ..-/ 
~ 10 

Y=2 . 70X + 8.27 

o 234 

subjective evaluation 

Fig.2 Regression line of 
total symmetry index 

10 

Y=1.29X+3.32 

o / Z 3 9 

subjective evaluation 

Fig.3 Regression line of 
revised total symmetry index 
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Fig.4 Change of moire contour lines and revised 
symmetry index by rhinoplasty 

In order to compare the symmetry of the nose before and after 
rhinoplasty using this quantification procedure, symmetry index 
and revised symmetry index are presented graphically (Fig. 4 
and 5). 
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Symmetry Index 
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Fig.5 Change of moire contour lines and symmetry 
index by rhinoplasty 

These indices may be also useful for the examination of the 
symmetry of other parts of the body such as face, back etc. 
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Part VII 

Closing Remarks 



Closing Remarks 

N. Abramson 

Production Engineering, Royal Institute of Technology 
5-100 44 Stockholm, Sweden 

As the time is short and most participants of this conference long for their 
homes I will be brief and concentrate my remarks on only those two lines 
of Fig. 1. 

The upper line represents the high quality level of the presentations given in 
this conference while the lower line represents the level of understanding 
by me and many other participants. The upper level represents the excited 
state of the speakers, while the lower level represents the ground (or 
down-to-the-earth) state of the audiance. 

As the upper level represents an excited state it also represents an inverted 
population the language of which is rather difficult to understand (as seen 
in Fig. 1) for those being in the ground state. Thus it is quite a.difficult 
task for the speaker to fulfil his main purpose: to produce a stimulatin"g 
emission of information. 

To make still another analogy, let the upper line represent the high tension, 
or high voltage, of the highbrow physicists in the physical or medical labo­
ratories while the lower line represents the down-to-the-earth people in the 
industrial or clinical workshops. The aim of a conference like ours is to 
work as sort of a transformer bringing the voltage down to a level that is 
useful in the workshops and clinics. 

During this conference some of the speakers and contributers have not managed 
to bring their information all the way down to earth while others have ex­
tremely well succeeded in fulfilling this difficult mission. 

Speaker, physicist, excited state, laboratory, high tension 

Fig. 1 
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Finally 1 want, in the name of all the participants, thank all those who have 
so well organized and arranged this conference. I thank Greguss and von Bally 
and all those nice people responsible for the great success of this confer­
ence. 1 hereby declare the closing of the ICO-12 Sattelite Meeting, Optics 
in Biomedical Sciences. 
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