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Preface

This book has, at its heart, a concern with taking stock, twenty years on
from the influential Brundtland Report (WCED, 1987), of the concept of
sustainable development and its implications for the conduct of public
policy. There is little doubt about the prominence of the term ‘sustainable
development’ in contemporary debates about environmental and resources
policy specifically and development policy more generally. Indeed, if any-
thing the term itself has suffered from overuse alternatively as a panacea
for all modern ills or as a meaningless catch-all theme to which all policy
challenges (no matter of what complexion) are somehow inextricably
linked. Nor is there consensus about what sustainable development is,
which has led to another source of criticism.

All this has led some critics to dismiss the concept altogether as one
further example of the triumph of rhetoric over substance. Such criticisms
are understandable but ultimately undeserved and, in reflecting within
these pages on what sustainable development is, how it can be achieved and
how it can be measured, it is the aim of this volume to provide ample
demonstration of this. What we can conclude from the contributions that
follow is that while sustainable development does indeed imply a broad
research and policy agenda (both in terms of its scale and its scope), it is
also an agenda that is far more coherent than might appear to be the case
at first glance. Much of this coherency stems from a shared concern about
the development path that developed and developing countries (as well as
the world as a whole) are on. For us, as others, this is the essential difference
between saying that some action is ‘undesirable’ and saying that it is “‘unsus-
tainable’. That is, undesirable actions may warrant the attentions of policy
makers but are not necessarily the domain of concern about sustainable
development.

That said, the evolving literature, coming as it does from a variety of dis-
ciplinary perspectives, contains a wide range of topics and policy challenges
to study and respond to. We have not shied away from this diversity — of
subject matter and approach — here. So, in initially mapping out the structure
of this volume, we were immediately faced with the challenge of choosing
what should be included. Some topics on our initial wish-list, without men-
tioning these by name, may have ended up being excluded for entirely prag-
matic reasons usually to do with the availability of authors. We are hopeful,
however, that no central topic has failed to make it into the finished volume
because of these reasons. More generally, we sought to be comprehensive, yet

X1l



xiv  Preface

not encyclopaedic, and to reflect the contributions that different intellectual
disciplines and policy foci have brought to the fore without pretending that
we could do justice to all. While making such judgements was no easy feat,
we have found the process of putting together this volume to be an illumi-
nating experience.

In particular, we have been delighted to have such high quality contribu-
tions from current and, just as significantly, future research leaders in such
a wide variety of fields. We, therefore, hope that the final volume provides
a broad but accessible snap-shot of the sustainable development literature
that many from a variety of disciplinary or policy backgrounds will find of
interest. While at least some of the concepts and ideas in these chapters
have been around for considerably longer than the Brundtland Report, we
find it hard to escape the conclusion that this literature has come a long way
in a relatively short space of time. That there is surely much more to come
in the future makes working in this field all the more worthwhile.

Sadly, during the latter stages of preparing this volume for submission
for publication, one of our contributors, David Pearce, passed away sud-
denly. Those working in this field owe much to David who made huge con-
tributions, most significantly in 1989 with the seminal Blueprint for a Green
Economy (or Blueprint 1 or just Blueprint as it is also commonly known).
While there is an undercurrent, in the sustainability literature, of ‘who said
what, first’ with regards to key concepts, it is fair to say that so much of
what is now the received wisdom originated in Blueprint. David continued
to make a number of important contributions to this debate over the
ensuing years. We are proud to be able to include one of his last writings on
the topic of sustainable development here and we humbly dedicate this
volume to David’s memory.
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1 Introduction
Giles Atkinson, Simon Dietz and Eric Neumayer

A handbook of sustainable development

The demand that countries pursue policies aimed at achieving ‘sustain-
able development’ or ‘sustainability’ has become a clarion call for many
over the past two decades. A number of key events can lay claim to estab-
lishing this principle in the policy landscape. Among these are the publi-
cation of the Brundtland Report (WCED, 1987), the Earth Summit in
1992 and, more recently, the World Summit in 2002. Yet a moment’s
reflection makes it clear that formidable challenges confront policy
makers who have publicly stated their commitment to the goal of sus-
tainable development, not least in determining what it is exactly they have
signed up to. To this end, a huge amount of literature has been generated
and, as we near the twentieth anniversary of the seminal Brundtland
Report, it seems timely to provide an account of the considerable progress
that has been made in fleshing out these issues. This is the primary
purpose of the current volume.

We undertake this task with just a little trepidation. Some might argue
that, as sustainable development appears to be such a complex concept,
bringing disparate contributions together under one umbrella — moreover
in the form of a ‘handbook’ — is a fool’s errand. Others might argue that,
while such an account is worthwhile, we have made important omissions.
Mindful of both points, we offer the following response. We agree it would
be quite wrong to claim there is a unified theory of sustainable develop-
ment. Indeed, it became clear very early on that interest in sustainable
development was drawn from a broad church. For example, the Brundtland
Report viewed sustainable development as serving many different (and pos-
sibly competing) goals: economic development, a better environment and
a particular concern for human well-being both now and in the future. In
fact, the debate has become far broader since then. We have deliberately
sought to reflect this diversity rather than impose a narrow and rigid (but
ultimately misleading) interpretation of the issues. While we do not claim
to have been exhaustive, we are confident nonetheless there is a compre-
hensive and coherent story about sustainable development permeating this
volume. It is the objective of this introductory chapter to summarize what
we understand this story to be.



2 Handbook of sustainable development

Sustainable development: what does it mean and how is it to be achieved?
We begin by asking whether sustainable development can be defined in rela-
tively succinct terms. A number of definitions can be found in the contri-
butions to this volume. Several authors cite the famous Brundtland Report
definition — ‘development that meets the needs of the present generation
without compromising the ability of future generations to meet their own
needs’ (WCED, 1987, p. 43). Some have adopted this definition or offered
a slight change in emphasis. Others have added further requirements or
provisos about particular actions that meeting this stated goal might
necessitate. At the heart of each definition is a common concern about the
way in which the fruits of development are shared across generations.
Such distributive concerns have a distinctly philosophical flavour, so it is
appropriate that this volume begins with Bryan Norton’s critical discussion
of the ethical dimension underpinning sustainable development (Chapter
2). For Norton, an understanding of the ethics of sustainable development
is essentially an anthropocentric endeavour. In other words, what is of
interest is human well-being and how to sustain that well-being over time.
Tension occurs when there is, in Norton’s words, ‘competition’ between the
well-being of, or opportunities faced by, current and future people. Much
of this volume is concerned with the reasons why such tensions might arise
and how they might be resolved. Recognition of the responsibility that
present generations have over impacts on the future — the basic tenet of sus-
tainability — is best served, Norton argues, by an avowedly pragmatic
philosophy based on learning about which novel rules for managing the
resource base can be made to work in practice (rather than rely on an
abstract ethical theory).

On the basis that there exists a broadly accepted ethical position that we,
as the current generation, have obligations to the future, it follows we should
ask what these are and whether current behaviour is consistent with making
good on these duties. Addressing these issues requires that we seek to under-
stand the means available to society to generate future well-being or oppor-
tunities, namely its resources or resource base. This resource base, as
Giovanni Ruta and Kirk Hamilton set out in Chapter 3, consists of an array
of stocks of wealth. It includes produced capital and human resources as
well as natural resources (such as energy resources, land and biological
resources) and environmental resources (such as clean air and water). The
terminology here, from economics, is that these latter resources can be
thought of as assets; part of natural wealth or capital. The ‘capital
approach’ has now become ubiquitous in much of the sustainability litera-
ture and can be traced back to seminal contributions such as Pearce et al.
(1989). There are at least two reasons for the widespread use of this
approach. First, it has an intuitive appeal, insofar as entreaties to manage
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these resources sensibly chime with popular notions of ‘not eating into one’s
capital’ or ‘not selling the family silver’. Second, while this capital or wealth-
based approach has proven useful in working out core theoretical notions
of sustainability, it also leads to some specific and insightful analytical
implications. For example, Ruta and Hamilton discuss a recent study by the
World Bank (2006), which provides estimates of, and policy implications
relating to, a range of components of natural wealth across countries.

To reiterate, a core element of sustainability is the appropriate manage-
ment of a broadly construed portfolio of capital and wealth, including
natural and environmental resources, by the current generation. Although
the capital approach does not require particular assumptions to be made
about the relative importance of different assets, such speculation is
inevitable. Indeed, it is the source of one of the great sustainability debates,
the answer to which in no small part determines the likely extent of sacri-
fice required by the present generation in adjusting and adapting behaviour.
Understandably this debate, characterized in terms of whether develop-
ment should be weakly sustainable or strongly sustainable,' cuts across a
number of chapters in this volume. For weak sustainability, there is no
special place for the environment as such. Put another way, it is the ‘overall’
portfolio of wealth bequeathed to the future that matters. As long as the
real value of this portfolio is held constant it matters little that its con-
stituent parts change over the development path. Strong sustainability, by
contrast, requires that the environment is accorded explicit and special pro-
tection. There are a number of variants on this position. Most generally, it
requires that ‘natural wealth’ should (in some way) be preserved intact
through specific conservation rules. Strong sustainability should hence rep-
resent the greater policy challenge, because current human actions would
be significantly more constrained (as certain development paths would be
effectively ‘off-limits’).

The practical implication of this distinction is thus a matter of some
importance. But, while a great deal of actual development policy seems to
be implicitly predicated on weak sustainability,? within the academic litera-
ture there is arguably some consensus over the position that the ‘real’ world
corresponds neither to one polar extreme nor the other. For example,
Jeroen van den Bergh reminds us in Chapter 4 that the theory underlying
weak sustainability was developed in the context of an economy dependent
on a non-renewable resource such as oil. By following the ‘Hartwick’ rule
(or sometimes the ‘Hartwick—Solow’ rule: Hartwick, 1977; Solow, 1986),
sustainable development could be achieved by ‘covering off” the liquidation
of a finite resource with investment in other forms of wealth. The question
being asked here is: are countries saving enough for the future? Later in this
volume (Chapter 18) it is shown how for developing countries that are



4 Handbook of sustainable development

highly dependent on exhaustible resources as a share of economic activity
this focus can yield valuable predictions about development prospects. Can
such (Hartwick) rules be extended across a/l natural wealth? The answer is
that we simply do not know and so this argument would require an extra-
ordinarily large leap of faith. At the same time, it seems overly cautious to
claim a/l natural wealth must be conserved in its entirety. Not surprisingly,
it is difficult in practice to find proponents for either extreme position.

In reality then there are likely to be far more complementarities
between the two approaches than are commonly given credit.’ At least
three lines of reasoning are worth bearing in mind with regards to this
point. In any given year about 10-30 countries are not saving enough to
cover their depletion of natural resources in the World Bank savings data-
base.* So even by a so-called weak sustainability criterion a clear signal is
provided that a very real problem for the development prospects of these
countries exists. Second, so long as it is not being argued that all natural
assets must be conserved (and typically it is not) then there is a guiding
role for key insights from both approaches (Pearce et al., 1996). For
example, more moderate interpretations of strong sustainability tend to
argue there are certain critical resources that are both crucial for human
development and have no substitutes. That is, not all of nature is critical.
For those critical assets which absolutely must be conserved (at some
level), some (physical) indication is clearly needed about the extent of con-
servation. However, we would still need to know whether (or not) enough
is being saved for the future and this will entail assessing changes in total
wealth including what is happening to the ‘rest’ of nature that is deemed
to be ‘usable’. Third, as argued in a later chapter (Chapter 18), central to
stronger notions of sustainability is the sense that development paths will
take countries dangerously close to (or beyond) important environmental
thresholds. Yet even though a savings analysis (often thought to be syn-
onymous with weaker approaches) might be reckoned to have little to say
here, a more considered response would be that relevance depends not on
the existence of thresholds but on the nature or character of that thresh-
old. While this is very much a technical detail, which roughly speaking
depends on whether the harmful impacts on approaching a threshold are
knowable or entail a ‘nasty surprise’, its practical implications are no less
important for that.’

There is a challenging research agenda here: that is, how much of nature
‘should’ be conserved and how many (and what type of) threshold problems
are there in practice? Central to this challenge is the conviction that the
notion of a critical resource provides the basis for consensus in an other-
wise seemingly intractable debate between weak and strong approaches.
Hence, much of the middle-ground in discussions about sustainable
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development could well centre on identifying critical assets, understanding
how they function and managing these resources accordingly. In other
words, the conflict between weak and strong sustainability would largely
dissolve if it could be determined which assets were critical. Unfortunately,
the problem with this otherwise pragmatic standpoint is that there exists
considerable uncertainty about which natural assets are critical. Hence
there is corresponding uncertainty about the location of this middle-
ground.

Recourse to evidence would be one clear way through this impasse.
However, those who over a decade ago (for example Pearce et al., 1994)
expected a body of empirical evidence to emerge on the issue of substi-
tutability might be disappointed by progress. Most welcome then is recent
work (World Bank, 2006, discussed in Chapter 3) that has built on earlier
contributions such as Berndt and Field (1981) in quantifying the degree of
substitutability between commercial natural resources and other forms of
wealth. While this provides valuable information on the ability to maintain
economic production in the face of declining natural resource stocks, it is
unlikely that such direct evidence will be as straightforward to uncover for
broader classes of natural assets affecting human well-being directly or
perhaps indirectly (as subtle and intangible inputs to production). This is
simply a reflection of the complexity of understanding the physical world
in which we live. However, there are signs of progress in understanding the
implications of, say, ecological processes for human well-being. For
example, more than any other single school of thought, ecological eco-
nomics has been explicitly premised on exactly this objective. Moreover, as
van den Bergh notes in Chapter 4, the challenge of sustainable development
has evolved to occupy a central place in an otherwise eclectic array of
policy concerns and analytical perspectives.

Chapter 5 offers a prominent illustration of this advance in the know-
ledge of ecological systems. Neil Adger outlines how progress in under-
standing the concept of resilience has contributed to this process. As Adger
explains, resilience is central to sustaining ecosystem functions in the face
of external pressures and perturbations. Unsurprisingly, complexities
abound. Early speculation about the relationship between diversity and
resilience (for example Common and Perrings, 1992) has given way to
insights with less straightforward implications for conservation manage-
ment. However, the central message broadly persists that a loss of resilience
is a threat to sustainability, and resilience — and thus the future provision of
ecosystem services — is being compromised by unrelenting human pressure
on the environment. As an illustration, Adger notes that this negative
process is epitomized by the ongoing diminution of the world’s living coral
reefs. The reward for human development of policies that preserve or
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enhance resilience — perhaps at some reference level — is a more stable envi-
ronment for continued use of ecological services.

The broad thrust of policy decision-rules intended to deal with threats
to sustainable development, in a world with critical resources, is explored
in detail by Alan Randall in Chapter 6. In the spirit of our earlier discus-
sion of the ‘middle-ground’, his is a two-tier approach involving a combi-
nation of safe minimum standards (SMS) for critical resources and
standard cost-benefit rules (markets augmented by public policies that pass
cost—benefit tests). With regard to the latter, Randall situates this economic
approach within a broad array of considerations: cost-benefit thinking
subject to moral constraints rather than allowing the economist’s notion of
(social) efficiency to trump all else. Thus threats to sustainability, perhaps
brought about by the likely loss of a critical resource, could justify a strict
conservation rule (although this can be overridden if its costs are ‘intoler-
able’). There is no single or unifying rationale for observing SMS. Instead,
Randall presents a simple but compelling case that it is an approach that
commands broad consensus. As such, this is a testable criterion, which is
clearly a desirable attribute for making costly but uncertain decisions in
democratic societies.

Intergenerational equity: discounting, population and technological change
In the SMS framework previously discussed, cost—benefit analysis (CBA) has
a place unless there is a sustainability threat. One reason for this demarca-
tion is that such threats might be characterized by a combination of uncer-
tainty and possibly (irreversible) large losses in well-being. Nor is CBA
well-equipped to deal with contemporary environmental problems which are
characterized by impacts that could be felt 100 to 200 years from now (and
beyond). That is, conventional ways of discounting future costs and benefits
in economic appraisal typically give very low weight to these distant con-
cerns. Such observations about the ‘tyranny of discounting’ draw on long-
standing concerns. In Chapter 7, Cameron Hepburn brings us up-to-date
with the discounting debate, noting interesting developments that reassert
the relevance of cost-benefit approaches in understanding the social worth
of policies affecting the far-off future. Thus, while Hepburn outlines a
number of alternative approaches to discounting (which go beyond overly
simple prescriptions not to discount at all), just as interesting are recent
developments in the theory and practice of discounting, which provide pow-
erful arguments for using declining discount rates to appraise public policies
with impacts in the distant future. While this introduces well-known prob-
lems into decision-making, these disadvantages must be weighed carefully
against the advantages of making economic appraisals more sensitive to
preferences for environmental outcomes in the far-off future.
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In many countries and for the world as a whole, any development path
must sustain well-being or opportunities over a considerably larger popu-
lation than currently prevails. In turn, population growth may further
threaten sustainability as human populations place added pressure on
natural assets. In Chapter 8, Geoffrey McNicoll sets out this integral part
of the sustainable development story, which itself has roots in historical
debates about the relationship between population and development.
Recent interventions have, in McNicoll’s view, generated more heat than
light, focusing on elusive (and perhaps even futile) questions about ‘how
many people the world can support’ and arriving at extreme prognoses
whereby population levels can increase without limit (for example Simon,
1981) or resource constraints result in dramatic population collapse or col-
lapse in living standards (for example Meadows et al., 1972). McNicoll
shows that, away from such extreme debate, there is a wealth of useful
analyses, which neither dismisses the possibility that population change
increases pressure on natural assets nor blithely assumes this relationship
can be straightforwardly disentangled from other factors. Indeed, the
population—environment nexus is unlikely to be carved in stone. As with so
many other issues in the sustainable development area, it is mediated to a
large extent by institutions and policy regimes. Put another way, bad poli-
cies or poor institutional arrangements can exacerbate the environmental
impacts of population pressure. A key question then is what is the appro-
priate balance of policy between, on the one hand, interventions aiming to
influence migration and fertility decisions directly and, on the other hand,
efforts to create or strengthen institutions?

Against concern about the consequences of population growth lie ques-
tions about the ability of technological change to deliver sustainable devel-
opment. McNicoll reminds us that analogous questions have been an active
source of debate in the economic growth literature. Such issues are obviously
highly relevant to concerns about sustainability, for the claim that current
behaviour is unsustainable implies possibly strong judgements about
how well-being or opportunities will be generated in the (far-off) future.
Historical examples abound where similar concerns about impending sus-
tainability threats have been rendered obsolete by technological advances.
Moreover, as Chapter 8 points out, much of modern growth theory has been
predicated on the primacy of technological change in driving economic
development. A timely reminder of the relevance of these discussions was
made by Weitzman and Lofgren (1997). They presented the theory and illus-
trative calculations (for the US) behind the claim that even a moderate but
predictable flow of technological change might mean that, not only would
such productivity advances play a significant role in determining prospects
for sustainable development, this could play the decisive role.
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The proposition that technological change can be relied on to take care
of the future is somewhat out of kilter with the more cautious approach
generally advocated by those concerned about sustainable development.
The substance of this caution stems from two main considerations. First,
contemporary sustainability threats often relate to the loss of natural assets
that are tangibly different to those referred to in any number of reassuring
historical examples. Ultimately, history will prove the protagonists in such
debates right or wrong but, in terms of decision-making in the here and
now, there is mounting suspicion that losses of critical assets could entail
substantial losses in well-being comparable or greater in magnitude to
those increases attributable to technological improvements. Until practical
data exist to evaluate this claim directly, fundamental questions relate to
how decision-making should proceed in light of uncertainty. Second, a reli-
able stream of technological improvement requires a policy climate con-
ducive to innovation effort (Aghion and Howitt, 1998). This is an
important point, because new knowledge must be created. One primary
way of doing so is through inputs to the research and development (R&D)
sector, but this is a costly process influenced by a variety of incentives.®

The second point has prompted researchers to seek a deeper under-
standing not only of the process of knowledge creation but also of how new
innovations diffuse into production (and consumption) processes. In terms
of sustainability, there is particular concern about the direction of techno-
logical change. That is, it could be argued innovation has shown a long-
term tendency towards greener technologies that drive the material or
energy intensity of economic production downwards (see also Chapter 15).
Does it follow that this decoupling is simply a spontaneous by-product of
innovative activity? In Chapter 9, Timothy Foxon outlines explanations of
how innovations come on-stream and how cleaner technologies in particu-
lar are adopted. There are important lessons to be learned from, in effect,
‘backward engineering’ the actual adoption of new technologies and so
understanding the technical and economic circumstances under which
change occurred. In doing so, examples are uncovered of existing tech-
nologies that have become ‘locked-in’, even though possibly ‘superior’ tech-
nologies exist. Understanding the reasons for such phenomena is also
important. A prominent environmental example is the pervasiveness of
carbon-based technologies in modern economies. Proponents of the lock-
in notion argue that both economic processes and policy institutions, which
otherwise might be harnessed to foster change, can become constrained to
serving the status quo. International experience appears to be varied.

Sustainable development is concerned with development prospects along
a path stretching into the far-off future. It is entirely plausible, and indeed
to be expected, that technological change will intervene to change the
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nature of this path. This issue therefore merits serious consideration in
discussions about threats to sustainability. Yet, neither should it be
used to ‘stop the conversation’ about obligations of the current generation
to the future. While technological change might alter the nature of these
obligations, challenging questions arise from consideration of what
policy regimes can best harness innovation as one means of sustaining
development.

Intragenerational equity and the social dimension
Sustainable development has always been about more than just a sophisti-
cated articulation of concern for future generations. Another prominent
theme has been intragenerational equity, that is, the distribution of income,
environmental burdens and other relevant factors within the currently exist-
ing generation. This tradition owes much to the Brundtland Commission,
for which concern about future generations was only part of the story:
concern for poverty in the present generation was also important, indeed
for the WCED arguably the highest priority. Explanations vary as to why
present generation inequities might make development unsustainable.
Perhaps it is a logical consequence of concern for intergenerational equity
(for example Solow, 1992). Others have put forward mechanisms whereby
a development path is unsustainable, because there are disparities in well-
being or opportunities within the current generation. A few have simply
asserted that greater intragenerational equity is intrinsically desirable and
by hook or by crook must be relevant to sustainable development. All of
this suggests policy makers follow a more specific requirement to prohibit
not only current development that comes at the expense of the future, but
also increases in current well-being that further broaden the gap between,
say, rich and poor. Three chapters in this volume outline the case for inte-
grating intragenerational equity within the sustainable development story.
In Chapter 10, Geoffrey Heal and Bengt Kristrom assess recent efforts
by economists to build current distributive considerations into analyses of
sustainable development. What this involves is moving beyond highly
aggregated assessments of whether the current generation is overusing its
resource base. Heal and Kristrom attribute this to a welcome resurgence in
economic interest around distributive issues in cost-benefit analysis and
policy appraisal more generally. Given that an important element of any
sustainable development strategy will be strengthening environmental poli-
cies, Kristrom uses these public policy interventions to illustrate frame-
works for analysing distributive impacts. This raises an array of interesting
issues. First, there are questions surrounding how best to understand and
quantify distributive impacts across households, firms and so on within,
say, the national economy. Second, there are questions regarding the main
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lessons emerging from this analysis. For Heal and Kristrom, the key
message is that environmental policy creates winners and losers.” While
there is mixed evidence about the socioeconomic characteristics of those
who fall in each category, the fact remains that those charged with design-
ing and implementing environmental and sustainable development policies
cannot escape making hard choices. In order to ensure that such policies
are socially acceptable, identifying the potential obstacles that undesirable
distributive impacts represent is crucial.

In Chapter 11, Julian Agyeman reminds us that concern for social justice
in the here and now has always been at the heart of the environmental
justice movement. Indeed, it is arguable that some of the credit for the
recent emergence of environmental equity concerns in economic analysis
(for example Serret and Johnstone, 2005) must go to this movement. It
began as a grassroots campaign, originating outside of (and sometimes in
opposition to) the mainstream environmental movement in the US. In this
respect, it has evolved in parallel rather than together with the sustainable
development debate. However, as Agyeman notes, environmental justice
proponents have identified much in common with the sustainability
agenda. Emphasis is placed on the burden of pollution and how that
burden is distributed across communities with different socio-economic
characteristics. Within the US, particular interest has surrounded the inci-
dence of these environmental inequities by ethnic origin. In each example
the implication is that an unequal distribution of some environmental
burden along a socio-economic axis is unjust. In turn, policy should strive
for a more equal distribution, although how this might be achieved depends
on a proper understanding of the dynamic process whereby environmental
burdens and risks are assigned (see also Chapter 10).

International disparities — in terms, say, of how global environmental
burdens are distributed — might also be characterized as environmental
justice problems. Another perspective which relates the link between (espe-
cially international) disparities in living standards and differences in human
‘vulnerability’ to environmental and other stresses has rapidly become part
of the vocabulary of sustainable development as noted in Chapter 12 by
Neil Adger and Alexandra Winkels. For example, there is concern about
how vulnerable certain groups are when exposed to climate-related risks.
The emphasis on vulnerability predicts that those living in chronic poverty,
without access to the resources necessary to live a decent life, are those least
able to cope or adapt. In this context, links are forged with key contribu-
tions from the poverty literature, notably the writings of Amartya Sen
(1981, 1984). Since the social pillar of sustainability plausibly demands
we work to minimize poverty worldwide, Adger and Winkels argue the
vulnerability perspective constitutes a valuable analytical tool, offering a
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multidimensional explanation of how the distribution of resources in
society presses those least fortunate into unsustainable livelihoods and vice
versa. In this way, not only is vulnerability reduction a legitimate sustain-
able development goal, because it is instrumental in reducing poverty, it can
also contribute to fostering sustainable livelihoods among those sections of
society least capable of pursuing them. All other things being equal, this
could contribute to the attainment of sustainable development goals
society-wide.

Growth, consumption and natural wealth

An important connection between recent attempts to understand the deter-
minants of poor economic performance and the measurement of sustain-
ability is the finding of a negative and significant relationship between
natural resource abundance and economic growth. This is the so-called
‘resource curse hypothesis’ or ‘paradox of plenty’. It is a paradox, because
common sense suggests resource-rich countries have distinct long-term
economic advantages over (otherwise similar) resource-poor countries. As
Richard Auty shows in Chapter 13, the fact that a large number of coun-
tries in the former category appear not to have benefited in this way has led
to considerable effort being expended in seeking to understand why the
resource curse arises and, more importantly, whether it can be avoided.
Perhaps the most convincing of recent arguments are those which focus on
the political economy of resource-rich countries. As Auty points out, there
is likely to be a vicious circle at work here. Resource windfalls, for example,
encourage rent-seeking among interest groups and permit governments to
prolong ‘bad’ policies. While notable examples of sound resource manage-
ment do exist, transforming countries that habitually dissipate resource
rents is far from easy.

Another important node for research into the economic, social and
environmental performance of developing countries is the classical process
of structural change, whereby the importance of the (rural) primary sector
in a national economy decreases at the expense of the (urban) manufac-
turing and service sectors. As Ramoén Lopez explains in Chapter 14, struc-
tural change has been a pervasive trend in modern economic development,
be it in countries that have performed well over the past few decades (for
example in Far East Asia) or in countries that have failed to satisfy devel-
opment expectations (for example many Latin American and sub-Saharan
African countries). Lopez thus draws a distinction between structural
change with positive outcomes —in terms of decreasing pressure on natural
assets and increasing living standards — and structural change with nega-
tive outcomes, whereby the rural poor simply become the urban poor.
Hence the understanding of how ‘benign structural change’ comes about



12 Handbook of sustainable development

as opposed to ‘perverse structural change’ has an important role to play in
fostering sustainability in developing countries. Lopez argues that, while
benign structural change is ‘pulled along’ by labour demand from the
increasingly productive urban non-primary sector, perverse structural
change is pushed by the depletion and degradation of rural natural assets
and/or by the disenfranchisement of the rural poor. The rural labour force
migrates to urban areas as a consequence, but in many cases the necessary
investment and productivity improvements in the non-primary sector have
yet to be made. Crucially, Lopez portrays the latter process as the result of
policy failure, itself the result of an institutional bias against the rural poor.
In this respect, the similarities with Chapter 13 could not be clearer.

Among certain schools of thought, it is almost an article of faith that
economic growth results in greater resource use and environmental degra-
dation. Yet cross-country empirical studies in the early 1990s seemingly
showed that, for certain pollutants, as the economy grows, so environmen-
tal quality first deteriorates, but then actually improves. This is the so-called
Environmental Kuznets Curve (EKC). Matthew Cole, in Chapter 15,
reviews the evidence from EKC studies for local and global pollutants.
While these studies have seen their fair share of criticism on a variety of
grounds, Cole notes that recent developments in the literature have sought
to provide a more thorough explanation of the process of economic change
driving the EKC (where it exists). At least two interesting implications
emerge. First, a combination of environmental effects accompany eco-
nomic growth that work in opposite directions. Certain effects diminish
environmental quality (for example scale effects) while other effects
enhance it (for example technical effects). Second, initial conclusions that
countries might simply grow out of their environmental problems were — as
many had suspected — far too simplistic. The environment-growth paths
described by EKCs often reflect policies which, even if facilitated by rising
incomes, do not arise automatically.

Raising consumption is one objective of development policy around the
world. For a large number of countries, where poverty is widespread, this
is a necessity. In wealthier countries, in some quarters, there has been a fair
degree of soul-searching about the desirability of progress driven by ever-
increasing consumption. For example, where the environmental effects of
growth appear to be less than benign (for example carbon dioxide emis-
sions), there is arguably a clear mandate for the study of how consumption
can be made ‘sustainable’ or at least to have less damaging by-products.
Tim Jackson takes up this task in Chapter 16. In fact, the consequences of
consumption practices for sustainable development are not confined to
environmental effects, as the consumption choices we make affect social
equity and well-being more broadly. Despite the potentially fundamental
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questions such a focus could raise, Jackson explains that much of the recent
sustainable consumption literature, especially (and without any great
surprise) at the political level, has shied away from them, restricting itself
to an incremental shift in consumption towards ‘greener’ products. Yet
Jackson argues this reticence might constitute a missed opportunity. Not
only does it conflate the issues of production and consumption, the inabil-
ity to engage with how much we consume in absolute terms runs the risk of
ignoring scale effects. He asks: what is the true purpose of consumption?
In doing so, he outlines a number of theories as to why ever-increasing
material consumption may actually be something of a social pathology. All
this leaves a question mark over the degree to which much of this con-
sumption is actually making people in the world’s richest nations any
happier. While such accounts pose tremendous challenges to established
theories — sustainable development theories included — there are a number
of useful and immediate policy implications, not least the futility of naive
appeals to ‘stop consuming so much’.

Progress in measuring sustainable development

Consumption, economic growth and environmental degradation impact
sustainable development in complex and often apparently contradictory
ways. The question is: how do we know whether overall we are on a sus-
tainable development path? If the rhetoric of policy makers committed to
sustainable development is to be judged against the reality of performance,
then the means must be found to measure and monitor sustainable devel-
opment. Put another way, in the absence of such information we cannot
even broach the question of whether development is sustainable. A number
of chapters in this volume examine a variety of proposals that respond to
this measurement challenge. Broadly speaking, they fall into one of two
camps. First, there are those approaches seeking to adjust or extend the
existing economic or national accounts to better reflect resource depletion
and environmental degradation. These activities are typically labelled
‘green national accounting’ or ‘resource and environmental accounting’.
Second, there are approaches that have sought to construct (sometimes
highly aggregated) physical environmental indicators. Common to both
approaches is the overarching conviction that development cannot be sus-
tainable if policy makers continue to rely on the same narrow set of eco-
nomic indicators used to guide the short-term management of the
macroeconomy, most notably Gross Domestic Product (GDP). Chapters
17 and 18 draw on the activities of two international organizations with a
key role to play in the pursuit of sustainable development: the United
Nations and the World Bank. The approaches taken by both institutions
fall within the ambit of green national accounting, but there are important
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contrasts in terms of methods and emphasis, most notably about whether
we need an analogously powerful accounting aggregate or indicator to rival
GDP.

Glenn-Marie Lange provides a critical appraisal, in Chapter 17, of the
United Nations System of Environmental and Economic Accounting
(SEEA) (UN et al., 2003). This system is designed as an adjunct to —not a
replacement for — the conventional System of National Accounts. Clearly,
this falls short of the more radical plea to overhaul the national accounts.
It takes the more conservative (but in all likelihood correct) view that
satellite accounts best permit experimentation and nurture of novel and
worthwhile proposals, without compromising uses associated with the con-
ventional accounting framework. In terms of uptake across countries, the
SEEA appears to have been a qualified success. Lange reports that a
number of countries (but by no means all) have been busy in the imple-
mentation of a wide range of accounting activities based on this frame-
work. This includes asset accounts (natural resource balances), flow
accounts for materials, energy and pollution, environmental protection
expenditures and, finally, green alternatives to GDP. In other respects,
Lange offers cause for both optimism and pessimism. On the one hand, a
number of countries are increasingly exploring the policy implications of
resource and environmental accounts. This is a welcome development. In
the past, there was a suspicion that many official green accounting pro-
grammes were initiated with very little discussion of end-uses (Hamilton
etal., 1994). As Lange shows, the strength of a number of accounting activ-
ities covered by the SEEA framework lies precisely in the detailed policy
questions they can address. On the other hand, the SEEA provides little
leadership on the major debates about competing methods, particularly
with regard to the valuation of resource stocks and their depletion and
degradation. This embedded ambiguity could well limit the uptake of these
frameworks and necessitate a search for leadership elsewhere.

By contrast, Kirk Hamilton and Katharine Bolt describe the singular
approach taken by the World Bank in adopting genuine saving (or adjusted
net saving) as its primary indicator of sustainability (Chapter 18). As
described in this chapter, postponing consumption (for example by saving
out of income or through investing in human resources) boosts a country’s
(genuine) saving rate, while (net) depletion of natural assets (for example
mining or harvesting commercial natural resources or emitting pollutants
such as carbon dioxide and particulate matter) shrinks it. Sustainability
requires that countries avoid negative genuine saving rates at the very least.
As Hamilton and Bolt note, the proposition that we should be interested
in saving rates (and changes in wealth per capita in the presence of pop-
ulation growth), as one important piece of the puzzle for measuring
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sustainable development, has survived rigorous scrutiny by economic
growth theorists. Scrutiny outside the economic domain has identified
genuine saving’s commitment to weak sustainability, which, in line with our
previous discussion, may be insufficiently demanding where critical natural
assets are concerned. Even if the analysis is confined to weak sustainabil-
ity, empirical findings to date suggest many countries find it hard to achieve
positive genuine saving. Moreover, Hamilton and Bolt note that empirical
evidence suggests that genuine saving is a reasonably strong predictor of
future consumption. In other words, this indicator can provide important
signals for policy. As reported in Chapter 18, had countries such as
Venezuela and Nigeria followed the standard Hartwick rule or maintained
genuine saving at some modest and constant rate, they would be consider-
ably better off than is actually the case.

Beyond the province of green national accounting, a wide array of indi-
cators has been proposed. Efforts to measure sustainable economic well-
being led to the construction of an Index of Sustainable Economic Welfare
(ISEW: Daly et al., 1989), also known by various names, including the
Genuine Progress Indicator (GPI: Cobb et al., 1995). The ISEW aims to
provide a ‘better’ measure of current and future well-being than GDP.
Although this aim is shared with the environmental and resource account-
ing literature, the two traditions engage little beyond this.® In Chapter 19,
Clive Hamilton notes that many ISEW studies claim striking findings to the
effect that the measured level of well-being increases at first (from its level
in the initial study year; typically 1950), before declining at some point
(usually around the 1970s or 1980s), sometimes steeply. At face value, this
indicates that, while well-being per capita initially rose, it has been declin-
ing for some time, in some cases precipitously. Thus ISEW studies can be
viewed as a bold attempt to construct national welfare accounts in a world
where relevant shadow prices assume that environmental change is very
costly indeed. ISEW/GPI studies thus appear to reveal dis-saving on a
massive and unsustainable scale. While there are substantial suspicions, dis-
cussed by Clive Hamilton, that the findings of these studies are largely an
artefact of the particular methods used by practitioners, it is interesting to
note the burgeoning ‘mainstream’ respectability of the notion that people
living in modern advanced economies are no more happy despite evidence
of economic progress (especially in the literature on happiness and its
determinants: see, for example, Layard, 2005).

Numerous indicators purporting to measure sustainability now exist.
Indeed, to cover all of these would command a volume in itself. This is in
marked contrast to the early 1990s, when there was growing recognition of
the need to monitor progress towards sustainability goals, but few practi-
cal indicators existed. Put this way, considerable progress has been made in
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constructing practical indicators over the past 10 years or so. The genuine
saving and ISEW/GPI indicators are but two examples. In Chapter 20, Ian
Moffatt outlines and assesses three further indicators, in this case focusing
on physical environmental pressures: material flows, environmental space
and ecological footprints. In fact, the search for sustainability indicators
has become something of a mini-industry in the literature on sustainable
development. So too has criticism of these indicators. Much of this crit-
icism needs to be taken in context: it is often the case that an indicator is
useful in one domain and less useful in another. For example, there is no
doubting the success of ecological footprints as a rhetorical device. The
analogy of a footprint — describing how biophysical limits might nominally
bind on economic activity — graphically illustrates the notion of ‘living
beyond our means’. Whether decision-makers should base policy directly
on this information is another matter. By contrast, resource and environ-
mental accounting, described in Chapter 17, can be extremely useful in
guiding policy but it is unlikely to interest, much less excite, a broader audi-
ence. Other indicators might be made more useful if methodological prob-
lems (or, in some cases, errors) can be addressed. Take the case of ‘material
flows’: highly aggregated indicators of the mass of material dragged
through the economic system and the residuals that are the by-products of
this activity. It is hard to take anything positive from an indicator that
simply adds, say, tonnes of residuals together regardless of the harm those
materials cause in the receptor environment. However, once one starts
distinguishing between more and less harmful materials, in a meaning-
ful way, then material flow accounting could represent a more useful
measurement tool.

How then might policy makers make sense of the array of sustainability
indicators now available? A reasonable expectation is that, over time, many
of these indicators will wither on the vine. It is to be hoped that those that
survive this process are the most useful, and proper scrutiny of indicators
is one way in which this outcome can be achieved. This search for measures
of sustainable development is unlikely to result in one indicator able to
‘out-compete’ all rivals. It is not credible that a single indicator is able to
describe all relevant aspects of the development path. Thus, a better picture
of whether countries are developing sustainably will require a judicious mix
of indicators. With regard to the indicators that might be included in this
portfolio, that crucial debate is still in its infancy.

Sustainable development at different scales

Such is the apparent appeal of sustainable development, the term ‘sustain-
able’ is now prefixed to numerous and disparate policy objectives. Within
the academic literature, it has been variously asked how regions, local
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districts (for example cities), economic sectors and corporations can be
‘sustainable’. Much of this makes eminent sense even if sustainable devel-
opment were solely a macro-goal, as there would be legitimate questions
about how, for example, the households and corporations that comprise
this society might contribute to the macro-objective. Yet, as the authors of
a number of chapters in this volume demonstrate, adopting these more dis-
aggregated approaches to understanding sustainable development might
also yield additional insights.

The quest for local or urban sustainability has been understood not just
as a contribution to some broader societal objective, but also as an agenda
in its own right. As Yvonne Rydin explains in Chapter 21, much of the
impetus for this was supplied by Agenda 21 in 1992, which provided a pow-
erful focus for interest in local sustainability. This local perspective has led
to ambitious policy aims. For example, it has been argued that, as ‘global’
environmental problems have their roots in ultimately local behaviour, this
places an onus on tackling such problems at local levels. While this does not
diminish the need for international co-operation to sustain meaningful out-
comes on global problems such as climate change (where each locality’s
contribution, in isolation, is to say the least marginal: see Chapter 24), an
intriguing example, cited by Rydin, shows how co-ordinated efforts across
US cities have sought to bypass federal government reticence over climate
change mitigation. One interpretation of this could be that policy makers
at local tiers of decision-making provide a better reflection of their citizens’
preferences than at higher tiers, the latter perhaps being all too influenced
by various interest groups and special pleading. In a related vein, a distinc-
tive feature of the local sustainability agenda has been the identification of
an enhanced role for meaningful public participation in (local) decision-
making.

At first blush, the idea that a particular economic sector should be ‘sus-
tainable’ might be treated with derision. The economic fortunes of most
sectors can be expected to ‘wax and wane’ over plausible development
paths. Indeed, sectors such as mining clearly involve inherently unsustain-
able activities, although this does not in itself remove the justification for
such projects. Whether there is a justification for sustaining particular
sectors depends on the sector in question and what is meant by ‘sustain-
able’. For example, some would argue the entire notion of sustaining a
sector ‘in perpetuity’ makes little sense. Rather it is the contribution of that
sector to sustainable development in some wider sense that is of real inter-
est. However, as Clement Tisdell points out in Chapter 22, both perspec-
tives are likely to be relevant in the case of agriculture. It is highly desirable
for the global agricultural system to be sustainable in terms of fulfilling the
nutritional needs of the world’s population both now and in the future.
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Certain countries may well place a premium on food security and this might
further motivate concerns about sustainable agriculture within nations.
While, as Tisdell notes, concern over food production failing to keep pace
with demand is hardly new, contemporary issues have added some novel
twists to the story. Thus it may be that the resource base on which future
agricultural productivity depends is being ‘homogenized’, with a reliance
on ever higher yielding but ultimately less resilient genetic materials
(see also Chapter 5). While this drive towards uniformity in agricultural
systems serves to increase food output, it might well come at the expense of
sustainability.

An increasing number of corporate entities have affirmed their apparent
support for sustainability through, for example, the medium of dedicated
environmental or (increasingly) sustainability reports. However, Rob Gray
and Jan Bebbington argue forcefully in Chapter 23 that the notion of cor-
porate sustainability might not be as helpful as it first appears. Indeed, they
argue that there is a danger this term has been captured by those in the
corporate world who seek to dress up almost any action as being somehow
commensurate with pursuing sustainability. At the very least, this suggests
the need for a rigorous evaluation of corporate environmental or sustain-
ability reports in the same way that corporate financial accounts are scru-
tinized and verified. Taking a step back, it would be a surprise (albeit a
pleasant one) if, merely by shining a light on corporate activities, a sufficient
number of these entities would spontaneously fall in line with society’s
broader environmental or sustainable development objectives. Pressures to
produce reports (even those that are a true and fair reflection of environ-
mental performance) are unlikely to change incentives sufficiently. In other
words, such actions are highly unlikely to be an adequate substitute for
environmental and sustainable development policy.

The international dimension

A characteristic of many natural assets that cannot be ignored is that they
are not just shared across generations but also across national boundaries.
The list is large and includes ‘open access’ resources over which there is no
ownership (for example the global atmosphere and the oceans) as well as
those resources owned by a sovereign state that nevertheless provide
ecological services across borders (for example forests and biological
resources). Inevitably, better management of these assets necessitates
that hugely complex issues of international co-operation are successfully
brokered. In Chapter 24, Camilla Bretteville Froyn provides compelling
arguments, drawn from applications of game theory and public choice
theory, that agreement between countries on managing international envir-
onmental resources cannot be presumed and that actual co-operation will



Introduction 19

almost always be circumvented by what is within the art of the — politically
— possible. This does not imply meaningful and sustainable agreement is
unattainable, but, in the absence of strong and credible international gov-
ernance, a number of rather exacting conditions must be fulfilled. Among
these conditions is the balancing of distributive considerations, both in
terms of dividing the gains from co-operation among parties and in terms
of the outcomes of internal conflicts among likely winners and losers
within each negotiating country. Perhaps the single major challenge is to re-
orientate perceptions and incentives such that co-operation is unanimously
seen as the best way forward in the face of competing domestic and inter-
national interests.

Given the undoubted and growing influence of international trade on the
fortunes of the world economy and its constituent countries and regions, it
was always likely that issues surrounding the impact of trade on the envir-
onment and sustainable development would loom large. Indeed, few issues
have been so controversial, a point that is reflected in the range of extreme
positions held. For some, trade and globalization are inherently unsustain-
able, arguably an unhelpful approach to what is essentially an empirical
question.® At the other extreme lie those who argue unfettered trade can
serve many goals (economic, environmental and so on), thus being of uni-
versal benefit. In Chapter 25, Kevin Gallagher provides an overview of
some of these controversies and, in doing so, outlines an array of candidate
pathways whereby trade either benefits or harms the economy and envir-
onment. Interestingly, the empirical evidence continues to be mixed. In
fact, recent studies have sought to make sense of this apparently frustrat-
ing finding, observing that trade openness is far from the only determinant
of development prospects and that the direction and extent of its impact is
inextricably linked to other policy variables (such as the strength of domes-
tic environmental policy). However, a further concern that arises is whether
the understandable desire of the World Trade Organization (WTO) to
remove trade barriers in the guise of environmental protection punishes
‘bad’ and ‘good’ environmental actions in equal measure. Similarly, anxiety
surrounds the prospect that international environmental agreements con-
taining trade restrictions will fall foul of WTO rules, which is somewhat
ironic given that, in certain prominent cases, these provisions have arguably
been crucial in sustaining a meaningful agreement (Barrett, 2003). While
these concerns have yet to manifest themselves in practice, a number of
commentators have called for a counterweight World Environmental
Organization.

In Chapter 26, John Vogler traces the recent historical evolution of inter-
national forums that have helped shape the contemporary politics of sus-
tainable development. He charts the shift in this political debate from a



20 Handbook of sustainable development

primary emphasis on environmental issues at the 1972 Stockholm Confer-
ence, through a shared focus on environmental, social and economic devel-
opment at the Rio de Janeiro Earth Summit in 1992, to arguably a primary
emphasis on poverty alleviation at the Johannesburg World Summit in
2002. This does not necessarily mean environmental protection has been
effectively sidelined, of interest mainly in its capacity to alleviate poverty.
Rather, it would appear that what began as a call to protect the environ-
ment in the service of human development has become a more specific call
to prioritize improvements in the well-being of the very worst-off now and
in the future. It is likely, of course, that this change in emphasis will result
in different environmental priorities (see also Chapter 11). Vogler draws the
general conclusion that the principle of sustainable development has
become firmly embedded in the international political system. However, he
argues this offers cause for both ‘hope’ and ‘despair’. On the one hand, it is
clear from any analysis that regional and national self-interest has played a
major role in the international politics of sustainable development, often
throwing up more obstacles than opportunities. On the other hand, the
‘institutionalization’ of sustainable development — through which it has
acquired a momentum all of its own — might help to shape and alter
national perspectives of self-interest, thus facilitating deeper agreement
and action than might otherwise have prevailed.

A major source of friction in international discussions on sustainable
development surrounds the question of whether the programme requires
additional and substantial financing. Accepting this is the case, there is
doubt over whether the necessary international transfer of funds will be
forthcoming. However, it would quite wrong to abandon all hope that this
challenge can be met, as argued by the late David Pearce in Chapter 27.
Given David’s important and influential contributions to the understand-
ing of sustainable development, it is fitting that we leave him the last word
in this volume. Towards what sadly turned out to be the end of his life,
David became interested in how the substantial financial flows that need to
be levered to secure sustainable development can be motivated by emi-
nently sensible economic arguments. His source of inspiration, as outlined
in Chapter 27, was the notion of a Coasian bargain (Coase, 1960), whereby
a ‘polluter’ has a property right underpinning their current (unsustainable)
behaviour — perhaps because a threatened biological resource is sovereign
property — such that it is in the interests of the ‘sufferer’ (or beneficiary of
conservation) to pay the polluter to change their behaviour. As the chapter
points out, overcoming well-known obstacles to these Coasian bargains
remains a challenge, but if these can be navigated then it motivates possibly
substantial financial flows linked to payments for environmental services:
so-called market creation initiatives. The current vernacular is that these
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created markets can be ‘pro-poor’, thus ticking two boxes vis-d-vis concern
about sustainable development. Similarly, the development of novel finan-
cial instruments to deal with environmental threats — such as climate-
related risks — offers at least a cautious note of optimism to the effect that
financial expertise can be harnessed to deliver sustainable development.

Concluding remarks

Almost two decades after the publication of the Brundtland Report
(WCED, 1987), the debate on what is sustainable development, how to
measure progress towards it and how to put sustainable development into
practice has come a remarkably long way. This volume is in many ways an
exercise in account-taking of what has been achieved, on which aspects
consensus has emerged and what remaining challenges lie ahead. Much
more is known now than 20 years ago, and there is general agreement on a
great deal of the fundamentals of sustainable development. That said, as
this volume illustrates, there are many areas of continued disagreement.
This suggests that there is much more to be learned and that the study of
sustainable development will continue to be a thriving area of research. To
reiterate the sentiments we outlined at the outset of this chapter, while this
volume cannot, and indeed could not feasibly, do justice to all aspects of
sustainable development, we believe that the contributors have covered a
wide range of the most important topics in this expansive field. Our hope
is that readers will enjoy these excellent contributions as much as we have
in the course of assembling this volume.

Notes

1. While there is some debate about when exactly this terminology entered the literature, the
main ideas can be found in Pearce et al. (1989), as well as Daly (1994).

2. The intellectual case for this position is set out in, for example, Solow (1992) as well as
Chapter 3 of this volume.

3. Thanks are due to Kirk Hamilton for helpful discussion relating to these points.

4. These countries thus have a ‘negative genuine saving rate’: this concept is explained in
more detail later in this chapter.

5. Hamilton and Bolt (in Chapter 18) note that if we are facing a threshold problem, then
the saving analysis will signal unsustainability as long as the marginal damage curve is
smooth as the threshold is approached. So if the threshold is one arising from clearing
forest land, what this means is that as the forested area declines to the critical or thresh-
old amount, arbitrarily large losses in well-being are associated with deforestation of a
further hectare. However, if the marginal damage curve is kinked and becomes vertical at
the threshold, then the saving analysis does not forewarn us of a problem. In the forest
example, this means that while all seems well before the threshold, an unpleasant surprise
awaits around the corner if deforestation continues.

6. For some countries it is possible to adopt existing, more advanced and perhaps cleaner
technologies from more technologically advanced countries (see, for a recent discussion,
Perkins and Neumayer, 2005).

7. While at the margins so-called ‘win-win’ options may exist, the pervasiveness of these easy
options can be seriously questioned.
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8. It is notable that genuine saving approaches have been concerned as much with fleshing
out the theoretical properties of the link between saving and sustainability as with prac-
tical issues about measurement. By contrast, for example, the ISEW and other similar
approaches have been measurement-driven with little reference to theory. Clearly, mea-
surement is a pressing aim given that current systems of economic indicators do not
clearly signal that an economy is on or off an unsustainable path. However, there is also
a critically important role for conceptual work which formally examines the properties of
indicators and their measurement, not just on optimal development paths but also, more
importantly, for ‘real world’ economies which diverge substantially from optimality (see,
for example, Dasgupta and Miler, 2000).

9. Chapter 20 notes that prominent indicators have been produced which rest heavily on this
assumption.
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2 Ethics and sustainable development:
an adaptive approach to environmental
choice*

Bryan G. Norton

1. Introduction

Most writing on environmental ethics concerns the dichotomy between
humans and non-humans, and much of the work in the field has been
motivated by the effort to escape ‘anthropocentrism’ with respect to envir-
onmental values. Resulting debates about whether to extend ‘moral con-
siderability’ to various elements of non-human nature have been, to say the
least, inconclusive, and writings in this vein have had no discernible
impact on the development of sustainability theory or on public policy
more generally (Goodpaster, 1978). In this contribution, a new approach
to re-conceptualizing our responsibilities toward nature is proposed, an
approach that begins with a re-examination of spatio-temporal scaling in
the conceptualization of environmental problems and human responses to
them. Before turning in the following sections to a description of this
emerging approach to management — sometimes called ‘adaptive manage-
ment’ — I will in this introductory section briefly summarize the current
situation in environmental ethics.

Discussions in the field of environmental ethics, which emerged as a sep-
arate sub-field of ethics in the early 1970s, have, as just noted, turned on
defining and explaining key dichotomies (Norton, 2005). This trend origin-
ated in the publication, by the historian Lynn White, Jr, of an influential
essay (1967), ‘The historical roots of our ecologic crisis’, in which he
declared that Christianity ‘is the most anthropocentric religion the world
has seen’, setting the stage for a spate of responses by ethicists who ques-
tioned the longstanding ethical divide between humans and non-humans.!
Environmental ethicists have, accordingly, focused on the dualisms of mod-
ernism: humans vs non-humans, moral exclusivism — the view that all and
only humans have intrinsic value, and the underlying dichotomy between
matter and spirit. From 1970 until the early 1990s, these dichotomous for-
mulations dominated environmental ethics as the question of where to
draw the crucial line between those beings that are morally considerable
and those that are morally irrelevant seemed so seminal a question that the
field could not proceed without some resolution of it, and yet discussions
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of ‘intrinsic’ or ‘inherent’ value shed little light on practical questions about
what to do.

Worse, emphasis on these dichotomies created an irresolvable conflict
with environmental economists, blocking any integration of philosophical
and economic discourse (Norton and Minteer, 2002). Because economists
insist that all values are values of human beings (consumers), they are in
ontological disagreement with environmental ethicists, who wish to shift
the line of moral consideration to include non-humans and their interests.

The debate over intrinsic value could of course be brought to bear upon
questions of sustainable development, as it seems reasonable for a non-
anthropocentrist, who attributes intrinsic value to some non-humans, to
advocate sustainable use of ‘resources’ for all intrinsically valuable beings.
As the debates have actually evolved, however, this has not been a nexus of
active discussion — the debate about sustainable development has been
staged at the edges of mainstream, environmental economics and of the
emerging competitor, ecological economics, both of which count human
values only. Environmental ethicists, rejecting this exclusivism, have argued
indiscriminately against all attempts to assess the economic and instru-
mental uses of the material world only for the satisfaction of human needs
and demands. Thus, by objecting to the economic framework of analysis
(because it is anthropocentric), environmental ethicists have been at cross
purposes with both sides in the debate about how to define sustainable
development.

By the 1990s, a few philosophers began to see that this unfortunate stale-
mate between economic approaches and environmental philosophy rested
mainly on ideological commitments and a priori theories, theories that for
non-empirical reasons attempt to force all environmental value into a single
valuational currency. No empirical evidence can be brought to bear upon
whether nature has intrinsic value, and commitments to valuing objects as
consumable items with a price are likewise based on a priori assumptions.
Worse, the categorical nature of the debate has encouraged all-or-nothing
answers to complex management problems, and a conceptual polarization
that leads to direct oppositions and an inability to frame questions as open
to compromise.

If one instead adopts pluralism, accepting the fact that humans value
nature in many ways, and considers these values to range along a contin-
uum from purely selfish uses to spiritual and less instrumental uses, it is
unclear — and not really very important — where to ‘separate’ one kind of
value from another (Stone, 1987; Norton, 2005). If we think of natural
objects as having many kinds of value, arguments about why we should
protect nature slide into the background and the focus moves to protecting
as many of the values of nature as possible, for the longest time that is
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foreseeable. Of course there will be disagreements about priorities and
immediate objectives, but if policies are devised to protect as much of
nature as possible for the use and enjoyment of humans for as long into the
future as possible, then it is perhaps not crucial whether those values pre-
served are counted in one theoretical framework or another.

The viewpoint advanced here is referred to as environmental pragmatism,
which is advanced as a philosophy of environmental action that begins
with real-world problems, not with abstract, theory-dependent questions
regarding what kind of value nature has (Light and Katz, 1996; Norton,
2005). Environmental pragmatism can be seen as a third way in environ-
mental ethics: it bypasses the theoretically grounded questions of environ-
mental ethics and focuses on learning our way out of uncertainty in
particular situations. If the ‘true’ value of natural systems is unknown
today, this is all the more reason to save them for the future, where their full
and true value may be learned.

Further, pragmatism complements the search for sustainable develop-
ment because it is a forward-looking philosophy, defining truth as that
which will prevail, within the community of inquirers, in the long run. This
feature makes it a natural complement to the theory of sustainable devel-
opment and acts as the unifying thread in the justification of preservation
efforts at all scales: this forward-looking sense of responsibility and com-
mitment to learning our way to sustainability can be thought of as prag-
matism’s contribution to the theory of sustainable development (Lee, 1993;
Norton, 1999; Norton, 2005).

In the remainder of this chapter, I will propose one approach to a new
environmental philosophy, a philosophy that is more geared to learning to
be sustainable than in defining what kind of good nature has. This philos-
ophy emphasizes social learning and community adaptation, and it derives
its method more from the epistemology of pragmatism than from theoret-
ical ethics.

2. Adaptive management

To introduce the adaptive management approach, I will briefly explain how
it rests on three intellectual pillars, and then propose a more explicit defini-
tion of adaptive management before undertaking to elaborate the theory
by discussing each of these pillars in more detail.

I. 4 Commitment to a Unified Method: Naturalism. Attempts to separate
factual from value content in the process of deliberation are rejected;
there is only one method for evaluating human assertions, including
assertions with all kinds of mixes of descriptive and prescriptive
content, and that is the method of experience — active experimentation
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when possible, and careful observation otherwise. The scientific
method is embraced as the best approach to evaluating hypotheses
about cause and effect, but also about what is valuable to individuals
and cultures.

II. A Relationship between Values and Boundaries. The values of people
who care about the environment are expressed in the ways they (a)
‘bound’ the natural system associated with a given problem, and (b) the
choices they make in focusing on physical dynamics they use to ‘model’
those problems.

II1. A New Approach to Scaling and Environmental Problems. Building on
this idea, scalar choices in modeling environmental problems, if made
a topic for open public discussion, might provide insight into the tem-
poral and spatial ‘horizons’ over which impacts will be measured, and
processes of change monitored. In policy, they direct the formation of
effective administrative strategies for addressing problems; scientifi-
cally, careful attention to the dimensions and models developed in
response to environmental problems might clarify problem formula-
tion and illuminate public discourse.

This approach to management is often referred to as ‘adaptive manage-
ment’in North America,? but it is practiced elsewhere in varied forms and
with different names. Adaptive management, which can be understood as
a search for a locally anchored conception of sustainability and sustain-
able management, sets out to use science and social learning as tools to
achieve cooperation in the pursuit of management goals (Walters, 1986;
Lee, 1993; Gunderson et al., 1995; Gunderson and Holling, 2002;
Norton, 2005). In the United States, the ideas were first articulated by the
scientific and philosophical forester, Aldo Leopold, who emphasized the
importance of multi-scalar adaptation in his essay, ‘“Thinking like a
mountain’, and who advocated scientific management throughout his
career.’

Three characteristics can be taken to define a process of adaptive man-
agement:

o Experimentalism: adaptive managers respond to uncertainty by
undertaking reversible actions and studying outcomes to reduce
uncertainty at the next decision point.

e Multi-Scalar Modeling: adaptive managers model environmental
problems within multi-scaled (‘hierarchical’) space—time systems.

e® Place-Orientation: adaptive managers address environmental prob-
lems from a ‘place’ which means problems are embedded in a local
context of natural systems but also of political forces.
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By profession, most adaptive managers are ecologists and most discussions
to date have emphasized learning our way out of scientific uncertainty;
these ecologists have paid less attention to developing appropriate
processes for evaluating environmental change and for setting intelligent
goals for environmental management. Here, we will incorporate the ideas
of these ecologists and expand them to include learning about social values
as an integral part of the adaptive management process.

3. Naturalism: the method of experience

As noted above, much discussion in environmental ethics has centered on
the debate between anthropocentrists and non-anthropocentrists, between
those who limit moral considerability to humans and those who extend
human considerability into the non-human world. Unfortunately, environ-
mental ethicists have not paid as much attention to another controversial
dichotomy, that between ‘facts’ and ‘values’ — between descriptive and
prescriptive language. Analytic philosophers have been very cautious about
mixing facts and values in argumentation, a trend initiated by David Hume,
who promulgated ‘Hume’s Law’, which is usually taken to deny the possi-
bility of deducing an ‘ought’ proposition from any body of ‘is’ propositions.
Recently, two prominent environmental ethicists have argued, adopting
arguments reminiscent of Hume, for forsaking science and descriptive
studies and concentrating on ‘intrinsic values’ in the effort to protect natural
systems, processes and elements.

In particular, J. Baird Callicott (2002) and Mark Sagoff (2004) have both
argued that environmentalists should play down instrumental arguments
for saving species and biodiversity, basing their main arguments on the
‘intrinsic value’ of nature. Sagoff says: ‘indeed environmental policy is most
characterized by the opposition between instrumental values and aesthetic
and moral judgments and convictions.” (2004, p. 20). He goes on to argue
that ‘Environmental controversies . . . turn on the discovery and accep-
tance of moral and aesthetic judgments as facts.” (p. 39). Unfortunately, he
describes no means to separate fact from fiction in assertions that this or
that has intrinsic value and explicitly claims that scientific arguments have
no bearing on defending environmental values or goals.

Callicott (2002) joins Sagoff in sharply separating science from ethics and
instrumental uses from non-instrumental appreciation: “We subjects value
objects in one or both of at least two ways — instrumentally or intrinsically
— between which there is no middle term.” (p. 16). Callicott goes on to
emphasize the subjective source of these intrinsic values:

All value, in short, is of subjective provenance. And I hold that intrinsic value
should be defined negatively, in contradistinction to instrumental value, as the
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value of something that is left over when all its instrumental value has been sub-
tracted (‘intrinsic value’ and ‘noninstrumental value’ are two names for one and
the same thing).

Emphasizing the personal and the subjective nature of intrinsic valuings,
he says: ‘Indeed, it is logically possible to value intrinsically anything under
the sun — an old worn-out shoe, for example.” (Callicott, 2004, p. 10).
Callicott and Sagoff, then, have called for a strategy of emphasizing intrin-
sic values over instrumental uses of nature in arguing for the protection of
nature. In doing so, they rely on a sharp dichotomy between descriptive and
prescriptive discourse, and on sharply separating instrumental reasons for
protecting nature from non-instrumental reasons. These non-natural qual-
ities are, apparently, apprehended through intuition or created by emo-
tional affects, and they seem ill-suited to provide inter-subjectively valid or
convincing reasons for environmental action.

A more realistic — and less theory-driven — view of the relation between
factual and evaluative discourse is advocated by B.A.O. Williams (1985),
who argued persuasively that, in ordinary discourse, fact-discourse and
value-discourse are inseparable; when philosophers separate them, they do
so on the basis of a specialized theory, such as logical positivism. In the
ordinary discourse in which citizens discuss and evaluate their environ-
ment, these discourses are inseparable; to insist on partitioning policy dis-
course into fact-discourse (positivistic science) and value-discourse is to
artificialize that discourse. There is an alternative, of course. Following
pragmatists such as C.S. Peirce and John Dewey, one can advocate a prag-
matic epistemology for environmental science and policy discourse, a dis-
course conducted so as to maximize social learning among participants
(Dewey, 1927; 1966; Lee, 1993). This epistemology insists upon a single
method — the method of experience — and this method applies equally to
factual claims and evaluative ones. Following Dewey, assertions that some-
thing or some process is valued are taken as a hypothesis that that thing or
process is valuable. Pursuing that value, and acting upon associated values,
provides communities with experience that can support or undermine the
claim that the thing or process is indeed valuable.

Non-naturalism thus construes environmental values in ways that are
not easily related to scientifically measurable indicators. If the public and
policy makers are going to support environmental actions, it will be neces-
sary to cite values and to explain and justify environmentally motivated
actions, but it is difficult to see how one would link ‘non-natural’ qualities
of nature with empirically measurable indicators. Insistence upon a sharp
separation of facts from values, means from ends, and instrumental from
non-instrumental values makes connections between ecological change
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and social values more abstract, theoretical and tenuous. It makes the inte-
gration of the discourses of environmental science and environmental
value virtually impossible. Worse, it estranges values from management
science, creating a situation in which managers must look outside the adap-
tive process for indications of social value; they must either turn to econo-
mists’ measurements of consumers’ unconsidered preferences, or they can
ask environmental ethicists to divine the nature of nature’s non-natural
qualities.

So, rejecting non-naturalism, the first pillar of my proposed approach is
a form of methodological naturalism. This method, while not expecting
deductions from facts to values, relies on the open-ended, public process of
challenging beliefs and values with contrary experience. From these chal-
lenges, we expect attitudes, values and beliefs to change — but the changes
cannot be justified by deductive arguments flowing one way from facts to
values. The changes needed to support a new conservation consciousness
are usually reorganizations and re-conceptualizations of facts, not deduc-
tions from value-neutral facts. The specific means by which assertions of
value are connected will be through the development and refinement of
measurable indicators that reflect values articulated by the stakeholders
who represent multiple positions within the community. Pluralism is oper-
ationalized in process as communities participate in choosing multiple indi-
cators, as will be discussed in the next two sections.

4. Values and bounding
While one need not challenge Hume’s Law to see a non-deductive connec-
tion between factual information and values, two assumptions that Hume
made in formulating his law should be challenged. By stating the law as a
prohibition against deriving ‘ought’ sentences from ‘is’ sentences, Hume
implied that fact-discourse and evaluative discourse could be sharply sep-
arated, and that the difference would announce itself syntactically via the
evident copula. In real discourse, they are all mixed together in ordinary
speech; to separate them artificializes normal discourse in important ways.
This argument, however, raises an inevitable question: How, exactly, do
values manifest themselves in scientific, descriptive literature, which claims
to be ‘value-free’ and is apparently ‘scrubbed’ of evaluative language before
publication in scientific journals? In order to answer this question, it is
useful to follow Funtowicz and Ravetz (1990; 1995) in distinguishing
between ‘curiosity-driven’ (discipline-driven) science and ‘mission-oriented’
(problem-driven) science. Authors who place their research in disciplinary
journals succeed, to varying degrees, in purging evidence of values from
their scientific papers. Adaptive management, however, is an active, mission-
oriented science and, as Funtowicz and Ravetz argue, it often takes place in
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contexts where stakeholders have different perspectives and interests. In
these contexts, scientific models and reports that are taken to bear on man-
agement decisions will, in effect, be ‘peer reviewed’ not only by appropriate
disciplinary scientists, but also by scientists in different fields, and by inter-
ested laypersons. This places a transparency requirement on scientific dis-
course: if science is to be advanced as a guide to controversial policies, then
that science must be explainable — and explained — in ordinary speech that
requires no scientific credentials to understand.

When attention shifts from disciplinary science to mission-oriented
science, values slip back into the discourse, because participants are
proposing and evaluating policies from their own perspective, given their
own models of the problems. So, if we want to find values implicit in sci-
entific work, we should look closely at the discourse of management
science. The values and interests of participants are coded into the choices
they make to ‘model’ the problem — to bound the problem spatially, to form
a temporal horizon, and to describe a function of the system that is con-
sidered problematic. These values are often embedded in the choices indi-
viduals and groups make when they choose/develop a ‘mental model’ of the
problem they are addressing.

A historical example may help to illustrate what is claimed here.
Chesapeake Bay, on the East Coast of the US, is among the most produc-
tive —and loved — bodies of water in the world. The Bay is the mouth of the
Susghehanna River, and many other tributaries that drain a huge portion
of the Northeastern United States. By the 1970s there were multiple danger
signals that the Bay was becoming polluted, even if it was unclear what was
driving the widespread changes in Bay functioning, especially the increas-
ing turbidity and consequent die-back of the vast underwater grass flats
that formed the base of the Bay’s food-web. Until the 1970s, when the US
Environmental Protection Agency (EPA) undertook a detailed scientific
study, pollution issues had mostly centered around toxic and point source
pollution problems, including polluting industries and inadequate sewage
treatment in a densely packed area of residences, agriculture and industry.
It was learned that, while environmental monitors were paying attention to
small-scale, local variables, a large-scale variable associated with a larger-
scale dynamic — one driven by the total input of nutrients into the bay from
its tributaries — posed a slower-moving, but more profound threat to bay
health. Agricultural and residential run-off of nitrogen and phosphorous
was causing increased turbidity, reducing submerged aquatic vegetation
beds, and causing algal blooms and anoxia in deep waters. The rich farm-
lands of Pennsylvania, the Piedmont, and the coastal plain all drain into
the Chesapeake. To save the Chesapeake, it would be necessary to gain the
co-operation of countless upstream users of the waters that eventually
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enter the bay, a monumental task, since Pennsylvania and the District of
Columbia, situated upstream on tributaries, have no coastline on the Bay
and no direct stake in its protection.

Nevertheless, against all odds, the larger Bay community — enabled by the
EPA study and countless private research efforts — succeeded in transform-
ing the public consciousness to think of the Bay as an organic, connected
watershed. Tom Horton, an environmental journalist and activist said it
best when, at the height of this period of intense social learning, he wrote:
‘We are throwing out our old maps of the bay. They are outdated not
because of shoaling or erosion or political boundary shifts, but because the
public needs a radically new perception of North America’s greatest
estuary’ (Horton, 1987, pp. 7-8). He pointed out that, as the problem with
bay water quality expanded beyond point-source pollution, to include non-
point sources, residents of the area had to change their mental model of the
processes of pollution; and they had to address activities throughout the
watershed, adopting a model that includes all the lands contributing run-
off to the bay.

What is important to learn from this analysis is that the ‘transformation’
of the Bay from an estuary into a watershed occurred in a context of
mission-oriented science and it was as much a process of transformation of
public consciousness as it was a change in scientific understanding. It was
a dramatic change in perspective that was driven by values — an outpour-
ing of love and commitments not to let the Bay become more unhealthy. In
order to address the problem of Bay water quality, it was necessary to create
a new ‘model’ of what was going wrong. The shift in models led to a public
campaign, driven by the deep and varied values residents felt toward the
Bay, which was marked, for example, by the outstanding success of the
Chesapeake Bay Foundation, a private foundation that advocates, educates
and supports science to guide Bay management. So, we have here an
example of a value-driven re-mapping of a complex natural system, how it
works, and how pollution is being delivered into it. We can say that a new
‘cultural model’ was formed (Kempton et al., 1995; Kempton and Falk,
2000; Paolisso, 2002), and Chesapeake Bay management, while not perfect,
of course, has been a model of cross-state co-operation as serious steps
have been taken throughout the watershed to reduce non-point-source as
well as point-source pollution.

How should we interpret this transformation? A scientific finding that
the Bay was threatened by processes outside its currently conceived bound-
aries, interacting with the strength of the love for the Bay as a ‘place’,
created a new model that more accurately represented the problems of the
Bay, and also expanded the sense of responsibility of residents and users of
the Bay. The public understanding embraced the larger system, and they
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shifted their attention to addressing non-point-source pollution problems
throughout the watershed. One could correctly argue that it was values —
the love felt for the Bay — that was driving the acceptance of these models;
it would be just as correct, however, to say that it was the scientific studies
that analyzed the problem as watershed-sized that enveloped and embod-
ied that love in a new ecophysical model of the Bay and its problems.

Residents and officials of the Bay area, upon being convinced that the
Bay’s health was threatened, and that a large part of the problem came from
the larger-scale watershed system, shifted to a larger perspective on Bay
health, a perspective that is more aligned with a scientific understanding of
the problem faced. This shift in perspective, however, is not just scientific:
it expresses a deep and varied set of social values that residents and stake-
holders feel toward the Bay. And, when Horton describes the change in
hydrological and cartographic terms, the underlying truth is that the shift
to a watershed-sized model was the expression of an implicit value, a sense
of caring for the health of the Bay as a part of one’s way of life. The love
and respect residents had for the Bay, once the nature of the threat was
better understood, expressed itself in a ready embrace of the Bay as a
watershed. Their local valuings came to express a community consensus in
goals and values, transforming a local consciousness into a regional con-
sciousness and sense of responsibility. Through social learning, the resi-
dents of the area discovered how to ‘think like a watershed’, and began
living in a larger ‘place’ than before.

Social values are imputed to environmental and ecological systems implic-
itly in the process of developing ‘models’ - either cultural or scientific — of the
problem that needs addressing. These models, if they are similar across all
participants in public deliberations, can be very helpful in developing
common understandings and in undertaking experimental actions. If they
are very different, communication may be difficult, and environmental prob-
lems remain recalcitrant, dividing communities and undermining co-
operative and experimental action. In many cases, communities are paralyzed
because they have not had the kind of social learning experience that took
place in the Chesapeake region, and co-operative action to address pressing
and perceived problems are gridlocked. Differing values and interests —
according to the hypothesis of this Part — thus inform and shape the models
that participants use to understand environmental problems in their areas.
Diversity of perspective and differences about value are thus key aspects of
difficulties in deciding what, exactly, is the problem to be addressed.

5. Scaling and environmental problem formulation
Environmental disputes are so difficult, among other reasons, because it is
so difficult to provide a definitive problem formulation. This feature was
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well explained by Rittel and Webber (1973), who distinguished ‘benign’ and
‘wicked’ problems. Benign problems, they said, have determinate answers
and when the solution is found, the problem is uncontroversially ‘solved’.
Mathematics and some areas of science exemplify benign problems.
Wicked problems, on the other hand, resist unified problem formulation;
there is controversy regarding what models to use and what data are impor-
tant. Rittel and Webber suggest that wicked problems, because they are per-
ceived differently by different interest groups with different values and
goals, have no determinate solution because there is no agreement on the
problem formulation. They can be ‘resolved’ by finding a temporary
balance among competing interests and social goals, but as the situation
changes, the problem changes and becomes more open-ended. Rittel and
Webber explicitly mention that wicked problems have a way of coming
back in new forms; as society addresses one symptom or set of symptoms,
new symptoms appear, sometimes as unintended effects of treatments of
the original problem.

Most environmental problems are wicked problems; they affect multiple
values, and they impact different elements of the community differently,
encouraging the development of multiple models of understanding and
remedy. While resistance to unified problem formulation is endemic to
wicked problems, and requires iterative negotiations to find even temporary
resolutions and agreements on actions, one aspect of wicked problems — the
temporal open-endedness which often attends wicked problems and brings
them back in more virulent form as larger and larger systems are affected —
may be susceptible to clarification through modeling. Ecologists have intro-
duced ‘hierarchy theory’ (HT), as a set of conventions to clarify space-time
relations in complex systems (Allen and Starr, 1982; Holling, 1992; Norton,
2005). HT can be characterized by two axioms (which happen to coincide
with the second and third key characteristics of Adaptive Management
listed in the ‘Introduction’). HT encompasses a set of models of ecological
systems that are characterized by two constraints on observer and system
behavior: (i) The system is conceived as composed of nested subsystems,
such that any subsystem is smaller (by at least one order of magnitude) than
the system of which it is a component, and (ii) all observations of the system
are taken from a particular perspective within the physical hierarchy. A
major addition, encouraged by environmental pragmatism, is to expand (ii)
to (it"): All observations and evaluations orient from a particular perspective
within the physical hierarchy. An effect of this innovation is to make envir-
onmental values, evaluation and social learning about values endogenous to
the broader, adaptive management process.

This conceptual apparatus allows us to see human decision-makers as
located within layered subsystems and supersystems, with the smallest
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subsystems being the fastest-changing, and the larger systems changing
more slowly. These larger, slower-changing systems provide the environ-
ment for adaptation by subsystems (including organisms and places —
composed of individuals and cultures). This convention allows us to
associate temporal ‘horizons’ with changing features of landscapes as is
illustrated in the famous metaphor used by Aldo Leopold, a forester and
wildlife manager. Leopold set out to remove predators from the Forest
Service ranges he managed in the Southwestern US. When the deer starved
for lack of browse, he regretted his decision to extirpate wolves, chiding
himself for not yet having learned to ‘think like a mountain’ (Leopold,
1949). He had not yet, that is, understood the role of the targeted species
in the broader system. When he came to understand that role, he accepted
responsibilities for the long-term consequences of his decisions, and advo-
cated wolf protection in wilderness areas.

Leopold’s account parallels the above case of Chesapeake Bay. In both
cases, human activities — intended to improve the lot of human consumers
of nature’s bounty — threatened larger-scale dynamics. Thinking like a
mountain — or a watershed — requires accepting responsibility for the
impacts one’s decisions will have on subsequent generations. Accepting this
responsibility is inseparable from adopting a larger ecophysical model
of the system under management. At this point in time, armed with some
knowledge of changing systems and how to model them, we begin to
accept moral responsibility for actions that were once thought to be
morally neutral. In both cases, accepting moral responsibility — and a sense
of caring — were inseparable from adopting a changing causal model of
what has happened to deer populations on Leopold’s metaphoric moun-
tain, and to submerged aquatic vegetation in the Chesapeake. Chesapeake
Watershed residents, busily plying their trades and tending their lawns, dis-
covered that the ways in which they were pursuing their economic well-
being could turn the Chesapeake into an anaerobic slime pond. In both
cases the total impacts of individual actions to improve individual well-
being turn out to reduce the ratio of opportunities to constraints faced by
subsequent generations.

Using this framework of actions embedded within nested, hierarchical
systems, it is possible to articulate a new approach to evaluating changes in
human-dominated systems. Human management of the environment takes
place within environmental systems as they are embedded in larger and
larger — and progressively slower-changing — supersystems. Each genera-
tion is concerned for its short-term well-being (personal survival), but also
must be concerned to leave a viable range of choices for subsequent genera-
tions. Given our expanding knowledge of our impacts on the larger and
normally slower-changing systems that form our environment, it seems
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reasonable also to accept responsibility for activities that can change the
range of choices that will be open to posterity.

A concept of sustainability nicely ‘falls out’ from this conception of adap-
tive management, in that a ‘schematic definition’ of sustainability can be con-
structed on the axioms of adaptive management, provided only that prior
generations accept responsibility for their impacts on the choice sets of sub-
sequent generations. Given this rather sparse set of assumptions and hypo-
thetical premises, it is possible to provide a simple and elegant definition of
sustainability, or rather what might better be called a definitional schema for
sustainability definitions (Norton, 2005). Because of the place-based empha-
sis of adaptive management and the recognition of pervasive uncertainty,
there is only so much that one can say about what is sustainable at the very
general level of a universal definition. Speaking at this level of general
theory, sustainability is best thought of as a cluster of variables; local com-
munities can fill in the blanks, so to speak, to form a set of criteria and goals
that reflect their needs and values. While local determination must play a key
role in the details, adaptive management, and its associated definitional
schema, makes evident the structure and internal relationships that are essen-
tial to more specific, locally applicable definitions of sustainable policies.

The two principles of hierarchy theory, when embodied in models, place
individual actors in a world that is encountered as a mixture of opportuni-
ties and constraints; some of the chooser’s choices result in survival: the
chooser lives to choose again. If the chooser survives and has offspring, the
offspring will also choose in the face of similar but changing environmen-
tal conditions. Some choices of others lead to death with no offspring.
Other choices lead to continuation and to offspring who will face a similar,
but possibly a changing array of possibilities and limitations. This is the
basic structure of an evolution-through-selection model that interprets the
environment of a chooser as a mixture of opportunities and constraints; it
contextualizes the ‘game’ of adaptation and survival and can be repre-
sented as in Figure 2.1A.

Community-level success, in other words, requires success on two levels: at
least some individuals from each generation must be sufficiently adapted to
the environment to survive and reproduce and, for the population to survive
over many generations, the collective actions of the population must be
appropriate for (adaptive to) its environment. Since humans are necessarily
social animals (because of the long period of helpless infancy of individu-
als), individual survival depends also on reasonable levels of stability in the
‘ecological background’ and in the cultural context, the stage on which indi-
viduals act. Successful cultures develop specific adaptations appropriate to
their place, adaptation to the cycles and constancies of background systems
that usually change more slowly than individual behaviors. This simple
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A. At a Given Time The Environment

Opportunities Constraints
X y z

Individuals

Individuals face their environment as a complex mix
of opportunities and constraints as they adapt to their
environment at any given time

B. The Cross-Scale Dynamic across Time

Environment as faced at T1 Environment as faced at T2
(Generation 1) (Generation 2)

Opportunities Constraints \  Opportunities ~ Constraints
xl yl gl 1 2 32 2 2
Individuals Individuals

Choices made by members of an earlier generation can
change the mix of opportunities and constraints faced by
subsequent generations, limiting the latter’s choices in
their attempt to adapt

Source:  Norton (2005, p. 97).

Figure 2.1 Schematic definition for sustainability

model, if given a temporal expression, represents the relationship between
individuals who live in an earlier generation and those who live later, and the
possibility that later generations might face opportunities limited by the col-
lective choices of their predecessors is represented in Figure 2.1B.
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From this simple framework, a schematic definition of sustainability
emerges: individuals in earlier generations alter their environment, using up
some resources, leaving others. If all individuals in the earlier generations
over-consume, and if they do not create new opportunities, then they will
have changed the environment that subsequent generations encounter,
making survival more difficult. A set of behaviors is thus understood as sus-
tainable if and only if its practice in generation m will not reduce the ratio
of opportunities to constraints that will be encountered by individuals in
subsequent generations 7, o, p.

Although the model has a ‘flat’, schematic character, it could also be
given a richer, normative-moral interpretation, as is hinted at by use of the
terms opportunities and constraints. If we stipulate that the actors are
human individuals, then the simple model provides a representation of
intergenerational impacts of decisions regarding resources; our little model
can thus be enriched to allow a normative interpretation or analogue. If we
accept that having a range of choices is good for free human individuals,
we can see the structure, in skeletal form, of the normative theory of sus-
tainability. An action or a policy is not sustainable if it will reduce the ratio
of opportunities to constraints in the future.

Each generation stands in this asymmetric relationship to subsequent
ones: choices made today could, in principle, reduce the range of free
choices available to subsequent generations. Thus it makes sense to recog-
nize impacts that play out on multiple, distinct scales. If it is agreed that
maintaining a constant or expanding set of choices for the future is good,
and that imposing crushing constraints on future people is bad, our little
model has the potential to represent, and relate to each other, the short- and
long-term impacts of choices and to allow either a physical, descriptive
interpretation or a normative one.

This schematic definition, understood within the general model of adap-
tive management, captures two of our most important basic intuitions
about sustainability: (1) that sustainability, incorporating a multi-scalar
and multi-criteria analysis, refers to a relationship between generations
existing at different times — a relationship having to do with the physical
existence of important opportunities — and (2) that this relationship has
an important normative dimension, a dimension that cannot be captured
by economic measures alone, but one that involves important questions of
intergenerational equity. Thus we can tentatively put adaptive manage-
ment — complete with a schematic definition of sustainability — forward
as a useful and comprehensive approach to environmental science and
management. Adaptive management, in this context, encompasses the
experimental search for better understanding, better goals, and better
decisions.
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6. Conclusions

It has been claimed that, provided a community accepts responsibility for its
impacts on the future and the set of choices (adaptations) available to future
people, a plausible definition of sustainability results. Next it is necessary
to show how multi-scalar evaluation of impacts of actions can be correl-
ated with a pluralistic approach to environmental values. If it is recognized
that some actions — or aggregations of actions — of individuals threaten a
valued aspect of the environment on a multi-generational time scale, there
arises a competition between the ‘good’ of current individuals (consump-
tion and increased individual welfare) and the ‘good’ of future people (who
we can expect to want to face a broad array of opportunities to adapt to
their environment as they see fit). Further, if we accept that (following
Hierarchy Theory) these goods are associated with different social and eco-
logical dynamics, which unfold at different scales, it may be possible to iden-
tify public policies that protect both kinds of goods; or, it may be possible
to find an acceptable balance among the values if they turn out to be com-
peting (Norton, 2005).

In a pluralistic value system — if it is embedded in a multi-scalar system
—some human values can be associated with faster (‘economic’) processes
of production and consumption. Protection of native vegetation and
improving bay water quality, on the other hand, are associated with a
large-scaled system and with values that, because they unfold at different
scales and are supported by different processes, need not compete with
economic values in real multi-scaled systems. It becomes conceivable to
find win—-win policies that provide adequate increments of individual
welfare, but which do so in a way that does not destroy options open for
future choosers.

Multi-scalar thinking, an emphasis on experience, and a forward-
looking, pragmatic, problem-oriented attitude have been argued to be ade-
quate to adaptive management processes, even though the goal of
‘sustainable development’ is not yet clearly defined. By recognizing that we
can learn from experience, and by developing multiple criteria associated
with different scales, it is possible for a community — much as the
Chesapeake community did — to learn itself into a new set of indicators, a
new set of concerns, and a whole new understanding of their place and the
space around that place. If environmental ethics is to contribute to pursuit
of sustainable development, that contribution seems more likely to come
from the pragmatic line of analysis, functioning as a ‘philosophy’ of adap-
tive management, than from sterile discussions of which elements of nature
have intrinsic value and moral considerability.
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Notes

* Some of the research for this paper was supported by the Human Social Dynamics
program of the National Science Foundation (NSF Award 0433165).

1. For a detailed account of the impact of White’s paper on the history of environmental
ethics, see Norton (2005, Section 5.3).

2. Holling (1978). A note on terminology: perhaps the closest analogue to adaptive man-
agement in Europe is ‘Ecological Modernization’, which shares some tenets with adaptive
management, but also differs in emphasis. See Hajer (1995).

3. Leopold (1949). Leopold’s pleas for careful science in management are too numerous to
mention here. I have recently made the case that Leopold was the first ‘adaptive manager’,
even though the term was not in use in his time. See Norton (2005).
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3 The capital approach to sustainability
Giovanni Ruta and Kirk Hamilton

1. Introduction'

It is a matter of fact that sustainability has been adopted by many scien-
tists, prime ministers and citizens alike as a goal for the world we would like
to live in, and yet that its measurement is largely non-existent. The purpose
of the chapter is to approach the measurement challenge the way an econ-
omist would: if sustainability means leaving future generations with at least
as many opportunities as we have today, then the way to achieve this is by
passing on to future generations a level of capital that is at least as high as
ours today.

The measurement of sustainability can then be likened to an accounting
exercise in that the object being measured is capital, very much the same
way a firm would report the value of buildings, machinery and trademarks
in its books at the end of each year. But when we start thinking about a
country’s capital, produced assets — such as buildings and machines — are
not enough to describe the complex set of elements which form the base for
the production of well-being. The chapter starts by establishing the con-
ceptual link between sustainability and wealth. Next, the methods and
tools underpinning the wealth estimates are explained followed by a pre-
sentation of the main highlights from recent findings on wealth estimation.
This discussion draws on the results published by World Bank (2006a)
which presents estimates of ‘total’ capital, or wealth, for nearly 120 coun-
tries. A further section is devoted to the components of intangible capital:
a major determinant of wealth. Finally, the policy implications of the
capital approach to sustainability are presented.

2. Sustainability, wealth and well-being
Most people will agree that sustainable development is something that is
desirable, like happiness, yet few will be able to pinpoint its practical impli-
cations. A myriad of definitions have been proposed but it has not been
easy to find one that simultaneously satisfies economists, ecologists, socio-
logists, philosophers and policy makers. The problem in part relates to
uncertainty about the object of sustainability, rather than the idea itself.
What is it that ought to be sustained?

Natural scientists and ecologists will typically respond to the question
above by stating that it is the capacity of the ecosystem that needs to be
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sustained. Concepts such as diversity and resilience become then useful
in addressing the complex measurement issues. An ecologically based
measure of sustainability is especially important in those cases in which the
natural resource is critical to survival. The ozone layer and the oceans truly
provide services that can hardly be thought of as replaceable. A world
economy that depletes the ozone layer cannot be considered sustainable.
More generally, however, identifying sustainable development with a halt
on all ecosystem transformation would probably come at prohibitive costs
for the economy.

A more comprehensive approach would identify sustainable develop-
ment with the maintenance of a non-declining level of a number of eco-
logical, social and economic indicators. While appealing, a problem with
this approach is that it is difficult to make claims about sustainability when
some indicators increase while others decrease. Would a society be sustain-
able if equity is enhanced while natural resources are lost? In this chapter,
we argue that what needs to be sustained should be a comprehensive object.
In particular, we argue that the concept of social well-being should be the
starting point. One may even emphasize that well-being, or utility, is simply
the result of the different elements of what constitutes development,
including a clean environment, income and social relations.

The question of ‘what’ should be sustained will automatically lead to con-
cerns about measurement. And measuring well-being is indeed a non-trivial
matter. Yet, this is where economics makes a crucial contribution. It turns
out that, if properly measured, capital or wealth constitute an appropriate
measure of social welfare. Following the lead of the Brundtland Commission,
the issue was clearly put by Pearce et al. (1989) who argued that sustainable
well-being is possible if the next generation inherits ‘a stock of wealth . . . no
less than the stock inherited by the previous generation’ (p. 34). Wealth, or
capital assets, becomes the object of the sustainable development paradigm.

From well-being to wealth
A myopic approach to sustainability will typically consider well-being as
approximated by income. To have sustained well-being, the quantity of
goods and services produced in an economy should not decline from one
year to the next. A defendant of this proposal might point to the fact that,
by and large, higher income leads to higher well-being. Moreover, growth
of income is important to address social goals such as poverty alleviation.
Income measures, however, do not say much about sustainability. Higher
income does not necessarily mean higher sustainability, in the same way as
a higher fishery catch does not necessarily mean a bigger fish stock.

The fact that income, or for that matter consumption, does not have a direct
welfare connotation was highlighted in a seminal paper by Samuelson (1961).
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Assume you observe two countries, A and B. Both countries produce the same
level of income but while A consumes it all, B saves a part of its income and
invests it into productive capital. Citizen A is consuming more than citizen B
but given country B’s saving effort, B will soon be able to generate a higher
level of income and increase its consumption possibilities. In order to
compare well-being between the two countries, current income provides a
misleading signal: while starting from the same level of income, B will soon
be able to produce more, owing to its saving effort. Current consumption
similarly provides a misleading signal. The choice has to be made ‘in the space
of all present and future consumption . . . the only valid approximation to a
measure of welfare comes from computing wealth-like magnitudes not
income magnitudes’ (Samuelson, 1961, pp. 50, 57).

Irving Fisher (1906) provided the original insight that current wealth
equals the present value of future consumption.? For the relationship
between current and future consumption and wealth to hold, one should
however make sure that, in the latter, all assets that are needed for the gen-
eration of well-being are included. Fisher (1906) identified three types of
assets: immovable wealth, comprising of land and the fixed structures upon
it, movable assets, or commodities, and human beings. As we shall see, these
assets remain of interest although terminology has changed and more cat-
egories have been added to this list.

From wealth to sustainability

If wealth is the correct measure of well-being, sustainability can be expres-
sed in terms of changes in wealth. A major strength of the capital approach
to sustainability is the fact that it provides a simple and forward-looking
guide to policy makers.

Consider the following definition of sustainability: a development path
is sustainable if social well-being, that is, the present value of current and
future consumption, does not decline at any point along the path:3

V.., =V, fort>0 (3.1)
Given that social welfare equals wealth, a simple sustainability test requires
that wealth does not decline over time. In other words, the level of net
saving, adjusted to take into account the net changes in natural and human
capital, should be positive for the economy to be sustainable.

The strength of this definition of sustainability is that it provides a
forward-looking guide to policy. Decision makers at time ¢ do not usually
know what utility or well-being will look like far in the future. But they
don’t need to. To achieve sustainability, the only thing the committed policy
maker should worry about is that current net saving be positive.
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In making this claim, we implicitly adopt a paradigm which allows for
the possibility of replacing natural capital with produced capital. This
approach has the weakness of not being able to account for irreplaceable
assets such as biodiversity hot-spots and the oceans’ regulating function
over the global climate. Low substitutability critically hinders sustainabil-
ity. Substitutability refers to the extent to which an asset, for example
natural resources, can be replaced by another asset, for example man-made
capital, in the production process. If substitutability is low, that is, the elas-
ticity of substitution between man-made capital and exhaustible natural
resources is less than one, sustainability is not possible in the absence of
technical progress (Dasgupta and Heal, 1979).

Pearce and Atkinson (1993) and Pearce et al. (1996) have highlighted the
advantages and limits of the so-called ‘weak sustainability’ rule. While
undermined by the existence of irreplaceable and unique assets, weak sus-
tainability has the non-trivial advantage of being easy to apply and still
provide a strong signal: ‘even on a weak sustainability rule many countries
are unlikely to pass a sustainability test’ (Pearce and Atkinson, 1993,
p. 105). Hamilton and Clemens (1999) calculated the first country-wide
genuine saving rates for developing countries, showing that the greatest
wealth dissipation is taking place in many of the poorest countries in the
world. Chapter 18 deals explicitly with the theory and practice of genuine
saving. For present purposes, it suffices to say that genuine saving measures
the true rate of saving of an economy, after accounting for the depletion
of natural resources, investments in human capital and damages from
(certain) pollutants.

The advantage of measurability
The capital approach to sustainability provides an answer to the measur-
ability dilemma. Measurement requires that our computation of wealth (a)
be comprehensive and (b) use the right prices. Comprehensiveness means
that not only should produced capital be counted as wealth but also natural
resources, human capital and social capital should be accounted for. The
next section describes the estimation issues. While substantial progress has
been made in the measurement of natural capital, many assets are left
outside due to the lack of data. Groundwater and fishery stocks, for example,
are not included in the measures of natural wealth presented in this chapter.
Human and social capital is still very hard to measure. The approach here is
to compute it as the difference between total wealth and the sum of the tan-
gible components of wealth (produced capital and natural capital).

Proper accounting prices are required to measure the individual
components of wealth. This is not difficult for marketed, produced goods.
It is, however, a challenge when it comes to non-marketed items, for which
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prices are not directly observable. Asset prices are intimately related to the
scarcity of the asset. If an economy is running out of clean water, citizens
will usually have to pay higher prices for potable water. As many environ-
mental and natural resources are provided at no charge, the market price is
usually a bad signal of their scarcity and modelled accounting prices need
to be estimated.

Knowing the composition of wealth helps inform policy making

The wealth estimates not only provide a measure of well-being, they also
provide useful insight into the composition of capital assets in an econ-
omy. Policies to foster sustainability depend on the relative endowments
of resources a country has available for the generation of well-being.
Economic management for sustainability can be equated to a process of
portfolio management, in which economic decisions entail the transform-
ation of one resource into another.

Forested areas can be transformed into cropland; oil rents can be
invested in school facilities. Sustainability is not about keeping this or that
asset intact, but rather about keeping the system’s ability to produce well-
being. Sustainable development in an oil country, such as Venezuela, will
mean investing resource rents in human or physical capital.* Development
need not only entail the transformation of natural capital in other assets.
In a resource-poor, rural based economy such as Ethiopia, sustainable
development means keeping, and possibly increasing, the land’s capacity to
produce an economic surplus, which only then can be invested in other
assets. In biodiversity-rich countries, such as Peru, sustainability will entail
managing pristine areas so as to maximize revenues from sustainable
forestry, tourism and bioprospecting research.

Knowing the basis of a society’s welfare is a desirable objective. The next
task is to understand how concrete estimates of total wealth can be obtained.

3. The architecture of the wealth estimates

Broadly speaking, total wealth is composed of produced capital, natural
capital and intangible capital, where the latter is an aggregate including
human, social and institutional capital. Rather than summing up these
three components, the estimation proceeds by first estimating total wealth,
then produced capital and natural capital and finally calculating intangible
capital as the difference between total wealth and the sum of produced and
natural capital (Table 3.1).

Estimating total wealth
To measure total wealth, and in line with Fisher (1906), Hamilton
and Hartwick (2005) show that the current value of wealth, composed of
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Table 3.1 Estimating wealth in four steps

)] 2 3) @=M0-2-0)
Total capital Produced capital Natural capital Intangible capital
Method Present Perpetual Present Difference
used Value of Inventory Value of rents
consumption ~ Method Opportunity cost
Assets By definition, = Machinery, Sub-soil assets Human capital

included all assets that  equipment and
contribute to  infrastructure Forest resources Governance

national (timber and
consumption Urban land non-timber) Institutional
effectiveness
Crop and
pasture land All other assets
not measured
Protected areas in column (2)
and (3)

man-made, human and natural capital, is in fact equal to the present value
of future consumption:

W, = f C(s)e~"=ds (3.2)
t

Where C(s) is consumption at time s, and r is the discount rate.

Yet, future consumption is unknown. It can be shown that if consump-
tion grows at a constant rate, equation (3.2) conveniently reduces to a func-
tion of current consumption and the rate of time preference only. The
problem is then one of estimating a level of current consumption that can
be increased sustainably over time. For this reason, in computing the initial
level of consumptions, the following issues are considered:

® The volatility of consumption. To solve this problem, a three-year
average of consumption is used.

® Negative rates of genuine or adjusted net saving. When genuine saving
is negative, countries are consuming natural resources and jeopard-
izing the prospects for future consumption. In order to correct for
unsustainable levels of consumption, negative genuine saving is sub-
tracted from consumption.

Produced capital
The aggregate for produced capital includes physical capital — that is, equip-
ment, machinery and structures — and urban land.
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There are a number of estimation methods available for the calculation
of physical capital stocks. Some of them, such as the derivation of capital
stocks from insurance values or accounting values or from direct surveys,
entail enormous expenditures and face problems of limited availability and
adequacy of the data. Other estimation procedures, such as the perpetual
inventory method (PIM) are cheaper and more easily implementable since
they only require investment data and information on the assets service life
and depreciation pattern. Here, the following PIM formula was used to
compute the value of machinery, equipment and structures:

K= ilm.(l — Q) (3.3)
i=0

where I is the value of investment in constant prices and o =0.05 is a geo-
metric depreciation rate.’

Urban land was valued as a fixed proportion of the value of physical
capital. This is a fallback for the more palatable and data intensive option
of using country-specific proportions. A constant proportion equal to
24 per cent is then assumed.®

Natural capital

Natural capital is the sum of non-renewable resources (including energy
resources such as oil, natural gas and coal, and mineral resources), crop-
land, pasture land, forested areas (including areas used for timber extrac-
tion and non-timber forest products) and protected areas.

The PIM is not useful in valuing natural capital, given that most natural
resources are accumulated over a very long time span. The present value
method is used in most cases. This method consists of computing the
present value of a given natural resource net rents over the life span of the
resource. When data on rents (or benefits) is not available, the opportunity
cost method is used instead.

® Sub-soil assets. Estimating future rents for sub-soil assets is subject
to a high level of uncertainty. Here the simplifying assumption that
rents grow at a constant rate is used. Moreover, an average life of a
mine is assumed to be 20 years (this may vary from country to
country though and from one resource to the other).

® Timber resources. The predominant economic use of forests has been
as a source of timber. Timber wealth is calculated as the net present
value of rents from roundwood production. The estimation then
requires data on roundwood production, unit rents and the time to
exhaustion of the forest (if unsustainably managed). Notice that the
use of rents to value capital implicitly assumes that the timber value
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of a forest is given by the currently exploitable timber, rather than the
volume of the resource itself.

Non-timber forest products. Average world values (from Lampietti
and Dixon, 1995) are applied to a share of the country’s forest.
Cropland. Given the lack of data on land prices, land values are com-
puted on the basis of the present value of land rents, assuming that
the products of the land are sold at world prices. The return to land is
computed as the difference between the market value of output crops
and crop-specific production costs. Nine representative crops are
selected based mainly on their production significance in terms of
sowing area, production volume and revenue. The nine representative
crops considered are: maize, rice, wheat, banana, grapes, apples,
oranges, soybean and coffee. A country’s overall land rent is calcu-
lated as a weighted average (weighted by sowing areas) of rents from
the crop categories. A projected growth in production (land areas are
assumed to stay constant) is assumed based on Rosengrant et al.
(1995).

Pasture land. The returns to pasture land are assumed to be a fixed
proportion of the value of output. On average, costs of production
are 55 per cent of revenues, and therefore returns to pasture land are
assumed to be 45 per cent of output value. Value of output is based
on the production of beef, lamb, milk and wool valued at inter-
national prices. Asis the case for cropland, this rental share of output
values is applied to country-specific outputs of pasture land valued
at world prices. A projected growth in production is assumed also in
this case (Rosengrant et al., 1995).

Protected areas. Values are obtained using, as a proxy, the lower of
the unit values of cropland and pasture land; an imperfect and con-
servative measure of the opportunity cost of protecting land areas.
Precise estimations are very difficult to undertake and country-spe-
cific data are sparse.

Intangible capital

Even after accounting for produced capital and a large set of natural
resource assets, the wealth estimates show that most countries’ wealth is
captured by what we call ‘intangible capital’. By definition, intangible
capital captures all those assets that are unaccounted for in the wealth
estimates. It includes assets such as the skills and know-how embodied in
the labour force: human capital. It also encompasses social capital; that is,
the amount of trust among people in a society and their ability to work
together for common purposes. Finally, it includes those elements of
governance that boost the productivity of the economy. For example, if an
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economy has a very efficient judicial system, clear property rights and an
effective government, the effects will be picked up in the form of higher
total wealth and thus will increase the ‘intangible capital’ residual.

The intangible capital residual also includes other assets which, for lack
of data coverage, could not be accounted for in the wealth estimates. The
main omissions include coastal and marine resources, such as fisheries, and
the net depletion of renewable natural resources such as underground water
and environmental services.

4. The highlights of the capital estimates

Country-specific estimates of total capital are presented in World Bank
(2006a). Table 3.2 summarizes the results by region, income group and for
the world as a whole. High energy and mineral exporters are treated as a
separate group. The relative distribution of assets in these countries is such
that the aggregates would tend to overestimate the role of natural capital —
particularly sub-soil — in the groups such countries are in.

A quick glance at Table 3.2 reveals the following.

Firstly, the average world citizen ‘owns’ a total wealth of nearly
US$96 000. The number becomes US$90 000 if oil exporters are included.
This level of wealth is comparable to the one for Brazil (US$90 000), Libya
(US$89000) or Croatia (US$91 000).

Second, total wealth in high income countries is several times higher than
in low income countries (column 2). This fact is only partially due to the
use of nominal exchange rates as opposed to purchasing power parity
(PPP) exchange rates typically used to compare welfare between high
income and developing countries.

Third, natural capital is higher in value in high income countries than
in low income countries (column 3 and Figure 3.1). This evidence
contradicts a common perception that high income countries have ‘used
up’ their natural resources.

Fourth, the share of natural capital in total wealth decreases with income
(column 6 and Figure 3.2). The world’s poorest countries — particularly in
South and East Asia — depend heavily on natural resources. Development
cannot be pursued without maintaining an ever watchful eye on how
natural resources are managed.

Lastly, intangible capital — an aggregate including human capital, the
quality of institutions and governance — constitutes the preponderant form
of wealth, an insight that goes back to the very origins of modern economic
thinking (columns 5 and 8).

Points three and four above are particularly relevant from the perspec-
tive of sustainability. Natural resource abundance is also a characteristic of
wealthy economies. What we are observing is better management of
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Figure 3.1 Value of natural capital per capita by income group
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Figure 3.2 Wealth composition by income group
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resources such as agricultural land (resulting in higher yields) and forests
(resulting in timber rents that are sustained over time).

Yet, low income countries are more dependent (in terms of relative share)
than high income countries on natural resources. This provides useful infor-
mation. What we are observing is low levels of diversification and low levels
of intangible assets such as education and efficient institutions. Given the
importance of natural capital on the wealth of poor countries, one should
look at the individual sub-components (Table 3.3).

If one excludes large resource exporting countries, which constitute a
group by themselves, land resources (columns 5-7 in Table 3.3) are very
important in low income countries, with a value of 75 per cent, followed by
sub-soil assets (column 2), with 17 per cent. In middle income countries
land resources account for 61 per cent of natural capital, while sub-soil
assets account for 31 per cent of the total.

The importance of land resources (that is, cropland, pasture land and
protected areas) decreases with the level of income. This fact is partly
the effect of using international prices for agricultural products, a proce-
dure that overestimates the value of land in countries with subsistence
agricultural production. However, the results also suggest a potential
poverty—land dependence trap in low income countries. Countries in which

Table 3.3  Estimates of the components of natural capital by income group
as a percentage of the total in 2000

Sub-soil  Timber Crop Pasture Natural
Income Group assets resources NTFR PA land land capital
Low Income 1 7%) 6%) 2‘% 60/0 590/0 1 O(VU 1 00%}
Lower Middle 24% 5% 4% 4% 52% 11% 100%
Income
Upper Middle 55% 3% 2% 4%  23% 13% 100%
Income
Middle Income 31% 5% 3% 4% 45% 12% 100%
ngh Income 1 (Vo 0%) 0% 33 U/0 440/0 22%} 1 00%}
Non-OECD
High Income 40% 8% 2% 13%  21% 16% 100%
OECD
World (excl. oil) 32% 6% 3% 8% 37% 13% 100%
Oil countries 75% 2% 4% 5%  10% 5% 100%
World 41% 5% 3% 7% 32% 12% 100%

Source:  World Bank (2006a).
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land resources account for more than one third of total wealth — such as
Niger, Burundi, Moldova to name a few — all belong to the low income
country group.

By contrast, high dependence on sub-soil assets is not necessarily a char-
acteristic of low income countries. Countries which are rich in mineral and
energy resources may be found in each of the income groups. Rents from
sub-soil assets can be key in raising countries out of poverty, but do not
represent a sufficient condition: high rents require efficient management in
order to achieve poverty reduction (see Chapters 13 and 14).

5. Understanding intangible capital

Given its role in the wealth numbers, one should look more closely at the
intangible capital component. Regression analysis can help us pinpoint its
major determinants. Three factors — average years of schooling per capita,
rule of law, and remittances received per capita — explain 89 per cent of the
total variation in the residual across countries.” Figure 3.3 shows the rela-
tive importance of each factor, with rule of law accounting for 57 per cent
and schooling accounting for 36 per cent of intangible capital.

Table 3.4 reports the marginal returns, measured at the mean, to unit
increases in the three factors for each level of income. Increasing the average
stock of schooling by one year per person, increases total wealth per capita
by nearly $840 in poor countries,® nearly $2000 in middle income countries
and over $16 000 in high income countries. A one-point increase in the rule
of law index (on a 100 point scale) boosts total wealth by over $100 in poor
countries, over $400 in middle income countries, and nearly $3000 in high
income countries. Larger stocks of produced capital — usually at higher
income levels — will also boost the returns to education and governance. This
helps to explain the wide ranges in marginal returns as countries get richer.

Foreign Remittances,
7%

Schooling, 36%

Rule of Law, 57%
Source:  World Bank (2006a).

Figure 3.3 Factors explaining the intangible capital residual
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Table 3.4  Variation in intangible capital due to a unit variation in the
explanatory variables, by income group

Marginal returns

Marginal returns Marginal returns to foreign
to schooling to rule of law remittances
Low Income 838 111 29
Lower Middle Income 1721 362 27
Upper Middle Income 2398 481 110
High Income OECD 16430 2973 306

Notes: Figures represent the increase in the intangible capital residual associated with a
1-unit increase in the given factor.

Source:  World Bank (2006a).

The analysis of intangible capital provides useful insight for policy
makers. Education expenditure can obviously play a role, but these expend-
itures have to be effective in actually creating human capital. Investing in
rule of law is clearly complex — an efficient judicial system for example calls
not only for competitive salaries but also for competent institutions that
can be trusted by citizens and entrepreneurs alike. The returns to doing so,
however, are potentially very large.

6. The capital approach to sustainability: implications

A key contribution of the economic debate of sustainability is that it sets
the ground for measurement. Hartwick (1977) demonstrated that under
some stringent conditions, non-declining real wealth implies non-declining
consumption. More in general, non-declining real wealth is associated with
non-declining social welfare. The bottom line is that comprehensive mea-
sures of wealth and its changes appear as meaningful indicators to track
sustainable development. Saving, in particular, constitutes a significant
measure of sustainability and one that provides useful insight for policy
making. Chapter 18 analyzes thoroughly the theory and evidence related to
genuine saving.

By looking at comprehensive wealth, the objective is to understand the
potential for the creation of well-being in a country. This approach revives
the ideas of the classical economists, who identified not only man-made
capital but also labour and natural resources as determinants of produc-
tion. From the numbers, it is evident that the components of wealth vary
widely across regions and according to level of income. Managing each
component of the portfolio and transforming efficiently one type of asset
into another is germane to a country’s development policy.
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Implications for policy makers

Economic decisions are usually the domain of finance and economy min-
isters and seldom take into account environmental concerns. The capital
approach to sustainability expands the responsibilities of economic man-
agement to include the management of natural resources, human capital
and institutions. The wealth estimates indicate that the development
process entails a diminishing dependence on natural resources while
increasing the reliance on human skills and the country’s social and insti-
tutional infrastructure. Notice that this need not occur at the expense of
environmental degradation. While less important in relative terms, natural
resources are larger in absolute terms in richer countries.

Managing development in the poorest countries requires the recognition
of the role of natural resources as a source of subsistence. In aggregate,
natural capital represents a quarter of wealth in low income countries.
Throughout the world, many rural households depend on the services of
forest ecosystems, fisheries and agricultural land for subsistence. These
resources are typically renewable, and the management challenge essen-
tially entails sustainability in use. Institutions and social arrangements that
foster conservation include the clear definition of property rights and the
control of corruption and poaching. On a positive note, there must be pol-
icies geared toward increasing the productivity of assets, so as to allow
growing income and consequently higher savings to finance investment.

In resource-rich countries, natural resources are a fundamental source of
development finance. Fiscal policies should be geared toward capturing
resource rents. Examples include energy royalties, taxes on tourism rev-
enues, underground water tariffs. Public expenditure should give priority to
high return investments, as opposed to the more commonly observed exces-
sive public consumption expenditure (see Chapters 13 and 14). This may
prove difficult with fiscal shocks, typical of oil countries, and low absorp-
tive capacity. In the short term, investment in financial assets may be a
better option compared to an unsustainable increase in current expend-
itures. Botswana, for example, has been able to manage diamond revenues
successfully through a strict budget balance rule.

Investment in man-made, human capital and reliable institutions is
crucial. Governments should invest in education, an efficient judicial
system and rule of law and policies aiming at attracting remittances.

Implications for economists and statisticians

Good decision-making requires good information. The wealth estimates
discussed in this chapter constitute a contribution to this work on ‘greening’
the national accounts. Including monetary estimation of natural capital in
a country’s macroeconomic balance sheet is important in representing the
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actual sources of welfare for the country. The economic valuation of envi-
ronment and natural resources is the basic building block of a comprehensive
accounting system. Valuation can usefully inform monitoring and enforce-
ment, decision-making through cost-benefit analysis and fiscal policies.

Asset prices have to reflect the social worth of capital, which in turn
reflects its social scarcity. Moreover, achieving sustainability critically
depends on the substitutability of man-made capital and natural resources.
The substitutability issue is also a measurement problem. Valuing total
wealth as the sum of produced, natural and human capital relies on the
assumption that assets are substitutable. It must be possible to deplete one
resource and substitute it with other assets, for our assumed ‘weakly’ sus-
tainable world to hold. If assets are irreplaceable, while being essential for
the production of well-being, physical measures must complement mone-
tary measures of capital.

7. Summing up

The discussion in this chapter was motivated by the need to adopt a prag-
matic measure of current generations’ bequest of opportunities to future
generations. A narrow definition of ‘opportunities’ — associated with
capital — was identified. Wealth per capita, measured as the sum of all assets
that allow the production of well-being, was thus our measure of ‘oppor-
tunities’. To the extent that future generations are left with a level of rotal
wealth per capita at least as high as today’s wealth, then we are on a sus-
tainable path, at least from a weak sustainability perspective.

Where is the wealth of nations? The estimates of comprehensive wealth
and its components go beyond a simple sustainability test and provide
insights about what constitutes a country’s base for producing well-being.
By and large, wealth is about intangible assets. Intangible does not mean
indefinable. In fact, a very strong association between education attain-
ment, governance and institutions on one side and intangible capital on the
other is found. A society investing in skilled workers, trusted institutions
and efficient government is building the very basis of welfare creation.
These sorts of intangible assets explain the high level of wealth of coun-
tries in Europe, North America and East Asia.

How about natural capital? The wealth estimates suggest the importance
of natural resources management in maintaining wealth in the poorest
countries in the world. For the average citizen of Ethiopia, natural capital —
particularly crop land — constitutes more than 40 per cent of available
assets. Depleting forest resources and degrading agricultural soils will
impair the prospect for poverty alleviation. Sustainability here not only
requires investing resource rents into some form of capital. Within a sub-
sistence economy, it means managing natural assets so as to provide the
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basis for income. Mineral deposits, once discovered, can only be depleted.
Sustainability here means investing resource rents in some form of capital.
The Hartwick rule for sustainability has, however, been neglected by many
resource-rich countries, leading to consumption levels that are unsustain-
able, explaining economic downturns.

Finally, to measure sustainability truly, the focus has to be on changes
in wealth. The wealth estimates provide an insightful vision of the world
and its prospects for generating welfare. Any sensible sustainability test
should, however, look at the change in capital rather than at the stock.
Chapter 18 introduces genuine saving — that is, the annual change in total
real wealth — as a measure of sustainability. Breaking down total wealth
into its components is a major step forward in the analysis of country-
level endowments and welfare generation possibilities. The estimates
made available here contribute to this work even if data constraints limit
our ability to measure some assets in a comprehensive way. This work has
just begun.

Notes

1. The opinions expressed are those of the authors.

2. Fisher’s argument was motivated by the need to find a measure of comprehensive wealth.
This led to the intuition that the value of an asset is the capitalization of the stream of
future services expected to be produced by that asset.

3. Alternatively, one may adopt a definition in terms of non-declining utility or well-being
(as in Pezzey, 1989). Dasgupta (2001) argues that expression (3.1), while less ambitious,
has more practical force.

4. A large portion of the literature on sustainability has concentrated on the conditions to
achieve sustainability in the presence of exhaustible natural resources. Hartwick (1977)
defined a particular saving rule and finds that as a result, a constant level of consumption
can be achieved, even in the presence of finite resources and fixed technology, provided
substitutability is high enough. Hartwick’s saving rule is crucial in that it provides a simple
guide for policy in resource-rich countries.

5. Expression (3.3) implicitly assumes a ‘One-Hoss-Shay’ retirement pattern: capital stock
after depreciation is unproductive and exits the production process after 20 years.

6. The estimation of the value of urban land is based on Canada’s detailed national balance
sheet information. Urban land is estimated to be 33 per cent of the value of structures,
which in turn is estimated to be 72 per cent of the total value of physical capital.

7. The specified model represents the residual as a function of domestic human capital, as
captured by the per capita years of schooling of the working population, human capital
abroad, as captured by the amount of remittances by workers outside the country, and
governance/social capital, expressed here as a rule of law index. We considered a simple
Cobb-Douglas function:

R = AS“FF LY

where S is years of schooling per worker, F is remittances from abroad and L is the rule
of law index. There is also a set of income group dummies that take into account
differences linked to income levels.

8. In comparison, low income countries spend nearly US$51 per student in primary school
(World Bank, 2006b).
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4 Sustainable development in ecological
economics
Jeroen C.J M. van den Bergh

1. Introduction

The notions of ‘sustainable development’ and ‘sustainability’ are inter-
preted in various ways. This has become most clear perhaps in the field of
ecological economics, where different disciplines have offered particular
perspectives on these notions. Ecological economics (EE) was founded at
the end of the 1980s. It integrates elements of economics and ecology, as
well as of thermodynamics, ethics, and a number of other natural and
social sciences to provide for an integrated and biophysical perspective
on environment-economy interactions. EE expresses the view that the
economy is a subsystem of a larger local and global ecosystem that limits
physical growth of the economy. At the same time, it is critical of the dom-
inant paradigm of (environmental and resource) economics, characterized
by rational agents and equilibrium thinking. Instead, EE is characterized
by the use of physical (material, energy, chemical, biological) indicators
and comprehensive, multidisciplinary systems analysis. Both features are
consistent with the fact that (un)sustainable development, generally seen as
an important dimension of performance of the overall systems level, occu-
pies a central position in the study of EE.

All intellectual founders and antecedents of EE have written extensively
about sustainable development, even if not using this particular terminol-
ogy. For example, H.E. Daly proposed the idea of a ‘steady state economy’,
associated with the objective to minimize the use of materials and energy
‘throughput’ in the economy (Daly, 1991). In addition, he has suggested the
Index of Sustainable Economic Welfare (ISEW: see also Chapter 19) as a
sustainable welfare indicator (Daly and Cobb, 1989). K.E. Boulding pro-
posed the opposition between the ‘cowboy economy’ and the ‘spaceship
economy’ (Boulding, 1966). The spaceship metaphor can be seen as a
precursor to the modern view on sustainability from a global environmen-
tal perspective. Finally, C.S. Holling (1973, 1986) has originated the notion
of resilience (Chapter 5), which has proven to be a fruitful and distinctive
way of thinking about sustainable development.

This chapter tries to provide a broad sketch of ideas, approaches and policy
angles that ecological economics has offered in the study of sustainable
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development. The result is the following structure. Section 2 discusses the dis-
tinctive character of ecological economics approaches to sustainable devel-
opment as compared with mainstream economics. Section 3 then examines
the well-known opposition between strong and weak sustainability. Section
4 addresses the sustainability of open systems, involving issues like spatial
sustainability and sustainable trade. Section 5 deals with measurement of,
and models for, sustainable development. Section 6 discusses policies specif-
ically oriented towards sustainability. Section 7 concludes.

2. Ecological versus environmental economics

An important distinction between ecological economics (EE) and environ-
mental and resource economics (ERE) relates to scale versus allocation.
ERE studies optimal allocation or efficiency of using scarce resources.
Consistent with this idea is the objective to optimize social welfare and thus
strive towards an optimal level of external costs. Daly (for example, 1992)
argues that ERE has, however, neglected the issue of optimal physical scale
or size of the economy. Consistent with this neglect, ERE tends to regard
sustainable development as identical to sustainable growth. EE, on the
other hand, sees sustainable development more in line with the older
notions of development and structural change. Not surprisingly, history,
institutional context and poverty receive much more attention in EE
discussions and analyses of the concept. Somewhat related is the fact that
ERE, or at least many of its proponents, does not seem to take physical
limits to growth as seriously as supporters of EE. This might have to do
with optimism about both the inventiveness of humans (technical progress
and problem-solving in general) as well as about the stability of nature and
environmental systems to withstand pressure caused by humans. Possibly,
EE generally assumes a longer time horizon than ERE. In this sense, the
different approaches to sustainable development — optimistic versus pre-
cautionary — bear a strong relationship with the different positions in the
growth debate (van den Bergh and de Mooij, 1999).

The main goals and criteria for evaluating developments, policies
and projects differ between EE and ERE. The dominant criterion of
ERE is efficiency (or sometimes a more limited version, such as
costs-effectiveness). EE is best characterized by a ‘precautionary principle’
linked to environmental sustainability, with much attention for ‘small-
probability-large-impact’ combinations. This precautionary principle is
closely related to a concern for instability of ecosystems, loss of biodiver-
sity, and environmental ethical considerations (‘biocentric ethics’).
Efficiency is in EE of secondary concern. Furthermore, whereas in ERE
distribution and equity are secondary criteria, ‘distribution’ is often in EE
considered a more important criterion. In line with this, EE emphasizes
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(basic) needs, North-South welfare differences, and the complex link
between poverty and environment. In addition, a recent emphasis in the lit-
erature is that it is impossible to analyse distribution and efficiency perfectly
separately, as the latter depends on the former (Martinez-Alier and
O’Connor, 1999). One argument here is that preferences are interdependent
and income distribution affects individual well-being. Subjective welfare
studies show that relative rather than absolute income is an important
factor of happiness (Tversky and Simonson, 2000; Brekke and Howarth,
2002; van Praag and Ferrer-i-Carbonell, 2004).

3. Strong versus weak sustainability

Sustainability and sustainable development have been defined, interpreted
and analysed in various ways (see Pezzey, 1989, 1993; Toman et al., 1995).
Beckerman (1994) has argued that these notions serve no purpose as they are
already captured in the concept of intergenerational welfare optimization.
Responses by Common, Daly, El Serafy and Jacobs in Environmental Values
vol. 4 (1995, issues 1 and 2) and vol. 5 (1996, issue 1) oppose this view. In par-
ticular, the opposition between strong and weak sustainability has received
much attention in the literature (Ayres et al., 2001).

Weak sustainability

Weak sustainability has been defined using notions like ‘economic capital’
and ‘natural capital’ (Cabeza-Gutés, 1996). Economic capital comprises
machines, labour and knowledge. Natural capital covers resources, envir-
onment and nature. Weak sustainability is defined as maintaining ‘total
capital’, defined as the ‘sum’ of the two types of capital. Evidently, under
this goal the substitution of natural capital by economic capital is allowed
for. The methodological aspects of this approach are most clearly expressed
in economic growth theory (Solow, 1974, 1986; Hartwick, 1977). This
theory translates weak sustainability into intergenerational equity (Toman
et al., 1995). Sustainability is usually interpreted as a constraint on eco-
nomic growth, namely non-decreasing welfare. This is quite a strict crite-
rion, as any temporary decrease in welfare implies an unsustainable
development. Pezzey (1989) has referred to ‘sustainedness’ in this respect,
since such a pattern can be assessed only after the fact. As a weaker alter-
native criterion, Pezzey (1993) proposes ‘survivability’, according to which
areduction in welfare is allowed as long as the level of consumption exceeds
some subsistence level.

In the general economic case, social welfare is a function of utility, which
is difficult to operationalize. In practice, simple models often equate utility
to (aggregate) consumption, defined as gross output less investment. This
gives rise to ‘Hicksian sustainability’, or non-decreasing consumption,
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which is equivalent to ‘Hartwick—Solow sustainability’ defined in terms of
maintaining the total capital stock of society.

Strong sustainability

Strong sustainability, on the other hand, requires that every type of
capital — economic and natural — is maintained separately, or that even, at
a lower level of disaggregation, capital stocks are maintained. Various
motivations for strong sustainability exist:

o Natural resources are considered as essential inputs in economic pro-
duction, consumption or welfare that cannot be substituted for by
manufactured or human capital. Life support functions of nature
and environment are often mentioned here.

o Acknowledgement of environmental integrity and ‘rights of nature’
(bioethics).

e Risk aversion in combination with irreversible changes in natural
capital. In this context the terms stability, resilience, (bio)diversity
and ecosystem health (Costanza et al., 1992) are often mentioned.

Within EE frequently a particular type of (un)sustainability is pointed
out, namely the stability and resilience of ecosystems. Stability is defined at
the level of biological populations. This means that variables return to
equilibrium values after perturbation. Resilience (resistance to change, or
robustness) is defined at the system level and refers to the maintenance of
organization or structure and functions of a system in the face of stress (see
Chapter 12). Perrings (1998) mentions two alternative approaches to
resilience: one is directed at the time necessary for a disturbed system to
return to its original state (Pimm, 1984); the other is directed at the inten-
sity of disturbance that a system can absorb before moving to another state
(Holling, 1973). In line with the latter interpretation resilience has been
phrased ‘Holling sustainability’, as opposed to weak ‘Solow—Hartwick
sustainability’ (Common and Perrings, 1992). The comparison shows that
EE studies pay much attention to the sensitivity of ecosystems at a micro
level, often in applied studies, whereas ERE extends economic growth
theory with environmental variables, emphasizing determinism and coarse
long-term trends in a macro approach that lacks micro detail. From this
perspective EE and ERE approaches to sustainability can give rise to
complementary as well as contradictory insights.

“Very strong’ sustainability, as supported by the Deep Ecology movement
and those who believe in the ‘right-to-life’ of other species, would then
imply that every component or subsystem of the natural environment,
every species, and every physical stock must be preserved. A compromise
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version of strong sustainability focuses on preserving ecosystems and envir-
onmental assets that are critical for life-support or unique and irreplace-
able. The ozone layer is an example of the first; songbirds or coral reefs
might be an example of the second. Another way of formulating such a
compromise is that a minimum amount of certain environmental assets
should be maintained, based on the idea that these assets are partly
complementary to economic assets and partly substitutable by the latter.

How to judge or resolve the opposition?

The opposition between strong and weak sustainability is ultimately a ques-
tion about the substitutability between the products and services of the
market economy and the environment, or the substitution of natural by
produced capital (including human capital or knowledge). This has often
been discussed in the context of production processes (see the special issue
of Ecological Economics, vol.22(3) (1997) on the contributions of Nicholas
Georgescu-Roegen to ecological economics). However, the distinction also
applies to consumption and individual welfare. This is most clearly
expressed in the notion of lexicographic preference orderings, which is con-
sistent with the Maslow pyramid (Stern, 1997). It denies universal substi-
tutability. This is consistent with findings in experiments and stated
preference valuation (Spash and Hanley, 1995; Gowdy, 1997).

A problem with the weak sustainability approach as formalized in
growth theory with environment or resources is that this was formulated
explicitly for non-renewable resources, not for complex biological systems.
Moreover, the tools of growth theory — deterministic dynamic optimization
models with one dynamic equation describing the environment — are too
rough to incorporate scientific facts of complex evolutionary (irreversible)
living systems. Therefore, growth theory cannot offer a complete, and
perhaps not even a relevant, perspective on sustainability.

Resilience can be considered as a global, structural stability concept,
based on the idea that multiple locally stable ecosystem equilibria can exist.
Sustainability can thus be directly related to resilience. In line with this, weak
sustainability can cause extreme sensitivity to either natural disturbances
(for example, diseases in the case of agriculture focusing on only a few crops:
see Chapter 22) or economic disturbances (international financial markets
as in the case of the small Pacific island nation of Nauru: Gowdy and
McDaniel, 1999). Such extreme sensitivity or lack of resilience of regional
systems in the face of external factorsis a telling argument against weak sus-
tainability. Traditional economic models with environment and resources
do, however, not address resilience, fluctuations and cycles. Business cycle
theories might be useful in this respect (Young, 1996). Indeed, one may
wonder why other types of dynamic macroeconomics — apart from growth
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theory — have seen so little application in environmental economics, for
example, to address questions related to the interaction between sustain-
ability and unemployment. Finally, it is very likely that the truth is in
between weak and strong sustainability. Perfect substitutability is not real-
istic, but neither is maintenance of all individual environmental stocks and
biological populations.

4. Spatial sustainability and sustainable trade

When talking about sustainability, scale and openness of a system are
important. Openness means that the system may affect other systems and
be affected from outside, either by other regions or by the global system. A
relevant question about sustainability in an open (regional/national)
system context is whether trade can substitute for nature at the local level.
The international dimension of environmental problems and policy has
received much attention over the last decade. Nevertheless, this has pre-
dominantly concerned attention for international trade with traditional
economic welfare- or externality-based models. Dynamic issues of regional
sustainability and its counterpart sustainable trade have hardly received
attention. As a result, much is known about the efficiency of trade but not
about its sustainability. This would require some merger of dynamic theo-
ries (including possibly growth theories), trade theories, resources and
externalities. The result is a very complex system.

Countries with a history of resource depletion and ecosystem damage
may look sustainable. Indeed, numerical results in Pearce and Atkinson
(1995) show that this is the case for the Netherlands and Japan, both of
which have hardly any forest land. This hints at the problem of sustain-
ability of open regions or countries, which evidently can surpass local
sustainability limits by engaging in international trade.

Daly and Cobb (1989) have expressed the opinion that insights from
traditional comparative advantage theory have less relevance these days as
the assumption of immobile capital flows no longer holds. They conclude,
referring to statements by J.M. Keynes, that production of products
should, whenever feasible, take place in the home country. An additional
argument for this view is that sustainability at a regional scale can be better
controlled in an autarchic than an open region.

In order to ‘measure’ regional unsustainability, Wackernagel and Rees
(1996) have formulated the ‘ecological footprint’ (EF: see also Chapter 20)
and applied it to countries (as well as other spatial units). They conclude
that many countries, in particular small ones, use directly and indirectly
more surface area than is available inside their national boundaries.
Evidently, this is compensated by international trade. Wackernagel and
Rees try to argue on the basis of the EF that autarchy is to be preferred to
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a trading region. Van den Bergh and Verbruggen (1999) criticize the EF
indicator and applications:

e The EF is an example of ‘false concreteness’: the resulting land area
is hypothetical and too crude a measure of various types of environ-
mental pressure.

o The EF method does not distinguish between sustainable and unsus-
tainable land use, notably in agriculture.

e Aggregation of different environmental problems occurs through an
implicit weighting that lacks any motivation.

e CO, emissions due to burning fossil fuels are translated, on the basis
of an arbitrary ‘sustainability scenario’ (forestation to capture CO,),
into hypothetical seizure of land.

Comparing the EF of countries with their available land area implies that
national consumption should remain within boundaries defined by
national production opportunities, which represents a normative and
arbitrary ex ante anti-trade bias. Relatively small or densely populated
countries (in terms of available land area) need, for evident reasons, to
trade a large part of their national income. Spatial scales indeed correlate
strongly with the proportion of trade in consumption. For illustration:
cities trade 100 per cent of their consumption, and the world as a whole
is autarchic. Use of the EF thus seems to suggest that we should get rid
of cities, but this neglects agglomeration effects and comparative advan-
tages.

An adequate approach to assess spatial sustainability and sustainable
trade should not start from any biases but instead allow the question to be
addressed of whether concentration of people in space is desirable from a
global sustainability perspective. Positive externalities of concentration (for
example, agglomeration effects) and of trade (comparative advantages)
should be taken into account and traded off against negative environmen-
tal externalities (Grazi et al. 2007). In addition, the various negative
impacts of trade in social and political dimensions, such as weakening com-
munity structures and preventing individual human perception of ecologi-
cal impacts of consumptive decisions, should be taken into account. On the
other hand, attention needs to be given to the negative consequences of
reducing international trade, such as destabilizing international agree-
ments, trade wars and less diffusion of knowledge and technology.

5. Measurement and models
Many studies have developed indicators for sustainable development. As a
result, different approaches are available. These can be classified as follows:
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e Ecological (for example, biodiversity) versus physical (material or
energy) indicators.

Stock (capital) versus flow indicators.

Source versus effect indicators.

Monetary versus other indicators.

Sustainability versus progress indicators (green and sustainable GDP
measures, ISEW, GPI).

Indicators suffer from two main problems. First, often they aggregate infor-
mation in a way that does not give rise to useful indicators from either a
social welfare or environmental sustainability perspective (Ebert and
Welsch, 2004). Secondly, they often represent a supply side perspective, sug-
gesting value theories much in the spirit of the Marxian labour value theory.
EE has produced several of these, such as energy indicators (energy value
theory), ecological footprints (land value theory), and MIPS (material value
theory). Economists are critical of such theories, as since Marshall it is
widely agreed that values represent relative scarcity, which is the result of an
interaction of demand and supply. This is not to say that one market dimen-
sion cannot sometimes dominate. For example, basic needs may become
unsatisfied once absolute supply limits have been reached.

Models of sustainable development come in various types. Simple
models from population biology (ecology) have been incorporated in eco-
nomic models of renewable resources, which perhaps can be seen as the
most simple approaches to the sustainability problem. Specific models have
been developed for the analysis of fisheries, forestry and water manage-
ment. EE has tried to move beyond such models by including advanced
insights from ecology (see Folke, 1999). Resulting studies deal with one or
more of four levels: biological populations (multispecies), ecosystems, bio-
physical processes (for example, hydrology, climate change), and coevolu-
tion of economic and environmental systems.

A particular model of interest here is the ‘four box model’ for terrestrial
ecosystems as proposed by Holling (1986). It depicts ecosystems and their
changes in a two-dimensional diagram with the axes ‘stored capital’
(biomass) and ‘connectedness’ (complexity of the food web). Ecosystems
can repeatedly move through four phases: ‘exploitation’, ‘conservation’,
‘release’ and ‘reorganization’. The ‘release’ phase can be initiated by forest
fires, storms and outbreak of diseases. Such dynamics of ecosystems have
given rise to questions about their stability and resilience. In the above-
mentioned ‘four-box model’, management aimed at artificially prolonging
a certain phase, notably ‘conservation’, can in fact reduce the resilience of
the system. For example, checking small forest fires, which leave seeds
intact, tends to result in an accumulation of forest biomass. This in turn will
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increase the probability of the occurrence of a large forest fire, going along
with very high temperatures, which can destroy plant seeds and thus
prevent the ‘reorganization’ phase from occurring successfully.

A range of other economic—ecological models exists, focusing on ecosys-
tem management and integrated systems ranging from regions to the globe
(Costanza et al., 1993; Rotmans and de Vries, 1997; van den Bergh et al.,
2004). Integrated ecological-economic modelling has been practised since
at least the early 1970s. One can be modestly optimistic about the feasibil-
ity of formal linking of economic and ecological models, but it requires sig-
nificant financial and human resource investments. Such investments have
been undertaken in some areas of application, notably in the area of
climate change and policy, but less so in the area of ecosystem management
modelling.

Costanza et al. (1997, p. xxii) state that the integration of economics and
ecology is hampered by the lack of space in economic theories and models.
Although it is true that mainstream economics has largely assumed away
space and spatial externalities between economic agents, the statement
neglects the large area of spatial economics. This covers regional, urban and
transport economics as well as spatial informatics — mainly the application
of geographical information systems (GIS). GIS applications are nowadays
often considered an essential input to integrated spatial models, because
they allow the capturing of interactions between economic and ecological
phenomena at a detailed spatial scale. It is not beforehand clear, however,
that using a high spatial resolution will always be fruitful. Whereas many
ecological and hydrological processes are amenable to a grid-based descrip-
tion, most economic processes operate at higher scales. This explains, for
instance, why a method like ‘cellular automata’ has been more popular in
landscape ecology than in spatial economics (Engelen et al., 1995).

Simultaneous changes in the economy and the environment are sometimes
referred to as coevolution. Strictly, this notion means that variation in either
subsystem depends on the other subsystem (Norgaard, 1984; Faber and
Proops, 1990; van den Bergh, 2004a). Coevolution thus reflects mutual selec-
tion of economic and environmental systems that creates a unique historical
development. In this sense EE is close in spirit to evolutionary economics,
which is characterized by concepts like diversity, selection, innovation, path
dependence, and lock-in (Mulder and van den Bergh, 2001). The evolution-
ary perspective suggests that systems are adaptive and coincidental rather
than optimal. Some of these notions can and have been translated into
evolutionary, notably multi-agent models (van den Bergh, 2004b; Janssen,
2002). Such models depend on boundedly rational agents, which in fact can
be seen as a response to the critique of EE on the rational-agent assumption
that underlies much of traditional environmental economics.
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Finally, within EE modelling of sustainable development attention is
given to describing structural change. In this context ‘industrial ecology’
and ‘industrial metabolism’ are relevant areas of research (Graedel and
Allenby, 2003; van den Bergh and Janssen, 2005). They combine environ-
mental science, economics and analysis of technologies to realize a
minimal environmental pressure caused by substance and material flows.
Important strategies studied include ‘dematerialization’, recycling and
reuse, waste management and enhancing durability of products. This is
what Herman Daly would associate with keeping constant or reducing
resource throughput.

6. Sustainability policy
Can one distinguish between sustainability policies and other environmen-
tal policies? One view is that the former include all environmental regula-
tion since this will affect the degree of (un)sustainability. Another view is
that certain policies or instruments are specifically focused on long term
sustainability issues. A few examples are as follows. First, if it is recognized
that a transition from the current unsustainable system to a sustainable one
is prevented by the lock-in of certain technologies, notably fossil fuel-
based, then un-locking policy is needed. Price corrections are clearly
insufficient as increasing returns to scale play a dominant role. Stimulating
diversity, for example, through subsidies, support of niche markets and
public R&D are important elements of un-locking policy (Unruh, 2002).

Second, policies for sustainable development can include theoretical
insights such as investment rules that stimulate constant total capital
(Hartwick, 1977) and intergenerational transfers to compensate for envir-
onmental changes (Howarth and Norgaard, 1995). Both fit the weak sus-
tainability approach, as substitution of natural capital is allowed for.
Costanza (1994) in addition mentions three instruments. First, a natural
capital depreciation tax would stimulate consumption in a more sustain-
able direction. The result would be a shift from use of (and investment in)
non-renewable to renewable resources. Second, a ‘precautionary polluter
pays principle’ could stimulate caution in making decisions with much
uncertainty about the occurrence and size of environmental damage.
Third, a system of ecological tariffs as countervailing duties would allow
countries or trading blocs to apply strict policies (including the previous
suggestions) so as to make sure that producers would not be stimulated to
move overseas. The result would be that ecological costs would be reflected
in prices of both domestically produced and imported products.

A number of instruments have been proposed to address the uncertainty
and complexity surrounding ecosystems and sustainability. The notion of
‘safe minimum standards’ (Ciriacy-Wantrup 1952) points to the fact that



Sustainable development in ecological economics 73

efficiency means exploring the borders, whereas in many circumstances —
characterized by a large degree of uncertainty — it would be better to take
account of safety margins (see Chapter 6). A flexible instrument to do this
is an ‘environmental bond’ (Perrings, 1989; Costanza and Perrings, 1990).
An investment or project that is surrounded by much uncertainty concern-
ing environmental consequences is complemented by an insurance bond
with a value equal to the maximum expected environmental damage. This
bond functions as a deposit that is completely or partly refunded (with
interest) depending on the amount of environmental damage that has
resulted from the respective investment project. If environmental damages
are nil the entire deposit is returned; in cases of actual or threatening neg-
ative environmental effects the deposit serves to compensate or prevent
damage. This instrument can, among others, be applied to land reclama-
tion, investment in infrastructure, transport and treatment of hazardous
(toxic, nuclear) substances, and location of agriculture and industrial activ-
ities near sensitive nature areas. As a consequence of environmental bonds,
the (expected) private costs of such activities will increase, causing investors
to decide more conservatively, and so take account of environmental risks
associated with their activities and investment projects.

Economists traditionally analyse uncertainty by defining ‘states of the
world’ with associated probabilities, and maximizing an expected benefit
function. Fundamental or complete uncertainty, that is surprises, implies a
different approach, namely ‘adaptive management’ (see Chapter 2). This is
based on the idea that management of complex and uncontrollable systems
requires an interaction between experimental research, monitoring, learn-
ing processes and policy choices, with the objective to learn from disturb-
ances. This recipe has been applied to problems of fisheries, agriculture
(ecological alternatives for pesticides) and forestry. Adaptive management
also covers an interaction between various disciplines, experts and ‘stake-
holders’ (Holling, 1978; Walters, 1986; and Gunderson et al., 1995). Similar
advice follows from an evolutionary perspective (Rammel and van den
Bergh, 2003).

A number of studies in the field of EE have examined the environmental
policy implications of alternative theories of economic behaviour, which
stress bounded rationality of economic agents, both consumers and pro-
ducers (van den Bergh et al., 2000; Brekke and Howarth, 2002). Alternative
theories or elements thereof include ‘satisficing’, lexicographic preferences,
relative welfare, habits and routines, imitation, reciprocity, myopia, chang-
ing and endogenous preferences, and various models of behaviour under
uncertainty. Some insights relevant to sustainability policy are as follows.
First, policies aimed at changing consumer preferences make sense when
sovereign preferences are inconsistent with long-run goals of sustainability
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(Norton et al., 1998). Second, a ‘hierarchy of needs’ perspective relates to
the notion of strong sustainability in that it emphasizes uniqueness and
non-substitutability of goods and services provided by nature (Stern, 1997;
Blamey and Common, 1999). It suggests that individuals may be unwilling
to make a trade-off between economic and environmental goods or ser-
vices. Finally, policy under uncertainty should reckon with strategies like
imitation and pursuit of wealth, and aim at increasing or maintaining
diversity of knowledge, technology and behaviour (Roe, 1996).

7. Conclusions and future research

This chapter has covered a broad spectrum of issues related to sustainabil-
ity and sustainable development. Ecological economics offers a distinctive
approach to sustainability, which includes much attention for ecosystem
resilience. The opposition between weak and strong sustainability is some-
what artificial, as the realistic or inevitable approach lies somewhere in
between. Ecological economists nevertheless often tend to move in the
direction of strong sustainability. Whereas global sustainability and sus-
tainable development have received an enormous amount of attention,
spatial sustainability and sustainable trade are grossly neglected issues. The
large and growing amount of literature on international trade and envir-
onment adopts essentially a static perspective. The analysis of spatial sus-
tainability requires an integration of insights and approaches from growth
theory, international trade theory, resource economics and ecology. No one
has yet succeeded in doing this and it seems likely that analytical
approaches will fall short. In the area of sustainability policy various
concrete suggestions offered by ecological economics were discussed. More
theoretical and empirical research seems needed into which sustainability
policies match the various types of bounded rationality that characterize
the behaviour of economic agents.
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5 Ecological and social resilience
W. Neil Adger

1. Introduction

The world needs to be resilient to change. Sustaining life, sustaining well-
being and sustaining the environment into the future increasingly means
adapting to new circumstances and potentially unpredictable perturbations
and challenges. New technologies for example have unforeseen conse-
quences while demographic and cultural changes bring about new chal-
lenges for sustainable living. Setting single goals and universal prescriptions
for sustainable development across the world seems increasingly unrealistic
and potentially counter-productive. In these circumstances, a new emphasis
on building resilience, and recognition of the linkages between elements of
society and the ecosystems on which they depend, seems a sensible con-
tribution to sustainable development. But understanding what the resilience
of a social-ecological system might be, and the identification of the mech-
anisms which link the wider environment with human well-being, are far
from trivial.

Resilience is a property of a system. In ecological sciences, resilience
relates to the properties of ecosystems at different scales, rather than popu-
lations. There has been a significant evolution of the concept of resilience
in ecology over the past decade in terms of its measurement and in terms
of understanding how resilience interacts with other system properties
such as diversity and stability. It has been demonstrated empirically that
resilience is an essential factor underlying the sustainability of natural
resources and ecosystem services (Gunderson and Holling, 2002). Resili-
ence therefore is defined in relation to changes in ecosystems which are in
turn related to human use and pressure on the natural world. To link
resilience with sustainable development, it is therefore necessary to define
the resilience of the actual interaction between humans and nature: the
resilience of social-ecological systems is a central objective of sustainabil-
ity. A social-ecological system in this context is, for example, a natural
resource and its resource users. Examples of social-ecological systems are
a fishery, a managed forest ecosystem, and the interaction of the carbon
economy with global atmospheric sinks and climate (Gunderson and
Pritchard, 2002).

Social elements of these coupled systems include the well-being and the
governance of access and regulation to the resources in question. The
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resilience of a social-ecological system is made up of a number of elements:
the amount of disturbance a system can absorb and still retain the same
characteristics and controls on function and structure; the degree to which
a system is capable of self-organization; and the ability to build and
increase the capacity for learning and adaptation (Carpenter et al., 2001;
Berkes et al., 2003).

The ultimate goal of sustainable development is to promote use of the
environment and resources to meet the needs of present society without
compromising the future. What then does knowledge of resilience con-
tribute to meeting such goals? First, resilient social-ecological systems have
within them the ability to absorb shocks and hence maintain ecosystems
and governance structures maintaining options for future users. Resilient
systems can, in other words, cope, adapt or reorganize without sacrificing
the provision of ecosystem services. Second, a loss of resilience in social-
ecological systems is often associated with irreversible change, the creation
of vulnerabilities for marginalized elements of society, and the reduction of
flows of ecosystem services. Even actions and strategies which are appar-
ently rational in the short run can reduce resilience. Hence building
resilience is compatible with sustainable development and indeed provides
a superior framework for analysing sustainability in the context of irre-
versibility, surprise and non-marginal change. The chapter outlines exam-
ples of where management of resources for resilience brings about benefits
for sustainability, including adapting to climate change and managing the
consequences of disasters. It proceeds by examining how resilience is
currently understood across the natural and social sciences, explains ele-
ments of social resilience, and discusses hypotheses concerning how they
interact with ecological resilience thereby explaining how resilience is a
component of sustainable development.

2. Ecological resilience
The resilience of an ecological system relates to the functioning of the
system, rather than the stability of its component populations, or even the
ability to maintain a steady ecological state. Ecosystems have diverse prop-
erties which ecologists have sought to measure — these form the basis of
normative statements about sustainability and sustainable utilization of
ecosystems (Holling and Meffe, 1996). Many tropical terrestrial ecosys-
tems, for example, have stable and diverse populations but are relatively low
in resilience. Similar ecosystems in temperate regions with apparently low
diversity can exhibit greater resilience.

Different ecosystem types, from terrestrial and marine environments,
display a number of common features (following Holling et al., 1995;
Gunderson, 2000; Gunderson and Holling, 2002). First, change in most
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ecosystems is not gradual but rather is triggered by external perturbations,
and is episodic. Second, spatial attributes in ecosystems are not uniform but
are skewed in their distribution and patchy at different scales ‘from the leaf,
to the landscape, to the planet’ (Holling et al., 1995, p. 49), with the impli-
cation that scaling up of management solutions cannot simply be aggre-
gated across scales. What works for a single location will not work for a
whole eco-region. Finally, ecosystems often have more than one equilib-
rium: the functions which control ecosystems promote stability, but other
destabilizing influences, such as physiological reaction to pathogens create
diversity and resilience. These attributes lead to a range of implications for
understanding resilience and for management.

From declining fish stocks in the Pacific, through to land use change in
the Sahel, ecosystems have been shown to be subject to periodic shifts into
states which are often less desirable for, but are often triggered by, human
use (Scheffer et al., 2001). Figure 5.1 documents examples of shifts in
human-used ecosystems from one stable state to another across a number
of ecosystem types. These shifts are often triggered by single events such as
a tropical storm impacting on coral reefs or through fires and their impact
on forest ecosystems. Sometimes they are caused by longer-term events
such as the removal of one predator from an ecological system.

In Figure 5.1, the initial state is in column 1 and shows that, in relation
to the two major state variables for each ecosystem (x and y axis), there may
be more than one equilibrium position. For the ecosystems highlighted,
from coral reefs to lake ecosystems, human action has reduced the capac-
ity of ecosystems to cope with perturbations. The causes may be the over-
exploitation of an important species (for example over-grazing of grasses,
over-harvesting of fishes) or chronic stress such as pollution and nutrient
loading. Over time the probability increases that the ecosystem will flip into
the states represented in column 4 of Figure 5.1, which tend to be simpli-
fied, ‘weedy’ ecosystems characterized by lower levels of ecosystem services
(Folke et al., 2004). The undesirable states in column 4, such as algae-
dominated reefs, also tend to be difficult to reverse, because they tend to be
caused by changes in so-called ‘slow’ variables such as land use, nutrient
stocks and reduction in long-lived organisms (Folke et al., 2004).

Within the ecological sciences there is a continued focus on the relation-
ship between diversity (the common focus of conservation practice)
and resilience. The links between diversity of species and the stability of
ecosystems now appear to be more widely accepted (Folke et al., 2004). An
emerging new area is that of the diversity of response within ecosystems to
external perturbations — this is the observation that different species
providing the same function within ecosystems have different mechanisms
for retaining the resilience of the system (Elmqvist et al., 2003). This raises
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the possibility that response diversity increases the likelihood for renewal
and reorganization to the desired states in column 1 in Figure 5.1. Response
diversity is an inherent characteristic of ecological populations, however,
and cannot easily be managed by human action.

The case of coral reefs provides a good example of the nature of resilience
of ecosystems and interactions with human use. Periodic natural distur-
bance has been shown to be an important element promoting the diversity
and resilience of coral reef ecosystems (Nystrom et al., 2000). But coral reef
resilience is reduced through chronic stress as a result of human activities
on land: for example through agricultural pollution or poorly treated
sewage, and through over-fishing (Jackson et al., 2001). Observations
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throughout the tropics, and particularly in the Caribbean, demonstrate that
many sites only have half the live coral cover of three decades previously (for
example Gardner et al., 2003). Resilience is being reduced through inap-
propriate fisheries management, as well as through indirect mechanisms
such as land development or clearance, as well as through natural events
such as hurricane damage or freshwater sediment inputs.

Nystrom and colleagues (2000) outline the ecological pathways of these
changes highlighted in Figure 5.1. Coral reefs once dominated by hard
corals, attractive to reef fishes and as nurseries for many commercial species
as well as for tourism, have changed state in a number of locations in the
Caribbean to systems dominated by fleshy algae. The triggers for these
changes are often natural, but the chronic stresses are human. Over-fishing
of key reef species and nutrient loading into coastal areas from agriculture
and sewage present one set of stresses — algae can multiply and smother
coral growth. The coral reefs of the Caribbean in some cases persisted since
the role of fish species in keeping algae at bay was taken over by sea urchins.
But ultimately the chronic stress on coral reefs resulted in a change in state
when 99 per cent of sea urchins in particular locations were wiped out by a
novel pathogen. These phase shifts in coral reefs have been observed in
other areas, for example as a result of persistent or high El Nifio
events which increase sea surface temperatures beyond the thermal stress
limits of corals. In all instances of phase shifts, ecological theories are not
good predictors of whether systems will return to previous states (Hughes
et al., 2005).

Phase shifts and stresses to environmental systems are also apparent in
the arena of climate change (human-induced as well as natural). The
present global ‘experiment’, of perturbing the world’s climate system by
increasing global concentrations of carbon dioxide and other greenhouse
gases, could bring about many unknowable and irreversible phase shifts in
ecological, physical and ultimately human systems. Such phase shifts and
threshold effects in climate change are increasingly referred to as abrupt or
rapid climate change. Examples include significant warming (that is more
than 6°C) of the earth’s atmosphere because of positive feedbacks in the
carbon cycle; melting of the West Antarctic Ice Sheet leading to 5-7 metres
of sea level rise; or collapse of the thermohaline circulation of the Atlantic
Ocean (Alley et al., 2003).

But, as Hulme (2003) points out, these possible abrupt changes in climate
are different in their characteristics — they may be abrupt in the sense of
being an unexpected change in the direction of a trend, abrupt because of
the rate of change, or abrupt because some threshold has been exceeded.
There are, of course, precedents for localized abrupt climatic changes in
human history (Diamond, 2004). Hulme (2003) argues that the Sahelian dry
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period from the 1960s to the 1980s, when precipitation fell by 30 per cent in
most areas, represented a directional change from the previous decades
which were steadily wetter. Clearly the anticipated phase shifts in climate are
difficult for societies to adapt to and represent a major perturbation to
social-ecological resilience. This is particularly so when social resilience is
dependent on decisions that lock the technologies and societies into inflex-
ible patterns of resource use. If decisions on building irrigation schemes and
dams are based on the mean river flows from a wet period, as was the case
in East African river systems (Conway, 2005), this leads to loss of resilience
when a phase shift occurs.

In summary, the resilience of ecological (and physical) systems is increas-
ingly understood to be reliant on mechanisms associated with diversity and
with slowly changing environmental variables. Resilience promotes both
the production of socially useful ecosystem services and provides a stable
environment for human use of these services. Loss of resilience is, from a
human perspective, undesirable.

3. Social elements of resilience

A key component of the emergent resilience analysis in ecology is the
recognition that ecosystems do not exist in isolation from the human world.
The stability and resilience, as well as the value and cultural significance, of
most of the world’s ecosystems are therefore intimately bound up in their
human use. As the examples of environmental change above show, human
use of natural systems reduces resilience at many scales. But from the trad-
itional societies of hunters and gatherers, to the subsistence and commer-
cial use of the world’s farmlands, human use has the potential to be both
sustainable and resilient. This section examines the economic arguments
for resilience and the determinants of social dimensions of resilience.

But many processes of economic development are not sustainable or
resilient, including the reliance on fossil fuels and the fetishism of con-
sumption. Economic growth, involving unsustainable resource use or use
of the environment causing chronic stress on ecosystems, creates vulner-
abilities and makes society more sensitive to shocks. In economic terms,
ecological resilience itself is therefore important for human well-being for
three reasons (Arrow et al., 1995). First, as outlined above, discontinuous
change in ecosystem functions is associated with a loss of productivity and
of ecosystem services. Second, the irreversible (or reversible only at signif-
icant resource costs: Miler, 2000) impacts of a loss of resilience affect the
portfolio of options for future use. Hence losing resilience reduces positive
option values attached to the environment. Third, Arrow et al. (1995) argue
that loss of resilience and more to unfamiliar states (column 4 in Figure 5.1)
increases the uncertainties associated with environmental interactions.
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In other words, dealing with unfamiliar and undesirable states has added
costs, and hence entails a loss of welfare.

These economic reasons for preserving ecological resilience are, however,
only part of the story. Sustainable development brings a normative domain
to the relationship between ecological resilience and society. Sustainable
development necessarily relates to human values: what is desirable, what is
undesirable, and for whom. Thus the stable ecological states in column 4 in
Figure 5.1 may be ecologically poor and unproductive from a human-use
perspective and hence unsustainable (see Norton, 1995). As Levin et al.
(1998) point out, ‘resilience makes no distinctions, preserving ecologically
or socially undesirable situations as well as desirable ones’ (p. 225). A
social-ecological resilience compatible with sustainability needs to consider
societal demands for ecosystem services, equity, vulnerability in the distri-
bution of resources, and the governance of resources.

Resilience in social-ecological systems includes the ability for positive
adaptation despite adversity and hence involves human agency. The social
elements of resilience are therefore bound up with the ability of groups or
communities to adapt in the face of external social, political or environ-
mental stresses and disturbances (Adger, 2000) and highlight the necessity
of collective action. If formal and informal institutions themselves are
resilient, they can promote wider resilience. Institutions (including modes
of socialized behaviour as well as more formal structures of governance or
law) can be persistent, sustainable and resilient depending on a range of
parameters. The persistence of institutions of governance depends, for
example, on legitimacy and on selecting environmental risks which res-
onate with the institutions’ agenda. Thus the resilience of institutions is
based on their historical evolution and their inclusivity or exclusivity and
how effective they are in ‘oiling the wheels’ of society. Resilient communi-
ties are promoted through integrating features of social organization such
as trust, norms and networks. The cultural context of institutional adapta-
tion, and indeed the differing conceptions of human environment interac-
tions within different knowledge systems, is central to the resilience of
institutions. These cultural contexts and local technical knowledge tend to
be overlooked in considering equity and economic efficiency aspects of the
sustainable use of natural resources (Gadgil et al., 2003). Hence the
resilience of communities is not simply a matter of the economic relations
between them, but is determined, as with social capital, by their inclusivity
and degree of trust.

The nature of social resilience can be inferred from perturbations and
coping with change. Adger (2000) hypothesizes that social resilience is a
function of resource dependency. The more resource-dependent a society,
the more tightly coupled it is to the ecosystem functions and services on
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which it depends. Fishing communities depend on the abundance and
migration patterns of fish stocks, as well as the integrity of habitats, the
regularity of ocean currents, and the competition for fish from other fishing
communities as well as natural predators. Hence fishing communities are
resource-dependent. But they can maintain and build resilience through
promoting diversity in livelihoods or even migrating with fish stocks (Adger
et al., 2002). Resource dependency is the reliance on a narrow range of
resources leading to social and economic stresses within economic and eco-
logical systems. So, for example, the dependence of economies on mineral
or renewable resources depends on how much of the economy is reliant on
their mineral production; how volatile the world markets are in these com-
modities; and how much boom and bust there is in these commodities. Auty
(1998 and Chapter 13) argues that resource endowments of minerals and
high dependency ratios partly explain trajectories of development and the
ultimate destiny of resource-dependent societies. The preoccupation
with capturing the benefits of resource endowments during boom times in
oil-rich or forest-rich countries impedes the creation of economic linkages,
land reform and diversification of the economies (see discussion in Vincent,
1992; Neumayer, 2005). Dependency, whether on sub-soil or on living
resources, brings its own set of problems and does not necessarily promote
resilience.

The direct dependence of communities on ecosystems is an influence on
their social resilience and ability to cope with shocks, particularly for food
security and coping with hazards. Resilience can be undermined by high
variability and exploitative relationships in the market system or natural or
induced disturbance in the environmental system. Resilience therefore
depends on the diversity of the ecosystem as well as the institutional rules
that govern social-ecological systems.

4. Sustainability, resilience and adaptive management

Can resilience be enhanced to promote sustainable development? Action to
promote resilience implies management based on the recognition of the
dynamics and patchiness outlined above, and on the recognition of values
and dynamics of institutions that create and constrain human use.
Promoting resilience is therefore directly dependent on the recognition of
community engagement in resource management — particularly in areas
where communities rely on ecosystem health for their own well-being or
livelihoods — as a means of preserving ecosystem integrity. It is also depend-
ent on the recognition of different worldviews and knowledge systems that
can, without reference to standard science, formulate successful knowledge
of functions of the environment and successful institutions to manage
these functions (Berkes, 1999).
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Integrated conservation and development approaches that include col-
laborative resource management would appear to be central to reducing
vulnerability and increasing resilience to improve the well-being of those
societies and ecosystems dependent on natural resources. In many situ-
ations, where full knowledge about a system does not exist and optimum
productivity is not an obtainable goal, an iterative management process
that is informed and evolves through an ongoing learning process is about
the best that can be achieved. Adaptive management (see also Chapter 2)
not only pursues the goal of greater ecological stability, but also that of
more flexible institutions for resource management (Olsson et al., 2004).

Promoting resilience requires flexibility and adaptation in decision-
making on resource use and conservation. Hence it is argued that adaptive
management of resources can improve the resilience of people and the
environment and reduce vulnerability (Olsson et al., 2004). Under such an
approach, an evolving management process for social as well as ecological
systems is developed through iterative and learning processes. So can adap-
tive management ensure the resilience of social systems over time in the face
of external stresses and perturbations? Clearly individuals and communi-
ties have been adapting to change throughout history. Societies have coped
with climate variability through adopting new technologies, adapting their
locations or moving their settlements (Diamond, 2004).

Not all adaptations are sustainable and there is recent historical evidence
that large-scale, systematic changes in regional climate have had profoundly
negative consequences for many societies in the past. But collective
response and institutional resilience remain the dominant factor in sus-
taining adaptation. When faced with contemporary climatic perturbations
in the Canadian Arctic, the Inuvialuit people of Sachs Harbour have been
making short-term adjustments to their resource management (Berkes and
Jolly, 2001). Their adaptations include switching hunted species and chang-
ing the timing and methods of hunting. Flexibility within cultural trad-
itions and networks makes other forms of adaptation possible for this
community, such as food-sharing networks and intercommunity trade.
Newly evolving co-management institutions are creating linkages across
scales (local, regional, national and international) and hence transmitting
local concerns to a wider audience and also being able to draw on the
same wider community for assistance and advice. In a globalizing
world, networks and learning opportunities cross traditional scales —
engagement and exchange are both local and global processes at the same
time (Berkes, 2002).

The autonomy that allows recognition of different forms of knowledge
is important. Olsson and Folke (2001) examine the local knowledge of
ecosystem processes for a coastal crayfish fishery in Sweden and argue that
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the collective management of this resource involves institutions at diverse
scales. They find that local-level institutions for direct management (har-
vesting strategies and seasonal patterns, for example) have been self-
organizing, have created spaces for evolutionary re-organization, and give
precedence to knowledgeable individuals. These institutional characteris-
tics, they argue, provide evidence both of the importance of local know-
ledge at the ecosystems scale, and that evolution of institutions takes place
through strategies of adaptive management as they move to higher and
deeper levels of knowledge.

Adaptive management requires, at its core, retaining flexibility in the
relationship between social resilience, changing property rights and insti-
tutional evolution. Coastal districts in Vietnam, for example, are impacted
seasonally by landfall typhoons and coastal storms. Although fishing,
farming and other activities have evolved to cope with this risk over the mil-
lennia, the radical redirection of the economy during the 1990s towards
individual responsibility and private property and away from central plan-
ning diminished the resilience of many systems and resources, from upland
forests to coastal communities reliant on aquaculture (Adger et al., 2001).

Social-ecological resilience is important in the context of vulnerability to
disasters. Changing resilience over time directly affects the ability to cope
with perturbations, to recover and to adapt. Following the 2004 Asian
tsunami, there is emerging evidence that those areas in South and South
East Asia where ecosystems such as mangroves had previously been lost
were those that suffered the greatest impact. Importantly, traditional
resource management institutions have played an important part in post-
disaster recovery and rebuilding the resilience of communities (Adger et al.,
2005). Coping with extreme weather events such as hurricanes also tests
social and ecological resilience. The Cayman Islands, for example, has
implemented adaptation actions at national and community levels but
suffered significant impacts from Hurricane Ivan in 2004. Tompkins (2005)
found that social learning, a diversity of adaptations, and the promotion of
strong local social cohesion and mechanisms for collective action have all
enhanced resilience and continue to guide planning for future climate
change. In Trinidad and Tobago, networks associated with present day
coral reef management also play a key role in disaster preparedness and in
building resilience (Tompkins and Adger, 2004).

There is growing evidence and experience of adaptive management
building resilience, from traditional environmental management systems
through to government-led collective action and experimentation with new
institutional arrangements. A key lesson for adaptive management is that
the nature of relationships between community members is critical, as is
access to, and participation in, the wider decision-making process.
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5. Conclusions

Resilience constitutes a radical critique of the traditional objectives of
resource management. It is required because of the failure of institutions,
ecological science, or economic policies to reverse the unsustainable man-
agement of resources or to reduce the large-scale environmental conse-
quences of resource use. Resilience involves recognizing the dynamics of
systems and functions that ecosystems play in protecting and facilitating
human society and in promoting the robustness or resilience of ecological
systems. But at the same time, flexibility and resilience are important char-
acteristics of societies where environmental and societal risks permeate
decision-making. The promotion of resilience of social-ecological systems
is therefore a normative and ethical issue, not simply a descriptive theory
of a natural state of the world. Global economic interests, property rights
abuses, and asymmetric access to power and information combine to create
conditions where environments become critical, and populations become
vulnerable.

As vulnerability is lowered and criticality reduced, so resilience
increases. But in an ecological sense, resilience relates to the functioning of
the system, rather than the stability of the component populations.
Resilience is the key to sustainability in the wider sense. Resilience, in both
its social and ecological manifestations, is an important criterion for the
sustainability of development and resource use, since all human welfare is
ultimately dependent on the biosphere and its sometimes surprising
nature.
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6 Benefit—cost analysis and a safe
minimum standard of conservation
Alan Randall

1. Introduction'
The Brundtland Commission definition of sustainability — meet(ing) the
needs of the present without compromising the ability of future genera-
tions to meet their own needs (World Commission on Environment and
Development, 1987) — would be satisfied by any arrangement that succeeds
in maintaining welfare for the indefinite future. The goal of sustaining
welfare can be met, in principle, by arrangements that allow great scope for
substitution in production and consumption and rely, as time unfolds, on
continuing technological progress and accumulation of capital to compen-
sate for population growth and depletion of natural resources (Solow,
1974). Life may well be different in the future, just as life today is different
from just a few generations ago, but it will be at least as satisfying. That is
the promise of approaches that seek to sustain welfare — weak sustainabil-
ity, the Hartwick rule, and green accounting (see Chapters 3, 17 and 18).
The idea that welfare is what should be sustained accords well with post-
industrial-revolution human experience in the well-off countries. Our pro-
duction systems and consumption bundles keep changing and the old ways of
doing things disappear apace, but it all seems to be making us better-off.
Those concerned with sustainability could hardly take seriously a weaker
form of sustainability. After all, weak sustainability places a lot of faith in
technology, substitutability of capital for natural resources, and the ability of
markets to transmit the right incentives. Many economists agree that sustain-
ing welfare is the appropriate goal, but tend to assume that well-functioning
markets will attain it automatically. That is, they agree with the weak sus-
tainability goal, but question the need for explicit weak sustainability policies.
Among the environmental community and the public at large, more
demanding commitments to sustainability have their dedicated promoters.
Strong sustainability — roughly, the commitment to compensate for depletion
of exhaustible resources by augmenting economically-equivalent capital
and/or renewable resources, and to limit the use of renewable resources to a
sustainable level (‘cut a tree, plant a tree’) — offers an alternative to weak sus-
tainability, one that assumes much less about the substitutability of capital
for natural resources (see Chapter 4). There are also sustainability concepts
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that are less global, and more particular and local. The goal may be to
sustain particular natural resources for reasons that are prudential (they
might be essential for human welfare), or aesthetic (they are much appreci-
ated for their contribution to human satisfaction, or perhaps for their own
sake). Respect for, and attachment to, place may motivate local sustainabil-
ity concepts that are related only remotely to worries about the world
running out of something essential for human welfare.

Here, I do not propose to argue for or against any particular concept of
sustainability. Instead, I simply assert that there is a certain commonsense
appeal to the notion that sustaining welfare is a reasonable business-as-
usual goal, but that attention to particular resources makes sense when
there are plausible threats of resource crises. I argue below that people who
find this a commonsense sort of approach will find much to like about a
policy framework that, for business-as-usual resource allocation decisions,
relies on markets supported by public actions that pass a benefit—cost filter,
but invokes a safe minimum standard (SMS) of conservation principle for
guidance when crises loom regarding particular natural resources.

In what follows, I summarize the moral arguments for attending to bene-
fits and costs for business-as-usual decisions, and argue for explicit morally-
justified constraints to deal with exceptional threats. The SMS is proposed as
one such constraint to deal with threatened resource crises, and it is shown
that this conception of the SMS has clear implications for SMS design, pro-
viding an internally consistent specification of the intolerable cost clause and
endorsing early warning and implementation of SMS policies. Then, some
key implications for doing benefit—cost analysis (BCA)? and implementing
the SMS are highlighted. Finally, I discuss ways of embedding the SMS in
policy processes, and offer some concluding comments.

2. The search for ethical justifications

Benefits and costs are morally considerable
We begin with a search for convincing reasons why the public decision
process ought to be concerned with benefits and costs. One way to frame
the question is: are there good reasons to believe that a benign and consci-
entious public decision-maker has a duty to consult an account of benefits
and costs (Copp, 1985; Randall, 1999)? The traditional epistemological
approach to ethics suggests that good reasons should be founded in a
theory of right action, allowing us to conclude that benefits and costs are
serious considerations in the search for right action.

When called upon to defend the systematic use of BCA in public decision
processes, economists are likely to start talking about the need to impose
a market-like efficiency on the activities of government (for example,
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Arrow et al., 1996). BCA can be defended as an instrument for accom-
plishing just that, but the fundamental question remains: why impose a
market-like efficiency on the activities of government? We need convincing
arguments why market efficiency is good in its own domain, and why it
should be emulated in the government domain. As I argued in 1999 (Randall,
1999, pp. 251-2), the efficiency approach to right action is problematic, even
if we concede the considerable instrumental virtues of efficiency.

A more promising avenue (I believe) is to argue that BCA provides an
acceptable account of preference satisfaction, and preference satisfaction
matters ethically. In the extreme, consider welfarism: the goodness of an
individual life is exactly the level of satisfaction of the individual’s prefer-
ences, and the goodness of a society is a matter only of the level of satis-
faction of its members.? From these premises, economists have developed,
invoking various assumptions and restrictions as necessary and convenient,
the whole apparatus of welfare change measurement, of which BCA is the
direct practical implementation.

Welfarism is a particular kind of axiology, the theory that goodness is a
matter of value (Vallentyne, 1987): particular in that it confines considera-
tions of value to consequences alone, and considers only welfare when
valuing consequences. And axiology is particular among moral theories,
being just one of the foundational ethics in the western tradition. The
others are Kantianism, which defines right action as that which is obedient
to moral duties derived ultimately from a set of universal moral principles;
and contractarianism, in which right action respects the rights of individ-
uals. Both of these theories are deontological, because the justification of
Kantian moral imperatives and of individual rights requires appeal ulti-
mately to some asserted principle. It is now generally conceded (Williams,
1985) that the epistemological moral theories, axiological and deonto-
logical, all are wrong (or at least seriously incomplete) about some things
that matter morally. By casting welfarism as a particular kind of axiology,
we give it legitimacy as a moral theory, but at the cost of conceding that it
too is wrong (or at least seriously incomplete) about some things.

Benefits and costs cannot count for everything Hubin (1994) asks us to con-
sider benefit cost moral theory (BCMT): the theory that right action is what-
ever maximizes the excess of benefits over costs, as economists understand
the terms benefit and costs. Note that BCMT is founded in welfarism, but
implemented according to rules of welfare measurement that weight indi-
vidual preferences by endowments thus emulating the market, but intro-
ducing the morally-unsettling property that the preferences of the well-off
count for more. It is hard to imagine a single supporter of such a moral
theory, among philosophers or the public at large. Instead, we would find
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unanimity that such a moral theory is inadequate, and an enormous diver-
sity of reasons as to exactly why.

Value pluralism Given the inadequacy of the epistemological moral the-
ories, it seems unlikely that any one will defeat the others decisively
(Williams, 1985). This existential value pluralism suggests that the task of
the thoughtful moral agent in the policy arena is, then, to find principles
that can command broad agreement and serve to guide society toward con-
sensus on particular real world policy resolutions. Taylor (1989) points out
that value pluralism is not just morally-inarticulate relativism; it is a search
for principles that provide moral guidance for action.*

Benefits and costs must count for something The failure of BCMT is
hardly an argument that BC considerations are morally irrelevant. Hubin
offers the analogy of democratic moral theory: right action is whatever com-
mands a plurality of the eligible votes. This too is a thoroughly unaccept-
able moral theory. Nevertheless, democratic institutions flourish in a wide
variety of circumstances, and good reasons can be found for a society
taking seriously the wishes of its citizens expressed through the ballot. So,
the gross inadequacy of democratic moral theory serves to justify not aban-
doning democratic procedures but nesting them within a framework of
constitutional restraints, and all of this embedded in a public life where
moral and ethical issues are discussed openly and vigorously.

It turns out that one cannot imagine a plausible moral theory in which
the level of satisfaction of individual preferences counts for nothing at all
(Hubin, 1994).> Examining a broad array of contending moral theories, it
turns out that preference satisfaction counts for something, in each of them.
Clearly, benefits and costs, among other concerns, are morally considerable.

Public roles for benefit and cost information To this point, we have con-
cluded that a society of thoughtful moral agents would agree to take seri-
ously an account of benefits and costs, within some more complete set of
principles. At this point, the interesting questions are about what else,
beyond preference satisfaction, might one want to consider, and in what
manner might one want to take account of those things. One approach
treats benefit and cost information as simply one kind of decision-relevant
information.

Benefit—cost analysis to inform decisions, rather than to decide issues
Suppose that respect for benefits and costs is one of a set of principles that
together provide a framework for public decisions. The notion that benefits
and costs cannot always be decisive in public policy, but should nevertheless



Benefit—cost analysis and conservation 95

play some role, is congenial to many economists (for example, Arrow et al.,
1996, p. 221). But there are at least two kinds of problems with this
approach. First, it leaves unanswered the question of exactly what role. Are
there particular situations and circumstances in which an account of pref-
erence satisfaction should be ignored entirely, and others in which it should
be decisive? How should an account of preference satisfaction be weighted
relative to other kinds of information? Can the answers to these questions
be principled, or must they always be circumstantial? Second, it opens the
door to “fixing’ BCA —if other considerations matter, that must be because
BCA gets it wrong in some systematic ways, so why not try to fix these
problems.® If the one true moral theory is ever-elusive, then it follows that
the perfect decision criterion is impossible, which renders foolish the project
of perfecting BCA.

A benefit—cost decision rule subject to constraints An alternative approach
would be to endorse a benefit—cost decision rule for those issues where no
overriding moral concerns are threatened.” Benefits and costs could then be
decisive within some broad domain, while that domain is itself bounded by
constraints reflecting rights that ought to be respected and moral principles
that ought to be taken seriously.® This would implement the commonsense
notion that preference satisfaction is perfectly fine so long as it doesn’t
threaten any concerns that are more important.

The general form of such constraints might be: don’t do anything dis-
gusting. The basic idea is that a pluralistic society would agree to be bound
by a general-form constraint to eschew actions that violate obvious limits
on decent public policy. This kind of constraint is in principle broad
enough to take seriously the objections to unrestrained pursuit of prefer-
ence satisfaction that might be made from a wide range of philosophical
perspectives. Examples of such constraints might include: don’t violate the
rights that other people and perhaps other entities might reasonably be
believed to hold; be obedient to the duties that arise from universal moral
principles, or that could reasonably be derived therefrom; don’t impose
inordinate risks upon the future, in pursuit of immediate but modest
benefit; and, don’t sacrifice important intrinsic values in the service of mere
instrumental ends. In each of these cases, the domain within which pursuit
of preference satisfaction is permitted would be bounded by non-utilitarian
constraints; and these constraints themselves would be determined by
serious moral agents in pluralistic processes.

A safe minimum standard of conservation is a commonsense precaution
The safe minimum standard of conservation was proposed by Ciriacy-
Wantrup (1968) and defended by Bishop (1978) as a rational response to
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uncertainty about the workings of environmental systems. Given the intu-
itive plausibility of carelessly exploiting a resource beyond the limits of its
resilience, society should pre-commit to preserving a sufficient stock of the
renewable resource to ensure its survival.

Economists raised two kinds of objections to the SMS as a utilitarian
response to uncertainty.’ First, in order to adopt an SMS constraint vol-
untarily, a rational utilitarian would need to have sharply discontinuous
preferences. Second, Bishop’s (1978) attempt to show that a risk-averse util-
itarian would rationally adopt an SMS constraint — formally, the SMS is
the maximin solution — failed. Writing with Ready, Bishop (Ready and
Bishop, 1991) conceded that game theory did not support his earlier
attempt at a utilitarian justification of a discrete interruption of business-
as-usual when the SMS constraint was reached. The quest for an internally
consistent utilitarian justification of the SMS remains elusive.!”

Farmer and Randall (1998) take a very different approach. Rather than
attempting to derive the SMS constraint from any particular epistemolog-
ical moral theory, they argue from existential moral pluralism that the SMS
is best framed as a decision heuristic adopted for good reason: a sharp
break from business-as-usual that — given the fear of possible disastrous
consequences from anthropogenic modification of environmental systems
about which we know so little — could earn the allegiance of moral agents
operating from a variety of principles. Three principled intuitions that we
would expect to be honored widely — the existence of future humans is
valued; the welfare of future humans is valued; and moral agents should
resolve these intergenerational concerns in the context of their intragener-
ational obligations to each other — provide substantial justification for this
kind of SMS.

3. Implications for implementation

I have offered justifications for adopting a policy framework that, for
business-as-usual resource allocation decisions, relies on markets supported
by public actions that pass a benefit—cost filter, but invokes a safe minimum
standard of conservation principle for guidance when crises loom regarding
particular natural resources. It follows that the practical implementation of
these decision tools should serve effectively the purposes that justify them.

Implications for doing BCA

The reasons for agreeing to take benefits and costs seriously in the policy

process are reasons why preference satisfaction matters morally. It follows

that BCA should provide an acceptable account of preference satisfaction.
In the Appendix, a stylized BCA framework is provided that enables us

to identify the essential characteristics of the benefit—cost criterion. The
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underlying value system is homocentric, instrumentalist and welfarist. The
environment is regarded as a resource, an instrument for serving human
purposes. Humans do the valuing, and value at the household level derives
exclusively from the satisfaction of human preferences. Value is aggregated
across households according to the potential Pareto-improvement (PPI)
criterion, which is consistent with Benthamite utilitarianism. Since volun-
tary exchange and contractarian political processes honor the actual
Pareto-improvement (PI) criterion, the PPI can be interpreted, albeit with
important caveats, in market and contractarian terms.

Proposals are evaluated according to the ‘with and without’ principle,
which requires that both baseline and with-project conditions be projected
into the distant future. Benefits and costs are discounted to reflect the
opportunity cost of capital, and expressed in present value terms. While the
BCA model is presented in deterministic terms, uncertainty about future
conditions can be recognized by expressing the valuations in ex ante
expected value terms.

Hubin argues that BCA does in fact provide an acceptable account of
preference satisfaction. Its main weakness in this respect, the endowment-
weighting of preferences, stems directly from its reaching out to market
institutions, efficiency logic, and contractarian epistemological ethics; and
it can be argued that these accommodations gain, as well as lose, legitimacy
for BCA.

If BC analysts wish to claim, based on the justifications provided here,
that the public has a duty to take BCA seriously, then the analysts them-
selves have a duty to implement the PPI valuation framework rigorously
and carefully. The result would be BCAs that depart from customary prac-
tice — to the extent that customary practice retains some remnants of BCA’s
roots in financial feasibility analysis — in several ways. Less attention would
be paid to market prices and demands, while more attention would be paid
to public preferences for public goods and the non-market values those
preferences imply, and to willingness-to-sell as the appropriate measure of
costs. We found, much earlier in this essay, that a claimed need to impose a
market-like efficiency on the activities of government provides an implau-
sible justification for taking benefits and costs seriously. Now, we find that
a sounder justification for BCA entails an obligation on the part of the
analyst to pay more than customary attention to preferences and less than
customary attention to market outcomes.

Implications for implementing the SMS

Farmer and Randall (1998) argue that the SMS constraint makes most sense
when cast transparently as a discrete interruption of business-as-usual,
imposed to act upon firm, and often non-utilitarian, intuitions that to permit
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threatened destruction of a unique renewable resource would be foolish and
(perhaps) morally wrong. The justification for this discrete switch has impli-
cations for the construction and implementation of the Farmer—-Randall
(FR) SMS. For illustrative purposes, we assume a renewable natural resource
with a logistic regeneration function (Figure 6.1).!! With deterministic regen-
eration, S_. represents the minimum resource carried forward in order to
avoid resource exhaustion. The Ciriacy—Wantrup SMS addresses the sto-
chastic nature of regeneration — it is safe in the sense that it carries forward
a sustainable stock of the resource even in the worst-case regeneration sce-
nario. The FR SMS — designed to respect the heuristics that moral agents
value future humans and their welfare, but resolve these intergenerational
concerns in the context of their intragenerational obligations to each other —
is set at SMS*, which provides for an essential harvest, D . .

The essential harvest concept is most powerful in the case of an essential
resource, where it has moral and practical implications for public choice.
Moral theories encounter serious difficulties in dealing with intergener-
ational problems, but one thing seems clear: no serious moral theory
demands that a generation decimate itself for the benefit of future gener-
ations. The SMS, in the multigenerational context, can be effective only if
each succeeding generation reaffirms the SMS commitment. Not only that,
but each current generation in its turn would abide by the SMS only if it
confidently expected succeeding generations to do the same — otherwise, in
the end, little is gained by current sacrifice. Moral and practical reasoning
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Figure 6.1 The safe minimum standard of conservation
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lead to the same conclusion — in the case of an essential resource, the SMS
must be set at SMS* to allow for essential harvest by each succeeding gen-
eration. The FR SMS emphasizes early warning and early implementation
of conservation policies that require relatively modest sacrifices on the part
of society. Since unilateral withdrawal from any intertemporal obligation is
always a possibility, conservationists have a strong interest in keeping the
costs of conservation tolerably low.

Many SMS proponents envision using an SMS to ensure preservation of
unique and valued natural resources (often biotic), whether or not they are
strictly essential to human welfare. For the case of an inessential renewable
resource, practical reasoning reaffirms the logic of the essential resource
case. Imagine that some minimal harvest or use of the resource enjoys
strong political support (in the extreme, is politically essential). Then an
SMS* policy is recommended for practical reasons — again, conservation-
ists have a strong interest in keeping the costs of conservation tolerably
low.'> Moral reasoning is murkier in this case, because moral theories
differ as to what obligations humans may have toward unique and much-
appreciated entities that are ultimately inessential to welfare.

Defining the intolerable cost The standard rendition of the SMS policy
prescription contains an escape clause: the SMS should be maintained
unless the costs of so doing are intolerably high (Bishop, 1978). At the
outset, the ‘intolerable cost’ clause was tacked on to the SMS, ad hoc. More
recent authors have offered quite different analyses aimed at bringing the
intolerable cost inside the SMS framework. Rolfe (1995) proposes an SMS
for risk-averse utilitarians, in which the limits of tolerable cost are defined
by willingness to pay for risk reduction.!* Randall and Farmer (1995) call
on the concept of essential harvest, D ., to define both SMS* and the
intolerable cost — any SMS obligation requiring that a generation forgo the
essential harvest is ipso facto intolerable.

4. Embedding SMS in policy and management — what is needed?

It has become commonplace to characterize support for the SMS among
environmental economists as wide but shallow. Yet Berrens (2001) argues
that the SMS is attracting much more than cursory attention in the litera-
ture, in resource/environmental economics textbooks,'* in laws with rather
sweeping application (the US Endangered Species Act, ESA),’5 and in
limited local policy applications. A very broad-brush review suggests that
the ESA has evolved, via amendments and conventions adopted to guide
application, much along the lines of the SMS. To relieve ‘excessive’ eco-
nomic burdens, land can be excluded from the designated critical habitat,
or a species may be exempted from protection, provisions that parallel the
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intolerable cost escape clause in SMS.!® Nevertheless, the ESA fails to
capture an essential feature of the FR SMS, the early-warning trigger
designed to keep the costs of conservation tolerably low — and it might be
argued that the much lamented ‘train wreck’ collisions of interests that
make ESA so controversial are the inevitable result of this omission.

There is a modest amount of literature on local implementation of SMS
procedures. Berrens reports, favorably and with only modest reservations,
on several local applications of ESA. Woodward and Bishop (1997) argue
that procedures drawing on the SMS and precautionary principle trad-
itions make sense when policy makers face a wide divergence of beliefs
among the experts they consult. Farmer (2001) reports a case where stake-
holder convention processes were much improved by restructuring them
around SMS concepts. Woodward and Bishop (2003) develop criteria for
sustainability-constrained sector-level planning.

Implementation of a serious SMS-based policy requires that society
monitor the landscape for indicators that warn of a particular risk of a
resource crisis and, when the alarm is sounded, take seriously the call for
avoidance/mitigation measures beyond those justified by ordinary welfare
considerations. That much is agreed by most SMS proponents. But what
comes next? The answer depends on what status we accord the SMS. It
could be argued that the SMS, to be effective, must be codified into statute
law (as happened, roughly, with ESA) or even constitutional law, or at
least incorporated in administrative rules. An alternative view (Michael
Farmer, personal communication) is captured in the idea of ‘principles
that guide’. On-the-ground policy practitioners should be bound
(by law or regulation) to certain broad-brush principles and encouraged
to interpret these principles in practice via some kind of serious policy
dialogue. This stands in contrast to formal technocratic planning pro-
cedures on the one hand, and abdication to stakeholder-consensus
processes on the other.

5. Concluding comments

This chapter has elucidated the moral foundations of benefit—cost analysis
and argued that it provides commonsense guidance for business-as-usual
policy. While some economics textbooks argue that, in an ideal economy,
resource crises are impossible, a mainstream economics literature has arisen
that takes sustainability issues seriously indeed (Pezzey and Toman, 2002).
However, BCA (even the extended BCA that includes non-market and
passive use values, and incorporates risk-aversion into the value estimation
procedures) — by conflating uncertainty and gross ignorance of how natural
systems work with ordinary risk — provides an unconvincing response to
sustainability threats. The safe minimum standard of conservation was
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proposed by Ciriacy-Wantrup to address this perceived deficiency in
business-as-usual economic thinking.

Some commentators have expressed concern that the SMS is fundamen-
tally inconsistent: the SMS exception, as a break from business-as-usual
cannot be justified by whatever justifies business-as-usual. But this insis-
tence on internal consistency seems out of step with recent developments
in philosophy. The search for the one epistemological moral theory that
defeats all others seems hopeless, and much current thinking in ethics is
aimed at finding robust principled ways to translate diverse moral senti-
ments among ethically inclined persons so that a rule deemed moral is at
least possible.

Many economists have assumed unquestioningly that a credible SMS
must be a utilitarian SMS. Thus, Rolfe proposes an SMS that is little more
than extended BCA — at best a warning flag raised in information-poor situ-
ations to remind the analysts to bend over backwards to give uncertainty
and non-use values their due.!” Others (Bishop, Ready and Bishop) invoke
extreme risk-aversion in the quest for a utilitarian SMS.

The Farmer—Randall SMS proposed and defended here is a substantive
SMS that calls for an explicit policy switch made for good reasons. It is
motivated not just by uncertainty in the real world, but also by ambiguity
concerning what we as a society care about, especially when the distant
future is at issue. This substantive SMS is guided by principles adopted by
serious moral agents in the absence of a complete and convincing episte-
mological moral theory. From this perspective, the economists’ impulse to
retreat into more familiar moral territory (for example, front-loading a lot
of risk aversion into a BCA) should be resisted — it simply does not take
principles very seriously.

The BCA subject to SMS framework proposed and defended here would
honor weak sustainability for business-as-usual circumstances, but reserve
a strong sustainability instrument targeted to particular, credible threats of
resource exhaustion. As such, it respects the modern experience of tech-
nical progress and increasing welfare even as substitution in production
and consumption proceeds apace, and the reasonable instinct for caution
as we continue to push at the frontiers of what can be known about our
planet’s capacity to support future welfare.

Appendix: a stylized BCA framework

Consider a complex environment E producing a vector of services S(¢)
through time. The output of services is determined by the attributes A(z) of
the environment and the human-controlled factors X(¢) applied:

S(t) = f[A(), X(1)]. (A6.1)



102 Handbook of sustainable development

The attributes of the environment are themselves the result of interaction
between nature and human activity. Where N(¢) refers to a vector of
natural-systems factors,

A(t) = g [N(v), X(1)]. (A6.2)

This completes the production for environmental services. But the econo-
mist should never underestimate the effort and multidisciplinary expertise
required for developing quantitative projections of S(#) over the long time-
horizon relevant for conservation issues.

Each household 2=1, .. ., H, gains utility from consuming/using/enjoying
environmental services and ordinary commodities Z. Thus,

U(t) = U, [S,(1), Z,(0)] (A6.3)

By minimizing expenditures subject to the constraint that household utility
be maintained at the baseline level, household valuations for environmen-
tal services, V) [S,(1)], can be obtained. The value of E, viewed as an asset,
is the present value of the services it provides:

PV(E) = S [7,18,(]e s (A6.4)

h=1t,

where r is the inflation-free discount rate.

Now, consider a project A that would change [X(¢)] to X (), thereby
changing E to some with-project state E* at some cost C*. Environmental
attributes would be changed to 4%(¢) and environmental services to S? (£).
The net present value of the project would be

PV(A) =PV(E: — C® — E). (A6.5)

Notes

1. Once again, [ am grateful to Michael Farmer — who has contributed in many ways to all
of my writings since 1991 on these topics, in several cases as my co-author — for stimu-
lating discussions, helpful suggestions, and incisive comments.

2. Or cost-benefit analysis (CBA) as it tends to be known in Europe.

3. This definition follows Sen (1989). According to Kagan (1998), current usage among
philosophers defines welfarism more narrowly, that is, as evaluating welfare by the
Benthamite utilitarian welfare function, and thus ignoring distributional concerns.

4. Taylor emphasizes the search for principles capturing and generalizing prior moral intu-
itions that transcend and precede moral theories — principles that (he argues) routinely go
under-valued in standard moral epistemology, but are forced to the front by value pluralism.

5. Randall and Farmer (1995) have considered the two ethical theories that contend for the
allegiance of mainstream economists, consequentialism and contractarianism, and the
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major alternative, Kantianism. They show that, while each of these ethical theories has
different ways of taking preference satisfaction into consideration, each of them does
consider preference satisfaction in some way. Even a thoughtful Kantian would concur
that there exists a broad domain of human concerns where happiness may be pursued
without violating moral strictures; and, within that domain, more preference satisfaction
is better than less.

There is a long history of proposed “fixes’, for example, various tweaks to introduce into
the BC calculations risk aversion and sensitivity to distributional considerations.

There are many reasons for such an endorsement. It would: respect preferences, while
leaving them subordinate to principles; accommodate a non-trivial range of individual
autonomy; encourage decisions that would increase the ‘size of the game’ while mini-
mizing waste and unproductive rent-seeking; and (Farmer and Randall, 2005) reinforce
politically-liberal values as opposed to technocracy and elitism.

The idea of a zone of autonomy, surrounded by constraints that both reinforce and limit
it, is embedded in the concept of constitutional democracy. To free individuals for the
pursuit of happiness, constraints securing some well-defined set of human rights seem
essential. If the beneficence of reasonably free markets is to be enjoyed, a set of secure
property rights is also necessary. People acting together to govern themselves need also
to establish a framework of laws, statutes, regulations and policies, to legitimize and also
to limit the role of activist government.

A third objection, which I merely mention here, invokes the standard textbook
discussion of resource extraction/harvest to deny the problem that the SMS is intended
to fix — arguing that in an ideal economy the resource crisis is self-correcting
because impending scarcity will induce higher prices that encourage conservation and
substitution.

In a recent working paper, Margolis and Naevdal (2004) argue that the SMS can in fact
be derived rigorously as a utilitarian maximin strategy for biological resource systems
characterized by threshold phenomena.

Logistic regeneration, while useful for illustrative purposes, is ecologically naive.
Recently, economists have examined the implications, for SMS-type policies, of more
ecologically-sound models of population viability (Bulte and van Kooten, 2001).
Berrens, McKee and Farmer (1999) examine two endangered species cases, concluding
that local distributional concerns loom large in determining whether the economic con-
sequences of preservation actions are politically intolerable. This insight suggests that
designers of SMS-based policy may be able to expand the scope of politically acceptable
costs by consciously addressing distributional issues.

My objections to Rolfe’s approach are principled: it does not take uncertainty and gross
ignorance about the way the world works seriously enough. Unsurprisingly, the empiri-
cal record on utilitarian justifications for SMS policies is mixed. While Solomon, Corey-
Luse and Halvorsen (2004) argue for SMS protections for Florida manatees on the
grounds that benefits far exceed costs, Bulte and van Kooten (2000) argue that SMS pol-
icies should be considered for minke whales and ancient temperate rainforests, because
utilitarian calculations provide little support for preservation.

A current survey would substantially expand Berrens’ list of well-regarded textbooks
that take the SMS seriously.

Margolis and Naevdal (2004), whose SMS pays close attention to thresholds, argue that
the common regulatory practice of ‘capping’ air and water pollution (that is, setting
enforceable upper limits on pollution) owes much to SMS thinking.

Under ESA as amended, these decisions are made by a cabinet-level Endangered Species
Committee, a provision that (Berrens notes) is consistent with Randall’s (1991) notion
that, to avoid conflation of SMS with a risk-averse BC test, invoking the intolerable cost
clause should require an extraordinary decision process.

See also Farrow (2004), who makes a similar argument concerning the precautionary
principle.
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7 Valuing the far-off future: discounting
and its alternatives
Cameron Hepburn

1. Introduction

The challenges of climate change, biodiversity protection, declining fish
stocks and nuclear waste management mean that policy makers now have
to take important decisions with impacts decades, if not centuries, into the
future. The way we value the future is crucial in determining what action to
take in response to such challenges.

Whenever economists think about intertemporal decisions, whether con-
cerning trade-offs between today and tomorrow or between the present
generation and our distant descendants, we reach almost instinctively for
the discount rate. This instinct is not without good reason — the practice of
discounting, embedded in social cost-benefit analysis, has served us
extremely well in formulating policy over the short to medium term. For
longer term decisions, however, results from this trusty tool can appear
increasingly contrary to intergenerational equity and sustainable develop-
ment. In response, some have advocated jettisoning the tool altogether and
turning to alternative methods of valuing the future. Others take the view
that these long term challenges bring trade-offs between intergenerational
efficiency and equity into sharp focus and it is no surprise that social cost—
benefit analysis, which generally ignores distributional considerations, sup-
ports efficient but unsustainable projects. They conclude that the tool is
functioning properly, but must be employed in a framework that guaran-
tees intergenerational equity. A third hypothesis is that although the tool
works correctly for short term decisions, it needs repairing and refinement
for long term decisions. In particular, if future economic conditions are
assumed to be uncertain — a reasonable assumption when looking decades
or centuries into the future — using a constant discount rate is approxi-
mately correct over shorter time periods (up to about 30 years), but is
increasingly incorrect thereafter. The more accurate procedure is to employ
a declining discount rate over time.

This chapter reviews social discounting (section 2), addresses the argu-
ments for and against a zero discount rate (section 3), outlines the research
on declining social discount rates (section 4), and considers some alterna-
tives to discounting in social decision-making (section 5).

109
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2. Exponential discounting and its implications

Cost-benefit analysis, efficiency and equity

Economics has a long tradition of separating efficiency from equity, and
social cost-benefit analysis is no exception, where the Kaldor—Hicks
criterion is relied upon to justify projects that are efficient.! Distributional
effects are ignored, which is argued to be legitimate when the decision-
maker also controls the tax system and can redistribute income to achieve
equity. In practice, of course, the distributional effects of some projects are
important, and cost—benefit analysis and should be employed as a guide for
decision-making rather than a substitute for judgement (Lind, 1982). It can
be a very useful guide because, when done properly, it focuses our attention
on the valuation of the most important impacts of a decision.

For intergenerational investments, distributional effects are often espe-
cially important because there is no intergenerational tax system available
to redistribute wealth (Lind, 1995; 1999). Although economic instruments
can create wealth transfers between generations (such as certain changes to
tax law and fiscal policy), there is no guarantee that the transfer will reach
the intended recipient when there are many intervening generations. Dréze
and Stern (1990) note that ‘hypothetical transfers of the Hicks—Kaldor
variety . . . are not relevant when such transfers will not take place’. In such
circumstances, explicit consideration of intergenerational equity appears to
be necessary.

Estimating the social discount rate

In social cost-benefit analysis, the social discount function, D(z), is used to
convert flows of future cost and benefits into their present equivalents. If
the net present value of the investment exceeds zero, the project is efficient.
The social discount rate, s(z), measures the annual rate of decline in the
discount function, D(¢). In continuous time, the two are connected by the
equation:

D(t)= expl - J['s(’r)d’r} (7.1)

0

A constant social discount rate implies that the discount function declines
exponentially, D(z) = exp(-sf).2

As practitioners know, the value of the social discount rate is often crit-
ical in determining whether projects pass social cost-benefit analysis. As
a result, spirited debates have erupted in the past over its correct concep-
tual foundation. Happily, the debate was largely resolved at a 1977
conference, where Lind (1982, p. 89) reported that the recommended
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approach is to ‘equate the social rate of discount with the social rate of
time preference as determined by consumption rates of interest and
estimated on the basis of the returns on market instruments that are
available to investors’. Under this approach, the social discount rate, for
a given utility function, can be expressed by the well-known accounting
relation:

s=d8+mg (7.2)

where 8 is the utility discount rate (or the rate of pure time preference), ) is
the elasticity of marginal utility and g is the rate of growth of consump-
tion per capita. Even if the utility discount rate & is zero, the social dis-
count rate is positive when consumption growth, g, is positive and n > 0.
Equation (7.2) shows that in general, the appropriate social discount rate
is not constant over time, but is a function of the expected future
consumption path.

The discounting dilemma

In recent years, debates about the correct foundation for the social discount
rate have been replaced by controversy over discounting and intergenera-
tional equity. To see that evaluation of long term investments is extremely
sensitive to the discount rate, observe that the present value of £100 in 100
years’ time is £37 at a 1 per cent discount rate, £5.2 at 3 per cent, £2 at 4 per
cent and only 12p at 7 per cent. Because small changes in the discount rate
have large impacts on long-term policy outcomes, arguments about the
‘correct’ number have intensified. For instance, the marginal damage from
emissions of carbon dioxide is estimated by the FUND model (Tol, 2005)
to be $58/tC at a 0 per cent utility discount rate, $11/tC at a 1 per cent utility
discount rate, with damages of -$2.3/tC (i.e. net benefits) at a 3 per cent
utility discount rate. Indeed, exponential discounting at moderate discount
rates implies that costs and benefits in the far future are effectively irrele-
vant. While this might be entirely appropriate for individuals (who will no
longer be alive), many people would argue that this is an unsatisfactory
basis for public policy.

3. Zero discounting

Given these difficulties, some people find it tempting to suggest that we
should simply not discount the cash flows in social cost-benefit analysis.
But not discounting amounts to using a social discount rate of s=0 per
cent, which is extremely dubious given our experience to date with positive
consumption growth: g > 0 in equation (7.2). In contrast, a credible argu-
ment for employing a zero utility discount rate (8 =0) can be advanced,
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based upon the ethical position that the weight placed upon a person’s
utility should not be reduced simply because they live in the future.

Indeed, this ethical position is adopted by Stern et al. (2006) and sup-
ported by a string of eminent scholars, including Ramsey (1928), Pigou
(1932), Harrod (1948) and Solow (1974), and even Koopmans (1965)
expressed an ‘ethical preference for neutrality as between the welfare of
different generations’. Broome (1992) provides a coherent argument for
zero discounting based on the presumption of impartiality found both in
the utilitarian tradition (Sidgwick, 1907; Harsanyi, 1977) and also in Rawls
(1971), who concluded that ‘there is no reason for the parties [in the origi-
nal position] to give any weight to mere position in time.”?

However, not all philosophers and economists accept the presumption of
impartiality. Beckerman and Hepburn (2007) stress that reasonable minds
may differ; Arrow (1999), for instance, prefers the notion of agent-relative
ethics advanced by Schefller (1982). Even if one does accept a presumption
of impartiality and zero discounting, there are four counter-arguments that
might overturn this presumption: the ‘no optimum’ argument, the ‘exces-
sive sacrifice’ argument, the ‘risk of extinction’ argument, and the “political
acceptability’ argument. We examine all four.

First, Koopmans (1960, 1965) demonstrated that in an infinite horizon
model, there is no optimum if a zero rate of time preference is employed.
Consider a unit of investment today that yields a tiny but perpetual stream of
consumption. Each unit investment causes a finite loss of utility today, but
generates a small gain in utility to an infinite number of generations. It follows
that no matter how low current consumption, further reductions in con-
sumption are justified by the infinite benefit provided to future generations.
The logical implication of zero discounting is the impoverishment of the
current generation. Furthermore, the same logic applies to every generation,
so that each successive generation would find itself being impoverished in
order to further the well-being of the next.* Broome (1992), however, coun-
ters that humanity will not exist forever.’ Furthermore, Asheim et al. (2001)
demonstrate that zero utility discounting (or ‘equity’, as they term it) does not
rule out the existence of an optimum under certain reasonable technologies.®

Second, even if we suppose a finite but large number of future genera-
tions, a zero discount rate is argued to require excessive sacrifice by the
current generation, in the form of extremely high savings rates. Arrow
(1999) concludes that the ethical requirement to treat all generations alike
imposes morally unacceptable and excessively high savings rates on each
generation. But Parfit (1984) has argued that the excessive sacrifice problem
is not a reason to reject zero utility discounting. Rather, it should be
resolved by employing a utility function with a minimum level of well-being
below which no generation should fall.” Asheim and Buchholz (2003) point
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out that the ‘excessive sacrifice’ argument can be circumvented, under plau-
sible technologies, by a utility function which is more concave.

Third, each generation has a non-zero probability of extinction. Suppose
that the risk of extinction follows a Poisson process such that the conditional
probability of extinction at any given time is constant. Yaari (1965) demon-
strated that this is equivalent to a model with an infinite time horizon where
utility is discounted at the (constant) Poisson rate. As such, accounting for the
risk of extinction is mathematically identical to positive utility discounting.
While admitting the strength of this argument, Broome (1992) asserts that
extinction risk and the pure rate of time preference ‘should be accounted for
separately’. But extinction risk is clearly not project-specific, so it would be
accounted for in the same way across all projects (except projects aimed at
reducing an extinction risk). Irrespective of how this is done, the mathemati-
cal effect is the same — the well-being of future generations is effectively dis-
counted. Hence Dasgupta and Heal (1979) argue that ‘one might find it
ethically feasible to discount future utilities as positive rates, not because one
is myopic, but because there is a positive chance that future generations will
not exist’. Given that the risk of human extinction is probably (and hopefully)
quite low, the appropriate utility discount rate would be very small.?

Finally, Harvey (1994) rejects zero utility discounting on the basis that it is
so obviously incompatible with the time preference of most people that its use
in public policy would be illegitimate. While the significance of revealed pref-
erences is debatable (Beckerman and Hepburn, 2007), Harvey is surely correct
when he states that the notion that events in ten thousand years are as impor-
tant as those occurring now simply does not pass ‘the laugh test’.

In summary, the ‘no optimum’ argument and the ‘excessive sacrifice’
argument for positive time preference are refutable. In contrast, the ‘risk of
extinction’ argument provides a sound conceptual basis for a positive utility
discount rate. This might be backed up at a practical level by the ‘political
acceptability’ argument, or by the more fundamental view that impartial-
ity is not a compelling ethical standpoint. Overall, the arguments for a
small positive utility discount rate appear persuasive. Zero discounting is
not intellectually compelling.

4. Declining discount rates

Over recent years, several persuasive theoretical reasons have been
advanced to justify a social discount rate that declines as time passes.’
Declining discount rates are appealing to people concerned about inter-
generational equity, but perhaps more importantly, they are likely to be nec-
essary for achieving intergenerational efficiency. Groom et al. (2005)
provide a detailed review of the case for declining discount rates. This
section provides an overview of the main arguments.
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Evidence on individual time preference

Evidence from experiments over the last couple of decades suggests
that humans use a declining discount rate, in the form of a ‘hyperbolic
discounting’ function, in making intertemporal choices.!® In these experi-
ments, people typically choose between different rewards (for example,
money, durable goods, sweets or relief from noise) with different delays, so
that an implicit discount function can be constructed.!! The resulting
discount functions suggest that humans employ a higher discount rate for
consumption trade-offs in the present than for trade-offs in the future.
While other interpretations, such as similarity relations (Rubinstein, 2003)
and sub-additive discounting (Read, 2001), are possible, the evidence for
hyperbolic discounting is relatively strong.

Pearce et al. (2003) present the argument that if people’s preferences count,
and these behavioural results reveal underlying preferences, then declining dis-
count rates ought to be integrated into social policy formulation. Pearce et al.
recognize, however, that the assumptions in this chain of reasoning might be
disputed. First, as hyperbolic discounting provides an explanation for pro-
crastination, drug addiction, undersaving, and organizational failure, the
argument that behaviour reflects preferences is weakened. Second, Pearce et al.
and Beckerman and Hepburn (2007) stress that Hume would resist conclud-
ing that the government should discount the future hyperbolically because
individual citizens do. The recent literature on ‘optimal paternalism’ suggests,
amongst other things, that governments may be justified in intervening not
only to correct externalities, but also to correct ‘internalities’ — behaviour that
is damaging to the actor.'> Whether or not one supports a paternalistic role for
government, one might question the wisdom of adopting a schedule of dis-
count rates that explains procrastination, addiction and potentially the unfore-
seen collapses in renewable resource stocks (Hepburn, 2003).

Pessimism about the future

Equation (7.2) makes it clear that the consumption rate of interest — and
thus also the social rate of time preference in a representative agent
economy — is a function of consumption growth. If consumption growth,
g, will fall in the future, and the utility discount rate, 8, and the elasticity
of marginal utility, n, are constant, it follows from equation (7.2) that the
social discount rate also declines through time. Furthermore, if decreases
in the level of consumption are expected — so that consumption growth is
negative — the appropriate social rate of time preference could be nega-
tive. Declines in the level of consumption are impossible in an optimal
growth model in an idealized economy with productive capital. For the
social discount rate to be negative, either capital must be unproductive, or
a distortion, such as an environmental externality, must have driven a
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wedge between the market return to capital and the consumption rate of
interest (Weitzman, 1994).

Uncertainty

It is an understatement to say that we can have little confidence in economic
forecasts several decades into the future. In the face of such uncertainty, the
most appropriate response is to incorporate it into our economic models.
Suppose that the future comprises two equally likely states with social dis-
count rate either 2 per cent or 6 per cent. Discount factors corresponding to
these two rates are shown in Table 7.1. The average of those discount factors
is called the ‘certainty-equivalent discount factor’, and working backwards
from this we can find the ‘certainty-equivalent discount rate’, which starts at
4 per cent and declines asymptotically to 2 per cent as time passes.!? In this
uncertain world, a project is efficient if it passes social cost-benefit analysis
using the certainty-equivalent discount rate, which declines through time.

The two key assumptions in this example are that the discount rate is
uncertain and persistent, so that the expected discount rate in one period is
correlated with the discount rate the period before. If these two assump-
tions hold, intergenerational efficiency requires a declining social discount
rate (Weitzman, 1998, 2001).

The particular shape of the decline is determined by the specification of
uncertainty in the economy. Newell and Pizer (2003) use data on past US
interest rates to estimate a reduced-form time series process which is then
employed to forecast future rates. The level of uncertainty and persistence in
their forecasts is high enough to generate a relatively rapid decline in the
certainty-equivalent discount rate with significant policy implications. While
econometric tests reported in Groom et al. (2006) suggest that Newell and
Pizer (2003) should have employed a state-space or regime-shifting model
instead, their key conclusion remains intact — the certainty-equivalent
discount rate declines at a rate that is significant for the appraisal of long
term projects.

Table 7.1  Numerical example of a declining certainty-equivalent
discount rate

Time (years from present) 1 10 50 100 200 400
Discount factor for 2% rate 098 0.82 037 0.14 002 0.00
Discount factor for 6% rate 094 056 0.05 0.00 0.00 0.00
Certainty-equivalent discount factor 0.96 0.69 0.21 0.07 0.01 0.00
Certainty-equivalent (average) 4.0% 3.8% 3.1% 2.7% 2.4% 2.2%

discount rate
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Gollier (2001, 2002a, 2002b) provides an even more solidly grounded jus-
tification for declining discount rates by specifying an underlying utility
function and analysing an optimal growth model. He demonstrates that a
similar result can hold, for certain types of utility functions. Under uncer-
tainty, the social discount rate in equation (7.2) needs to be modified to
account for an additional prudence effect:

s=8+mg — 57 P var(g) (1.3)

where P is the measure of relative prudence introduced by Kimball (1990).
This prudence effect leads to ‘precautionary saving’, reducing the discount
rate. Moreover, if there is no risk of recession and people have decreasing
relative risk aversion, the optimal social discount rate is declining over time.

These two sets of results show that employing a declining social discount
rate is necessary for intergenerational efficiency (Weitzman, 1998) and also
for intergenerational optimality under relatively plausible utility functions
(Gollier, 2002a, b). The theory in this section provides a compelling reason
for employing declining discount rates in social cost—benefit analysis.

Inter-generational equity
Not only are declining social discount rates necessary for efficiency, it turns
out that they are also necessary for some specifications of intergenerational
equity. Chichilnisky (1996, 1997) introduces two axioms for sustainable
development requiring that the ranking of consumption paths be sensitive
to consumption in both the present and the very long run. Sensitivity to the
present means that rankings are not solely determined by the ‘tails’ of the
consumption stream. Sensitivity to the future means that there is no date
after which consumption is irrelevant to the rankings. These axioms lead to
the following criterion:

U=« f u(c())A)dt + (1 — a)limu(c(1)) (7.4)

t—w
0

where A(?) is the utility discount function, and 0 < a < 1 is the weight
placed on the integral part. Heal (2003) notes that the Chilchilnisky crite-
rion has no solution under standard exponential discounting, where A(¢) =
exp(-87). It makes sense to initially maximize the integral part, before
switching to maximizing the asymptotic path. This refuses to yield a solu-
tion, however, because it is always optimal to delay the switching point as
this increases the integral part with no reduction in the asymptotic part.
Interestingly, however, equation (7.4) does have a solution provided that the
utility discount rate, 8, declines over time, asymptotically approaching zero.
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In short, a declining utility discount rate is necessary for a solution satisfy-
ing Chichilnisky’s axioms of sustainable development.

Li and Lofgren (2000) propose a similar model which examines a society
of two individuals, a utilitarian and a conservationist. The implication of
this model is similarly that the utility discount rate must decline along the
optimal path.

Conclusions on declining discount rates

Incorporating uncertainty into social cost-benefit analysis leads to the
conclusion that a declining social discount rate is necessary for efficient
decision-making. Indeed, it was on this basis that the United Kingdom
government has incorporated declining social discount rates in its most
recent HM Treasury (2003) Green Book, which contains the official guid-
ance on government project and policy appraisal. Pessimistic future pro-
jections and, to a lesser extent, the evidence from individual behaviour
could further support that conclusion. Finally, the fact that declining dis-
count rates also emerge from specifications of intergenerational equity
employed by Chilchilnisky (1996, 1997) and Li and Loéfgren (2000), sug-
gests that they are an ideal way to navigate between the demands of
intertemporal efficiency and the concerns of intergenerational equity.

5. Alternatives to discounting

Although declining discount rates provide an appealing solution to the
dual problems of intergenerational efficiency and equity, there are other
possible solutions. Schelling (1995) proposes an alternative based around
ignoring discount rates and specifying a richer utility function. Kopp and
Portney (1999) and Page (2003) suggest using voting mechanisms. Finally,
discounting reflects a consequentialist ethical position, so alternatives
based upon deontological ethics are considered.

Schelling’s utility function approach

Schelling (1995) argues that investments for people in the far-distant future
should not be evaluated using the conventional discounted cash flow
framework. Instead, such investments should be considered much like
foreign aid. For instance, investment now to reduce future greenhouse gas
emissions should not be viewed as saving, but rather as a transfer of con-
sumption from ourselves to people living in the distant future, which is
similar to making sacrifices now for the benefit of our contemporaries who
are distant from us geographically or culturally. The only difference is that
the transfer mechanism is no longer the ‘leaky bucket’ of Okun (1975), but
rather an ‘incubation bucket’, where the gift multiplies in transit. Given that
people are generally unwilling to make sacrifices for the benefit of richer
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people distant in geography or culture, we should not expect such sacrifices
for richer people distant in time.

In other words, the ‘utility function approach’, as Schelling (1995) calls
it, would drop the use of a discount rate, and instead present policy makers
with a menu of investments and a calculation of the utility increase in each
world region (and time period) for each investment. This approach has the
merit of insisting on transparency in the weights placed on consumption
flows at each point in time and space, which is to be welcomed. However,
debate would focus on the appropriate utility function to employ to value
consumption increases in different regions at different times. Ultimately, in
addition to reflecting marginal utilities at different points in time and space,
the weights would probably also have to reflect the human tendency to dis-
count for unfamiliarity along temporal, spatial and cultural dimensions.

Voting mechanisms
Many scholars have argued that although discounting is appropriate for
short term policy evaluation, it is stretched to breaking point by complex
long term challenges such as climate change. For instance, global climate
policy is likely to have non-marginal effects on the economy, implying that
conventional consumption discounting is inappropriate. Consumption dis-
counting rests on the assumption that the project or policy being evaluated
is a small perturbation on the business as usual path. If the project is non-
marginal, then the consumption discounting ‘short cut’is inapplicable, and
a full welfare comparison of different paths is necessary instead.!4

Of course, conducting a full welfare comparison involves a certain
amount of complexity. Alternatives to the welfare economics approach
include the use of mock referenda, proposed by Kopp and Portney (1999),
where a random sample of the population would be presented with a
detailed description of the likely effects — across time and space — of the
policy being implemented or not. The description would include all rele-
vant information, such as the full costs of the policy and even the likelihood
of other countries taking relevant action. Respondents would then vote for
or against the policy. By varying the estimate of the costs for different
respondents, a willingness to pay locus for the policy would be determined.

Their approach has the appeal of valuing the future by asking citizens
directly, rather than by examining their behaviour or by reference to par-
ticular moral judgements. Problems with this approach, as Kopp and
Portney (1999) note, include the usual possible biases in stated preference
surveys and the difficulty of providing adequate information for an appro-
priate decision on such a complex topic.

Page (2003) also proposes that voting should be considered as an alter-
native to discounted cash flow analysis for important long term public
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decisions. In contrast to cost-benefit analysis, with its emphasis on achiev-
ing efficiency, he notes that voting mechanisms (with one-person-one-vote)
are more likely to produce fair outcomes.

One difficulty with both proposals is that the people affected by the
policy — future human beings — remain disenfranchised, just as they are on
current markets. Unlike Kopp and Portney, Page tackles this problem by
proposing to extend voting rights hypothetically to unborn future genera-
tions. Under the (unrealistic) assumption that there will be an infinite
number of future generations, he concludes that intergenerational voting
amounts to an application of the von Weizsacker (1965) overtaking crite-
rion. This leads to a dictatorship of the future, so ‘safeguards’ protecting
the interests of the present would be needed which, Page argues, would be
easy to construct given the position of power of the present generation.

The challenge with this proposal is to make it operational. Without safe-
guards, the implication is that the present should impoverish itself for
future generations. As such the safeguards would in fact constitute the crux
of this proposal. Determining the appropriate safeguards amounts to
asking how the interests of the present and the future should be balanced,
and this appears to lead us back to where we started, or to employing a
different ethical approach altogether.

Deontological approaches

Sen (1982) argues that the welfare economic framework is insufficiently
robust to deal with questions of intergenerational equity because it fails to
incorporate concepts of liberty, rights and entitlements as ends in them-
selves. He considers an episode of torture, where the person tortured (the
‘heretic’) is worse off and the torturer (the ‘inquisitor’) is better off after the
torture. Further, suppose that although the inquisitor is better off, he is still
worse off than the heretic. Then the torture is justified under a utilitarian
or Rawlsian social welfare function. Sen (1982) contends that society may
want to grant the heretic a right to personal liberty that cannot be violated
merely to achieve a net gain in utility or an improvement for the worst-off
individual. He adds that an analogy between pollution and torture is ‘not
absurd’, and that perhaps the liberty of future generations is unacceptably
compromised by the present generation’s insouciance about pollution.

If the consequentialist foundations of cost-benefit analysis are deemed
inadequate, discounted cash flow analysis must be rejected where it gener-
ates results that contravene the rights of future generations. Howarth (2003)
lends support for this position, arguing that although cost-benefit analysis
is useful to identify potential welfare improvements, it is trumped by the
moral duty to ensure that opportunities are sustained from generation to
generation. Page (1997) similarly argues that we have a duty — analogous to
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a constitutional requirement — to ensure that intergenerational equity is sat-
isfied before efficiency is considered.

Pigou (1932) agreed that such duties existed, describing the government
as the ‘trustee for unborn generations’. But Schwartz (1978) and Parfit
(1983) question whether the notion of a duty to posterity is well-defined,
on the grounds that decisions today not only determine the welfare but also
the identities of future humans. Every person born, whether wealthy or
impoverished, should simply be grateful that, by our actions, we have
chosen them from the set of potential persons. Howarth (2003) answers
that, at a minimum, we owe well-defined duties to the newly born, thus cre-
ating duties for at least an expected lifetime.

Assuming a duty to posterity is conceptually possible, the final step is to
specify the content of the duty. Howarth (2003) reviews several different
formulations of the duty, which ultimately appear to amount to a duty to
ensure either weak or strong sustainability. As such, deontological
approaches comprise the claim that intergenerational equity is captured by
a (well-defined) duty of sustainability to future generations, and that this
duty trumps considerations of efficiency. While these approaches do
not reject the use of discounting, they subjugate efficiency considerations
to those of rights and/or equity. This is not inconsistent with the view
expressed in section 2 above that cost-benefit analysis is a guide for
decision-making rather than a substitute for judgement (Lind, 1982).

6. Conclusion
This chapter has explained why discounting occupies such an important and
controversial place in long-term policy decisions. While intertemporal
trade-offs will always be important, the developments reported in this
chapter provide reason to hope that discounting may eventually become less
controversial. Arguments for a zero social discount rate need not be taken
seriously unless they are based upon extremely pessimistic future economic
projections. Arguments for a zero utility discount rate are more plausible,
but not necessarily convincing. Indeed, there is a good case for employing a
positive, but very low, utility discount rate to reflect extinction risk.

Furthermore, the fact that declining social discount rates are necessary
for efficiency reduces the degree of conflict between intergenerational equity
and efficiency. Economists detest inefficiency, and it is surely only a matter
of time before other governments adopt efficient (declining) social discount
rates. If so, the discounting controversies of the future will concern the par-
ticular specification of economic uncertainty and the precise shape of the
decline, rather than the particular (constant) discount rate.

Finally, even if declining discount rates reduce the tension between inter-
generational equity and efficiency, they do not eliminate it. Discounting and
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cost—benefit analysis provide a useful guide to potential welfare improve-
ments, but unless infallible mechanisms for intergenerational transfers
become available, project-specific considerations of intergenerational
equity will continue to be important. The ethical arguments, consequen-
tialist and deontological, outlined in this chapter provide some guidance.
Ultimately, however, the appropriate trade-off between equity and
efficiency, intergenerationally or otherwise, raises fundamental issues in
philosophy. Consensus is unlikely, if not impossible. At least the clarifica-
tion that efficient discount rates should be declining reduces the domain of
disagreement.

Notes

1. Recall that a change passes the Kaldor (1939) criterion if the gainers could compensate
the losers, and the Hicks (1940) criterion if the losers could not pay the gainers to prevent
the change. Compensation is not actually required.

2. The discrete time analogue of the discount function is the discount factor, given by:
D(t) =1/(1+ ).

3. Broome disagrees with Rawls, but on the grounds that Rawls confuses impartiality with
generation neutrality.

4. Dasgupta and Heal (1979, pp. 267-8) provide an equivalent example. In an exhaustible
resources model with zero discounting, whatever the current rate of extraction, it is
always better to lower it.

5. Broomin fact asserts that ‘the earth will not exist for ever’, but this is not really the point.
It is the existence of humanity — on earth or otherwise — that is important in an anthro-
pocentric welfare function.

6. The technologies must be ‘immediately productive’, meaning that there are negative
transfer costs to the future if the future is worse off than the present, and ‘eventually pro-
ductive’, meaning that there exists a feasible and efficient path with constant utility. A
one-sector increasing and concave production function, for instance, satisfies these two
requirements.

7. As Dasgupta et al. (1999) point out, this type of constraint does not admit trade-offs
between competing goals. Such constraints are therefore frowned upon by economists.
If the goals are not competing, the shadow price of the constraint is zero; if they are
competing the shadow price is positive.

8. Stern et al. (2006) accept this argument and apply a utility discount rate of 0.1 per cent
to account for extinction risk.

9. Some of these proposals are considered in section 5.

10. Interestingly, evidence suggests that some animals do likewise. Green and Myerson
(1996) and Mazur (1987) provide summaries of evidence on the behaviour of birds.

11.  See, for instance, Thaler (1981), Cropper et al. (1994), Kirby (1997), Harris and Laibson
(2001) and the reviews by Frederick et al. (2002) and Ainslie (1992).

12.  Recent work on sin taxes by O’Donoghue and Rabin (2003) provides an example of this
type of approach. See also Feldstein (1964), who asks whether the government should
act in the best interests of the public, or do what the public wants.

13.  The certainty-equivalent average discount rate is given by s5,(¢)=(1/D (1)) — 1, where
D (¢) is the certainty-equivalent discount factor.

14. This is the approach adopted in Stern et al. (2006). Further background is in Hepburn
(2006).
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8 Population and sustainability
Geoffrey McNicoll

1. Introduction

Problems of sustainability can arise at almost any scale of human activity
that draws on natural resources or environmental amenity. In some
regions minuscule numbers of hunter-gatherers are thought to have hunted
Pleistocene megafauna to extinction; complex pre-industrial societies have
disappeared, unable to adapt to ecological changes — not least, evidence
suggests, changes they themselves wrought (Burney and Flannery, 2005;
Janssen and Scheffer, 2004). But modern economic development has
brought with it sustainability problems of potentially far greater magni-
tude — a result not only of the technological capabilities at hand but of the
demographic realities of much larger populations and an accelerated pace
of change.

A simple picture of those modern realities is seen in Figure 8.1. It charts
a staggered series of population expansions in major world regions since
the beginning of the industrial era, attributable to lowered mortality
resulting from nutritional improvements, the spread of medical and
public health services, and advances in education and income. In each of
the regions population growth slows and eventually halts as fertility also
drops, completing the pattern known as the demographic transition. The
population trajectories shown for the 21st century are forecasts, of course,
but moderately secure ones, given improving economic conditions
and absent major unforeseen calamities. Worldwide, the medium UN pro-
jections foresee world population increasing from its 2005 level of 6.5
billion to a peak of about 9 billion around 2075. Very low fertility, if it
persists, will lead to actual declines in population size — an all but certain
near-term prospect in Europe and a plausible prospect by mid-century
in East Asia.

Historically, the increase in population over the course of a country’s
demographic transition was typically around three- to five-fold, with the
pace of change seldom much above 1 per cent per year; in the transitions
still underway the increases may end up more like ten-fold or even greater
and growth rates have peaked well above 2 per cent per year. In both situa-
tions the size changes are accompanied by shifts in age composition — from
populations in which half are aged below 20 years to ones with half over 50
—and in concentration, from predominantly rural to overwhelmingly urban.
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Figure 8.1 Population growth in selected countries and regions,
1850-2100 (estimates and forecasts)

The lagged onset and uneven pace of the transitions across regions gener-
ate striking regional differences in population characteristics at any given
time. Many population—environment and population—resource issues are
thus geographically delimited; for others, however, the scale of envir-
onmental spillovers, migration flows and international trade may require an
interregional or global perspective. This chapter reviews the implications of
these various features of modern demographic change for sustainable
development — gauged in terms of their effects both on the develop-
ment process and on its outcomes (human well-being and environmental
conditions).

The discussion need not be narrowed at the outset by specifying just what
sustainable development sustains. The conventional polar choices are the
wherewithal needed to assure the welfare of future generations — a gener-
alized notion of capital —and that part of it that is not human-made — what
is now usually termed natural capital. Conservation of the former, allow-
ing substitutability among forms of capital, is weak sustainability, and con-
servation of the latter is strong sustainability. (See, for example, Chapters
3, 4 and 6 of this volume on these concepts and the problems associated
with them.) I take as a premise, however, that sustainable development is a
topic of interest and importance to the extent that substitutability of
natural capital with other kinds of capital in the processes yielding human
well-being is less than perfect.
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2. Population and resources in the theory of economic growth

For the classical economists, fixity of land was a self-evident resource
constraint on the agrarian economies of their day. The course of economic
growth was simply described. With expanding (man-made) capital and
labour, an initial period of increasing returns (derived from scale
economies and division of labour) gave way over time to diminishing
returns, eventually yielding a stationary state. To Adam Smith and many
others, that notional end point was a bleak prospect: profit rates dropped
toward zero, population growth tailed off, and wages fell to subsistence
levels. A very different, more hopeful, vision of stationarity, still in the clas-
sical tradition, was set out by J.S. Mill in a famous chapter of his Principles
of Political Economy (1848): population and capital would again have
ceased to grow, but earlier in the process and through individual or social
choice rather than necessity. Productivity, however, could continue to
increase. Gains in well-being would come also from the earlier halting of
population growth, and consequent lower population-resource ratios.
A similarly optimistic depiction of a future stationary state — with the ‘eco-
nomic problem’ solved and human energies diverted to other pursuits — was
later drawn by Keynes (1932).

As technological change increasingly came to be seen as the driver of
economic growth, and as urban industrialization distanced most economic
activity from the land, theorists of economic growth lost interest in natural
resources. With a focus only on capital, labour and technology, and with
constant rates of population growth, savings and technological change, the
models yielded steady-state growth paths in which output expanded indef-
initely along with capital and labour. More elaborate formulations distin-
guished among different sectors of the economy. In dualistic growth
models, for example, a low-productivity, resource-based agricultural sector
provided labour and investment to a dynamic but resource-free modern
sector, which eventually dominated the economy (see also Chapter 14).
With recognition of non-linearities associated with local increasing returns
and other self-reinforcing mechanisms in the economy, there could be more
than one equilibrium growth path, with the actual outcome sensitive to
initial conditions or to perhaps fortuitous events along the way (see, for
example, Becker et al., 1990; Foley, 2000).

Although it typically did not do so, this neoclassical modelling tradition
was no less able than its classical forebears to take account of resource
constraints. (See Lee, 1991, on this point.) Renewable resources would
simply add another reproducible form of capital as a factor of production.
Non-renewable resources, assuming they were not fully substitutable by
other factors and not indefinitely extendable through technological
advances, would be inconsistent with any steady-state outcome that
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entailed positive population growth. Requiring population growth, in the
long term, to come to an end is not, of course, a radical demand to make
of the theory.

While the actual role of population and resources in economic develop-
ment is an empirical issue, a lot of the debate on the matter has been based
on modelling exercises little more complicated than these. Much of it takes
the form of window dressing, tracing out over time the implications of a
priori, if often implicit, assumptions about that role. A single assumed
functional form or relationship — an investment function, a scale effect,
presence (or absence) of a resource constraint — after some initial period
comes to dominate the model’s behaviour. Familiar examples can be drawn
from two models occupying polar positions in the resources debate of the
1970s and 1980s: the model underpinning Julian Simon’s The Ultimate
Resource (1981) and that supporting the Club of Rome’s Limits to Growth
scenarios (Meadows et al., 2004). In Simon’s case, the existence of resource
constraints on the economy is simply denied. Positive feedbacks from a
larger population stimulate inventiveness, production and investment, and
favour indefinite continuation of at least moderate population growth,
leading both to economic prosperity and to vastly expanded numbers of
people. (The discussion of the model’s output ignores that latter expansion
by being couched only in per capita values — see Simon, 1977.) For the
Meadows team, negative feedback loops working through food production
crises and adverse health effects of pollution lead to dramatic population
collapses — made even sharper when lagged effects are introduced. Such
models, heroically aggregated, are better seen as rhetorical devices, but-
tresses to qualitative argument, rather than serious efforts at simulation.
Their output may point to parts of the formulation that it is important to
get right, but it does not help in getting it right. While their authors were
persuaded that they were accurately portraying the qualitative evidence
about population and resources, as they respectively read it, the models in
themselves merely dramatized their differences.

More focused models can achieve more, if at a lower level of ambition.
The demonstration of ‘trap’ situations involving local environmental degra-
dation is a case in point — see Dasgupta (1993). As an example, the PEDA
(Population—-Environment-Development-Agriculture) model developed by
Lutz et al. (2002) describes the interactions among population growth,
education, land degradation, agricultural production and food insecurity.
It permits simulation of the vicious circle in which illiteracy, land degrada-
tion and hunger can perpetuate themselves, and points to the conditions
required for that cycle to be broken. While still quite stylized, it is cast at
a level that permits testing of its behaviour against actual experience,
supporting its value for policy experiment.
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3. Optimal population trajectories

Since population change is in some measure a matter of social choice, it can
notionally be regarded as a policy variable in a modelling exercise. Varying
it over its feasible range then allows it to be optimized for a specified welfare
function. The concept of an optimum population size for some designated
territory — at which, other things equal, per capita economic well-being
(or some other welfare criterion) was maximized — followed as a simple con-
sequence of diminishing returns to labour. A small literature on the subject
begins with Edwin Cannan in the late nineteenth century (see Robbins,
1927) and peters out with Alfred Sauvy (1952-54) in the mid-twentieth.

This is distinct, of course, from the investigation of human ‘carrying
capacity’ — such as the question of how many people the earth can support.
At a subsistence level of consumption some of these numbers are extrava-
gant indeed — Cohen (1995) assembles many of them — but the maximiza-
tion involved, although in a sense it is concerned with the issue of
sustainability, has closer ties to the economics of animal husbandry than
to human welfare. (The technological contingency of such calculations is
well indicated by the estimate, due to Smil (1991) that fully one-third of the
present human population would not exist were it not for the food derived
from synthetic nitrogenous fertilizer — a product of the Haber-Bosch
process for nitrogen fixation developed only in the early 20th century.) If it
is assumed that present-day rich-country consumption patterns are to be
replicated worldwide, carrying capacity plummets: for Pimentel et al.
(1999) the earth’s long-term sustainability calls for a population less than
half its present level.

The question of optimal size also arises for the populations of cities. The
urban ‘built environment’, after all, is the immediate environment of half
the human population. Beyond some size, scale diseconomies deriving from
pollution, congestion and other negative externalities affecting health or
livability may eventually outweigh economies of agglomeration (see, for
example, Mills and de Ferranti, 1971; Tolley, 1974). But other dimensions
of the built environment, including its aesthetic qualities, would equally
warrant attention in a welfare criterion. Singling out the relationship of
population size to the subjective welfare of the average inhabitant, among
all the other contributors to urban well-being, seems of limited value. Not
surprisingly, like the broader topic of optimum population, this too has not
proven a fruitful area of research.

What might be of more interest is the optimal path of population change
over time. The age-structure dynamics of population growth are analogous
to the vintage dynamics of capital stock, though with more limited scope
for policy influence. For specified welfare criteria, optimal population tra-
jectories can be derived to show how resource-constrained stationarity
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should be approached (see Pitchford, 1974; Arthur and McNicoll, 1977,
Zimmerman, 1989).

Abstract theorizing of this kind is a means of playing with ideas rather
than deriving actual policies. Nonetheless, just such an optimization exer-
cise, part static and part dynamic, lay behind the introduction in 1979 of
China’s radical one-child-per-family policy. The background, recounted by
Greenhalgh (2005), was the belated conviction on the part of China’s
leadership in the 1970s that the country’s population growth was damaging
its development prospects and the consequent recasting of the problem, as
they saw it, from being one for social scientists and political ideologues to
one for systems engineers and limits-to-growth theorists. The latter experts
were at hand in the persons of a group of engineers and scientists (led by a
missile engineer, Song Jian), who became the principals in promoting the
new technocratic approach. They investigated both the static optimum —
the target population size — and alternative trajectories that would lead
toward it. On the former, as they summarized it: “We have done studies
based on likely economic development trends, nutritional requirements,
freshwater resources, and environmental and ecological equilibrium, and
we conclude that 700 million seems to be China’s optimum population in
the long run’ (Song et al., 1985, p. 214). They then solved the optimal
control problem of how fertility should evolve to reach the target popula-
tion over the next century if the peak population was not to exceed
1.2 billion, there were pre-set constraints on the acceptable lower bound of
fertility and upper bound of old-age dependency, and there was to be a
smooth transition to the target population while minimizing the total
person-years lived in excess of 700 million per year. The resulting policy
called for fertility to be quickly brought down to its lower bound, held there
for 50 years or so (yielding, after a time, negative population growth), then
allowed to rise back to replacement level. While various minimum fertility
levels were considered, one child per family was argued to be the best. The
human costs of attaining such a trajectory (involving ‘a lot of unpleasant-
ness in the enforcement of the program’ and the social and economic prob-
lems of the ensuing rapid population ageing were held to be unavoidable in
making up for the ‘dogged stubbornness of the 1950s’ when Maoist prona-
talism prevailed (Song et al., 1985, p. 267).

For both countries and cities, the specification of a welfare criterion to be
optimized requires decisions on the ingredients of well-being and on how its
distribution over the population and over time is to be valued. The inherent
arbitrariness of that exercise explains the lack of enthusiasm for the concept
of an optimum as a formal construct — though the idea may hold some
political potency. Changes in trade and technology — either of which can
transform economies of scale — erode what little meaning there is in a static
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optimum population for a country or locality. A fortiori, the inherent
unpredictability of those trends, along with the many unknowns in future
environmental change, vitiates the usefulness of more ambitious modelling
over time — modelling that has necessarily to assume known dynamics.

4. Exhaustible resources and environmental services

Past worries about rapid or continued population growth have often been
linked to the idea that a country — or the world — is running out of some
supposedly critical natural resource (see Demeny, 1989 for an historical
perspective). There have been numerous candidates for those resources in
the past. Mostly, such claims have turned out to be greatly overstated;
almost always they neglect or underplay the scope for societal adaptation
through technological and social change. A classic case was the concern in
19th century Britain that its industry would be crippled as coal supplies
were mined out (Jevons, 1865). The widely-publicized wagers between
economist Julian Simon and biologist Paul Ehrlich on whether stocks of
selected mineral resources were approaching exhaustion, to be signalled by
steadily rising prices, were all won by Simon as prices fell over the specified
period (Simon, 1996, pp. 35-6). A prominent historian of China titled a
study of that country’s environmental history: ‘three thousand years of
unsustainable development’ (Elvin, 1993).

Moreover, even if we would accept, contra Simon in The Ultimate
Resource, that stocks of many resources are indeed finite and exhaustible,
it does not follow that the link to population should necessarily be of much
consequence. For many resources, indeed, the pace of approach to exhaus-
tion might be at most marginally affected by feasible changes in population
growth. As put bluntly in a 1986 panel report from the US National
Research Council,

slower population growth delay[s] the time at which a particular stage of
resource depletion is reached, [but] has no necessary or even probable effect on
the number of people who will live under a particular stage of resource deple-
tion. . . [T]he rate of population growth has no effect on the number of persons
who are able to use a resource, although it does, of course, advance the date at
which exhaustion occurs . . . Unless one is more concerned with the welfare of
people born in the distant future than those born in the immediate future, there
is little reason to be concerned about the rate at which population growth is
depleting the stock of exhaustible resources (US National Research Council,
1986: 15).

But that judgement is altogether too dismissive of the problem as a
whole. ‘Mining’ a resource that would be potentially renewable, such as a
fishery or an aquifer, or degrading land through erosion or salination may
be a population-related effect. (The resources allowed as potential sources
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of concern by the NRC panel were fuelwood, forest land, and fish; many
would add access to fresh water.) These are cases where the concept of a
sustainable yield is straightforward enough, but constructing and main-
taining the institutional conditions required to safeguard that yield are
demanding. Far from a society simply using up one resource and moving
on to other things — presumably having replaced that part of its natural
capital by other resources or by other forms of capital — the outcome may
amount to an effectively irreversible loss in welfare.

The shift in focus here is from physical ‘stuff’, epitomized by stocks of
minerals in the ground, to environmental services that humans draw upon.
Environmental services encompass not only provision of food and fuel but
also climate regulation, pollination, soil formation and retention, nutrient
cycling, and much else. And they include direct environmental effects on
well-being through recreation and aesthetic enjoyment. A massive study of
time trends in the use of these services, judged against sustainable levels, is
the Millennium Ecosystem Assessment. In its first report (2005), the
Assessment finds that most of the services it examined are being degraded
or drawn on at unsustainable rates. Dryland regions, covering two-fifths of
the world’s land surface and containing one-third of the world population,
are especially affected.

But to what extent can this degradation be linked to population change
rather than to economic growth or to the numerous factors that might lead
to irresponsible patterns of consumption? People’s numbers, but also their
proclivities to consume and their exploitative abilities, can all be factors in
degrading environmental services. In stylized form, this proposition is
conveyed in the familiar Ehrlich—-Holdren ‘IPAT’ identity: Impact=
Population X Affluence X Technology (Ehrlich and Holdren, 1972). ‘Impact’
here indicates a persisting rather than transitory environmental effect. It is
an external intrusion into an ecosystem which tends to reduce its capacity
to provide environmental services. An example of an environmental impact
is a country’s carbon dioxide emissions, which degrade the environmental
service provided by the atmosphere in regulating heat radiation from the
earth’s surface. The P X 4 X T decomposition in that case would be pop-
ulation times per capita GDP times the ‘carbon intensity’ of the economy.
At a given level of affluence and carbon intensity, emissions rise in propor-
tion to population.

Interpreted as a causal relationship rather than as an identity, the 7 =
PAT equation is commonly used to emphasize the responsibility for envi-
ronmental damage on the part, jointly, of population size, a high-
consumption lifestyle, and environmentally-destructive technology, each
amplifying the others. Implicitly, it asserts that these factors can together
be seen as the main human causes of degradation. The categorization
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should not, of course, be taken for granted. In particular, social organiza-
tional and behavioural factors would often warrant separate scrutiny as
causes of degradation rather than being subsumed within 4 and T.

If P, A and T were independent of each other, the multiplicative rela-
tionship would be equivalent to an additive relationship among growth
rates. In the carbon case, the growth rate of emissions would equal the sum
of the growth rates of the three components. However, P, 4 and T are not
in fact independent of each other. For any defined population and envir-
onment, they are variables in a complex economic, demographic and socio-
cultural system. Each also has major distributional dimensions and is a
function of time. Consumption — or any other measure of human welfare —
is an output of this system; environmental effects, both intended and unin-
tended, are outputs as well. And even at the global level the system is not
autonomous: it is influenced by ‘natural’ changes in the environment and by
environmental feedbacks from human activity.

Because of the dependency among P, 4 and 7, the Ehrlich-Holdren
formula cannot resolve disputes on the relative contributions of factors
responsible for environmental degradation. For this task, Preston (1994)
has proposed looking at the variances of the growth rates of 1, P, 4 and T
over different regions or countries. Writing these as o2, and so on, the addi-
tive relationship among growth rates implies the following relationship
among variances and covariances:

2= g2 + g2 + g2
o;j= opto+opt2covyp, + 2cov ppt 200V

The covariance terms are the interaction effects. If each is relatively small
in a given case, there is a simple decomposition of the impact variance into
the variance imputed to each factor. Otherwise, the one or more significant
interaction terms can be explicitly noted.

In Preston’s analysis of carbon emission data for major world regions
over 1980-90, used as an illustration, population growth makes a minor
contribution to the total variance; the major contributors are the growth of
A and T, with a substantial offsetting effect from the interaction of 4 and 7.
Given the 50 per cent or so increase in global population projected for this
century, the future role of population growth in carbon emissions is
nonetheless of some importance. Detailed studies of this relationship
include Bongaarts (1992), Meyerson (1998), and O’Neill et al. (2001).
Important too, of course, are the demographic consequences of any result-
ing climate change, such as those working through shifts in food produc-
tion, disease patterns and sea levels.

Specification of a more general functional relationship, I=f(P,A4,T),
permits calculation of impact elasticities with respect to the three factors,
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rather than implicitly assuming elasticities of 1. At the country level there
is some evidence that the population elasticity is indeed close to 1 for
carbon emissions but may be higher for some other pollutants (see Cole and
Neumayer, 2004).

Complicating any estimation of population—environment relationships
is the non-linearity of environmental systems. The Millennium Ecosystem
Assessment, mentioned above, warns of an increasing likelihood of ‘non-
linear changes in ecosystems (including accelerating, abrupt, and poten-
tially irreversible changes), with important consequences for human
well-being’ (2005, p. 11). Holling (1986) notes that ecosystems may be
resilient under the pressure of human activity until a point is reached at
which there is sharp discontinuous change. Kasperson et al. (1995) identify
a series of thresholds in nature-society trajectories as human activity in a
region intensifies beyond sustainability: first a threshold of impoverish-
ment, then endangerment, and finally criticality — the stage at which human
wealth and well-being in the region enter an irreparable decline. The
working out of the process is detailed in particular settings: criticality is
exemplified by the Aral Sea basin. More dramatic historical cases are
described by Diamond (2005). Curtailing growth in human numbers may
not be a sufficient change to deflect those outcomes, nor may it even be nec-
essary in some circumstances (as discussed below), but population increase
has usually been an exacerbating factor.

5. Institutional mediation

Most important links between population and environmental services are
institutionally contingent. Under some institutional arrangements — for
example, a strong management regime, well-defined property rights, or
effective community norms and sanctions — population growth in a region
need not adversely affect the local environment. Access to a limited
resource can be rationed or governed in some other way so that it is not
overused. Or the institutional forms may be such that the population
growth itself is prevented — by negative feedbacks halting natural increase
(an apparent condition found often in hunter-gatherer societies) or by
diverting the growth elsewhere, through migration. If this institutional
mediation ultimately proves inadequate to the task, the limits on the envir-
onmental services being drawn on would be exceeded and degradation
would ensue. This can happen well short of those limits if economic or
political change undermines a management regime or erodes norms and
sanctions. Excessive deforestation can often be traced to such institutional
breakdowns (or to ill-considered efforts at institutional reform) rather than
to population growth itself. In other cases, a resource may have been so
abundant that no management or sanctions were needed: that is a setting



Population and sustainability 135

where the familiar ‘tragedy of the commons’ may unfold as the number of
claimants to the resource or their exploitative abilities increases (see
Hardin, 1968).

An appreciable amount of literature now exists on these issues of insti-
tutional design, both theoretical and empirical, and ranging in scale from
local common-pool resources such as irrigation water or community forests
to the global environment (see, for example, Ostrom, 1990; Baden and
Noonan, 1998). Small common-pool resource systems receive most atten-
tion: a favourite example is the experience of Swiss alpine villages, where
social regulation limiting overgrazing has been maintained for many gen-
erations. Larger systems usually show less symmetry in participant involve-
ment and participant stakes: benefits can be appropriated by favoured
insiders, costs shed to outsiders. Judgement of sustainability in such cases
may depend on where a system’s boundaries are placed, and whether those
cost-shedding options can be curtailed (see McNicoll, 2002).

Physical spillover effects of human activity beyond the location of that
activity, such as downwind acid rain from industrial plants or down-
stream flooding caused by watershed destruction, present relatively
straightforward technical problems for design of a governance regime.
The greater difficulties are likely to be political. These can be formidable
even within a country, a fortiori where the environmental effects involve
degradation of a global commons. Population change here raises added
complications. Thus, in negotiating a regulatory regime to limit global
carbon emissions, anticipated population growth in a country can be
treated either as a foreordained factor to be accommodated by the
international community — occasioning a response analogous to political
redistricting in a parliamentary democracy — or treated wholly as a
domestic matter (an outcome of social policy) that should not affect
assignment of emission quotas.

Adverse effects of human activity can also be transferred from one
region to another through the normal economic relationships among soci-
eties, notably through trade. A poorer society may be more willing to incur
environmental damage in return for economic gain, or be less able to
prevent it. The concept of a community’s ‘ecological footprint’ was devel-
oped to account for such displaced effects by translating them back into
material terms, calculating the total area required to sustain each commu-
nity’s population and level of consumption (see Wackernagel and Rees,
1996, and, for criticism, Neumayer, 2003; see also Chapter 20). An implicit
presumption of environmental autarky would disallow rich countries
buying renewable resources from poor countries; notionally, if implausi-
bly, they could maintain their consumption by somehow reducing their
population.
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6. Population ageing and population decline

As noted earlier, the age composition of populations that emerge from the
transition to low mortality and fertility are heavily weighted toward the
elderly, and after transitional effects on the age distribution have worked
themselves out, actual declines in population numbers are likely. For
example, if fertility were to stay at the current European average of around
1.4 lifetime births per woman (0.65 births below the replacement level),
each generation will be about one-third smaller than its predecessor.
Change of that magnitude could not be offset by any politically feasible
level of immigration.

After the ecological damage associated with industrialization it might
be expected that the ending of the demographic transition would have
positive effects on sustainability. There are fewer additional people, or
even fewer people in total, and those there are will mostly live compactly
in cities and have the milder and perhaps more environmentally-friendly
consumption habits of the elderly. There may be scope for ecological
recovery. In Europe, for instance, the evidence suggests a strong expansion
in forested area is occurring as land drops out of use for cultivation
and grazing (Waggoner and Ausubel, 2001). The so-called environmental
Kuznets curve (see Chapter 15) — the posited inverted-U relationship
between income and degradation — gives additional grounds for environ-
mental optimism since post-transition societies are likely to be prosper-
ous. But there are countervailing trends as well. Household size tends to
diminish, for example, and small households, especially in sprawling
suburbs, are less efficient energy users (see O’Neill and Chen, 2002).
Moreover, ecosystem maintenance increasingly calls for active interven-
tion rather than simply halting damage. Mere neglect does not necessar-
ily yield restoration. Many human-transformed landscapes that have
valued productive or amenity qualities similarly require continuing main-
tenance. Expectations of strengthened environmentalism around the
world may not be borne out — preferences, after all, tend to adapt to real-
ities — and even a strong environmental ethic is powerless in the face of
irreversibilities.

Population decline, of course, can come about for reasons other than
post-transition demographic maturity: from wars or civil violence and
natural disasters, and (a potentially larger demographic threat) from epi-
demic disease (see Smil, 2005). These events too have implications for sus-
tainability, at least locally. Their effect is magnified to the degree they do
harm to the productive base of the economy (including its natural resource
base) and to the social institutions that maintain the coherence of a society
over time.
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7. Conclusions and research directions

Much of the research that would shed light on demographic aspects of sus-
tainability is best covered under the general heading of sustainable devel-
opment. This is largely true for the long-run changes that constitute the
demographic transition. To a considerable degree the transition is neither
an autonomous process nor policy-led, but a by-product of economic and
cultural change, and it is this latter that should be the research focus.
For example, in studies of rainforest destruction — a standard illustration
of adverse demographic-cum-development impact on the environment — a
basic characteristic of the system is precisely its demographic openness.
Demographic ‘pressure’ supposedly leads to land clearing for pioneer
settlement, but a broader research perspective would investigate the
economic incentives favouring that kind of settlement over, say, cityward
migration (Brazil’s rural population in 2005 was one-third smaller than
its 1970 peak). As to policy influence, migration and fertility might be
seen as potential candidates to be demographic control variables in a
population—economy—environment system, but even if they techni-
cally lie within a government’s policy space, aside from cross-border move-
ment most governments have very limited if any direct purchase over them.

While there may thus be less content in population and sustainabil-
ity than first appears, an important research agenda remains. A critical
subject, signalled above, is the design of governing institutions for
population—economy-environment systems, able to ensure sustainable
resource use. Those institutions are of interest at a range of system levels —
local, national and international — and are likely to entail intricate
combinations of pricing and rationing systems and means of enforcement.
At the local level, and possibly at other levels too, governing institutions
might seek to include measures aiming at the social control of population
growth.

A less elusive but similarly important research area concerns demog-
raphic effects on consumption. How resource- and energy-intensive will the
consumption future be, given what we know about the course of popula-
tion levels and composition? How do we assess substitutability in con-
sumption — say, between ‘real’ and ‘virtual’ environmental amenity? And,
well beyond the demographic dimension but still informed by it, are we, in
confronting sustainability problems, dealing with time-limited effects of a
population peaking later this century (with an additional 2-3 billion people
added to the world total) but then dropping, allowing some measure of
ecological recovery, or are we entering a new, destabilized environmental
era in which sustainability in any but the weakest sense is continually out
of reach?



138  Handbook of sustainable development

References

Arthur, W. Brian and Geoffrey McNicoll (1977), ‘Optimal growth with age dependence:
a theory of population policy’, Review of Economic Studies, 44(1): 111-23.

Baden, John A. and Douglas S. Noonan (eds) (1998), Managing the Commons, 2nd edn,
Bloomington, IN: Indiana University Press.

Becker, Gary S., Kevin M. Murphy and Robert Tamura (1990), ‘Human capital, fertility, and
economic growth’, Journal of Political Economy, 98: S12-S37.

Bongaarts, John (1992), ‘Population growth and global warming’, Population and
Development Review, 18: 299-319.

Burney, D.A. and T.F. Flannery (2005), ‘Fifty millennia of catastrophic extinctions after
human contact’, Trends in Ecology & Evolution, 20: 395-401.

Cohen, Joel (1995), How Many People Can the Earth Support?, New York: Norton.

Cole, Matthew A. and Eric Neumayer (2004), ‘Examining the impact of demographic factors
on air pollution’, Population and Environment, 26: 5-21.

Dasgupta, Partha (1993), An Inquiry into Well-Being and Destitution, Oxford: Clarendon
Press.

Demeny, Paul (1989), ‘Demography and the limits to growth’, in Michael S. Teitelbaum and
Jay M. Winter (eds), Population and Resources in Western Intellectual Traditions.
Supplement to Population and Development Review, New York: Population Council.

Diamond, Jared (2005), Collapse: How Societies Choose to Fail or Succeed, New York: Penguin.

Ehrlich, Paul R. and John P. Holdren (1972), ‘One-dimensional ecology’, Bulletin of the
Atomic Scientists, 28(June): 16-27.

Elvin, Mark (1993), ‘Three thousand years of unsustainable development: China’s environ-
ment from archaic times to the present’, East Asian History, (Canberra) No. 6.

Foley, Duncan K. (2000), ‘Stabilization of human populations through economic increasing
returns’, Economic Letters, 68: 309-17.

Greenhalgh, Susan (2005), ‘Missile science, population science: the origins of China’s one-
child policy’, China Quarterly, No. 182: 253-76.

Hardin, Garrett S. (1968), ‘“The tragedy of the commons’, Science, 162: 1243-48.

Holling, C.S. (1986), ‘The resilience of terrestrial ecosystems: local surprise and global
change’, in William C. Clark and R.E. Munn (eds), Sustainable Development of the
Biosphere, Cambridge: Cambridge University Press.

Janssen, Marco A. and Marten Scheffer (2004), ‘Overexploitation of renewable resources by
ancient societies and the role of sunk-cost effects’, Ecology and Society, 9(1): 6, www.
ecologyandsociety.org/vol9/iss 1/art6/.

Jevons, W. Stanley (1865), The Coal Question: An Enquiry Concerning the Progress of the
Nation, and the Probable Exhaustion of Our Coal-mines, London: Macmillan.

Kasperson, Jeanne X., Roger E. Kasperson and B.L. Turner II (eds) (1995), Regions at Risk:
Comparisons of Threatened Environments, Tokyo: United Nations University Press.

Keynes, John Maynard (1932), ‘Economic possibilities for our grandchildren’, in JM. Keynes,
Essays in Persuasion, London: Macmillan.

Lee, Ronald D. (1991), ‘Comment: the second tragedy of the commons’, in Kingsley Davis
and Mikhail S. Bernstam (eds), Resources, Environment, and Population, New York: Oxford
University Press.

Lutz, Wolfgang, Alexia Prskawetz and Warren Sanderson (eds) (2002), Population and
Environment: Methods of Analysis, Supplement to Population and Development Review,
New York: Population Council.

Lutz, Wolfgang, et al. (2002), ‘Population, natural resources, and food security: lessons from
comparing full and reduced-form models’, in W. Lutz, A. Prskawetz and W. Sanderson (eds)
(2002), Population and Environment: Methods of Analysis, New York: Population Council.

Maddison, Angus (2003), The World Economy: Historical Statistics, Paris: Organisation for
Economic Co-operation and Development.

McNicoll, Geoffrey (2002), ‘Managing population—environment systems: problems of insti-
tutional design’, in W. Lutz, A. Prskawetz and W. Sanderson (eds) (2002), Population and
Environment: Methods of Analysis, New York: Population Council, pp. 144-64.



Population and sustainability 139

Meadows, Donella, Jorgen Randers and Dennis Meadows (2004), The Limits to Growth: The
30-year Update, White River Junction, VT: Chelsea Green.

Meyerson, Frederick A.B. (1998), ‘Population, carbon emissions, and global warming: the
forgotten relationship at Kyoto’, Population and Development Review, 24: 115-30.

Mill, John Stuart (1848), Principles of Political Economy, London: Parker.

Millennium Ecosystem Assessment (2005), Ecosystems and Human Well-Being: Synthesis,
New York: Island Press.

Mills, Edwin S. and David M. de Ferranti (1971), ‘Market choices and optimum city size’,
American Economic Review, 61(Papers & Proceedings): 340-45.

Neumayer, Eric (2003), Weak versus Strong Sustainability: Exploring the Limits of Two Opposing
Paradigms, 2nd edn, Cheltenham, UK and Northampton, MA, USA: Edward Elgar.

O’Neill, Brian C. and Belinda S. Chen (2002), ‘Demographic determinants of household
energy use in the United States’, in W. Lutz, A. Prskawetz and W. Sanderson (eds) (2002),
Population and Environment: Methods of Analysis, New York: Population Council, pp. 53-8.

O’Neill, Brian C., F. Landis MacKellar and Wolfgang Lutz (2001), Population and Climate
Change, Cambridge: Cambridge University Press.

Ostrom, Elinor (1990), Governing the Commons: The Evolution of Institutions for Collective
Action, Cambridge: Cambridge University Press.

Pimental, David, et al. (1999), “Will limits of the Earth’s resources control human numbers?’,
Environment, Development and Sustainability, 1: 19-39.

Pitchford, J.D. (1974), Population in Economic Growth, New York: Elsevier.

Preston, Samuel H. (1994), Population and Environment: From Rio to Cairo, Liége:
International Union for the Scientific Study of Population.

Robbins, Lionel (1927), ‘“The optimum theory of population’, in T.E. Gregory and Hugh
Dalton (eds), London Essays in Economics in Honour of Edwin Cannan, London: Routledge.

Sauvy, Alfred (1952-54), Théorie Générale de la Population, Paris: Presses Universitaires de
France, 2 vols (translated as General Theory of Population, New York: Basic Books, 1969).

Simon, Julian L. (1977), The Economics of Population Growth, Princeton: Princeton
University Press.

Simon, Julian S. (1981), 2nd edn 1996, The Ultimate Resource, Princeton: Princeton
University Press.

Smil, Vaclav (1991), ‘Population growth and nitrogen: an exploration of a critical existential
link’, Population and Development Review, 17: 569-601.

Smil, Vaclav (2005), ‘The next 50 years: fatal discontinuities’, Population and Development
Review, 31: 201-36.

Song, Jian, Chi-Hsien Tuan and Jing-Yuan Yu (1985), Population Control in China: Theory
and Applications, New York: Praeger.

Tolley, George S. (1974), “The welfare economics of city bigness’, Journal of Urban Economics,
1: 324-45.

US National Research Council (1986), Population Growth and Economic Development: Policy
Questions, Washington, DC: National Academy Press.

Wackenagel, Mathis and William E. Rees (1996), Our Ecological Footprint: Reducing Human
Impact on the Earth’, Philadelphia: New Society Publishers.

Waggoner, Paul E. and Jesse H. Ausubel (2001), ‘How much will feeding more and wealthier
people encroach on forests?’, Population and Development Review, 27: 239-57.

Zimmermann, Klaus F. (ed.) (1989), Economic Theory of Optimal Population, Berlin:
Springer-Verlag.



9 Technological lock-in and the role
of innovation
Timothy J. Foxon

1. Sustainability and the need for technological innovation'

Despite increases in our understanding of the issues raised by the challenge
of environmental, social and economic sustainability, movement has been
frustratingly slow towards achieving levels of resource use and waste pro-
duction that are within appropriate environmental limits and provide
socially acceptable levels of economic prosperity and social justice.

As first described by Ehrlich and Holdren (1971), environmental impact
(1) of a nation or region may be usefully decomposed into three factors:
population (P), average consumption per capita, which depends on
affluence (4), and environmental impact per unit of consumption, which
depends on technology (7)), in the equation (identity) / = P X 4 X T.
Limiting growth in environmental impact and eventually reducing it to a
level within the earth’s ecological footprint (Chapter 20) will require
progress on all three of these factors. Chapter 8 discussed issues relating
to stabilizing population levels, and Chapter 16 addresses social and eco-
nomic issues relating to moving towards sustainable patterns of consump-
tion. This chapter discusses the challenge of technological innovation
required to achieve radical reductions in average environmental impact per
unit of consumption.

Section 2 argues that individual technologies, and their development, are
best understood as part of wider technological and innovation systems.
Section 3 examines how increasing returns to the adoption of technologies
may give rise to ‘lock-in’ of incumbent technologies, preventing the adop-
tion of potentially superior alternatives. Section 4 examines how similar
types of increasing returns apply to institutional frameworks of social rules
and constraints. Section 5 brings these two ideas together, arguing that
technological systems co-evolve with institutional systems. This may give
rise to lock-in of current techno-institutional systems, such as high carbon
energy systems, creating barriers to the innovation and adoption of more
sustainable systems. Section 6 examines the challenge for policy makers of
promoting innovation for a transition to more sustainable socio-economic
systems. Finally, Section 7 provides some conclusions and assesses the
implications for future research and policy needs.

140
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2. Understanding technological systems

The view that individual technologies, and the way they develop, are best
understood as part of wider technological and innovation systems was sig-
nificantly developed by studies in the late 1980s and early 1990s. In his
seminal work on development of different electricity systems, Hughes
(1983) showed the extent to which such large technical systems embody
both technical and social factors. Similarly, Carlsson and Stankiewicz
(1991) examined the ‘dynamic knowledge and competence networks’
making up technological systems. These approaches enable both stability
and change in technological systems to be investigated within a common
analytical framework. Related work examined the processes of innovation
from a systems perspective. Rather than being categorized as a one-way,
linear flow from R&D to new products, innovation is seen as a process of
matching technical possibilities to market opportunities, involving multiple
interactions and types of learning (Freeman and Soete, 1997). An innov-
ation system may be defined as ‘the elements and relationships which inter-
act in the production, diffusion and use of new, and economically-useful,
knowledge’ (Lundvall, 1992). Early work focused on national systems of
innovation, following the pioneering study of the Japanese economy by
Freeman (1988). In a major multi-country study, Nelson (1993) and col-
laborators compared the national innovation systems of 15 countries,
finding that the differences between them reflected different institutional
arrangements, including: systems of university research and training and
industrial R&D; financial institutions; management skills; public infra-
structure; and national monetary, fiscal and trade policies. Innovation is the
principal source of economic growth (Mokyr, 2002) and a key source of
new employment opportunities and skills, as well as providing potential for
realizing environmental benefits (see recent reviews by Kemp, 1997; Ruttan,
2001; Grubler et al., 2002 and Foxon, 2003).

The systems approach emphasizes the role of uncertainty and cognitive
limits to firms’ or individuals’ ability to gather and process information for
their decision-making, known as ‘bounded rationality’ (Simon, 1955; 1959).
Innovation is necessarily characterized by uncertainty about future markets,
technology potential and policy and regulatory environments, and so firms’
expectations of the future have a crucial influence on their present decision-
making. Expectations are often implicitly or explicitly shared between firms
in the same industry, giving rise to trajectories of technological development
which can resemble self-fulfilling prophecies (Dosi, 1982; MacKenzie, 1992).2

3. Technological lock-in
The view outlined above suggests that the development of technologies
both influences and is influenced by the social, economic and cultural
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setting in which they develop (Rip and Kemp, 1998; Kemp, 2000). This
leads to the idea that the successful innovation and take-up of a new tech-
nology depends on the path of its development — so-called ‘path depend-
ency’ (David, 1985), including the particular characteristics of initial
markets, the institutional and regulatory factors governing its introduction
and the expectations of consumers. Of particular interest is the extent to
which such factors favour incumbent technologies against newcomers.
Arthur examined increasing returns to adoption, that is positive feedbacks
which mean that the more a technology is adopted, the more likely it is to
be further adopted. He argued that these can lead to ‘lock-in’ of incumbent
technologies, preventing the take-up of potentially superior alternatives
(Arthur, 1989).

Arthur (1994) identified four major classes of increasing returns: scale
economies, learning effects, adaptive expectations and network economies,
which all contribute to this positive feedback that favours existing tech-
nologies. The first of these, scale economies, occurs when unit costs decline
with increasing output. For example, when a technology has large set-up or
fixed costs because of indivisibilities, unit production costs decline as they
are spread over increasing production volume. Thus, an existing technol-
ogy often has significant ‘sunk costs’ from earlier investments, and so, if
these are still yielding benefits, incentives to invest in alternative technolo-
gies to garner these benefits will be diminished. Learning effects act to
improve products or reduce their cost as specialized skills and knowledge
accumulate through production and market experience. This idea was first
formulated as ‘learning-by-doing’ (Arrow, 1962), and learning curves have
been empirically demonstrated for a number of technologies, showing unit
costs declining with cumulative production (IEA, 2000). Adaptive expect-
ations arise as increasing adoption reduces uncertainty and both users and
producers become increasingly confident about quality, performance and
longevity of the current technology. This means that there be may a lack of
‘market pull’ for alternatives. Network or co-ordination effects occur when
advantages accrue to agents adopting the same technologies as others (see
also Katz and Shapiro, 1985). This effect is clear, for example, in telecom-
munications technologies; for example the more that others have a mobile
phone or fax machine, the more it is in your advantage to have one (which
is compatible). Similarly, infrastructures develop based on the attributes of
existing technologies, creating a barrier to the adoption of alternative tech-
nologies with different attributes.

Arthur (1989) showed that, in a simple model of two competing techno-
logies, these effects can amplify small, essentially random, initial variations
in market share, resulting in one technology achieving complete market dom-
inance at the expense of the other — referred to as technological ‘lock-in’.
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He speculated that, once lock-in is achieved, this can prevent the take-up of
potentially superior alternatives. David and others performed a series of his-
torical studies, which showed the plausibility of arguments of path depend-
ence and lock-in. The most well-known is the example of the QWERTY
keyboard layout (David, 1985), which was originally designed to slow down
typists to prevent the jamming of early mechanical typewriters, and has now
achieved almost universal dominance, at the expense of arguably superior
designs. Another example is the ‘light water’ nuclear reactor design, which
was originally designed for submarine propulsion, but, following political
pressure for rapid peaceful use of nuclear technology, was adopted for the
first nuclear power stations and rapidly became the standard design in the US
(Cowan, 1990). Specific historical examples of path dependence have been
criticized, particularly QWERTY (Liebowitz and Margolis, 1995), as has the
failure to explain how ‘lock-in’ is eventually broken, but the empirical
evidence strongly supports the original theoretical argument (David, 1997).

4. Institutional lock-in

As described in section 2, the systems approach emphasizes that individual
technologies are not only supported by the wider technological system of
which they are part, but also by the institutional framework of social rules
and conventions that reinforces that technological system. To better under-
stand the development of such frameworks, insights may be drawn from
work in institutional economics, which is currently undergoing a renais-
sance (Schmid, 2004).

Institutions may be defined as any form of constraint that human beings
devise to shape human interaction (Hodgson, 1988). These include formal
constraints, such as legislation, economic rules and contracts, and informal
constraints, such as social conventions and codes of behaviour. There has
been much interest in the study of how institutions evolve over time, and
how this creates drivers and barriers for social change, and influences
economic performance. North (1990) argues that all the features identified
by Arthur as creating increasing returns to the adoption of technologies can
also be applied to institutions. New institutions often entail high set-up or
fixed costs. There are significant learning effects for organizations that arise
because of the opportunities provided by the institutional framework.
There are co-ordination effects, directly via contracts with other organiza-
tions and indirectly by induced investment, and through the informal
constraints generated. Adaptive expectations occur because increased preva-
lence of contracting based on a specific institutional framework reduces
uncertainty about the continuation of that framework. In summary, North
argues, ‘the interdependent web of an institutional matrix produces massive
increasing returns’ (North, 1990, p. 95).
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Building on this work, Pierson (2000) argues that political institutions
are particularly prone to increasing returns, because of four factors:
the central role of collective action; the high density of institutions; the pos-
sibilities for using political authority to enhance asymmetries of power; and
the complexity and opacity of politics. Collective action follows from the
fact that, in politics, the consequences of an individual or organization’s
actions are highly dependent on the actions of others. This means that insti-
tutions usually have high start-up costs and are subject to adaptive expect-
ations. Furthermore, because formal institutions and public policies place
extensive, legally binding constraints on behaviour, they are subject to
learning, co-ordination and expectation effects, and so become difficult to
change, once implemented. The allocation of political power to particular
actors is also a source of positive feedback. When actors are in a position
to impose rules on others, they may use this authority to generate changes
in the rules (both formal institutions and public policies) so as to enhance
their own power. Finally, the complexity of the goals of politics, as well as
the loose and diffuse links between actions and outcomes, make politics
inherently ambiguous and mistakes difficult to rectify. These four factors
create path dependency and lock-in of particular political institutions, such
as regulatory frameworks. This helps to explain significant features of insti-
tutional development: specific patterns of timing and sequence matter; a
wide range of social outcomes may be possible; large consequences may
result from relatively small or contingent events; particular courses of
action, once introduced, can be almost impossible to reverse; and, con-
sequently, political development is punctuated by critical moments or junc-
tures that shape the basic contours of social life.

5. Co-evolution of technological and institutional systems

The above ideas of systems thinking and increasing returns to both tech-
nologies and institutions may be combined, by analysing the process of
co-evolution of technological and institutional systems (Unruh, 2000;
Nelson and Sampat, 2001). As modern technological systems are deeply
embedded in institutional structures, the above factors leading to institu-
tional lock-in can interact with and reinforce the drivers of technological
lock-in.

Unruh (2000, 2002) suggests that modern technological systems, such as
the carbon-based energy system, have undergone a process of technologi-
cal and institutional co-evolution, driven by path-dependent increasing
returns to scale. He introduces the term ‘techno-institutional complex’
(TIC), composed of technological systems and the public and private insti-
tutions that govern their diffusion and use, and which become ‘inter-linked,
feeding off one another in a self-referential system’ (Unruh, 2000, p. 825).
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In particular, he describes how these techno-institutional complexes create
persistent incentive structures that strongly influence system evolution and
stability. Building on the work of Arthur (1989, 1994), he shows how the
positive feedbacks of increasing returns both to technologies and to
their supporting institutions can create rapid expansion in the early stages
of development of technology systems. However, once a stable techno-
institutional system is in place, it acquires a stability and resistance to
change. In evolutionary language, the selection environment highly favours
changes which represent only incremental changes to the current system,
but strongly discourages radical changes which would fundamentally alter
the system. Thus, a system which has benefited from a long period of
increasing returns, such as the carbon-based energy system, may become
‘locked-in’, preventing the development and take-up of alternative tech-
nologies, such as low carbon, renewable energy sources. The work of
Pierson (2000) on increasing returns to political institutions, discussed in
Section 4, is particularly relevant here. Actors, such as those with large
investments in current market-leading technologies, who benefit from the
current institutional framework (including formal rules and public policies)
will act to try to maintain that framework, thus contributing to the lock-in
of the current technological system.

Unruh uses the general example of the electricity generation TIC, and
we can apply his example to the particular case of the UK electricity
system. In this case, institutional factors, driven by the desire to satisfy
increasing electricity demand and a regulatory framework based on
increasing competition and reducing unit prices to the consumer, fed
back into the expansion of the technological system. In the UK, institu-
tional change (liberalization of electricity markets) led to the so-called
‘dash for gas’ in the 1990s — a rapid expansion of power stations using gas
turbines. These were smaller and quicker to build than coal or nuclear
power stations, thus generating quicker profits in the newly-liberalized
market. The availability of gas turbines was partly the result of this tech-
nology being transferred from the aerospace industry, where it had
already benefited from a long period of investment (and state support)
and increasing returns. This technological change reinforced the institu-
tional drivers to meet increasing electricity demands by expanding
generation capacity, rather than, for example, creating stronger incentives
for energy efficiency measures. Such insights were employed in a recent
study of current UK innovation systems for new and renewable energy
technologies (ICEPT/E4Tech, 2003; Foxon et al., 2005a). There it was
argued that institutional barriers are leading to systems failures prevent-
ing the successful innovation and take-up of a wider range of renewable
technologies.
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6. Promoting innovation for a transition to more sustainable
socio-economic systems

We conclude by examining some of the implications of this systems view
of technological change and innovation for policy making aiming to
promote a transition to more sustainable socio-economic systems. As we
have argued, individual technologies are not only supported by the wider
technological system of which they are part, but also the institutional
framework of social rules and conventions that reinforces that technologi-
cal system. This can lead to the lock-in of existing techno-institutional
systems, such as the high carbon fossil-fuel based energy system. Of course,
lock-in of systems does not last for ever, and analysis of examples of his-
torical change may usefully increase understanding of how radical systems
change occurs.

A useful framework for understanding how the wider technological
system constrains the evolution of technologies is provided by the work on
technological transitions by Kemp (1994) and Geels (2002). Kemp (1994)
proposed three explanatory levels: technological niches, socio-technical
regimes and landscapes. The basic idea is that each higher level has a greater
degree of stability and resistance to change, due to interactions and link-
ages between the elements forming that configuration. Higher levels then
impose constraints on the direction of change of lower levels, reinforcing
technological trajectories (Dosi, 1982).

The idea of a socio-technical regime reflects the interaction between the
actors and institutions involved in creating and reinforcing a particular
technological system. As described by Rip and Kemp (1998): ‘A socio-
technical regime is the rule-set or grammar embedded in a complex of
engineering practices; production process technologies; product character-
istics, skills and procedures; ways of handling relevant artefacts and
persons; ways of defining problems; all of them embedded in institutions
and infrastructures.” This definition makes it clear that a regime consists in
large part of the prevailing set of routines used by the actors in a particu-
lar area of technology.

A landscape represents the broader political, social and cultural values
and institutions that form the deep structural relationships of a society. As
such, landscapes are even more resistant to change than regimes.

In this picture of the innovation process, whereas the existing regime gen-
erates incremental innovation, radical innovations are generated in niches.
As a regime will usually not be totally homogeneous, niches occur, pro-
viding spaces that are at least partially insulated from ‘normal’ market
selection in the regime: for example, specialized sectors of the market or
locations where a slightly different institutional rule-set applies. Such
niches can act as ‘incubation rooms’ for radical novelties (Schot, 1998).
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Niches provide locations for learning processes to occur, and space to build
up the social networks that support innovations, such as supply chains
and user—producer relationships. The idea of promoting shifts to more sus-
tainable regimes through the deliberate creation and support of niches,
so-called ‘strategic niche management’ has been put forward by Kemp and
colleagues (Kemp et al., 1998). This idea, that radical change comes from
actors outside the current mainstream, echoes work on ‘disruptive innov-
ation’ in the management literature (Utterback, 1994; Christensen, 1997).
Based on a number of historical case studies, this argues that firms that are
successful within an existing technological regime typically pursue only
incremental innovation within this regime, responding to the perceived
demands of their customers. They may then fail to recognize the potential
of a new innovation to create new markets, which may grow and eventually
replace those for the existing mainstream technology.

Geels (2002, 2005) examined a number of technological transitions, for
example that from sailing ships to steamships, using the three-level niche,
regime, landscape model introduced above (see also Elzen et al., 2004). He
argued that novelties typically emerge in niches, which are embedded in, but
partially isolated from, existing regimes and landscapes. For example,
transatlantic passenger transport formed a key niche for the new steamship
system. If these niches grow successfully, and their development is reinforced
by changes happening more slowly at the regime level, then it is possible that
a regime shift will occur. Geels argues that regime shifts, and ultimately tran-
sitions to new socio-technological landscapes, may occur through a process
of niche-cumulation. In this case, radical innovations are used in a number
of market niches, which gradually grow and coalesce to form a new regime.

Building on this work, Kemp and Rotmans (2005) proposed the concept
of transition management. This combines the formation of a vision and
strategic goals for the long-term development of a technology area, with
transition paths towards these goals and steps forward, termed experi-
ments, that seek to develop and grow niches for more sustainable techno-
logical alternatives. The transition approach was adopted in the Fourth
Netherlands Environmental Policy Plan, and the Dutch Ministry of
Economic Affairs (2004) is now applying it to innovation in energy policy.
The Ministry argues that this involves a new form of concerted action
between market and government, based on:

® Relationships built on mutual trust: Stakeholders want to be able to
rely on a policy line not being changed unexpectedly once adopted,
through commitment to the direction taken, the approach and the
main roads formulated. The government places trust in market
players by offering them ‘experimentation space’.
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® Partnership: Government, market and society are partners in the
process of setting policy aims, creating opportunities and undertak-
ing transition experiments, for example through ministries setting up
‘one stop shops’ for advice and problem solving.

® Brokerage: The government facilitates the building of networks and
coalitions between actors in transition paths.

® Leadership: Stakeholders require the government to declare itself
clearly in favour of a long-term agenda of sustainability and innov-
ation that is set for a long time, and to tailor current policy to it.

In investigating some of the implications of the above ideas for policy
making to promote more sustainable innovation, a couple of case studies (of
UK low carbon energy innovation and of EC policy-making processes that
support alternative energy sources in vehicles) and a review of similar policy
analyses in Europe (Rennings et al., 2003) and the US (Alic et al., 2003) are
worth considering. Foxon et al. (2005b) outlines five guiding principles for
sustainable innovation policy based on the findings of these studies.

The first guiding principle argues for the development of a sustainable
innovation policy regime that brings together appropriate strands of current
innovation and environmental policy and regulatory regimes, and is situ-
ated between high-level aspirations (for example promoting sustainable
development) and specific sectoral policy measures (for example a tax on
non-recyclable materials in automobiles). This would require the creation
of a long-term, stable and consistent strategic framework to promote a tran-
sition to more sustainable systems, seeking to apply the lessons that might
be gleaned from experience with the Dutch Government’s current
“Transition Approach’.

The second guiding principle proposes applying approaches based on
systems thinking and practice, in order to engage with the complexity and
systemic interactions of innovation systems and policy-making processes.
This type of systems thinking can inform policy processes, through the
concept of ‘systems failures’ as a rationale for public policy intervention
(Edquist, 1994; 2001; Smith, 2000), and through the identification and use
of ‘techno-economic’ and ‘policy’ windows of opportunity (Nill, 2003;
2004; Sartorius and Zundel, 2005). It also suggests the value of promoting
a diversity of options to overcome lock-in of current systems, through the
support of niches in which learning can occur, the development of a skills
base, the creation of knowledge networks, and improved expectations of
future market opportunities.

The third guiding principle advances the procedural and institutional
basis for the delivery of sustainable innovation policy, while acknowledg-
ing the constraints of time pressure, risk-aversion and lack of reward for
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innovation faced by real policy processes. Here, government and industry
play complementary roles in promoting sustainable innovation, with gov-
ernment setting public policy objectives informed by stakeholder consulta-
tion and rigorous analysis, and industry providing the technical knowledge,
resources and entrepreneurial spirit to generate innovation. Public—private
institutional structures, reflecting these complementary roles, could be
directed at specific sectoral tasks for the implementation of sustainable
innovation, and involve a targeted effort to stimulate and engage sustain-
able innovation ‘incubators’.

The fourth guiding principle promotes the development of a more inte-
grated mix of policy processes, measures and instruments that would cohere
synergistically to promote sustainable innovation. Processes and criteria for
improvement could include: applying sustainability indicators and sustain-
able innovation criteria; balancing benefits and costs of likely economic,
environmental and social impacts; using a dedicated risk assessment tool;
assessing instruments in terms of factors relevant to the innovation process;
and applying growing knowledge about which instruments work well or
poorly together, including in terms of overlapping, sequential implementa-
tion or replacement (Porter and van der Linde, 1995; Gunningham and
Grabowsky, 1998; Makuch, 2003a; 2003b).

The fifth guiding principle is that policy learning should be embedded in
the sustainable innovation policy process. This suggests the value of pro-
viding a highly responsive way to modulate the evolutionary paths of sus-
tainable technological systems and to mitigate the unintended harmful
consequences of policies. This would involve monitoring and evaluation of
policy implementation, and the review of policy impacts on sustainable
innovation systems.

7. Conclusions and ways forward

This chapter has reviewed issues relating to the role of technological change
and innovation in moving societies towards greater sustainability. Though
the importance of technologies in helping to provide sustainable solutions
is often promoted by commentators from all parts of the political spec-
trum, policy measures to promote such innovation have frequently failed to
recognize the complexity and systemic nature of innovation processes. As
we have seen, increasing returns to adoption in both technological systems
and in supporting institutional systems may lead to lock-in, creating barri-
ers to the innovation and deployment of technological alternatives.

This emerging understanding of innovation systems and how past tech-
nological transitions have occurred could provide insight into approaches
for promoting radical innovation for greater sustainability, for example,
through the support of niches and a diversity of options. However, efforts
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to steer or modulate such a transition will also require significant institu-
tional change in many countries. For example, the UK policy style has been
based largely on centralized decision-making processes and heavy empha-
sis on the use of market-based instruments without addressing other insti-
tutional and knowledge factors relating to the creation of markets for new
technologies. This contrasts with a policy style of more decentralized and
public—private collaborative decision-making, which has enabled the
Netherlands to become a leader in practising and learning how a technol-
ogy transition for sustainability could be promoted. Further practical
experience and analysis will be needed for the implementation of the above
ideas and principles for promoting sustainable innovation to overcome
technological and institutional lock-in.

Notes

1. I would like to thank Peter Pearson, Zen Makuch and Macarena Mata for fruitful interac-
tions in the course of work leading up to this chapter and to the UK Economic and Social
Research Council (ESRC)’s Sustainable Technologies Programme for support of that work.

2. The most well-known example is ‘Moore’s law’, that the number of components on state-
of-the-art microchips, and so the computing power, will double every 12—18 months. This
widely known ‘law’, formulated in 1964, has held remarkably well from the first transis-
tor in 1959 to present day chips, and may have guided the efforts of innovators in the
semiconductor industry. See: www.intel.com/research/silicon/mooreslaw.htm

References

Alic, J., D. Mowery and E. Rubin (2003), U.S. Technology and Innovation Policies: Lessons for
Climate Change, Pew Center on Global Climate Change.

Arrow, K. (1962), ‘The economic implications of learning by doing’, Review of Economic
Studies, 29: 155-73.

Arthur, W.B. (1989), ‘Competing technologies, increasing returns, and lock-in by historical
events’, The Economic Journal, 99: 116-31.

Arthur, W.B. (1994), Increasing Returns and Path Dependence in the Economy, Ann Arbor:
University of Michigan Press.

Carlsson, B. and R. Stankiewicz (1991), ‘On the nature, function and composition of techno-
logical systems’, Journal of Evolutionary Economics, 1: 93—-118.

Christensen, C. (1997), The Innovator’s Dilemma: When New Technologies Cause Great Firms
to Fail, Boston: Harvard Business School Press.

Cowan, R. (1990), ‘Nuclear power reactors: a study in technological lock-in’, Journal of
Economic History, 50: 801-14.

David, P. (1985), ‘Clio and the economics of QWERTY’, American Economic Review,
75: 332-17.

David, P. (1997), ‘Path dependence and the quest for historical economics: One more chorus
in the ballad of QWERTY”, Discussion Papers in Economic and Social History, Number 20,
University of Oxford.

Dosi, G. (1982), ‘Technological paradigms and technological trajectories’, Research Policy,
11: 147-62.

Edquist, C. (1994), “Technology policy: the interaction between governments and markets’, in
G. Aichholzer and G. Schienstock (eds), Technology Policy: Towards an Integration of Social
and Ecological Concerns, Berlin: Walter de Gruyter.

Edquist, C. (2001), ‘Innovation policy — a systemic approach’, in D. Archibugi and
B-A. Lundvall (eds), The Globalizing Learning Economy, Oxford: Oxford University Press.



Technological lock-in and the role of innovation 151

Ehrlich, P. and J. Holdren (1971), ‘Impact of population growth’, Science, 171: 1212-17.

Elzen, B., F. Geels and K. Green (eds) (2004), System Innovation and the Transition to
Sustainability: Theory, Evidence and Policy, Cheltenham, UK and Northampton, MA,
USA: Edward Elgar.

Foxon, T.J. (2003), Inducing Innovation for a Low-carbon Future: Drivers, Barriers, and Policies,
London: The Carbon Trust, also available at www.thecarbontrust.co.uk/Publications/pub-
licationdetail.htm?productid=CT-2003-07.

Foxon, T.J. and R. Kemp (2007), ‘Innovation impacts of environmental policies’, in D. Marinova,
D. Annandale and J. Phillimore (eds), International Handbook on Environment and Technology
Management, Cheltenham, UK and Northampton, MA, USA: Edward Elgar, pp. 119-39.

Foxon, T.J., R. Gross, A. Chase, J. Howes, A. Arnall and D. Anderson (2005a), “The UK
innovation systems for new and renewable energy technologies’, Energy Policy, 33(16):
2123-37.

Foxon, T.J., P. Pearson, Z. Makuch and M. Mata (2005b), ‘Transforming policy processes to
promote sustainable innovation: some guiding principles’, Report for policy-makers, March
2005, Imperial College London, available at www.sustainabletechnologies.ac.uk/PDF/
project%20reports/SI_policy_guidance_final_version.pdf.

Freeman, C. (1988), ‘Japan: a new national system of innovation?’, in G. Dosi, C. Freeman,
R. Nelson, G. Silverberg and L. Soete (1988), Technical Change and Economic Theory,
London: Pinter Publishers.

Freeman, C. and L. Soete (1997), The Economics of Industrial Innovation, 3rd edn, London:
Pinter.

Geels, F. (2002), “Technological transitions as evolutionary reconfiguration processes: a multi-
level perspective and a case-study’, Research Policy, 31: 1257-74.

Geels, F. (2005), Technological Transitions and System Innovations: A Co-evolutionary and
Socio-Technical Analysis, Cheltenham, UK and Northampton, MA, USA: Edward Elgar.

Grubler, A., N. Nakicenovic and W.D. Nordhaus (2002), Technological Change and the
Environment, RFF Press, Resources for the Future, Washington DC and International
Institute for Applied Systems Analysis (IIASA), Laxenburg, Vienna.

Gunningham, N. and P. Grabosky (1998), Smart Regulation. Designing Environmental Policy,
Oxford: Clarendon Press.

Hodgson, G. (1988), Economics and Institutions, Cambridge: Polity Press.

Hughes, T. (1983), Networks of Power, Baltimore: Johns Hopkins University Press.

ICEPT & E4Tech (2003), “The UK innovation systems for new and renewable energy tech-
nologies’, Report for UK DTI, June 2003, www.dti.gov.uk/files/file22069.pdf.

International Energy Agency (IEA) (2000), Experience Curves for Energy Technology Policy,
Paris: OECD.

Katz, M. and C. Shapiro (1985), ‘Network externalities, competition and compatibility’,
American Economic Review, 75(3): 424-40.

Kemp, R. (1994), ‘“Technology and the transition to environmental sustainability: the problem
of technological regime shifts’, Futures, 26: 1023-46.

Kemp, R. (1997), Environmental Policy and Technical Change: A Comparison of the Technological
Impact of Policy Instruments, Cheltenham, UK and Northampton, MA, USA: Edward Elgar.

Kemp, R. (2000), ‘“Technology and environmental policy — innovation effects of past policies
and suggestions for improvement’, Paper for OECD Workshop on Innovation and
Environment, 19 June, Paris.

Kemp, R. and J. Rotmans (2005), ‘The management of the co-evolution of technical, envir-
onmental and social systems’, in Matthias Weber and Jens Hemmelskamp (eds), Towards
Environmental Innovation Systems, Berlin: Springer Verlag.

Kemp, R., JW. Schot and R. Hoogma (1998), ‘Regime shifts to sustainability through
processes of niche formation: the approach of strategic niche management’, Technology
Analysis and Strategic Management, 10: 175-96.

Liebowitz, S.J. and S.E. Margolis (1995), ‘Path dependence, lock in, and history’, Journal of
Law, Economics and Organisation, 11: 205-26.

Lundvall, B-A. (ed.) (1992), National Systems of Innovation: Towards a Theory of Innovation
and Interactive Learning, London: Pinter Publishers.



152 Handbook of sustainable development

MacKenzie, D. (1992), ‘Economic and sociological explanations of technological change’, in
R. Coombs, P. Saviotti and V. Walsh (eds), Technological Change and Company Strategies:
Economic and Sociological Perspectives, Academic Press, (re-printed in D. MacKenzie
(1996), Knowing Machines: Essays on Technical Change, Cambridge, Mass: MIT Press).

Makuch, Z. (2003a), ‘Smart regulation and the revised batteries directive: the future of volun-
tary agreements’, European Environmental Law Review, August/September, 12(8/9): 225-56.

Makuch, Z. (2003b), ‘Smart regulation and the revised batteries directive: legislated taxation
systems and collection schemes’, European Environmental Law Review, 12(10): 257-88.

Ministry of Economic Affairs (The Netherlands) (2004), ‘Innovation in Energy Policy —
energy transition: state of affairs and way ahead’, available at www.energietransitie.nl.

Mokyr, J. (2002), ‘Innovation in an historical perspective: tales of technology and evolution’,
in B. Steil, D. Victor and R. Nelson (eds), Technological Innovation and Economic
Performance, Princeton: Princeton Univeristy Press.

Nelson, R. (1993), National Innovation Systems: A comparative analysis, New York: Oxford
University Press.

Nelson, R. and B. Sampat (2001), ‘Making sense of institutions as a factor shaping economic
performance’, Journal of Economic Behaviour & Organization, 44: 31-54.

Nill, J. (2003), “Windows of sustainability opportunities — determinants of techno-economic
time windows and conditions under which environmental innovation policy can utilise them’,
Paper for the DRUID PhD Winter 2003 Conference, Aalborg, Denmark, January.

Nill, J. (2004), ‘Time strategies of transitions and the transformed role of subsidies as envir-
onmental innovation policy instrument’, in K. Jacob, M. Binder and A. Wieczorek (eds),
Proceedings of the 2003 Berlin Conference on the Human Dimensions of Global Environmental
Change, Environmental Policy Research Centre: Berlin, pp. 295-307, www.fu-berlin.de/ffu/
akumwelt/bc2003/proceedings/295%20-%20307%20nill.pdf.

North, D.C. (1990), Institutions, Institutional Change and Economic Performance, Cambridge:
Cambridge University Press.

Pierson, P. (2000), ‘Increasing returns, path dependence, and the study of politics’, American
Political Science Review, 94(2): 251-67.

Porter, M. and C. van der Linde (1995), ‘Green and competitive: ending the stalemate’,
Harvard Business Review, 73(5): 120-34.

Rennings, K., R. Kemp, M. Bartolomeo, J. Hemmelskamp and D. Hitchens (2003), Blueprints
for an Integration of Science, Technology and Environmental Policy (BLUEPRINT ), Final
Report of 5th Framework Strata project, available at www.insme.info/documenti/
blueprint.pdf.

Rip, A. and R. Kemp (1998), ‘Technological change’, in S. Rayner and E.L. Malone (eds),
Human Choices and Climate Change, Vol. 2, Columbus, Ohio: Battelle Press.

Ruttan, V.W. (2001), Technology, Growth and Development: An Induced Innovation, Perspective,
New York: Oxford University Press.

Sartorius, C. and S. Zundel (eds) (2005), Time Strategies, Innovation and Environmental Policy,
Cheltenham, UK and Northampton, MA, USA: Edward Elgar.

Schmid, A. (2004), Conflict and Cooperation. Institutional and Behavioral Economics, Oxford:
Blackwell Publishing.

Schot, J. (1998), ‘The usefulness of evolutionary models for explaining innovation: the case of
the Netherlands in the nineteenth century’, History of Technology, 14: 173-200.

Simon, H.A. (1955), ‘A behavioral model of rational choice’, Quarterly Journal of Economics,
69: 1-18.

Simon, H.A. (1959), ‘“Theories of decision making in economics’, American Economic Review,
49: 258-83.

Smith, K. (2000), ‘Innovation as a systemic phenomenon: Rethinking the role of policy’,
Enterprise & Innovation Management Studies, 1(1): 73-102.

Unruh, G.C. (2000), ‘Understanding carbon lock in’, Energy Policy, 28: 817-30.

Unruh, G.C. (2002), ‘Escaping carbon lock in’, Energy Policy, 30: 317-25.

Utterback, J.M. (1994), Mastering the Dynamics of Innovation: How Companies can Seize
Opportunities in the Face of Technological Change, Boston: Harvard Business School Press.



PART II1I

INTERGENERATIONAL
EQUITY AND THE
SOCIAL DIMENSION






10 Distribution, sustainability and
environmental policy
Geoffrey Heal and Bengt Kristrom

1. Introduction'
The purpose of environmental policy is to change consumption and pro-
duction patterns in ways that enhance welfare, broadly interpreted. Policy
change will, inevitably, create ‘winners’ and ‘losers’ among the economy’s
households and firms. Indeed, the daily drama of environmental policy
typically involves making hard choices rather than implementing ‘win—-win’
policies. In any realistic setting environmental policy imposes both gains
and losses. How to weigh together such gains and losses in practice remains
a subtle and difficult issue that has been handled rather cavalierly in the
modern environmental economics literature. Or so we will argue.
Nevertheless, interest in distributional issues is re-appearing in our field
for several reasons. A direct reason for being concerned with environmen-
tal policy and distribution is that an understanding of distributional
impacts allows the shaping of policy packages that are more likely to be
accepted by the public. Policy makers may also be more likely to accept, for
example, incentive-based instruments if distributional issues are given
serious attention. Hourcade (2001, p. 1) discusses the practical difficulties
of implementing the Kyoto protocol, observing that

finishing the ‘Kyoto business’ reveals additional fundamental difficulties stem-
ming from the fact that the ‘cap and trade’ approach was too often interpreted
as an ‘open sesame’ solution. This would be the case if the world was an
homogenous ‘tabula rasa’ as in the simple models for first year economics stu-
dents. But it is increasingly clear that the real world is full of complexities in the
form of sectoral heterogeneities and country specifics.

Thus, if we shed light on how environmental policy maps into conse-
quences for different households, firms, sectors, countries and even
different generations, we obtain a richer basis for making decisions.

But perhaps the most pertinent reasons for an economist to give more
attention to equity issues are to be found at the conceptual level. Econ-
omists have routinely relied on the possibility of separating efficiency and
equity. This separation rests on assumptions that are likely to be violated
when market failures such as externalities, information asymmetries and
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public goods enter the analysis. McGuire and Aaron (1969) argued that the
separation is often not possible when dealing with publicly funded public
goods. Stiglitz’s (1995) analysis of information failures and Brown and
Heal’s (1979) paper on increasing returns to scale are contributions with the
same basic message; the separation between efficiency and equity rests on
assumptions that need to be scrutinized. An important lesson from modern
economic theory on market failures is that we really need to study efficiency
and equity together.

When the separation theorem does not hold, who wins and who loses
from a certain policy change becomes important, if not critical, in applied
welfare analysis. The Kaldor-Hicks criterion, widely used in cost-benefit
analysis, is based on sums of benefits and costs. A positive net sum of bene-
fits and costs suggests that potential compensation is possible and that the
change makes the total cake bigger. In a sense this criterion holds the
essence of the separation idea; the cake is made larger and compensations
potentially exist to take care of any distributional problem. We will discuss
this idea in more detail below.

There are also a number of interesting other developments in economics
and econometrics that highlight the need for careful scrutiny of equity
issues. For example, endogenous growth theory sheds light on why eco-
nomic growth may depend on the distribution of income under certain
market failures, see for example Perotti (1996). Because there are complex
connections between sustainability and economic growth, a scrutiny of dis-
tributional issues is not without interest for environmental economists. An
extension of recent work on the environment-growth nexus adds the dis-
tribution of power; are environmental problems less severe in more equal
and more democratic countries? See for example Boyce (2002) for a
summary of this work.

Furthermore, in the literature on assessing the benefits and costs of
public programs, distributional information has been given a more pro-
minent place. Carneiro, Hansen and Heckman (2002, p. 1) observe that
‘modern welfare economics emphasizes the importance of accounting for
the impact of public policy on distribution of outcomes’.

There may well be other reasons to explain why distributional issues are
now returning to the frontlines of research in environmental economics
(and in other areas of economics as well, see for example Atkinson and
Bourguignon, 1998). Suffice it to note here that a recent OECD volume
edited by Serret and Johnstone (2006) contains a useful summary of
recent relevant work. To be sure, there is a very substantial amount of lit-
erature on environmental equity, involving for example siting issues, but
because this literature is mainly outside economics we shall sidestep it here
(see Chapter 11).



Distribution, sustainability and environmental policy 157

If we accept the position that it is of interest to study equity per se in
environmental economics, the natural next step is to ask what economics
has to offer in this regard. While economics provides a crisp and useful
working definition of an efficient environmental policy, it cannot claim to
offer a final resolution to just what a ‘fair’ environmental policy entails.
Rather, it offers a structured way of thinking about distributional issues
and suggests ways of disentangling them empirically. Our goal, as well as
our space here, is limited and we shall be content with beginning a discus-
sion of a conceptual framework for thinking about sustainability and dis-
tribution.? We will also try to summarize some salient insights from the
empirical literature.

Section 2 discusses the intergenerational dimension of the problem in
terms of sustainable welfare measurement. We then turn to the intragener-
ational issues in section 3. We use a three-layer perspective (individual agent,
individual market, sector/general equilibrium). Section 4 gives a brief over-
view of empirics. Section 5 concludes.

2. Inter-generational equity

The current literature on dynamic welfare measurement is mainly based on
representative agent models, to permit sharp focus on the intergenerational
issues. It also provides a useful starting point for pinning down the sus-
tainability concept.? If we want to shed empirical light on distributional
issues in an intertemporal world, the question is: what should we measure?
The answer to this question is not independent of social objectives; what
should we maximize? In turn, this boils down to pinning down a particular
view about how resources should be distributed among different gener-
ations. Mostly, the results have been obtained within a utilitarian frame-
work, where a weighted sum of utilities is maximized.

A key concept is the state valuation function which measures the present
value of all future welfare on an optimal path. We can think of this as a
kind of generalized (but not observable) measure of wealth. It provides a
natural candidate for a sustainability index; if the sum of welfare is non-
decreasing over time on an efficient but not necessarily optimal path, devel-
opment can be defined as sustainable.

One important forerunner to this literature was Samuelson (1961), who
suggested that wealth-like measures were more useful than income mea-
sures, in assessing the (long-run) prosperity of the economy. As is well-
known the discussion about the merits of wealth as a measure of prosperity
dates back to contributions by Fisher, Lindahl and Hicks.

There are two alternative measures of wealth, the value of capital
stocks at shadow prices and the present value of all future consumption.
Samuelson (1961) discussed the latter but found no way of operationalizing
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this idea. Recently, Heal and Kristrom (2005a) showed that this wealth
measure is closely linked to the sum of welfare and its change over time.
Furthermore, the change of the sum of all future utilities over time can be
measured by (comprehensive) net investment. This is the genuine savings
concept that the World Bank has promoted over the last years (see Chapters
3 and 18 for more discussion). It is impossible here to go into any detail
about the properties of these measures, let alone the underlying assump-
tions. Asheim (forthcoming) provides a detailed taxonomy of assumptions
and results, to which the interested reader is referred for a concise summary.
Heal and Kristrom (2005b) presents a literature review.

In short, by looking at comprehensive measures of how our capital
stocks are changing over time, we obtain potentially useful information
about the long-run prosperity of the economy and its sustainability. Such
measures shed some light on intergenerational equity and tell us something
about whether or not we are currently ‘over-using’ our resource base. At
present, empirical studies have mostly focused on aggregate data and there-
fore only address the question of whether the economy as a whole is ‘over-
using’ its resource base. We next add the intragenerational dimension of the
problem.

3. Intra-generational equity

Because, as noted, the literature on dynamic welfare measurement is pri-
marily based on the representative agent framework it has little to say about
intragenerational distribution. One way of extending the standard Ramsey
model is to introduce a social welfare function, as in Aronsson and Lofgren
(1999). If social welfare is optimally distributed within each generation at
each point in time, we are back to the standard results of the representative
agent model. The reason is that society is indifferent to a small redistribu-
tion of individual utilities in the vicinity of the social optimum.

Whether a policy is regressive or progressive, affects a certain ethnic group
disproportionally or hampers children in other ways than adults, is of little
interest in an idealized society at the global optimum. Costless transfers are,
in a sense, available, so that ‘winners’ can compensate ‘losers’ across and
within generations. Loosely speaking, this is why an increase of a compre-
hensive income measure, such as ‘green NNP’, may be a sign-preserving
measure of social welfare change, even when taking distributional issues
into account.

However, Aronsson and Lofgren (1999) shows that if the economy is far
away from the social welfare optimum, ‘green NNP’ is not a sign-preserving
measure of welfare. From the static case we know that a policy is welfare-
improving if the weighted sum of compensating (equivalent) variation is
positive, see for example Johansson (1993). The weights are social weights
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indicating the relative social value of giving one unit of welfare to a particu-
lar household or household group. The Kaldor-Hicks compensation
criteria provide sign-preserving measures of social welfare only when the
weights are assumed to be equal or, in other words, when income is
distributed optimally. An excellent account of the debate around social
weights in cost—benefit analysis and the connection to the Kaldor—Hicks cri-
terion can be found in Persky (2001).

The upshot of all this is that it is useful to have a framework within which
we can shed light on the impacts of environmental policy at a detailed level.
We describe such a framework in what follows.

We begin by examining impacts of environmental policy at the house-
hold/firm level. We then examine how a subset of households and firms
interact in one particular market and proceed to analyse the interaction of
a subset of markets in a given sector. Finally, we end at the level of the
economy, in which all markets interact. This framework, developed in more
detail in Kristrém (2006) and followed closely below, focuses mostly on an
increasingly complex interaction between markets and agents. We shall end
by sketching one possible way of including connections between ecological
and economic systems in a dynamic general equilibrium setting.

The individual household and firm

We begin with the household and first look at costs and very briefly comment
on the benefits of environmental policy. We focus on environmental policy,
even though it is clear that the distributional impacts of natural resources
policy may be very important. A useful framework for analysing the distribu-
tional impacts of resource policy is developed in Rose et al. (1998).

To a first-order approximation, one could define the cost of, for example,
an environmental tax by looking at the price change only; one multiplies
the gross price change with the current consumption level or with the post-
change level. This first is an upper bound, because households invariably
are price-responsive and cut their consumption. A lower bound on the cost
can be obtained by taking the consumption level after adjustment and
multiplying this with the price change. This is an underestimate of the true
economic cost, because it assumes that the household attaches no value to
the consumption that gets lost in the adjustment. The upper and lower
bound calculated in the way suggested will always bound the true economic
cost, which is the loss in consumer surplus.

To fix ideas, consider the many ways in which a household may be
affected by changes of aspiration levels in environmental policy.

® The price of a ‘directly linked’ good is affected. For example, a carbon
tax will raise the price of fossil fuels. Thus, transportation and
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heating costs are directly affected. These will, in turn, vary across
households in several dimensions, including preferences, income, the
prices of other goods, regionally and so on.

® Prices of other goods change. The household will also be affected as
the relative prices of other goods are affected, following market
adjustments.

® Income from work. Increased stringency of environmental policy may
lead to significant losses of income, at least in the short-run, as some
firms are shut down.

® Other income may be affected. Because households are owners of all
firms, profits affect household income. In addition, income from
certain natural assets may also be affected by natural resource pol-
icies, for example changes in forestry laws or zoning restrictions.

® Households may be compensated. Household net income depends on
the structure of the prevailing tax system. Revenues from environ-
mental taxes and permit auctions must, in one way or another, be
returned to the economy. Several options have been scrutinized, for
example reduced payroll taxes, reduced VAT and lump-sum returns.
Each choice maps into different distributional consequences. A
quantitative regulation provides no income and therefore no way of
returning to the economy what is basically a scarcity rent.

® Environmental benefits. These are valued differently by different
households, depending on preferences, income and prices of various
goods and services.

In a complete study, the benefits and the costs would be analyzed in an
integrated way and the incidence of net benefits would be the focal point.
There seems to exist a fairly widespread belief that environmental policy is
regressive, in the sense that lower income households shoulder a dispro-
portionate share of the burden. Whether or not this regressivity is ampli-
fied if we allow for market repercussions will be discussed below.

Even if the question of regressivity appears straightforward, we must pin
down an answer to the question of just what we should measure. As noted,
we can study consumer surplus measures as well as more general wealth-
based measures (although they are typically aggregated to the economy as
a whole). Alternatively, one could focus on how environmental quality per
se is distributed, an intensive line of inquiry in the literature on environ-
mental equity (see Martinez-Alier, 2002).

But suppose that we are interested in whether or not the costs of envir-
onmental policy are regressively distributed across the income dimension.
We then need to decide upon a measure of income, a remarkably subtle
issue, the reason being that there are many concepts of income, including,
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but not limited to: full income (wage plus value of leisure), Hicksian
income, gross or net wage income, lifetime vs ‘instantaneous’ income and
so on and so forth. In so far as the results are independent of the concept
of income chosen, there is not much to be said.

However, there is some empirical evidence suggesting that a policy
measure is regressive if we use ‘instantaneous’ income (say, yearly income),
but neutral if we use lifetime income. Poterba (1991) shows that taxes on
gasoline appear much less regressive when taken as a percentage of total
consumption expenditures (this is the proxy for lifetime income).* However,
Smith (1992, p. 250) finds that the distinction between annual income and
lifetime income makes little difference for UK data, in distributional analy-
sis of energy and carbon taxation.’ In short, conclusions about the distribu-
tional impacts of environmental policy are not necessarily robust towards
the concept of income used. This conclusion is borne out by experience
from the literature on the burden of taxation which suggests that ‘The
choice of income measure clearly affects both the estimated distribution of
taxes by income class and the effect of reform proposals.’®

Furthermore, a comprehensive appraisal of regressivity/progressivity
necessitates that we also take into account repercussions at various degrees
of complexity, from the single market up to the whole economy, ideally
within a framework that includes ecology—economy interactions. We shall
take these up in turn, but let us first discuss impacts at the level of the firm
in this first stage of our triple-stage analysis.

Individual firms

Environmental policy affects the firm through prices on inputs and outputs,
but may also affect technology, depending on the specifics of regulation. In
some cases, environmental regulations include the level of production.
From a distributional perspective there is a difference between a regulatory
measure and an incentive-based instrument at the level of the firm. Without
environmental policy, the firm will expand emissions until the marginal
benefit is zero; the firm is provided one input for free. A regulation of emis-
sions is a constraint on the use of this free input.

One can take the view that the tax cum regulation discussion is simply a
debate about how the scarcity rent should be distributed. The rent can be
distributed to households via the tax or remain with the firm’s owners
under a regulation. Intuitively, there could be a difference between these
two cases over the long run. If the rent is captured by firms rather than
taxed away, this will attract resources to the regulated sector (relative to the
tax case), such that one can expect a larger number of firms in the long run
under a regulatory scheme, see Spulber (1985). Some have therefore argued
that consumers benefit from regulation since one expects relatively higher
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output and therefore lower prices; see Hochman and Zilberman (1978) and
Dewees (1983).7 Note, however, that these resources are ‘stolen away’ from
other parts of the economy. If the argument is true, it could mean that there
is ‘overproduction’ in the regulated sector relative to the optimal level of
resource utilization in the economy.

Consider now emission permits from the point of view of the firm. The
conventional analysis is as follows. If the permits are grandfathered to the
firm, the scarcity rent stays with the firm. Alternatively, if the permits are
auctioned, the rent will be captured by the seller of permits. Thus, from a
distributional point of view, auctioned permits are equivalent to taxes.
From the firm’s perspective it also follows that a regulatory measure is
equivalent to a transferable permit. Of course, the firm can sell the permits,
which will have a market value equal to the scarcity rent. This, however,
forces the firm to reduce production, and the net value of this lost produc-
tion will again be exactly equal to the scarcity rent.

It is convenient to think about permits in terms of separating efficiency
and equity. The conventional analysis of permits rests on this assumption;
the initial allocation of permits is considered to be an equity issue, the market
guarantees efficiency. Because there is a ceiling on emissions, one might well
argue that the separation issue is moot, as long as the market is competitive.
Yet, it is for example unclear in the European system if its current shaping
induces firms to re-locate their investment plans, depending on the specific
allocation rules chosen in each country; see Boehringer and Lange (2005).

Individual markets

A subset of firms and households interact at a given market. A more strin-
gent environmental policy will affect the cost of production/consumption
and therefore the price households pay for the good or service they buy
from the firms. At the level of a market, we need to estimate both consumer
and producer surplus measures. In the conventional analysis, we typically
disentangle the distribution of cost between buyers and sellers. Because
firms are owned by households this distinction is somewhat peculiar, yet
not without pedagogical merit.

There is some empirical evidence regarding the incidence difference
between environmental policy instruments at this second stage of our
analysis. Markandya (1998), in his survey of distributional issues in envir-
onmental policy, argues that permit markets in the US are beneficial for
households in lower income brackets. Thus, grandfathering may well have
progressive impacts. He does not make explicit the incidence assumptions
made in those studies, that is how costs are shifted across markets.

In the standard analysis of environmental policy, as well as in our analy-
sis above, markets are typically assumed to be competitive. We therefore
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close this section by commenting briefly on other kinds of market struc-
tures. The case is certainly empirically relevant (consider water regulation
and district heating plants, both containing many examples of mono-
polies). If we allow the ownership structure to include publicly-owned
companies, impacts of environmental policy depend on the assumed objec-
tive of the public company: profit maximization, cost minimization or
some other objective (like covering average variable cost). From an
efficiency perspective, prices should be set at marginal (not average) cost.
When average costs are declining in the relevant market interval, marginal
cost pricing means that the company makes a loss. Conversely, rising
average costs imply that the company makes a profit using marginal cost
pricing. Either way, the company may not be allowed to make profits and
must set price to average cost. Consequently, depending on the cost struc-
ture, average cost pricing implies either lower or higher prices, compared to
efficient pricing. In turn, this will have distributional consequences. It is
possible to invoke a pricing rule that takes on any efficiency-equity trade-
off directly, as in Feldstein (1972). His idea implies different pricing rules
for necessary and luxury services.

Interrelated markets at the sector level

Environmental policy may have indirect impacts in several markets not
directly affected by a policy measure. When markets adjust and the impacts
cascade throughout the economy, any policy measure may generate
‘winners’ and ‘losers’ in ways not always transparent initially. Given the fact
that a market economy can include millions of decision-makers and thou-
sands of related markets, it is useful to approach the issue of connected
markets by beginning at the sector level. Indeed, if it can be assumed that
repercussions mostly stay within the sector, there are a number of advan-
tages to not estimating a full general equilibrium model.

Consider augmenting the partial equilibrium analysis of the cost of an
environmental policy measure at the market level, as in the previous section.
To the output market, add a labor market and a market for housing and con-
sider the question as to how the policy will affect house owners. For sim-
plicity, assume that supply of labor and housing is given. The policy
measure will decrease the demand for labor and therefore the wage. Because
the labor input will be less expensive ex post, firms will increase their
demand for making more emissions. If the wage level remains constant, as
in a partial equilibrium analysis, this indirect impact does not materialize.
Finally, assuming that the demand for housing depends on wages and envir-
onmental quality, we find an ambiguous effect on the price of a house from
the policy. It will tend to decrease because of the income effect, but increase
if consumers are willing to pay for the increase in environmental quality.
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Consequently, when we analyze the distributional impact of the envir-
onmental tax, market repercussions complicate the analysis. For further
discussions and empirical implementation, see for example Roback (1982).
For further examples of how repercussions within a sector complicate
environmental policy analysis, see for example Brannlund and Kristrom
(1993, 1996). A comprehensive analysis of welfare measurement in sector
models is given in Just et al. (1982).

Interrelated sectors — economy-wide models

The final step of the analysis is to allow all markets of the economy to inter-
act. In a general equilibrium model, the economy is interpreted as a system
of mutually dependent markets. A change which at a first glance only seems
to affect one market, can in practice affect a// markets in the economy. This
perspective has several advantages. Experience shows that many indirect
and complex relationships are revealed that otherwise can be difficult to
disentangle with alternative approaches. For example, the literature on the
existence of ‘double dividends’ from tax swaps tells us that the partial
equilibrium intuition can lead us astray (Bovenberg and de Mooijj, 1994).
General reviews of the application of CGE models in environmental policy
analysis are contained in Bergman (2003) and Conrad (2002).

What can we then learn from these models in a distributional analysis? To
be specific, consider introducing a carbon tax along with a battery of tax
recycling options in line with the literature on double dividends. While it is
very difficult to represent non-linear tax-schedules correctly in a computable
general equilibrium model (see Bergman, 2003), insights from the literature
include the fact that recycling matters from a distributional point of view.
Thus, if in the carbon tax example we use the labor tax as a replacement
option, several studies suggest that the policy is regressive, even when taking
into account all the market repercussions; see for example Harrison and
Kristrom (1999). If, instead, the tax proceeds are returned lump-sum, the
policy may well be progressive, although more costly, because a distortionary
tax is not being simultaneously reduced. Such numerical experiments high-
light the equity—efficiency trade-off starkly; if we use the more efficient
replacement option, the policy turns out regressive and vice versa. In
Sweden, this kind of result might well explain why the government is now
using lump-sum return, rather than the previously favored labor tax decrease.

Finally, Whalley (1984) shows how alternative incidence assumptions,
that is how the tax burden is shifted backwards and forwards across
markets ‘can determine whether the tax structure appears to be progressive
or regressive’ (Atrostic and Nunns, 1990, p. 377).

At this point, one piece of the puzzle is surely missing, namely the links
between the ecological and economic systems. For example, Dasgupta
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(2001, p. 201), in a developing country context, discusses how forest con-
cessions in the uplands of a watershed could result in damages on low-
income farmers downstream (via siltation, increased incidence of flooding,
and so on). If the forest merchant is not charged for the externality
inflicted, one effectively subsidizes forest cutting at the expense of the
potentially poor farmers and fishermen. This, and many more examples,
suggests that we would like to incorporate non-market interactions in our
framework.

There is yet to be developed a consensus how eco—eco interactions are to
be empirically included in an intertemporal general equilibrium approach.
There are, of course, many examples of how non-market values are
included in models where the economy and ecological systems interact, but
they typically lack distributional information. Furthermore, not many
general equilibrium models include the environmental benefits in a consis-
tent manner. One exception is Sieg et al. (2001), who study the benefits of
environmental improvement in a general equilibrium framework.

A particularly attractive way forward is to use the insights from the lit-
erature on green accounting. The UN’s system of environmental and
resource accounting is one often implemented approach, based on social
accounting matrices (SAM). In principle, such a matrix contains all rele-
vant stocks and flows and can easily be extended to include distributional
information. Yet, the UN’s system is based on a Keynesian framework with
welfare properties that are not completely understood; does an increase of
the UN’s version of ‘green national product’ signal a welfare change? The
answer to this question is not known (Heal and Kristrom, 2005b).

Maler’s (1991) SAM is explicitly based on a dynamic general equilibrium
model with detailed representation of ecology—economy interactions.
However, its quintessential statistic, Méler’s (1991) green NNP, has been
severely critized later on by the author himself, see for example Dasgupta
and Mailer (2001). For further thoughts on how to include distributional
information in a SAM in our context, see Horan et al. (2003).

4. Empirics
The economic literature on the distribution of benefits and costs up to about
1985 has been summarized by Zimmerman (1986) roughly as follows:

1. Environmental damage is regressively distributed.

2. Environmental benefits are progressively distributed, in particular
regarding recreation and natural parks.

3. Indirect impacts through market repercussions tend to strengthen the
regressivity of environmental policy.

4. The net cost of environmental policy is regressively distributed.
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While the post-1985 environmental economics literature on distributional
issues is not overwhelmingly large, we might still comment on these find-
ings. First, whether or not environmental damage is regressively distributed
is a subtle issue, particularly when studying siting problems. The reason is
that one must handle the ‘chicken—egg’ problem; see Hite (2000). Under
one hypothesis, the poorer part of the population moves to a more haz-
ardous location because the land prices are lower there. See Hamilton
(2006) for further discussion.

Post-1985 literature on distribution and the environment challenges, to
some extent, the earlier result that benefits are progressively distributed.
Indeed, surveys on the income elasticity of the demand for environmental
improvements report that this elasticity is less than one more often than not
(see for example Kristrém and Riera, 1996; Hokby and Séderquist, 2003;
and the survey by Pearce, 2006). Given the fact that it is difficult to measure
environmental benefits with any precision, it might well be that current
methods underestimate this income elasticity. Or so some economists have
argued. Yet, McFadden and Leonard’s (1992, p. 22) proposition that envir-
onmental goods ‘should be luxury goods’ is not strongly supported by
current evidence.

On the cost side, much of the available literature tends to support the pre-
1985 contention that environmental policy is regressive. This is possibly so
because energy issues have often been studied. In many developed coun-
tries, expenditure shares on energy increase with lower income, and the
regressivity result is then almost immediate. Whether or not indirect
impacts strengthen regressivity is somewhat unclear. As noted earlier, there
is empirical evidence that goes either way. Yet, it is not easy to find exam-
ples where the net costs are distributed progressively, although there are
policy packages that can work this way; see, for example, Bovenberg and
Goulder (2001) on giving away permits.

Another more recent insight regards the regressivity of regulatory
systems. It is often much more difficult to disentangle the distributional
effects of regulations; after all, there are no direct payments of taxes or
permits. Yet, the evidence that we do have points to regressivity and that
energy support programs may well benefit the well-to-do much more than
the less well-off. The empirical evidence on this issue is, we must warn,
scarce. See Sutherland (1994).

5. Discussion

Economists, not least environmental economists, are increasingly return-
ing to a scrutiny of distributional issues. We have listed a number of chal-
lenges from the conceptual angle that will whet the appetite of many
economists. While we find those conceptual issues most demanding and
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perhaps most interesting from a professional point of view, it may well be
that the practical work of consistently shedding light on the fact that
environmental policy inevitably creates winners and losers is most import-
ant in practice.

The outrage that a World Bank memo on the efficiency of exporting
waste from rich to poor countries created suggests that, while an environ-
mental policy can be logical from an efficiency point of view, this does not
guarantee its acceptance.® There may be a lesson to learn from the calamity
this memo created, if only the simple one that many of us care about who
wins and who loses from any policy; there is, at any rate, a legitimate
demand for detailed information.

While efficiency may well be ‘first in logical order’ (to paraphrase
J.B. Clark) within the field of economics, it is increasingly clear that there is
much to be gained from studying efficiency and equity together. This is a
lesson that we have learned from recent developments in several fields of
economics. We can trace the difficulties of separating efficiency and equity,
in almost all cases, to underlying market failures. This should be sufficient
motivation for environmental economists to pay more attention to distribu-
tional issues.

Notes

1. This chapter builds on Kristréom (2006) and Heal and Kristrom (2005b).

2. For example,we skip issues such as policy options to confront distributional problems
arising from policy and refer to Serret and Johnstone (2006) for detailed empirical reviews.

3. Discussed for example in Heal (1998).

4. Fullerton and Rogers (1993, p. 19) suggest that the regressive impacts of taxes, in general,
appear ‘muted’ in a lifetime context.

5. A survey of studies using lifetime income measures is in Metcalf (1999).

6. Atrostic and Nunns (1990, p. 382).

7. Helfand (1999, p. 229) argues, with some supporting empirical examples, that distribu-
tional concerns tend to favor the use of standards over taxes.

8. See The Economist (1992).
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11 Environmental justice and sustainability
Julian Agyeman

Prologue

In writing a chapter such as this, in which two essentially different political
projects, paradigms and movements are to be compared and examined for
their potential for rapprochement, I am reminded of two incidents, one in
2002, and the other in 2005, which showed me that although I, and increas-
ing numbers of others see the (need for greater) linkages between environ-
mental justice and sustainability, conceptually, movement-wise and public
policy- and planning-wise, many people do not.

Before being accepted for publication by New York University Press as
Sustainable Communities and the Challenge of Environmental Justice, from
which much of this chapter is drawn, I sent the proposal to the MIT Press.
In 2002, two reviewers, both very well published senior academics in envir-
onmental and sustainability policy in the US looked at my manuscript and
told me in no uncertain terms ‘instructors will probably want to adopt
books that cover either solely environmental justice or sustainable devel-
opment, and not both’.

The short-sightedness and weaknesses of this ‘silo’ approach to public
policy and planning were cruelly and starkly exposed in August 2005, as
Hurricane Katrina came ashore. For those of us in the public policy and
planning world, many questions have been raised: was this the leading edge
of climate change and an example of what’s in store for us if we don’t take
action on greenhouse gases? Why were the clear warnings about the vul-
nerability of New Orleans not listened to? Were race and class factors in the
level and speed of the response by public officials? Have the government’s
expenditures on wars compromised our ability to safeguard against so-
called ‘natural’ disasters? These and countless other questions are unfortu-
nate reminders of the desperate need for ‘joined up’ thinking, to look
broadly across urban, social and environmental issues, and to develop just
and sustainable approaches to resolve them.

1. Introduction

This chapter will briefly describe the characteristics of environmental justice
and sustainability as both concepts and social movements. It will then high-
light an emergent paradigm, the ‘just sustainability paradigm’ (JSP), which
increasingly links both environmental justice and sustainability. In order to
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Table 11.1  The Just Sustainability Index

0 — No mention of equity or justice in core mission statement or in prominent,
contemporary textual or programmatic material.

1 — No mention of equity or justice in core mission statement. Limited mention
(once or twice) in prominent, contemporary textual or programmatic material.

2 — Equity and justice mentioned, but focused on inter-generational equity in core
mission statement. Limited mention (once or twice) in prominent,
contemporary textual or programmatic material.

3 — Core mission statement relates to intra- and inter-generational equity and
justice andl/or justice and equity occur in same sentence in prominent,
contemporary textual or programmatic material.

assess US environmental organizations’ commitment (or lack of) to the JSP,
a ‘just sustainability index’ (JSI) on a scale of 0-3 was developed (see Table
11.1). A range of leading US environmental and sustainability membership
organizations were assigned JSIs (see Table 11.2). Following this, some
examples of organizations operating within the JSP in US cities will be
shown. Finally, routes for further research will be suggested.

2. Environmental justice
Agyeman and Evans (2004, pp. 155/156) have argued that,

environmental justice may be viewed as having two distinct but inter-related
dimensions. It is, predominantly at the local and activist level, a vocabulary for
political opportunity, mobilization and action. At the same time, at the govern-
ment level, it is a policy principle that no public action will disproportionately
disadvantage any particular social group.

As a vocabulary for political opportunity, mobilization and action,
nowhere has environmental justice developed more ‘traction’ than in the
USA. Here, environmental justice organizations emerged from grass-
roots activism in the Civil Rights movement. Whether neighborhood-,
community-, university- or regionally based, and whether they are staffed or
unstaffed, they have expanded the dominant traditional environmental dis-
course based around environmental stewardship to include social justice and
equity considerations. In doing this, they have redefined the term ‘envir-
onment’ so that the dominant wilderness, greening and natural resource
focus now includes urban disinvestment, racism, homes, jobs, neighbor-
hoods and communities. The ‘environment’ became discursively different; it
became ‘where we live, where we work and where we play’ (Alston, 1991). The
US environmental justice movement has been, and continues to be, very
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Table 11.2  Just Sustainability Indices for US national environmental and
sustainability organizations requiring membership

Organization Just Sustainability Index

(=}

American Rivers

Center for Health and Environmental Justice
Center for a New American Dream
Defenders of Wildlife

Earth Island Institute

Earthjustice

Environmental Defense

Environmental Law Institute

Friends of the Earth

Greenpeace

League of Conservation Voters

Izaak Walton League

National Audubon Society

National Environmental Trust

National Parks Conservation Association
National Wildlife Federation

Natural Resources Defense Council

Nature Conservancy

North American Association for Environmental Education
Physicians for Social Responsibility/EnviroHealthAction
Redefining Progress

Resources for the Future

Sierra Club

The American Solar Energy Society

The Ocean Conservancy

The State PIRGs

The Wilderness Society

The Wildlife Society

The Union of Concerned Scientists

WWF

— O R, P O OO NOW—RLINONO— OO, O~~~ WNDNOWW

effective at addressing the issues of poor people and people of color, who are
disproportionately affected by environmental ‘bads’ such as toxic facilities,
poor transit or increased air pollution and who have restricted access to
environmental ‘goods’ such as quality green and play spaces.

The 1987 study by the United Church of Christ, Commission on Racial
Justice, “Toxic Wastes and Race in the United States’, was pivotal. It showed
that certain communities, predominantly communities of color, are at dis-
proportionate risk from commercial toxic waste. This finding was confirmed
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by later research (Adeola, 1994; Bryant and Mohai, 1992; Bullard, 1990a,
1990b; Mohai and Bryant, 1992; Goldman, 1993). It also led to the coining
of a term by Benjamin Chavis which became the rallying cry of many: envir-
onmental racism. This, combined with the conclusion of Lavelle and Coyle
(1992) in the National Law Journal that there is unequal protection and
enforcement of environmental law by the EPA, has ensured that there is now
a fully-fledged environmental justice movement made up of tenants’ associ-
ations, religious groups, civil rights groups, farm workers, professional not-
for-profits, university centers and academics and labor unions, among others.

As such, according to Pulido (1996), in the USA it is a multiracial move-
ment which is organizing around LULUs (Locally Unwanted Land Uses)
such as waste facility siting, transfer storage and disposal facilities (TSDFs)
and other issues such as lead contamination, pesticides, water and air pol-
lution, workplace safety, and transportation. More recently, issues such as
sprawl and smart growth (Bullard et al., 2000), sustainability (Agyeman
et al., 2003) and climate change (International Climate Justice Network,
2002; Congressional Black Caucus Foundation, 2004) have become targets
for the environmental justice critique.

However, in many other countries without the peculiarities of racial
dynamics typical of the USA, socio-economic factors often trump race as
determinants of environmental justice discourses and activism. These
‘movements’ for environmental justice (if they can strictly be called that),
are springing up worldwide, including Eastern Europe (Costi, 1998, 2003),
Canada (Jerrett et al., 1997; Buzzelli and Jerrett, 2004; Gosine, 2003), the
UK (Agyeman, 2000, 2002; Agyeman and Evans, 2004; Boardman et al.,
1999; FoE Scotland, 1999, 2000; Dunion and Scandrett, 2003), South
Africa (McDonald, 2002; Roberts, 2003), Nigeria (Agbola and Alabi,
2003), South Asia (Wickramasinghe, 2003), New Zealand (Rixecker and
Tipene-Matua, 2003) and the ‘developing world’ (Adeola, 2000; Guha and
Martinez-Alier, 1997).

In addition, because of its increasingly broad usage, especially outside
the USA, environmental justice will be used in this chapter to include poor
and disadvantaged groups as well. As Cutter (1995, p. 113) notes, ‘envi-
ronmental justice . . . moves beyond racism to include others (regardless of
race or ethnicity) who are deprived of their environmental rights, such as
women, children and the poor’. While there is not the space here to go
into it, Agyeman (2002) has argued that access to the English countryside
(‘an exclusive, ecological or white space, which invokes a sense of fear, of
dread’, p. 38) amongst minority ethnic groups is an environmental right.
This brings issues such as countryside access and ‘rural racism’ into the
environmental justice debate in Britain (see also Bell, 2004, for a fuller dis-
cussion on rights and a ‘Rawlsian conception of environmental justice’).
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As a policy principle that no public action will disproportionately disad-
vantage any particular racial or social group, President Clinton’s Executive
Order 12898 (1994) set the standard:

each Federal agency shall make achieving environmental justice part of its
mission by identifying and addressing, as appropriate, disproportionately high
and adverse human health or environmental effects of its programs, policies, and
activities on minority populations and low-income populations in the United
States (1994, pp. 1-101)

In addition, at the sub-national level, ‘more than 30 states have expressly
addressed environmental justice’ according to the American Bar Association
(2004, p. 4). One such state is Massachusetts:

Environmental justice is based on the principle that all people have a right to be
protected from environmental pollution and to live in and enjoy a clean and
healthful environment. Environmental Justice is the equal protection and mean-
ingful involvement of all people with respect to the development, implemen-
tation and enforcement of environmental laws, regulations and policies and
the equitable distribution of environmental benefits. (Commonwealth of
Massachusetts, 2002, p. 2)

This definition has procedural justice aspects (‘meaningful involvement of
all people’), substantive justice aspects (‘right to live in and enjoy a clean
and healthful environment’) and distributive justice aspects (‘equitable dis-
tribution of environmental benefits’). It also makes the case that environ-
mental justice should not only be reactive to environmental ‘bads’,
important though this is, but that it should also be proactive in the distribu-
tion and achievement of environmental ‘goods’: for instance, in relation to
this chapter, a sustainable community with a higher quality of life.

In order to implement the policy, the state’s Executive Office of Environ-
mental Affairs (EOEA) arrived at the following definition of what it called
‘Environmental Justice Populations’:

EJ Populations are those segments of the population that EOEA has determined
to be most at risk of being unaware of or unable to participate in environmen-
tal decision-making or to gain access to state environmental resources. They are
defined as neighborhoods (US Census Bureau census block groups) that meet
one or more of the following criteria:

® The median annual household income is at or below 65 percent of the
statewide median income for Massachusetts; or

® 25 percent of the residents are minority; or

® 25 percent of the residents are foreign born, or

® 25 percent of the residents are lacking English language proficiency.

(Commonwealth of Massachusetts, 2002, p. 5)
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While imperfect, these criteria are a base around which to implement and
evaluate the EJ policy. MASSGIS, the state’s GIS service, has now mapped
all EJ Populations based on currently available 2000 US Census data.
The policy acknowledges that Environmental Justice Populations make
up 5 per cent of the Commonwealth’s land area and take in about 29 per
cent of its population. Location wise and unsurprisingly ‘many of these
Environmental Justice Populations are located in densely populated urban
neighborhoods, in and around the state’s oldest industrial sites, while some
are located in suburban and rural communities’. (Commonwealth of
Massachusetts, 2002, p. 5)

What does the State intend to do about the environmental injustices in
Massachusetts?

it is the policy of the EOEA that environmental justice shall be an integral con-
sideration to the extent applicable and allowable by law in the implementation
of all EOEA programs, including but not limited to, the grant of financial
resources, the promulgation, implementation and enforcement of laws, regula-
tions and policies, and the provision of access to both active and passive open
space. (Commonwealth of Massachusetts, 2002, p. 4)

In real terms, this means that the State intends to increase public partici-
pation and outreach through the development of strategies, training, fact
sheets and regional environmental justice teams; minimize risk to
Environmental Justice Populations through targeted compliance, enforce-
ment and technical assistance; encourage investment and economic growth
particularly around contaminated sites; infuse state resources by develop-
ing an inventory of underutilized commercial/industrial properties; incor-
porate an environmental justice criterion in the awarding of technical
assistance, grants and audits in Massachusetts General Law 21E (haz-
ardous waste and brownfield) sites in Environmental Justice Populations
and promote cleaner production and the creation, restoration and mainten-
ance of open spaces.

The final piece of the policy principle jigsaw is that, at the federal level,
there is an Office of Environmental Justice in the Environmental Protection
Agency and a National Environmental Justice Advisory Council (NEJAC)
together with an inter-agency working group developed as a result of
Executive Order 12898.

Taken as a whole, this ‘jigsaw’ of a Presidential Executive Order and its
implications for federal agencies — an Office of Environmental Justice in the
EPA; the NEJAC; and state-based strategies with their spatial designations
of ‘environmental justice populations’ together with the power of the US
environmental justice movement(s) — is what Agyeman and Bickerstaff
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(forthcoming) call the ‘environmental justice infrastructure’. Taking the
cue of authors such as Latour (2005), who have argued that the world is a
hybrid assemblage of objects, people and ideas, Agyeman and Bickerstaff
(forthcoming) build a picture of the actors, resources, relations, tactics and
strategies that are (being) collectively assembled to constitute different
environmental justice infrastructures.

3. Sustainability

In the late 1980s, around the same time as environmental justice was devel-
oping as a public policy issue, the ideas of ‘sustainability’ and ‘sustainable
development’ were achieving prominence among local, national and inter-
national policy makers and politicians, together with policy entrepreneurs
in NGOs. Since then, there has been a massive increase in published and
online material dealing with sustainability and sustainable development.
This has led to competing and conflicting views over what the terms mean,
what is to be sustained, by whom, for whom, and what is the most desirable
means of achieving this goal.

One thing that seems increasingly certain is that the ‘science’ of sustain-
ability is not our greatest challenge. In almost all ‘areas’ of sustainability,
we know scientifically and technically what we need to do and how to do it;
but we're just not doing it. An advertisement in the New York Times, paid
for by outofgas.com, said the same: ‘It’s time to free ourselves from foreign
oil, and create millions of new jobs in the process. This is no pipe dream.
The research and technology exist. We have the national wealth. Do we
have the will?” (New York Times, 2004, p. A9).

As Brulle (2000, p. 191) argues:

with the exception of Commoner, the vast majority of ecological scientists have
not examined the social and political causes of ecological degradation (Taylor,
1992, pp. 133-51). While the natural scientists may have great competence in
their specific areas of expertise, their social and political thinking is ‘marred by
blindness and naivete’ (Enzensberger, 1979, p. 389).

Similarly, Agyeman et al. (2002, p. 78) have argued elsewhere that:

sustainability . . . cannot be simply a ‘green’, or ‘environmental’ concern, impor-
tant though ‘environmental’ aspects of sustainability are. A truly sustainable
society is one where wider questions of social needs and welfare, and economic
opportunity are integrally related to environmental limits imposed by support-
ing ecosystems.

Building on this socio-political, or ‘just’ approach to sustainability are
Polese and Stren (2000, p. 15) who argue simply that, ‘to be environmen-
tally sustainable, cities must also be socially sustainable’. Second, that of
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Middleton and O’Keefe (2001, p. 16): ‘unless analyses of development
[local, national, or international]. . .begin not with the symptoms, environ-
mental or economic instability, but with the cause, social injustice, then no
development can be sustainable’. Third, that of Hempel (1999, p. 43): ‘the
emerging sustainability ethic may be more interesting for what it implies
about politics than for what it promises about ecology’. Fourth, Buhrs
(2004, p. 434) is perhaps most direct: ‘addressing environmental justice
issues is important, if not a precondition, for the achievement of global sus-
tainability’. Finally that of Adger (2002, p. 1716), who notes:

I would argue that inequality in its economic, environmental, and geographical
manifestations is among the most significant barriers to sustainable develop-
ment. It is a barrier because of its interaction with individuals’ lifestyles and
because it prevents socially acceptable implementation of collective planning for
sustainability.

A global example of this tension between scientific and socio-political
approaches is the difference between the ‘green’ agenda of environmental
protection, biodiversity and the protection of the ozone layer typical of
countries in the North, and the ‘brown’ agenda of poverty alleviation,
infrastructural development, health and education typical of countries in
the South. Guha and Martinez-Alier (1997, p. 21), academics from the
South and North respectively, have argued ‘“No Humanity without
Nature!” the epitaph of the Northern environmentalist, is here answered by
the equally compelling slogan “No Nature without Social Justice!”’
(Kothari and Parajuli, 1993).

Sustainability is at least as much about politics, injustice and inequality,
as it is about science, technology or the environment. If this is so, then as
Prugh et al. (2000, p. 5) argue, ‘sustainability will be achieved, if at all, not
by engineers, agronomists, economists and biotechnicians but by citizens’.
While there is not the space to examine citizenship and sustainability
debates here, there is a fast-growing amount of literature in this direction
(see, for example, Environmental Politics, Volume 14, number 4).

Sustainability is interpreted in this chapter as meaning ‘the need to
ensure a better quality of life for all, now and into the future, in a just and
equitable manner, while living within the limits of supporting ecosystems’
(Agyeman et al., 2003, p. 5). It represents an attempt to look holistically
at the human condition, at human ecology, and to foster joined up or
connected — rather than piecemeal — policy solutions to humanity’s great-
est problems. The definition focuses on four main areas of concern
that are the foundations of the JSP: quality of life, present and future
generations, justice and equity in resource allocation, and living within
ecological limits.
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4. The just sustainability paradigm in theory and practice
Despite the admonitions of MIT Press reviewers and the real historical and
geographical differences in origin between environmental justice and sus-
tainability, together with the different languages, vocabularies, resources,
repertoires, educations and social locations of environmental justice and
sustainability activists, there does exist an area of theoretical, conceptual
and practical compatibility between them. Each concept has its own par-
ticular discursive frame and paradigm that can be seen as being at opposite
ends of a continuum.

At one end is the Environmental Justice Paradigm (EJP) of Taylor (2000).
It is a framework for integrating class, race, gender, environment and social
justice concerns. Based around the Principles of Environmental Justice
developed at the 1991 National People of Color Environmental Leadership
Summit in Washington, DC, it represents the theoretical underpinning of
the environmental justice project and activism. At the other end is the New
Environmental Paradigm (NEP) of Catton and Dunlap (1978). It sets out
an environmental stewardship and sustainability agenda which currently
influences the work of most US and environmental and sustainability
organizations in the North but, unlike the EJP, has little to say about intra-
generational equity or justice (although it is better on intergenerational
issues). This is the ‘equity deficit’ of environmental sustainability.

Agyeman (2005a, p. 6) notes that

the JSP is an emerging discursive frame and paradigm. It is not, however rigid,
single and universal, but links to both the EJP and NEP. In this sense, it can be
seen as being both flexible and contingent, composed of overlapping discourses,
which come from recognition of the validity of a variety of issues, problems and
framings. . .. It prioritizes justice and equity, but does not downplay the envir-
onment, our life support system. In essence, it is malleable, acting as a ‘bridge’
spanning the continuum between the EJP and the NEP.

Notwithstanding the differences between the NEP and EJP, which are
primarily around the issues of race and class, justice and equity, not about
the need for greater environmental protection, there is a rich and critical
nexus where facets of each paradigm are realized as ‘cooperative endeav-
ors’ (Schlosberg, 1999) around common issues such as toxics use reduction
and transportation. Yet such co-operation has so far largely been based
around what Gould et al. (2004, p. 90) call ‘short-term marriages of con-
venience’ rather than ‘longer-term coalitions’. In this respect it currently
falls well short of Cole and Foster’s (2001, p. 164) concept of ‘movement
fusion’: ‘the coming together of two (or more) social movements in a way
that expands the base of support for both movements by developing a
common agenda’.
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This ‘just’ perspective on sustainability is a view shared by most thinkers
in the environmental justice movement. Typical is Edwards, former
Executive Director of the Panos Institute in Washington, DC, who wrote
an influential paper in the Environmental Protection Agency Journal,
called ‘Sustainability and People of Color’, at around the time of the 1992
United Nations Conference on Environment and Development. In it, he
argued that people of color do embrace sustainable development because it
will lead to a US ‘transformed by the guiding principles of freedom, justice
and equality’ (Edwards, 1992, p. 51).

However, crucially, the JSP does not supplant the EJP, but is operative
alongside it, with their discourses overlapping. They are complementary.
The JSP represents, in many ways, a bridge between the EJP and NEP. As
such, the JSP is an acknowledgement of both the successes of the EJ
movement in getting justice on the environmental agenda and the failures
of the NEP to develop a realistic, justice-based political project. At this
stage it is worth making two points clear. First, that the interpretive
differences (that is, in core values and beliefs, environmental philosophy,
political ideology, diagnostic attribution and repertoire of action)
between the JSP and NEP (especially the technocentric wing) are greater
than those between the JSP and the EJP. Second, and although a gener-
alization, the intimate and visceral experience of socio-economic and
race-based injustices visited upon activists in the environmental justice
movement and their communities is largely not shared by those in groups
representative of the JSP whose ‘experience’ of it is more likely to be at
arm’s length.

However, irrespective of whether we experience injustice first-hand, or
empathize deeply with those who do, or if we take a global, US-wide or
more local focus, or a moral or practical approach, inequity and injustice
resulting from, among other things, racism and classism are bad for the
environment and bad for sustainability. What is more, the environmental
sustainability movement, typified in the USA by The National Audubon
Society, WWF and Nature Conservancy, does not have an analysis or
theory of change with strategies for dealing with these issues. For instance,
Shellenberger and Nordhaus (2004, p. 12), in their stinging indictment of
the US environmental movement, ‘The Death of Environmentalism’ ask:
‘Why, for instance, is a human-made phenomenon like global warming —
which may kill hundreds of millions of human beings over the next
century — considered “environmental”? Why are poverty and war not
considered environmental problems while global warming is?’

Gelobter et al. (2005:10), in their riposte to ‘The Death of Envir-
onmentalism’, “The Soul of Environmentalism’ argue that: ‘many envir-
onmentalists of color admire the mainstream movement’s goals, but they
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also know firsthand that social justice is routinely ignored in the main-
stream movement’s decision making.’

Indeed, such issues are not even on the radar. Another example, from the
early 1990s, happened when a member of Greenpeace UK’s human rela-
tions staff was asked if she felt that her organization’s employees reflected
multicultural Britain. She replied calmly, ‘No, but it’s not an issue for us.
We’re here to save the world’.

Yet research has shown how, globally, nations with a greater commit-
ment to equity and a correspondingly more equitable society tend also to
have a greater commitment to environmental quality (Torras and Boyce,
1998). Good examples here are the Nordic countries of Sweden, Denmark,
Norway and Finland. In a survey of the 50 US states, Boyce et al. (1999)
found that those with greater inequalities in power distribution (measured
by voter participation, tax fairness, Medicaid access and educational
attainment levels) had less stringent environmental policies, greater levels
of environmental stress and higher rates of infant mortality and premature
deaths. At a more local level, a study by Morello-Frosch (1997) of counties
in California showed that highly segregated counties, in terms of income,
class and race, had higher levels of hazardous air pollutants. If sustain-
ability is to become a process with the power to transform, as opposed to
its current environmental, stewardship or reform focus, justice and equity
issues need to be incorporated to its very core.

In short, characterizing the JSP involves taking a broader frame than
that on which the traditional and globally dominant US and Northern
environmental sustainability agendas are predicated. It involves under-
standing and supporting both Northern environment-based and Southern
equity-based agendas, equally. As Jacobs (1999, p. 33) argues:

in Southern debate about sustainable development the notion of equity remains
central, particularly in the demand not just that national but that global
resources should be distributed in favor of poor countries and people. . .. In the
North, by stark contrast, equity is much the least emphasized of the core ideas,
and is often ignored altogether.

How do US environmental and sustainability organizations measure up to
the JSP? Using organizational websites and the search terms ‘equity’,
‘justice’ and ‘sustainability’, a search of both organizational mission state-
ments and prominent, contemporary textual or programmatic material was
undertaken. Derivations of equity, justice and sustainability, such as ‘equi-
table’, ‘just’ or ‘sustainable’, were also used if the original terms yielded no
results. In addition, and to fully ensure no organization was potentially
excluded, sentiments such as ‘the fundamental right of all people to have a
voice in decisions’, ‘disproportionate environmental burdens’ or mention of
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‘environment’ instead of ‘sustainability’ (only if associated with ‘justice’ or
‘just’) were counted as having fulfilled the search terms. This Index comes
with some caveats and limitations, however. If organizational ‘mission’ only
was examined, an argument could be made that ‘aspiration’ and not ‘behav-
ior’ was being studied. That is why both ‘mission’ and ‘program’ issues form
the JSI on the basis that most organizational websites have a wealth of up-
to-date programmatic information. This, in combination with mission
information, provides a relatively accurate picture of an organization’s
commitment to the JSP.

The list of organizations, it could be argued, is somewhat arbitrary.
However, no ‘official’ list of national environmental and sustainability
organizations exists. Many of the organizations in Table 11.2 were derived
from SaveOurEnvironment.org, a collaborative effort of the US’s most
influential environmental advocacy organizations. From these groups, a
‘snowball’ technique was applied to gain yet more. Depressingly but not
surprisingly, there are three conclusions that can be drawn.

First, among the 30 national environmental and sustainability member-
ship organizations shown, over 30 per cent had a JSI of 0. This means that
in such organizations there is ‘ No mention of equity or justice in core mission
statement or in prominent, contemporary textual or programmatic material’.

Second, the average JSI was 1.06. While not statistically significant, this
suggests that the majority of US national environmental and sustainability
membership organizations make ‘no mention of equity or justice in [their]
core mission statement [and] limited mention (once or twice) in prominent,
contemporary textual or programmatic material’. This backs up Taylor’s
(2000) point about the lack of social justice concerns (or intra-generational
equity) within the NEP.

Third, only organizations with a JSI of 3 could be considered to be operat-
ing within the JSP. In other words, their ‘core mission statement relates to intra
and intergenerational equity and justice andlor justice and equity occur in same
sentence in prominent, contemporary textual or programmatic material’ . These
organizations are Center for Health and Environmental Justice, Center for a
New American Dream, Environmental Defense, and Redefining Progress.

If the picture as regards big membership organizations is depressing, the
JSP is being implemented today, in US cities, primarily by small, local, com-
munity responsive organizations often with multiracial staff who can use the
overlapping discourses of the JSP (see Agyeman, 2005a and 2005b, for
details of Boston’s Alternatives for Community and Environment). Two such
organizations are Urban Ecology in Oakland, California, and Bethel New
Life, in Chicago, Illinois. Both are working on land use planning issues in
low-income and minority neighborhoods and both espouse the principles of
just sustainability.
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Urban Ecology, Oakland, CA
Urban Ecology in Oakland, California, is an organization founded in 1975.
As the website says:

Urban Ecology has not focused on the traditional environmental priorities of
preserving land, air and water. Neither have we had a traditional community
development focus aimed at, for example, generating affordable housing. Rather,
our work has integrated elements of these disciplines and others, with healthy
‘human habitats’ as the common denominator. We have sought to advance sus-
tainability in the Bay Area using three main strategies — alternative visioning,
education and policy advocacy, with all of our work grounded in the three Es of
environment, economy and social equity. (www.urbanecology.org)

It is engaged in two primary avenues towards promoting just sustain-
ability principles in land use planning within the San Francisco Bay Area.
First, its Community Design Program provides planning and design services
to low-income urban neighborhoods, such as the Weeks Neighborhood in
East Palo Alto, to assist them with community development. They have
developed a process to bring the services of city planners into communities
to engage in local needs assessments and community visioning. Urban
Ecology helps organizations facilitate the drafting of a community plan
that addresses the immediate and long-term needs of the area, and assists
the local community organizations with implementation strategies.
Although the needs of the community are given first priority, Urban
Ecology staff promote ideas such as transit access, pedestrian-friendly
streetscapes and affordable infill housing to help revitalize neighborhoods
with sustainability principles in mind.

Second, Urban Ecology’s Sustainable Cities Program approaches
municipal governments such as Berkeley, Fremont, Oakland and San
Francisco and works with community groups such as San Jose’s Tamien
Neighborhood Association to promote more sustainable development pat-
terns. The suburbs at the frontiers of urban sprawl are encouraged to adopt
Smart Growth principles that allow for diverse housing options and alter-
native transportation infrastructure. Urban Ecology advocates for infill
development, affordable housing, transit oriented development, reduced
parking requirements and mixed-use projects. They provide information to
municipalities and citizen groups about private developers who have
applied these principles in their projects. Urban Ecology also runs work-
shops for the public on how to review new projects and advocate for sus-
tainable land development. In the Bay Area, the issues of urban sprawl,
environmental preservation and social justice are deeply linked together,
and groups such as Urban Ecology are working with many communities in
pursuit of more local and regional just sustainability.
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Bethel New Life, Inc., Chicago, IL

Rioting and disinvestment in the late 1960s and early 1970s left this West
Garfield Park community in Chicago in deep trouble. Bethel Lutheran
Church members pledged to fight the despair and in 1979, they bought a
three-flat apartment building which became Bethel New Life, Inc. Now with
318 employees, 893 volunteers, over 1100 affordable housing units, 7000
people in living wage jobs and $100 million invested in the community, this
faith-based organization has gained, like the Dudley Street Neighborhood
Initiative (DSNI) in Boston, a national reputation for cutting edge just
sustainability initiatives.

The organization is a Community Development Corporation (CDC)
whose strapline, ‘Weaving together a healthier, sustainable community’,
reflects their wide-ranging asset-based community development interests
through programs such as cultural arts, employment, housing and eco-
nomic development, family support, seniors and community development.
As their website states: ‘all programs & initiatives at Bethel New Life, Inc.
are conceived with sustainability in mind, and must be: wanted by the com-
munity, financially viable and mission appropriate’.

In terms of land use planning, their current major project is the Lake
Pulaski Commercial Center. The Bethel New Life project team includes
Farr Associates (architects), Phoenix Construction (contractor), Piper &
Marbury (law firm), Matanky Realty (commercial leasing/operations),
and Argonne National Laboratory (energy model and monitoring). The
Center is a 23 000 square foot, two-story ‘smart, green’ building, a play on
its ‘smart growth’ and ‘green’ qualities. With a bridge to the Lake Street
El platform on the Green line, it is a Transit Oriented Development
(TOD) that will enable non-motorized users quick access. Using photo-
voltaic cells, a ‘living green roof’ that will enhance energy retention,
super-insulation and energy efficient windows, as well as other energy
efficiencies that combine to cut energy operating costs in half, it will
house a child and infant daycare center, employment services and five
storefronts.

Major funding for this $4.5 million project comes from the City of
Chicago Empowerment Zone, State of Illinois Department of Commerce
and Economic Opportunity, City of Chicago Department of Environment,
US Bank, and Commonwealth Edison. A majority of the construction
contracts are with Minority Business Enterprise/Women’s Business Enter-
prise companies, which will create much-needed jobs in the community. In
addition, almost 70 new permanent jobs will be created in food services,
childcare and retail. Another of the CDC’s programs, Bethel Employment
Services, will be housed in the Center and will try to favor local community
members in its recruitment drive.
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5. Next steps

The identification and characterization of the JSP is in its infancy. It is
more fully developed in Sustainable Communities and the Challenge of
Environmental Justice (Agyeman, 2005a). However, further research is
needed both to assess the extent of equity and justice inputs to traditional,
reform or environmental sustainability agendas in other countries, and
worldwide, and to identify and help shape future scenarios. For example,
the Stockholm Environment Institute (2002, p. 16) has, through its Global
Scenario Group’s ‘Great Transition’ project, begun to map four possible
scenarios for the future of the planet: Conventional Worlds, Barbarism,
Great Transitions and Muddling Through. Their preferred scenario, Great
Transitions, has two variants: Eco-Communalism, and the preferred
variant, the New Sustainability Paradigm, which ‘validates global solidar-
ity, cultural cross-fertilization and economic connectedness while seeking a
liberatory, humanistic and ecological transition’. This Great Transition,
through the New Sustainability Paradigm, is the only one of the four
scenarios that sees an increase in equity as essential (Gallopin et al., 1997).
In this, the New Sustainability Paradigm moves very close to the JSP.

The emergent JSP is a far bigger tent than could be filled solely by
just sustainability and most environmental justice organizations. Future
research could look more broadly towards initiatives such as the ‘Just
Transition Alliance’, ‘a voluntary coalition of labor, economic and envir-
onmental justice activists, Indigenous people and working-class people
of color [which] has created a dialogue in local, national, and inter-
national arenas’ (www.jtalliance.org/docs/aboutjta.html). Another
example is the ‘Apollo Alliance’ which aims ‘to create three million good
jobs, free ourselves from imported oil, and clean up the environment’
(www.apolloalliance.org/). These, and many other alliances are forming
around the world which could unite under the JSP to create more just and
sustainable communities.
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12 Vulnerability, poverty and sustaining
well-being
W. Neil Adger and Alexandra Winkels

1. Introduction

A key tenet of sustainable development is that resources and opportunities
should be widely shared in society. Where this fails to occur, individuals,
communities and the ecosystems on which they depend are made vulner-
able to external perturbations, to failures in governance, and to social crises.
Thus development, if it is to be sustainable in the broadest sense, needs to
address underlying vulnerabilities in society and vulnerabilities that are
created by unsustainable resource use and exploitation.

The recognition that reducing vulnerability is a legitimate normative goal
of sustainable development has become apparent in the context of global
change. Vulnerability is an important characteristic of individuals, social
groups and of natural systems. It is a state in which the ability of people in
society to cope with environmental and other stresses is in question. The
vulnerability of a group or individual depends on the capacity to respond
to external stresses that may come from environmental variability and
change, or from social upheaval and change. Vulnerability is made up of a
number of components including exposure and sensitivity to hazard or
external stresses and the capacity to adapt. Thus, vulnerability does not exist
in isolation from the wider political economy of resource use. It is caused by
inadvertent or deliberate human action that reinforces self-interest and the
distribution of power.

In this chapter we argue that recognizing the interdependencies between
factors that create vulnerabilities is central to achieving sustainable deve-
lopment that ensures people’s well-being. The concept of vulnerability is
important in analysing, for example, the widely observed disparities
between the rich and poor regions of the world and between the vulnerable
on the one hand and those who are able to insulate themselves against
shocks on the other. To this end the first section examines interdependen-
cies of various social, economic and environmental processes that create
vulnerabilities. The chapter then takes a close look at the links between vul-
nerability and livelihoods, recognizing that, in order to achieve well-being
for most, the multi-dimensionality of people’s vulnerabilities needs to be
understood and confronted. Vulnerability is conceptualized in a variety of
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ways depending on disciplinary emphasis, ranging from the vulnerability of
social and ecological systems to the vulnerability of individual livelihoods.
One of the most important aspects of the influence of vulnerability on well-
being is its context specificity. While measuring vulnerability should be
based on commonly agreed-upon thresholds of risk, danger and harm,
different approaches are needed to assess people’s vulnerability in different
contexts. The final section reviews some of these measurement issues and
draws out future research trends.

2. The landscape of vulnerability

Vulnerability is common currency in debates on environmental risks and
human development. In the past decade vulnerability is a term used by
decision-makers in designing a response to both human-made and natural
disasters. In the climate change arena, for example, countries are vulnerable
to the impacts of climate change; some populations are exposed to risk
associated with the potential spread of vector-borne diseases; and ecosys-
tems and species are vulnerable to degradation or extinction. Many inter-
national development agencies now frame their development assistance
around concepts of sustainable livelihoods, which incorporate the assess-
ment of vulnerability (Cannon et al., 2002).

The popularity of the term has arisen in these contexts and is under-
pinned by insights into risk and hazards, institutions and governance, and
human well-being (Cutter, 1996; 2003; Blaikie et al., 1994; Turner et al.,
2003a). Vulnerability theory explains the processes that convert the distri-
bution of resources in a society into a state which leads to powerlessness,
and risk of unsustainable outcomes (both in material terms and in terms of
experience) for sections of society. A theory of vulnerability further seeks
to distinguish between environmental change as a human-induced element
of risk and as a natural element of perturbation, renewal and change
(Adger, 2006).

Human well-being is vulnerable to disease, war and natural disaster,
while economic structures promoting well-being are vulnerable to global-
ization, currency speculation and crises of confidence. But well-being
is made up of diverse components that have been articulated (by the
Millennium Ecosystem Assessment 2003, for example), as basic material
needs, health, good social relations, personal security and freedom and
choice. Many elements of vulnerability relate to the absence of well-being
and security as well as unsustainable resource use, but equally emphasize
the importance of empowerment and citizenship within well-being and
sustainability.

Vulnerability thus encapsulates the susceptibility to harm of groups or
individuals to stress as a result of social change and environmental hazard
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and change. There are social dimensions to vulnerability and physical and
ecological dimensions to vulnerability related to exposure to hazards and
dimensions of risk. There are many conceptualizations of vulnerability (see
Alwang et al., 2001), but there is common agreement that vulnerability is
made up of a number of key components including exposure and sensiti-
vity to hazard and the capacity to adapt. For any given social and economic
system, the functional attributes are:

Vulnerability = f(exposure, sensitivity, adaptive capacity)

The terms are elaborated in Table 12.1. Exposure encapsulates the likeli-
hood of occurrence and the impact of a discrete event whose influence
extends over a particular area with particular characteristics. The charac-
teristics of exposure include magnitude, frequency, duration and areal
extent of the hazard (Burton et al., 1993). Sensitivity is the extent to which
a human or natural system can absorb impacts without suffering long-term
harm or some significant state change. This concept of sensitivity, closely
related to resilience, can be observed in physical, ecological and social
systems. Adaptive capacity is the ability of a system to evolve in order to
accommodate environmental hazards or policy change and to expand the
range of variability with which it can cope.

Vulnerability is socially differentiated: virtually all natural hazards and
human causes of vulnerability impact differently on different groups in

Table 12.1  Attributes of vulnerability to environmental and social change

and perturbations
Element of vulnerability Definition
Exposure The nature and degree to which a system

experiences environmental or socio-political stress.

Sensitivity The extent to which a human or natural system
can absorb the impacts without suffering long-
term harm or some significant state change. This
concept of sensitivity, closely related to resilience,
can be observed in physical systems with impact-
response models, but requires greater
interpretation in ecological and social systems,
where harm and state change are more contested.

Adaptive capacity The ability of a system to evolve in order to
accommodate environmental perturbations or to
expand the range of variability with which it can
cope.
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society. Many comparative studies have noted that the poor and marginal-
ized have historically been most at risk from natural hazards (see Chapter
11). Poorer households are forced to live in higher risk areas, exposing them
to the impacts of earthquakes, landslides, flooding, tsunamis and poor air
and water quality. This has particularly been shown throughout the urban-
ized world (Mitchell, 1999; Pelling, 2003). Women are differentially at risk
from many elements of environmental hazards, including, for example, the
burden of work in recovery of home and livelihood after an event
(Fordham, 2003). In many studies of the impact of earthquakes (including
analysis of the Asian tsunami of 2004) women and other household depen-
dants have suffered much greater mortality. Even for volcanic eruptions,
which would appear to be indiscriminate in impact in terms of social status,
it is noted that significant social differentiation is important (Sidle et al.,
2004). Flooding in low-lying coastal areas associated with monsoon clim-
ates or hurricane impacts, for example, are seasonal and usually short-lived,
yet can have significant unexpected impacts for vulnerable sections of
society. Yet river flooding is an integral part of many farming systems as it
provides nutrients in fertile floodplain areas. Hence natural hazards are
often a disadvantageous aspect of a phenomenon at one point in time that
is predominantly, and usually beneficial. Impacts associated with geologi-
cal hazards often occur without much effective warning and with a speed
of onset of only a few minutes. By contrast, the HIV/AIDS epidemic is a
long wave disaster with a slow onset but catastrophic impact (Barnett and
Blaikie, 1994).

Vulnerabilities are becoming connected to global change in environmen-
tal and economic systems. While there is little doubt that the connections
of globalization have brought about a revolution in knowledge, informa-
tion and ideas, the negative consequences of capital flows and of the ability
of both countries and transnational corporations to wield power at the
global scale are also enormous. There are three major mechanisms of inter-
dependence of vulnerabilities of ecosystems, people and places (see Adger
et al., 2007). These are the processes of global environmental change, eco-
nomic market linkages, and flows of resources, people and information.

The first of the mechanisms for interdependence is the set of physical and
biological processes that constitute global environmental change. Due to
the global nature of environmental change processes accelerating in par-
ticular during the past century, impacts of environmental change in one
locality have increased connection to regional and global systems. Second,
economic market linkages are not only linked to global environmental
change, but also can in and of themselves be drivers of interdependent vul-
nerabilities. The processes of global environmental change are indeed
amplified by the social, political and economic trends of globalization.



Vulnerability, poverty and sustaining well-being 193

Global environmental change is driven in part by widening disparities
between rich and poor both within and between countries. Liberalizing
trade and integrating economies into world markets (see also Chapter 25)
can make the incomes of the poor insecure, open to vagaries and price fluc-
tuations, and ultimately more vulnerable when other shocks and stresses
come along (O’Brien and Leichenko, 2000).

The third mechanism of interdependence of vulnerabilities across space
and time is the closer connection between places in the world which has
emerged through increased air travel and lower transport costs, and through
movements of people and resources around the world. This has several
dimensions, both positive and negative in terms of vulnerability.
Demographic changes and migrations (see Chapter 8) produce new forms of
sensitivity to risk, while providing some populations with new opportunities
or access to resources that enable them to mitigate uncertainty. Increasing
proportions of very old or very young people in a population, for example,
change the nature of susceptibility to emerging diseases and pathogens.
Further, the actual movement of resources for energy, food and primary pro-
duction have both direct and indirect consequences. The food eaten at dinner
tables across the industrialized world, for example, has increasing environ-
mental impact due to energy and fertilizer inputs, transport, and land use
changes associated with new production. Agricultural and economic policies
in one part of the world have direct consequences on producers in another
part of the world, and the globalization of consumer tastes is now driving
commodity production in agricultural regions. The consequences of the
movement of materials round the world are also increasingly apparent in
bio-invasive species, demand for habitats and over-exploitation of species,
and the emergence of new diseases (Adger et al., 2007).

One of the sustainability goals is to ensure a minimum level of well-being
which, among other things, depends on people’s ability to cope adequately
with shocks and stresses that may plunge them into poverty. Ensuring
people’s well-being relies therefore on finding ways to reduce vulnerability
by taking into account the interdependencies of global and local mecha-
nisms as described above that create these vulnerabilities. This is particu-
larly crucial for the poor and marginalized in many countries as they are
least able to insure themselves against the ill effects of global economic fluc-
tuations and environmental risks (Wood, 2003).

3. Livelihoods and well-being

Over the past 50 years there have been spectacular successes in raising living
standards in many parts of the world. Yet economic growth alone has not
eliminated poverty anywhere. Deprivation of opportunity is still wide-
spread, most obviously in the developing world where lack of absolute
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income for large numbers of people limits their health, material well-being
and their freedom (Sen, 1999). Policies to promote livelihoods and well-
being of populations in the developing world have been subject to various
ideological fashions and beliefs. The focus on economic growth in the 1950s
and 1960s was superseded by a focus on poverty elimination through basic
need strategies in the 1970s. Poor economic performance in many develop-
ing countries in the 1980s resulting from structural adjustments policies (see
Chapter 14) and a sharp rise in poverty during that period led to a renewed
interest in poverty and the poor themselves (Gardner and Lewis, 1996).

The Millennium Development Goals demonstrate that the livelihoods
and well-being of the world’s poor are now conceptualized in terms of
access to opportunity and absence of insecurity and vulnerability. The
goals include focus on inadequate incomes, hunger, gender inequality,
environmental deterioration and lack of education, health care, and clean
water (UNDP, 2003). Sen (1999) argues that the overarching goal of human
development should be the ability for all people to realize their potential
and that this is not fulfilled through economic means alone. In this context
it is important to emphasize that poverty and vulnerability are not the same
thing. Hence, while those who are poor are more likely to be vulnerable, the
non-poor may also be vulnerable to a deterioration in well-being as a result
of a shock.

Sustainable livelihoods and realized capabilities are the antithesis of
vulnerability and poverty. Sen (1981) developed the concept of human
capability to explain the causes and persistence of poverty even in times of
overall positive economic growth. Poverty is the lack of capability to live
a decent life (Sen, 1999). Entitlements and capabilities are the actual or
potential resources available to individuals based on their own production,
assets or reciprocal arrangements. Entitlements are sources of welfare or
income that are realized or are latent. They are ‘the set of alternative com-
modity bundles that a person can command in a society using the totality
of rights and opportunities that he or she faces’ (Sen, 1984, p. 497).
Poverty, manifest for example through food insecurity, is a consequence of
human activity, which can be prevented by modified behaviour and by
political interventions. Thus, vulnerability is the result of processes in
which humans actively engage and which they can almost always prevent.
The theory of entitlements as an explanation for famine causes was deve-
loped in the early 1980s (Sen, 1981; 1984) and displaced prior notions that
shortfalls in food production through drought, flood or pest were the prin-
cipal cause of insecurity in agrarian societies. Essentially, vulnerability
occurs when people have insufficient real income and access to resources,
and when there is a breakdown in other previously-held endowments (see
Chapter 14 for examples).
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Analysis of entitlements, access to resources and welfare services in the
face of stress and crisis is therefore a cornerstone of vulnerability theory.
The need for livelihoods to be sustainable has been the focus of research
and action on resource-dependent societies and economies. A widely
accepted definition of so-called sustainable livelihoods is that by Robert
Chambers and Gordon Conway (1992), which highlights the need for
reducing vulnerability, coping with stress, and moving forward through
adaptation while securing well-being into the future:

A livelihood comprises the capabilities, assets (including both material and
social resources) and activities required for a means of living. A livelihood is sus-
tainable when it can cope with and recover from stresses and shocks and main-
tain or enhance its capabilities and assets both now and in the future, while not
undermining the natural resource base. (Chambers and Conway, 1992)

The sustainable livelihood concept appears in many guises and is subject
to a continuing debate. Discussions focus on the operationalization of these
ideas and how to make both processes and outcomes relevant for policy and
development practice. The sustainable livelihoods approach provides a tool
for the assessment not only of micro-level conditions such as individual or
households capabilities, access to assets and individual aspirations, but
situates these attributes within their wider institutional, historical, envi-
ronmental and economic context.

Within a particular vulnerability context (such as a combination of shift-
ing seasonal constraints, short-term economic shocks and longer-term
trends of change) individuals deploy different types of ‘livelihood assets’ or
capital in variable combinations (Bebbington, 1999; Reardon and Vosti,
1995; Scoones, 1998; Ellis, 2000). Understanding how institutions shape,
and are shaped by, livelihood processes is also important in livelihood
research (Ellis, 2000). Institutions, in this context, are the formal and infor-
mal rules, norms or procedures that govern relationships within and
between different organizations and between formal organizations and the
civic sphere. Vulnerable communities and individuals are excluded from
access and institutions to decision-making: so-called relational aspects of
deprivation (Kabeer, 2000).

Economic, social, demographic, political and psychological aspects of
human vulnerability gain different prominence in different disciplines
(shown in Table 12.2). In the context of disaster management human vul-
nerability is defined with respect to discrete events in nature or associated
with technological failures (such as pollution incidents). Vulnerability is
usually defined as an underlying condition, undermining people’s capabi-
lity to respond adequately to the disaster, thus precipitating a negative
outcome with respect to their well-being (Kreimer and Arnold, 2000).
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Table 12.2  Examples of how vulnerability is conceptualized across
different arenas and disciplines

Vulnerability area  Traditions Objectives Sources
Vulnerability Vulnerability and Identification and Anderson and
to hazards capacities prediction of vulnerable Woodrow (1998);
groups to facilitate Frankenberger
intervention et al., (2001)
Pressure and release  Structural analysis Blaikie et al.
of underlying causes of (1994); Pelling
vulnerability to hazards (2003)
and risks, linking discrete
risks with political
economy of resources
Vulnerability of Vulnerability to Explaining the Turner et al.
social- ecological ~ global change vulnerability of coupled (2003a; 2003b)
systems human-environment Luers et al.
systems (2003); O’Brien
et al. (2004)
Climate Explaining (and Smit and
change and predicting) social, Pilifosova (2001);
variability physical or ecological Parry et al.
system vulnerability to (2001); Ford and
(primarily) future risks Smit (2004)

Vulnerability
of livelihoods
and poverty

Entitlements and
capabilities

Poverty and social
exclusion

Assets and
vulnerability

Sustainable

livelihoods analysis

Developed to explain
vulnerability to famine
even in the absence of
shortages of food or
production failures

Explains why populations
become or stay poor
based on analysis of
economic factors

and social relations
Explains vulnerability of
populations to risks on
the basis of capital

assets, from physical to
social

Explains the material
outcomes and the ability
to sustain these over time
on the basis of capital
assets

Sen (1981); Swift
(1989); Watts and
Bohle (1993)

Kabeer (2000);
Kamanou and
Morduch (2004);
Morduch (1994)

Bebbington
(1999); Moser
(1998);

Rakodi (1999);
Reardon and
Vosti (1995)

Chambers et al.
(1989); Davies
(1996); Ellis
(2000)
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There has been much work in the field of climate change that seeks to illu-
minate vulnerability, but this is often focused solely on a social system or
on the vulnerability of a species or ecosystem damage. Research that seeks
to understand the vulnerability of systems, which includes both social and
natural elements, is primarily concerned with the assessment of vulnerabil-
ity of that system in its various manifestations (Adger et al., 2001; Turner
et al., 2003a). Research in development economics perceives vulnerability
as an outcome of a process of household responses to risk. Since the mea-
surement of vulnerability at the individual level is extremely difficult, it is
often reduced to one single causal factor. Alternatively, vulnerability of
livelihoods and well-being is a condition that takes into account both expo-
sure to risks and a household’s defencelessness against deprivation, that is
the external and internal aspects of vulnerability (Chambers et al., 1989;
Kamanou and Morduch, 2004).

4. Vulnerability as a relative measure of deprivation and susceptibility

to harm

There is no straightforward way to measure vulnerability. Measurement of
vulnerability inevitably needs to reflect social processes, environmental per-
turbations and material outcomes: it is not easily reduced to a single metric.
While it is easy to recognize personally the feeling of vulnerability and
perhaps to grasp the outcome of vulnerability in others in a similar situ-
ation, the translation of this complex set of parameters into a quantitative
metric has been argued to reduce its impact and hide its complexity
(Alwang et al., 2001). There have been significant advances in methods in
vulnerability analysis towards measures that both incorporate human well-
being and recognize the relative and perceptual nature of vulnerability.

In the quantitative social sciences, particularly in economics, there have
been attempts to develop metrics for vulnerability that are comparable
across time and location to make them more tractable (Kamanou and
Morduch, 2004; Alwang et al., 2001). Much of the research is concerned
with vulnerability to poverty and, in the search for tractability, often
focuses on consumption as the key parameter. But since societies are vul-
nerable to multiple stresses and vulnerability is manifest in various out-
comes (not just material), there are, in effect, different thresholds on
vulnerability informed by values and social context (Alwang et al., 2001).
It is important nonetheless to provide consistent frameworks for measur-
ing vulnerability that provide complementary quantitative and qualitative
insights into outcomes and perceptions of vulnerability. While quantitative
measures allow comparison of relative vulnerability across circumstances,
these do not substitute for the narrative richness of stakeholder-led or qual-
itative assessments of vulnerability in different places and contexts.
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Households capable of deriving an adequate living from their assets or
the transient poor can all be vulnerable to poverty as a result of shocks to
those livelihoods. Households that already face capability constraints due
to structural factors such as landlessness or contextual factors such as the
lack of social welfare from government or community, are also vulnerable
to a further decline in welfare through the exposure to shocks such as
failing local markets or illness within the family. Vulnerability is, however,
also the outcome of a shock and social exclusion by limiting the capability
to deal with subsequent shocks. The degree to which a household is vul-
nerable, and continues to be so, is a function of the risk factors, both inter-
nal and external to the household, and their capability (determined by asset
portfolio) to respond to these risks (Alwang et al., 2001).

Livelihoods can be exposed to risks particular to the household (idio-
syncratic risks) as well as to those shared throughout the wider commu-
nity (covariate risks). On the one hand, the sources of risks can be related
to external shocks such as varying climatic conditions (for example floods
and droughts), commodity price fluctuations, or poorly functioning input
and output markets. While some droughts contribute to the development
of a famine crisis, not every drought results in a famine. Table 12.3 sum-
marizes the types of risk arising from changing environmental, social and
economic conditions and how these can affect access to assets and activi-
ties, which shape livelihoods. Risk sources can also be specific to house-
holds and are often related to illness and death, or changing social
relationships.

In addition to the physical and social risks in Table 12.3, there are insti-
tutional and relational sources of risk (Wood, 2003). Chronic poverty, for
example, may give rise to a number of risks induced by inequality, class
relations, exploitation, and social exclusion from community structures.
Household vulnerability and social exclusion are therefore in themselves
risk factors because they re-enforce the deeper structures that lead to depri-
vation and chronic poverty (Wood, 2003). Those households who already
face deprivation of livelihood capability are less able to reallocate their
assets to overcome other risky events.

Methods for vulnerability assessment in the context of development
assistance and famine early warning systems have been developed and used
across the developing world (Cannon et al., 2002; Twigg, 2001; Stephen and
Downing, 2001). Local and national indicators have been developed,
seeking to overcome issues of validation and triangulation of data to derive
more robust measures for both policy analysis and intervention (Yohe and
Tol, 2002). A common critique of indicator research, particularly focused
on country-level analysis, is that it fails to account for sub-national spatial
and social differentiation of vulnerability, and local conditions mediate the
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capacity to adapt. Progress has been made, however, in the spatial mapping
of elements of vulnerability (for example O’Brien et al., 2004).

The implications of the relative nature of vulnerability and its manifes-
tations in perceptions of insecurity are that any generalized method to
measure vulnerability needs to incorporate an objective material measure
of vulnerability but also to capture relative vulnerability, inequality in its
distribution and social status. The vulnerability of any population is not
simply a matter of the number of people who are vulnerable through not
having entitlements to resources or not being exposed to stresses associated
with environmental change. Rather a generalized measure needs to account
for the severity of the vulnerability and the measure needs also to be sensi-
tive to redistribution of risk within vulnerable populations. Ideally a
measure of vulnerability, therefore, requires certain characteristics. These
necessary characteristics of a measure are familiar in micro-economics and
social statistics, for example in the measurement of poverty (building on
Foster et al., 1984), because they also deal with issues of well-being, rela-
tive versus absolute change and transient versus persistent states.

Luers and colleagues (2003) directly address many of the dilemmas of
measuring vulnerability. Their approach represents a state-of-the-art. In
recognizing many of the constraints they make a case for measuring the
vulnerability of specific variables: they argue that vulnerability should shift
away from quantifying critical areas or vulnerable places towards scale-
neutral systematic measures. They argue for assessing the vulnerability of
the most important variables in the causal chain of vulnerability to specific
sets of stressors. They develop generic metrics that attempt to assess the
relationship between a wide range of stressors and the outcome variables
of concern (Luers et al., 2003). In their most general form:

sensitivity to stress

Vulnerability =
Y state relative probability of

to threshold exposure to stress

The parameter under scrutiny here could be a physical or social para-
meter. In the case of Luers et al. (2003) they investigate the vulnerability of
farming systems in an irrigated area of Mexico through examining agri-
cultural yields. But the same generalized equation could examine disease
prevalence, mortality in human populations, or income of households — all
of which are legitimate potential measures within vulnerability analysis.

Whatever the generalized form of vulnerability measure there is an
inescapable need for a threshold of risk, danger or harm. The measures of
vulnerability severity discussed above involve a measure of well-being. But
this could be measured in a number of different ways. It could be objective
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material measures such as indicators of mortality, income, wealth or
freedom from crime or access to education, depending on the nature of the
vulnerability being measured. In addition vulnerability as experienced
could be measured directly through indicators of perception, as used in
social psychology.

The problem of course is that any meaningful threshold is likely to be
highly heterogeneous. As Watts and Bohle (1993) and Cutter (2003) argue,
vulnerability is manifest in specific places at specific times: hence the deter-
mination of the threshold level of well-being that constitutes the threshold
is not simply a proportional measure, the same for all sections of society.
In addition, the choice of thresholds is based on values and preferences and
hence is both institutionally and culturally determined. The measurement
of vulnerability inevitably requires external judgements and interpretations
of the thresholds of acceptable risk. This characteristic of the inescapabil-
ity of a vulnerability threshold needs to be both made explicit and
embraced in vulnerability methods.

5. Trends and prospects for future research

There are a number of linkages between livelihoods, sustainability and vul-
nerability. First, due to the complexity of the future (for example trends in
environmental change, technologies and other social and demographic
processes), individuals and social systems are always vulnerable to surprise
and susceptible to unforeseen consequences of action (Cutter, 2003;
Schneider et al., 1998). While policy makers always express surprise at
events, many of these are predictable or at least ‘imaginable’. Yet vulnera-
bility persists, due both to inherent unpredictability in some physical
systems, but also because of ideological blocks to perceiving certain risks.
Thus technological risks that create new vulnerabilities (from nuclear
power to genetically-modified agricultural crops) are ignored in the name
of progress. If a goal of sustainable development is to eliminate risks to the
most vulnerable, then this suggests that application of the precautionary
principle should be central to decision processes.

The second area of linkage between sustainability and vulnerability, and
the major focus of this chapter, has been the link between widespread
access to minimum levels of well-being as a sustainability goal and the
implementation of this goal through vulnerability reduction. We have
argued here that the distribution of income and access to resources repre-
sent fundamental determinants of capability and vulnerability. Evidence
that inequality plays a role in exacerbated environmental degradation is
compounded when wider conceptions of marginalization and resilience are
included (see Chapter 5). The changing nature of access to resources and
thus well-being and the impacts of global economic change potentially
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undermine social resilience and create circumstances to which the only
response of the vulnerable is resistance. Social resilience is enhanced or
undermined both by the formal institutions of the state and the legal frame-
work of property rights, and by the outcomes of democratic governance.
There is much rhetoric on the need to reduce vulnerability in the context of
global disasters and the threats of climate change. Yet the consequences of
actually implementing action that puts vulnerability centre stage are pro-
found, and, in our view, explain why sustainable development for the mar-
ginalized and vulnerable who bear the brunt of environmental degradation
is a moral and political imperative.
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13 The resource curse and sustainable
development
Richard M. Auty

1. Introduction

Resource abundance can increase the rate of investment in resource-rich
economies relative to resource-poor ones and also expand the capacity of
the economy to import the capital goods needed to build the infrastructure
of a high-income country. Consequently, natural resource abundance can
accelerate economic growth and thereby strengthen sustainable develop-
ment, provided the correction of market failure curbs environmental
damage. Renewable natural resources can yield the rent stream to promote
this outcome indefinitely under informed and rational management. But
sustainable development can also be based upon the rent from depleting
finite resources. To achieve this, resource and environmental accounting
shows that a sufficient fraction of the natural resource rent should be
invested during the exploitation of the finite resource in order to maintain
or enhance the total capital stock (see Chapter 17 and 18). In this way the
income stream generated by the resource is passed on to future generations
in perpetuity. This perspective assumes either that there are natural substi-
tutes for the depleted resource or that technological substitutes will be
found. In this view, conservation of the finite resource might be undesirable
if new technology renders the resource obsolete.

Nevertheless, the notion that natural resource abundance can be a curse
has emerged strongly since the 1980s. It is not a new idea, however. Imperial
Spain provides a long-recognized example of a country that failed to
prosper from the gold and silver shipped from its New World colonies. In
contrast, Spain’s beleaguered Dutch colonies were developing the economic
dynamic that was to win them their freedom and make them the commer-
cial model for western Europe. Subsequently, the failure of Argentina! and,
until very recently, of Australia to sustain the successful growth that both
those countries enjoyed during the second half of the nineteenth century
(Lewis, 1978) has been attributed to the curse of wealth. A stark contrast
has arisen since the 1960s between the rapid economic transition of the four
resource-poor Asian dragons (Hong Kong, Singapore, South Korea and
Taiwan) and the growth collapses experienced through the 1970s and 1980s
by many resource-rich countries (Lal and Myint, 1996).
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2. The incidence of the ‘resource curse’

The recent growth collapses in many oil-rich economies attracted particu-
lar attention from researchers. As a group these countries received transfers
from the oil consumers estimated by Chenery (1981) at 2 per cent of gross
world product (GWP) annually during 1974-78 and an additional 2 per
cent during 1979-81. For individual oil exporters, the oil windfalls ranged
from around an extra 10-15 per cent of non-oil GDP annually for
Venezuela and Indonesia, through almost 40 per cent for Trinidad and
Tobago (Gelb et al., 1988), to over 100 per cent of non-oil GDP for Saudi
Arabia (Auty, 1990). Yet with the exception of Indonesia, the oil exporters
experienced growth collapses. Nigeria provides the most spectacular
example: the country is estimated to have absorbed oil rent in excess of $300
billion during 1974-2004, averaging around an extra 23 per cent of non-oil
GDP during 1974-81. These revenues transformed a dynamic and diversi-
fied economy, which grew by 7 per cent per annum during 1967-74 into a
mono-product basket case with a per capita income by 2004 less than one-
quarter of what it would have been if it had sustained its pre-oil boom
growth rate. There is little wonder that Gelb (1988) entitled his book: Oil
Windfalls: Blessing or Curse?

Research into the resource curse focused at first upon the mineral
economies, which appeared to have performed especially poorly during the
years after 1973. Gelb et al. (1988) analysed the macroeconomic response
of six oil-exporting countries (Algeria, Ecuador, Indonesia, Nigeria,
Trinidad and Tobago and Venezuela). They concluded that most govern-
ments found it politically difficult to resist pressure to spend the oil wind-
falls, so that the over-rapid domestic absorption of the oil revenues
triggered patterns of consumption that sustained Dutch disease effects and
proved difficult to cut back when oil prices fell. Indonesia shows, however,
that a growth collapse can be avoided if sufficient oil revenue is used to
diversify the economy competitively (Timmer, 2004).

Auty (1990) examined the efforts of eight oil-exporting countries to ‘sow
the oil’ by diversifying into resource-based industrialization (RBI). He
demonstrated that few oil-rich governments had the capacity to build
RBI plants efficiently and that the sharp increase in production of energy-
intensive products caused by such investments was sufficient to glut global
markets so that the high-cost plants could not recoup their costs. In the worst
cases, like the steel plants in Nigeria, Venezuela and Trinidad and Tobago,
the RBI projects degenerated into sinks for public sector funds rather than
yielding the expected increased capital with which to further diversify the
economy. Subsequently, Auty (1993) analysed six ore-exporting countries,
which also failed to make effective use of the rent from copper, bauxite and
tin to achieve the required competitive diversification of their economies.
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Such studies did not go unchallenged. For example, Neary and van
Wijnbergen (1986) noted that some restructuring of the mineral economy
was a rational response to a mineral boom, and would be self-correcting as
the boom faded, provided prudent policies were followed. Elsewhere,
Davies (1995) took umbrage at the alleged maladroit performance of the
mineral economies, arguing that many displayed relatively high indices of
social welfare, irrespective of their growth performance. It was at this stage
in the debate that Sachs and Warner weighed in with a series of papers
drawing upon econometric analysis of data on the performance of the
developing countries as a group since 1970.

Sachs and Warner (1995a) used the average share of exports in GDP as
their measure of resource dependence, and they confirmed a negative link
between reliance on natural resources and economic growth. They showed
that the cross-country average share of primary exports in GDP during
1970-89 was 13 per cent, but that a one unit standard deviation increase (13
per cent) in the share of primary exports reduced the growth rate of per
capita GDP by almost 1 per cent. This finding appears to be insensitive to
the inclusion of other variables in the analysis, or to changes in the chosen
measure of resource intensity. Sachs and Warner (1997) went on to demon-
strate that the underlying adverse effect of a rich natural resource endow-
ment on per capita GDP growth is indeed robust. They showed that the
finding persists after additional tests that control for institutional quality,
the share of investment in GDP, the shift in exports prices compared with
import prices, a dummy variable for a regional effect, the removal of out-
liers such as the oil-exporting countries and splitting the time period into
two separate decades.

Similarly, Auty and Kiiski (2001) detected growth collapses in three out
of four sub-groups of resource-rich countries during the 1973-85 years of
price shocks, while growth collapsed in most oil-exporting countries,
the fourth category, in the mid-1980s. In contrast, the growth rates of the
resource-poor countries remained relatively high or even accelerated
(see Table 13.1). The net effect of these trends was to lift the median
income of the resource-poor countries significantly above that of the
resource-rich countries, whereas a generation earlier it had been one-third
lower.

3. Exogenous explanations for the resource curse

Explanations for the recent disappointing performance of the resource-rich
countries have been sought in terms of falling commodity prices, high levels
of price volatility, Dutch disease effects and the commodity production
function. More recent attention has focused on endogenous explanations
like policy error and rent-seeking activity.
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Table 13.1  Share of rents in GDP 1994 and GDP growth 1985-97, by
natural resource endowment

Resource PCGDP Total rent Pasture and Mineral
Endowment growth (% GDP) cropland rent rent
1985-97 (%) (% GDP) (% GDP)

Resource Poor!?

Large 4.7 10.56 7.34 322

Small 24 9.86 541 4.45
Resource Rich

Large 1.9 12.65 5.83 6.86

Small, non-mineral 0.9 15.42 12.89 2.53

Small, hard mineral -0.4 17.51 9.62 7.89

Small, oil exporter -0.7 21.22 2.18 19.04
All Countries 15.03 8.78 6.25
Notes:

Comprehensive data on rents available for 1994 only.
' Resource-poor = 1970 cropland/head < 0.3 hectares.
2 Large = 1970 GDP > $7 billion.

Source: Derived from World Bank (2002a).

One early post-war explanation for the resource curse arises from the
Prebisch terms of trade hypothesis, which argues that over the long term,
prices of primary commodities decline relative to prices of manufactures
(Prebisch, 1950). Consequently, over time the resource-rich countries must
export more and more primary products in order to import a given volume
of manufactured goods. Worse, nascent industrialization is snuffed out by
competition from established manufacturers in the industrial countries,
while the industrial countries use their wealth and political influence to set
the rules of international trade in their favour. However, Duncan (1993)
found that the successful resource-driven countries diversified out of slow-
growth commodities into high-growth ones, so that the policy response
appears to be more important than the actual long-term trend in primary
commodity prices. Moreover, by the year 2000, some 80 per cent of devel-
oping country exports were manufactures compared with 20 per cent for
primary products, the reverse of the ratios in 1980.

A second explanation is that resource-rich countries experience relatively
high terms of trade volatility. This case garners more factual support than
the Prebisch terms of trade argument. Westley (1995) measures the volatil-
ity in the terms of trade as the standard deviation of their percentage rate
of change. Over the period 1960-93, the standard deviation in annual
percentage price changes for 49 primary commodities was 26.4 per cent,
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while the standard deviation in the World Bank primary commodity price
index was half that percentage. The terms-of-trade volatility of the regions
with the highest primary export shares (Latin America, sub-Saharan
Africa, Middle East and North Africa) was two to three times that of
industrial countries during the 1970-92 period. However, several studies
published in the 1960s refuted the hypothesis that export price instability
constituted a significant obstacle to growth (Macbean, 1966; Michaely,
1962). For example, Macbean found that short-term export instability was
not an important constraint on development, and that the relationship
between domestic variables and export fluctuations was not a strong one.
He examined export instability in a dozen developing countries during
1946-58 and found specific local causes of revenue changes to be more
important than global prices: variations in supplies of exports have been
more problematic than fluctuations in demand (Macbean, 1966, p. 34).

A third explanation for the resource curse is the Dutch disease effect,
whereby the booming resource sector keeps the value of the currency so
high that other tradables sectors cannot compete internationally. Corden
and Neary (1982) explain the effects with a three-sector model comprising
a resource sector, a sector of other tradables, typically manufacturing and
agriculture, and a non-tradables sector. A boom in the resource sector has
three effects: a spending effect; a relative price effect; and a resource move-
ment effect. First, spending the increased export revenues boosts demand
for tradables and non-tradables, but global competition precludes price
rises on tradables so any excess demand is met by imports. Second, in the
absence of complete sterilization of the rising foreign exchange income,
the currency experiences a real appreciation that reduces the competitive-
ness of the non-booming tradable activity. Yet domestic prices of non-
tradables rise due to increased demand because they are unaffected by the
currency appreciation or by competitive imports. As a result, prices of
non-tradables rise relative to the prices of tradables, so that resources of
capital and labour move from tradables into non-tradables, reducing
exports and raising imports. Third, this movement of resources between
sectors lowers capital accumulation if the non-tradable sector is more
labour-intensive than the tradable sector. This is because movements in
favour of the non-tradable sector tend to raise wages and lower returns to
capital, reducing capital accumulation. Moreover, if resource booms cause
manufacturing to shrink and manufacturing is favourable to growth (due,
for instance, to the gains from learning-by-doing), the resource-abundant
economy can experience slower long-term growth than it would if it had
no resources (Matsuyama, 1992). Krugman (1987) identifies the con-
ditions under which temporary resource booms can lead to an enduring
loss of competitiveness.
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However, strong proponents of the dominance of Dutch disease effects
like Sachs (1999), neglect the fact that an export boom may not have
harmful consequences if the increased primary export revenue is sustain-
able and/or the adjustment process is not too rapid. Moreover, as already
noted, Neary and van Wijnbergen (1986: pp. 40-41) point out that some
de-industrialization may be a symptom of the economy’s adjustment to a
new equilibrium rather than a symptom of a disease.

The fourth explanation is more selective and suggests that commodities
with a capital-intensive production function, such as most mines and
plantations, produce socio-economic linkages that are detrimental to
growth (Engerman and Sokoloff, 1997; Woolcock et al., 2001). The capital-
intensive production function of mining stunts both backward and forward
productive linkages. This is because the specialized inputs required are
subject to localization economies and are acquired most cheaply as
imports. Moreover, the higher added value stages of mining such as fabri-
cation tend to be market-oriented due to high freight costs. In addition,
final demand linkages are also limited due to the small size of the highly
productive mine workforce and the foreign ownership of capital. This
pattern of linkages leaves fiscal linkage (taxation of the returns to capital
and labour) as the principal stimulus to the domestic economy. Baldwin
(1956) describes the growth-stunting effects of such ‘point’ linkages for the
plantation in his comparative model of the “West” and ‘South’ regions of
the United States in the nineteenth century.

Engerman and Sokoloff (1997) contrast this pattern of point linkages
with the diffuse linkages of commodities like peasant cash crops, whose
more flexible production function offers few barriers to entry and funnels
revenue through many economic agents. Baldwin (1956) clearly shows with
reference to yeoman farms in nineteenth century America how the flexible
production function responds to small additions to investment, which
boost productivity and incomes. Consequently, final demand linkage is
high and stimulates a wide range of local production to supply basic farm
inputs and household consumer goods. Similarly, fiscal linkage is more
likely to be expended on boosting rural infrastructure and education than
in the case of enclave activities like plantations and mines. A further benefit
arising from diffuse linkages comes from the low sunk costs associated with
yeoman crops, like wheat and maize, which facilitate economic diversifica-
tion, pace Duncan (1993), allowing producers to respond to falling prices
by switching from low-growth to high-growth commodities.

Unfortunately for the robustness of this fourth explanation, central gov-
ernments have proved all too capable of transforming diffuse linkages into
point source linkages by imposing swingeing taxes through, for example,
commodity marketing boards that allow the government to siphon away
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crop rent and more (Osei, 2001; Krueger, 1993). Moreover, the examples of
Chile, Western Australia and the Witwatersrand show that mining can
nurture a diversified economy, which sustains real GDP growth, while
Graham and Floering (1984) demonstrate that the presence of plantation
agriculture (in this case the nucleus plantation) need not be associated with
disappointing economic growth.

A more recent variant of the institutional explanation for under-
performance by resource-rich countries posits their institutional inheri-
tance and specifically whether that inheritance promotes wealth extraction
or wealth creation (Acemoglu et al., 2002). Basically, if the colonial settlers
worked the overseas territory themselves, as in the case of Zimbabwe for
example, the institutional structure tended to promote wealth creation
whereas if climatic conditions were less conducive to permanent colonial
settlement, the institutions tended to be aimed at wealth extraction.
However, this variant of the theory also encounters criticism. For example,
Glaeser et al. (2004) demonstrate that the statistical methods used by
Acemoglu et al. (2002) are flawed and that their thesis underestimates the
importance of human capital and policy choice.

4. Endogenous explanations for the resource curse: rent and policy error
There seems to be no clear economic reason why natural resource abund-
ance should cause countries to experience relatively low economic growth.
By following the right policies, natural resources should be a boon and
not a curse. This raises the possibility that resource-rich countries may
encounter special difficulties that prevent them from implementing sound
policies.

Lal (1993) analyses policy effects on the long-term growth trajectory of
resource-deficient and resource-rich countries, drawing upon 21 countries.
He finds that whereas eight out of ten land-abundant (resource-rich) coun-
tries pursued policies that led to growth collapses (the exceptions are
Malaysia and Thailand), only three out of eight intermediate countries did
so, while all three labour-abundant (that is resource-deficient) countries
maintained rapid growth. Lal concludes that the labour-abundant coun-
tries follow the easiest development trajectory. The resource-poor country
pursues competitive industrialization which begins with reform in favour of
outward-oriented policies at a low per capita income. This is because, if the
domestic market of the resource-deficient country is small, then reliance on
trade is inevitable so that political opposition to trade policy reform is
weaker. In contrast, the land-abundant (resource-rich) country faces a
longer initial dependence on primary product exports, which retards com-
petitive industrialization because the supply price of labour is higher than
in the resource-deficient country at a similar level of per capita income. This
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tempts the governments of resource-rich countries to seek to ‘grow’ out of
their difficulty by engineering a populist boom or a state co-ordinated Big
Push (Sachs, 1989). This strategy triggers inflation, fiscal repression and a
growth collapse so that a period of declining real wages is required to
restore growth, but it elicits strong political opposition.

However, it is policies (along with basic social conditions and cultural
history) and not resource composition that determine growth. This posi-
tion is supported by Sachs and Warner (1995b, p. 23) who found that all
developing countries following a reasonable set of political and economic
policies between 1970 and 1989 achieved annual per capita growth of 2 per
cent or greater. Sachs and Warner (1995b) went on to examine the effect of
policy error, using trade openness as a proxy for the degree of state inter-
vention. They note an inverted U-shaped relationship between trade policy
measured on the horizontal axis and natural resource dependence. As
primary product export dependence increases, trade policy first closes but
then opens again at higher levels of resource dependence. The apex of this
inverted U-shape occurs where primary exports reach 33 per cent of GDP,
with most developing countries below this level. Sachs and Warner
attribute this policy closure to fear of the employment diminishing effects
of Dutch disease by governments of resource-rich countries. They hypoth-
esize that such fear leads to stronger protectionist policies in order to
sustain the fledgling manufacturing sector. Interestingly, the downswing of
the inverted U-shape (that is the subsequent opening of trade policy)
reflects the dominance of that section of the curve by those oil exporters
with extremely large oil reserves, which therefore lack an urgent incentive
to diversify away from dependence on the depleting oil asset. This may also
explain the adherence to an open trade policy of the government of
Botswana: some 60 per cent of the diamond revenue is estimated to be rent,
so Botswana shares many characteristics with the oil exporters, but with the
important bonus of experiencing far less revenue volatility because, in con-
trast to OPEC, the diamond cartel has held prices steady, so far at least.

Gelb et al. (1991) model the political process of trade policy distortion.
They model a resource-rich country whose government creates unproductive
jobs in public administration and in protected state-owned enterprises
(SOEs) in order to alleviate urban unemployment. They use a Harris—Todaro
migration model and assume a single urban wage in the three urban sub-
sectors (which comprise a private sector, a productive public sector and a
non-productive public sector). The model posits that an exogenous rise in
the urban wage creates a wage gap that raises the premium on rural out-
migration so that unemployment expands in the modern urban sector (sece
Chapter 14). The government responds to additional urban unemployment
by increasing taxation (whose burden falls disproportionately on the private
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sector) in order to invest capital in the creation of additional urban jobs. But
this process is self-defeating because it renders work in the unproductive
public sector preferable to farming, so that more people migrate to the city
where their unemployed presence intimidates the government from which the
unemployed rural migrants extract still more rent. Krueger (1992) finds
that the fraction of primary sector revenue ext