BROOKINGS-WHARTON

paper S

RENIRS

Gary Burtless and Janet Rothenberg Pack
EDITORS



Designed to reach a wide audience of scholars and policymakers, the Brookings-Wharton Papers
on Urban Affairs is an annual series that serves as a forum for cutting-edge, accessible research
on urban policy. The editors seek to integrate broader research into the urban policy discussion
by bringing urban studies scholars together with economists and researchers studying subjects
with important urban implications.

In this issue, papers examine a range of issues that are relevant to urban economics:

—the effects of job location in an urban area on residential choice patterns

—the impact of race, ethnicity, and gender on mortgage lending

—the effects of urban characteristics on the development of new patents

The volume also contains three papers on urban developments outside of the United States:
—urban sprawl in Europe

—rural-to-urban migration patterns in Brazil

—Ilocation patterns of industry agglomeration across Japanese cities

PRAISE FOR THE
BROOKINGS-WHARTON PAPERS on URBAN AFFAIRS

“One of the most exciting developments in years. ... This journal will set the tone for urban
economics for the coming decades. It will play a major role not only in academia, but also in
ensuring that we have better urban economic policy.”

—GEORGE AKERLOF, University of California—Berkeley, Nobel Prize laureate

“The clear thinking displayed in these papers is required to confront the social policy challenges
of our complex and changing metropolitan areas.”
—WILLIAM JULIUS WILSON, Lewis P.and Linda L. Geyser University Professor, Harvard University

GARY BURTLESS is the John C.and Nancy D. Whitehead Chair in the Economic Studies pro-
gram at the Brookings Institution.

JANET ROTHENBERG PACK is professor of business and public policy and real estate
at the Wharton School, University of Pennsylvania.

BROOKINGS INSTITUTION PRESS
Washington, D.C.
90000> www.brookings.edu

ISBN 978-0-8157-0300-6

7808157703006

9 Cover design by Terry Patton Rhoads



BROOKINGS-WHARTON

papers

RAAR

2009

Gary Burtless and
Janet Rothenberg Pack
Editors

BROOKINGS INSTITUTION PRESS
Washington, D.C.



Copyright © 2009
THE BROOKINGS INSTITUTION
1775 Massachusetts Avenue, N.W., Washington, DC 20036

ISSN 1528-7084
ISBN 978-0-8157-0300-6

For information on subscriptions, standing orders, and individual copies, contact Brookings Institution
Press, P.O. Box 465, Hanover, PA 17331-0465. E-mail brookings@tsp.sheridan.com. Or call 866-698-
0010. Visit Brookings online at http://bookstore.brookings.edu.

Brookings periodicals are available online through Online Computer Library Center (contact OCLC
subscriptions department at 800-848-5878, ext. 6251) and Project Muse (http://muse.jhu.edu).

Authorization to photocopy items for internal or personal use or the internal or personal use of specific
clients is granted by the Brookings Institution for libraries and other users registered with the Copyright
Clearance Center Transactional Reporting Service, provided that the basic fee is paid to the Copyright
Clearance Center, 222 Rosewood Drive, Danvers, MA 01923. For more information, please contact
CCC at 978-750-8400 and online at www.copyright.com. This authorization does not extend to other
kinds of copying, such as copying for general distribution, for creating new collective works, or for sale.
Specific written permission for such copying must be obtained from the Permissions Department, Brook-
ings Institution Press, 1775 Massachusetts Avenue, N.W., Washington, DC 20036; fax, 202-536-3623;
e-mail, permissions@brookings.edu.



BROOKINGS-WHARTON

papers
RB

FAl
2009

Preface
Editors’ Summary

Job Decentralization and Residential Location

LEAH PLATT BOUSTAN AND ROBERT A. MARGO
Comments by Edward Glaeser and Janice F. Madden 21

Subprime Mortgage Pricing:
The Impact of Race, Ethnicity, and Gender on the Cost of Borrowing

ANDREW HAUGHWOUT, CHRISTOPHER MAYER, AND JOSEPH TRACY
Comment by Dwight M. Jaffee and Tomasz Piskorski 57

What Explains the Quantity and Quality of Local Inventive Activity?
GERALD CARLINO AND ROBERT HUNT
Comments by Gilles Duranton and Bruce A. Weinberg 110

Urban Sprawl in Europe
ELEONORA PATACCHINI AND YVES ZENOU
Comments by J. Vernon Henderson and Dennis Epple 143

Connecting Lagging and Leading Regions:
The Role of Labor Mobility

SOMIK V. LALL, CHRISTOPHER TIMMINS, AND SHOUYUE YU
Comments by Alex Anas and Jan K. Brueckner 167

A Reconsideration of the NAS Rule from an Industrial

Agglomeration Perspective
TOMOYA MORI AND TONY E. SMITH
Comments by Yannis M. loannides and John M. Quigley 206

vii

65

125

151

175



Purpose

The Brookings-Wharton Papers on Urban Affairs is an annual pub-
lication containing articles and formal discussant remarks from a
conference held at the Brookings Institution and arranged by the
editors. The annual forum and journal are the products of a collab-
oration between the Brookings Institution’s Metropolitan Policy
Program and the Zell Lurie Real Estate Center at the Wharton
School of the University of Pennsylvania. All of the papers and
discussant remarks represent the views of the authors and not nec-
essarily the views of the staff members, officers, or trustees of the
Brookings Institution or the Wharton School of the University of
Pennsylvania.

Coeditors

Gary Burtless Brookings Institution
Janet Rothenberg Pack University of Pennsylvania

Staff

Lael Harris Editorial Associate
Sean Hardgrove Research Verifier
Rosanna Smart Research Verifier
Pavel Svaton Research \erifier

Advisers

William G. Gale Brookings Institution

Joseph E. Gyourko University of Pennsylvania
Robert P. Inman University of Pennsylvania

Bruce J. Katz Brookings Institution

Amy S. Liu Brookings Institution

Katherine M. O’Regan New York University

Alice M. Rivlin Brookings Institution

John M. Quigley University of California—Berkeley
Todd M. Sinai University of Pennsylvania

Howard Wial Brookings Institution

Contributors

Alex Anas State University of New York-Buffalo

Leah Platt Boustan University of California—Los Angeles
and NBER

Jan K. Brueckner University of California—Irvine

Gerald Carlino Federal Reserve Bank of Philadelphia

Gilles Duranton University of Toronto

Dennis Epple Carnegie Mellon University

Edward Glaeser Harvard University

Andrew Haughwout Federal Reserve Bank of New York

J. Vernon Henderson Brown University

Robert Hunt Federal Reserve Bank of Philadelphia

Yannis M. loannides Tufts University

Dwight M. Jaffee University of California—Berkeley

Somik V. Lall World Bank

Janice F. Madden University of Pennsylvania



Robert A. Margo Boston University and NBER

Christopher Mayer Columbia Business School, NBER,
and Visiting Scholar, Federal Reserve Bank of New York

Tomoya Mori Kyoto University

Eleonora Patacchini University of Rome *““La Sapienza™

Tomasz Piskorski Columbia University

John M. Quigley University of California—Berkeley

Tony E. Smith University of Pennsylvania

Christopher Timmins Duke University

Joseph Tracy Federal Reserve Bank of New York

Bruce A. Weinberg Ohio State University, IZA, and NBER

Shouyue Yu Duke University

Yves Zenou Stockholm University and IFN

Conference
Participants

Nathaniel Baum-Snow Brown University
Alan Berube Brookings Institution

Xavier de Souza Briggs Massachusetts Institute of Technology
William Collins Vanderbilt University
William Dickens University of Maryland
Anthony Downs Brookings Institution
Joseph Gyourko University of Pennsylvania
Amy Liu Brookings Institution

Edwin S. Mills Northwestern University
Carol O’Cleireacain Brookings Institution
Katherine O’Regan New York University
Howard Pack University of Pennsylvania
Alice Rivlin Brookings Institution

Martha Ross Brookings Institution

Alberto Saiz University of Pennsylvania
Raven E. Saks Federal Reserve Board

Amy E. Schwartz New York University
Michael Stoll University of California—Los Angeles
Richard Voith Econsult Corporation

Susan Wachter University of Pennsylvania
CIliff Winston Brookings Institution

Hal Wolman George Washington University
Grace Wong University of Pennsylvania






Preface

Brookings-Wharton Papers on Urban Affairs has for ten years been devoted to
publishing forward-looking research on urban policy issues in a form accessible
to a diverse audience. This is the tenth and final volume in the series. It contains
a symposium on international urban issues and three other papers on the inven-
tiveness of cities, on discrimination in subprime mortgages, and on job
decentralization and suburbanization.

It is appropriate at this point to acknowledge the people and institutions that
have helped make the ten years of conferences and volumes so rewarding. The
many authors and discussants over the past decade deserve special thanks for
intellectual contributions to the conferences as well as their efforts to draft argu-
ments in a clear and accessible style for the volumes. We are also grateful to
all the other conference participants for making the annual meetings lively and
enlightening.

Since its launch in 1999, the collaboration between the Wharton School
and the Brookings Institution has drawn on resources and personnel in both
academia and the policymaking community. We hoped to create a series of
volumes that would be of interest and use to a wide audience, including pol-
icymakers and their staffs, practitioners in the private sector, journalists,
students, and others.

The conferences at which the papers were initially presented as well as the
resulting volumes owe much to the efforts of key people at both Brookings and
Wharton. Brookings presidents Michael H. Armacost and Strobe Talbott sup-
ported this project. Bruce Katz, director of the Metropolitan Policy Program,
has been a loyal and generous supporter of the project, and his research pro-
gram provided major financial support.

AtWharton, Peter Linneman and Joseph Gyourko, former and current direc-
tor, respectively, of the Samuel Zell and Robert Lurie Real Estate Center, have
supported the project intellectually and financially from its inception. We have
also received financial support the past five years from the Urban Research

vii
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Institute at the University of Pennsylvania, which is codirected by professors
Eugenie Birch and Susan Wachter. For two years, the Wharton Dean’s Office
also provided support for the conference and volume.

Several people at Brookings made vital contributions to the conferences,
where drafts of papers were first presented, and to the resulting volumes. Bud-
getary assistance and oversight have been provided by Jamaine Fletcher
(Metropolitan Policy Program) and Linda Gianessi (Economics Studies) of
Brookings. Over the decade, Saundra Honeysett, Jeanine Forsythe, Teresa
Brown, and Kathleen Kruczlinicki at Brookings organized conference logis-
tics and managed the paper flow. Lael S. Harris ably performed these duties
for the current volume. Many Brookings research assistants provided splendid
assistance in helping the coeditors fact-check the submissions and prepare
summaries of the major articles. This year we thank Sean Hardgrove, Rosanna
Smart, and Pavel Svaton for providing this crucial help. Janet Walker and
Anthony Nathe of the Brookings Institution Press have managed the produc-
tion of the conference volumes creatively and efficiently.

The conferences were organized and the volumes edited by Janet Rothen-
berg Pack of the Business and Public Policy Department at Wharton in
collaboration with William G. Gale from 1999 to 2004 and Gary Burtless from
2005 to 2009. Gale, now the director of Economic Studies at Brookings, held
the Arjay and Frances Fearing Miller Chair in Economics while he was co-
editor of the volumes; Burtless holds the John C. and Nancy D. Whitehead
Chair in Economics.

Thank you all!



Editors’ Summary

Brookings-Wharton Papers on Urban Affairs presents new research on urban eco-
nomics to a broad audience of interested policy analysts and researchers. The
papers and comments contained in this volume, the tenth in the series, were pre-
sented at a conference on November 13-14, 2008, at the Brookings Institution.
The papers examine a range of issues that are relevant to urban economics, includ-
ing the effects of job location in an urban area on residential choice patterns,
racial bias in mortgage lending, and the effects of urban characteristics on the
development of new patents. The volume also contains three papers on urban
developments outside of the United States. The topics treated include urban
sprawl in Europe, rural-to-urban migration patterns in Brazil, and locational pat-
terns of establishments across Japanese cities.

After World War 11, a growing percentage of Americans moved to the nation’s
suburbs, and a shrinking percentage chose to live in central cities. This shift in
residential patterns occurred at the same time as a shift in the location of jobs.
Compared with job locations in the early postwar period, a smaller share of
U.S. employment is now concentrated in central cities and a bigger share is
located in the suburbs. For regional planners and urban economists, this raises
an important question: Have residents of metropolitan areas flocked to the sub-
urbs because that is where the jobs are? Or have employers followed urban
migrants out into the suburbs?

In their paper “Job Decentralization and Residential Location,” Leah Platt
Boustan and Robert A. Margo offer a partial answer to this question using infor-
mation on the residential choices of state government employees who hold jobs
inside and outside of state capitals. The location of state capitals was chosen
many decades ago, and no state has chosen to relocate its capital since the early
twentieth century. State government employment in capital cities tends to be
concentrated near the historical heart of cities, usually in or near the central
business district. The persistence of state employment patterns in state capitals
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gives analysts evidence that can be helpful in determining the effect of the geo-
graphical distribution of employment on employees’ residential choices.

There are two kinds of contrast that are useful in determining the impact
of job location on residential choice. First, state government employees who
work in capital cities can be compared with employees who work for other
kinds of establishments in the same metropolitan areas. Since state govern-
ment employees in those cities are much more likely to work in the central
city, the difference between their residential choices and those of employees
of other kinds of establishments sheds light on the impact of job location on
the decision of workers to live inside or outside of the central cities. Second,
state government employees who work outside of capital cities are consider-
ably less likely to work in the central city of a metropolitan area. The
distribution of their employment inside and outside of central cities is similar
to that of employees of other kinds of establishments that are located in the
same metropolitan areas. Boustan and Margo combine information for these
two sets of contrasts to determine how the geographical concentration of state
government employment in capital cities affects the choice of employees to
live inside or outside of the central city.

The authors use individual-level information from the 1980 decennial cen-
sus to assess the impact of job location on residential choice. They find that
state government employees in capital cities are about 13 percent more likely
than state employees in other locations to work in the central city. At the same
time, the state employees who work in capital cities are 3 to 4 percentage points
more likely to reside in the central city. From this the authors infer that the
increased concentration of employment in the central city has a nontrivial effect
on the residential choices of state employees. They estimate that the addition
of 100 new employment positions in the central city would add 25 new work-
ing residents to the population of the central city. The authors attempt to verify
their findings by performing some sensitivity tests. For example, they compare
the residential choices of postal letter carriers, whose employment is widely
dispersed across metropolitan areas, with the choices of other postal employ-
ees, whose employment tends to be concentrated in central cities. The residential
choices of these two kinds of employees strengthen the case for believing that
working in the central city tends to raise the chances that a worker will also
choose to live in the central city. By implication, the movement of employment
back from the suburbs to the central city could play a noticeable role in bring-
ing working residents back into central cities.
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ECONOMISTS AND OTHER RESEARCHERS have assembled considerable evi-
dence of racial bias in mortgage lending. Much of the early evidence focused on
differential denial of mortgage credit to minority borrowers. More recent research
also uncovered evidence of higher interest charges to some minority borrowers.
A great deal of this evidence was accumulated before the explosion of subprime
lending, which occurred during the past decade. In a paper in this volume, “Sub-
prime Mortgage Pricing: The Impact of Race, Ethnicity, and Gender on the Cost
of Borrowing,” Andrew Haughwout, Christopher Mayer, and Joseph Tracy assem-
ble a new dataset to examine lending bias from a novel perspective. Their data
are derived from a merge of records in the LoanPerformance and the Home Mort-
gage Disclosure Act databases. Using information on individual loans that is
common to the two files, the researchers create a merged file that contains more
comprehensive information about the loans than has been available to previous
researchers.

The focus of their analysis is a single type of loan commonly referred to as
a2/28 mortgage. This is a thirty-year adjustable rate mortgage (ARM) in which
borrowers are charged a specified interest rate for the first two years of the loan.
The interest rate is then reset at two-year intervals, usually according to a for-
mula that sets the mortgage rate as a specified increment over a particular
short-term interest rate, such as the London Interbank Offered Rate (LIBOR).
At the peak of the subprime lending boom, the 2/28 mortgage was one of the
most popular forms of subprime mortgage. The authors’ sample consists of all
subprime borrowers who obtained 2/28 mortgages originating in a single month,
August 2005. Although the merged file contains fairly complete information
about borrower characteristics, the characteristics of their neighborhoods, and
the terms of their loans, it is missing some information about the points and
fees that borrowers paid when the loan was taken out. If lenders charged dis-
criminatory upfront fees, this form of discrimination will not be detected in the
analysis.

As the authors note, there are three possible ways that lenders can discrim-
inate against credit applicants from disadvantaged groups. They can decline to
make loans, steer disadvantaged borrowers into more costly types of loans, or
impose higher charges on disadvantaged borrowers who are offered a particu-
lar kind of loan. By focusing solely on borrowers who obtained a particular
kind of mortgage, the authors cannot shed light on the first two forms of dis-
crimination. However, their study provides a rich and unique investigation into
the third kind of discrimination.

Among 2/28 subprime borrowers, the authors find little systematic evidence
of discrimination against historically disadvantaged groups. If anything, some



Xii Brookings-Wharton Papers on Urban Affairs: 2009

minority groups obtained slightly more favorable terms on their loans than non-
minority borrowers did. For example, both African American and Hispanic
borrowers were offered slightly lower initial rates than other borrowers received,
though the difference was small—0.025 percentage points. The interest rate
resets were also slightly more advantageous for African American and His-
panic borrowers. In contrast, Asian borrowers may have paid slightly higher
initial and reset interest rates than other borrowers. In all cases, however, the
differences were economically small. Loan terms were the same for male and
female borrowers.

Controlling for the creditworthiness of borrowers, the authors also find that
loan terms were more favorable in neighborhoods with a higher percentage of
African American, Hispanic, and Asian residents and in neighborhoods with
above-average unemployment. This surprising finding may have a simple expla-
nation. Because subprime borrowers are more plentiful in minority and
high-unemployment neighborhoods, subprime lenders may have been more
likely to compete for business in those areas. In neighborhoods with few poten-
tial customers, it may not be worthwhile for subprime lenders to establish a
business presence. The greater competition for business in minority and high-
unemployment neighborhoods may have pushed lenders to offer somewhat
better loan terms in those areas. Less surprising, the authors find that loan terms
were more advantageous for borrowers in metropolitan areas that had experi-
enced faster appreciation of housing prices in the recent past. This result makes
sense if lenders thought that faster past price appreciation signaled a smaller
risk that subprime borrowers would default on their loans. In summary, while
there may be substantial discrimination in the home mortgage market, the
authors’ results suggest that it does not take the form of discrimination in the
terms offered to subprime borrowers who obtain 2/28 mortgages.

A MAJOR FINDING IN THE regional economics literature is the inventive pro-
ductivity of cities, where inventive productivity is measured by the number of
patents generated. Many urban economists attribute this productivity to agglom-
eration economies. In an earlier study, Gerald Carlino, Satyajit Chatterjee, and
Robert Hunt (2007) found employment density and local research and develop-
ment (R&D) inputs, in particular human capital, to be major factors explaining
this phenomenon. In “What Explains the Quantity and Quality of Local Inven-
tive Activity?” Carlino and Hunt extend this earlier research. One contribution
of the paper is the development of a broader measure of inventive productivity.
The authors consider not only the number of patents, as in the earlier literature,
but also the relative importance of local inventions, defined by the number of
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citations a patent receives in patents obtained by later inventors. Equally impor-
tant, they also include several additional variables to explain local inventive
productivity. These include the nature of R&D performed in different fields, the
source of funding for local R&D, the differential effects of funding for basic ver-
sus applied research, and the impact of congressional earmarks for R&D
performed by colleges and universities.

The authors estimate the importance of the determinants of the variation in
the two inventive productivity variables across 280 metropolitan areas. Their
explanatory variables include the R&D variables mentioned above and several
measures of agglomeration potential: the log of metropolitan area (MA) size
and its density, both in terms of jobs and the log of the inverse of average estab-
lishment size; the share of the adult population with a college degree; and
measures of local government, academic, and private R&D inputs.

The pattern of results, with a few important exceptions, does not differ when
the dependent variable changes from patents per capita to citation-weighted
patents per capita. An educated workforce is the decisive explanatory factor in
both cases. The authors find that higher employment density in the metropolitan
area increases the per capita output of patents. In contrast, larger average estab-
lishment size in a region has a negative effect on patent intensity. A possible
implication is that cities with a more competitive market structure generate greater
productivity with respect to inventiveness. When the authors focus on citation-
weighted patents rather than patents, they uncover a couple of differences in their
results. Total employment in a region has a positive impact on citation-weighted
patents, indicating increasing returns to scale among cities with a population of
about 1.8 million or less. When the dependent variable is unweighted patents,
the minimum efficient size of a productive city is found to be smaller.

When the authors compare the relative effectiveness of different sources of
R&D funding, they find federal government funding to be the least productive
source of funds. The authors also try to distinguish between the effectiveness
of different types of federal funding, estimating the separate effects of basic
and applied research funding. Both kinds of federal funds seem to decrease
patenting intensity, relative to university-funded R&D, though only the coef-
ficient on applied funding is statistically significant. The result is insufficiently
robust to conclude that federally funded basic R&D is less productive than uni-
versity R&D, or more productive than federally funded applied R&D, but it
weakens the case for believing that applied R&D is more closely related to
final products, and thus to patenting.

The authors conclude with a discussion of a number of policy implications
of their findings. Their main recommendation focuses on policies that encour-
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age the accumulation of local human capital. This recommendation is based
on the authors’ finding that the intensity of local human capital has over-
whelming importance in explaining the rate of local inventive activity. They
discuss several other important possible policy implications but stress the
importance of establishing the microfoundations of spillover effects before their
introduction. More generally, the authors are cautious about making policy rec-
ommendations that are based upon their examination of the impact of different
sources of R&D funding and suggest directions for future research.

URBAN SPRAWL HAS BEEN & major topic of study in the United States. The
phrase urban sprawl and most of its variants—urban decentralization, subur-
banization, and low density development—usually have a negative connotation.
Because U.S. urban planners are typically critical of sprawl, they offer numer-
ous policy prescriptions to contain it. These ideas include urban growth
boundaries, zoning changes to increase density, and protection of agricultural
land on the urban fringe. The urban economists Jan Brueckner and Ann Largeyb
offer a more descriptive phrase, excessive decentralization, which they define as
decentralization that fails to take into account market failures, that is, negative
externalities (Brueckner and Largeyb 2008).

In contrast to the voluminous U.S. literature on urban sprawl, there have
been comparatively few studies of the subject in Europe. There are a number
reasons for this. First, many observers have the erroneous impression that Euro-
pean cities remain fairly compact. According to this view, suburbanization has
not played a major role in changing the basic European urban form. Another
problem in analyzing European urban sprawl is the lack of comparability in
the definitions of and data organization for urban areas. In their paper, “Urban
Sprawl in Europe,” Eleonora Patacchini and Yves Zenou make use of a new
dataset, the Urban Audit. One of the limitations of these data is that the authors
cannot define the “core” of a metropolitan region in the same way as can be
done in the United States. This leads the authors to measure sprawl as the vari-
ation over time of the total land area or the population density of a given city.
The authors argue that “there is no effective and standard definition of the con-
cept of a city in Europe.” They use the notion or terminology of sprawl to
investigate sprawl in Europe, but they clearly recognize that their analysis is
by no means comparable to similar studies in the United States.

The authors hypothesize that decentralization or sprawl is the result of increased
automobile ownership, improvements in income, changing employment patterns,
and higher crime rates in the cities. In the United States, higher proportions of
minorities are sometimes associated with high crime rates and in turn are often
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assumed to encourage suburbanization or urban sprawl. By contrast, in Europe
ethnic minorities are concentrated in the suburbs, and thus it is believed that they
retard suburbanization from the city centers, that is, retard urban sprawl.

The authors begin their empirical analysis with straightforward regressions
in which the dependent variable is the growth in urban population density. The
authors find that urban density tends to fall the higher the proportion is of higher-
income households, defined either by income or employment. Density also tends
to decline where there is faster growth in the number of registered cars. In cities
where there is a higher percentage of non-European residents, urban density
tends to remain high. (Recall that non-European residents tend to live in Euro-
pean suburbs rather than in the urban core.) When the growth in the crime rate
is included in the model, the authors find the same negative correlation, but it
is not statistically significant.

Given the differences between the U.S. and European definitions of cities
and in data coverage, the authors properly caution against interpreting their
results as a clear basis for comparing urban sprawl in the United States and in
Europe. Their findings suggest, however, that Europeans and Americans respond
to many of the same factors that determine urban density patterns. These com-
mon factors include rising income and increased automobile ownership. Some
of the important differences between Europe and the United States are con-
nected to differences in the location of poor residents and high crime. In Europe
the poor and high crime tend to be concentrated in the suburbs, while in the
United States they are concentrated in the cities.

FOR CITIZENS IN DEVELOPING COUNTRIES, a Well-trodden path to economic
betterment is the road to a big, fast-growing city. Rural-to-urban migration has
swollen the size of cities and contributed to the deterioration of urban amenities
in many metropolitan areas of the developing world. The economic logic of this
migration from the point of view of the rural poor is straightforward. Wages in
large metropolitan areas are higher than in the countryside and in small towns
and cities. Somik V. Lall, Christopher Timmins, and Shouyue Yu investigate
another possible impetus for this kind of migration, namely, differences in the
availability of important public services in different regions of a country. In their
paper “Connecting Lagging and Leading Regions: The Role of Labor Mobility,”
the authors try to assess the relative contribution of regional differences in wages,
on the one hand, and the availability of public services, on the other, in stimu-
lating regional migration in Brazil. Their evidence is derived from the 1991 and
2000 censuses, and the authors’ statistical analysis focuses on migration between
county-level political jurisdictions in Brazil.
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Many analyses of migration behavior have examined the impact of regional
wage differences in encouraging migration. Analysts have only rarely exam-
ined the influence of regional differences in the availability of public services.
Lall, Timmins, and Yu focus on three basic types of public services: local infra-
structure, availability of health care, and the cost of transportation. They analyze
the impact of access to three kinds of local infrastructure: piped water, sewage
systems, and the electric grid. As a measure of access to modern health care,
the authors determine the availability of hospital care in different Brazilian
regions. Access to the transportation system is measured using the cost of trans-
portation to the state capital and to Brazil’s largest city, Sdo Paulo. The statistical
model that the authors use to determine migration decisions includes measures
of regional public services and regional wages. Since the estimation is performed
at the individual level, it is possible for the authors to measure variations in the
importance of different public amenities for potential migrants who have dif-
ferent baseline characteristics, including educational attainment.

The authors find that differences in the availability of public services as well
as regional wage differences play a significant role in Brazilians’ migration deci-
sions. Their analysis suggests that migrants with very low levels of schooling
are attracted to regions where transportation to the state capital is inexpensive
and to regions where a higher percentage of residents have access to a sewage
system and a hospital. Potential migrants with more schooling are attracted to
destinations where residents have access to hospitals and to electric lights. These
findings suggest a policy approach that developing countries might adopt to
reduce overcrowding in the nations’ largest cities. This kind of overcrowding
isacommon side effect of the wide wage differential between the biggest urban
areas and the less densely populated areas in the same developing country. The
authors’ findings imply that migration to the biggest urban areas would slow
if public services were introduced or expanded in the lagging regions of the
countries. The authors also note that potential migrants would be much better
prepared for work, either in their home region or in a megacity, if they had bet-
ter access to schooling when they were young. This provides another powerful
argument for strengthening public services in lagging regions of the country,
in this case, access to good public schools.

THE LAST PAPER, “A Reconsideration of the NAS Rule from an Industrial
Agglomeration Perspective,” by Tomoya Mori and Tony E. Smith is an expanded
version and technical treatment of an old literature on urban hierarchies and a
newer literature on urban agglomeration. In previous work, the authors devel-
oped the Number-Average Size (NAS) Rule, defined as the negative log-linear
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relation between the average population size of cities, with an industry present,
and the number of these cities (Mori, Nishikimi, and Smith 2008).

In this paper the authors try to determine which cities host a “significant”
agglomeration of an industry and are thus subject to the NAS Rule. They call
these cities “cluster-based (cb-choice) cities” for each industry and proceed
with their analysis using this new boundary criterion. In sum, they use an exist-
ing statistical technique to distinguish cities that share part or all of a significant
spatial cluster for an industry, confirm industry concentration in cbh-choice
cities, examine changes in the number of and concentration in ch-choice cities
over time, and verify that the NAS Rule, Hierarchy Principle, and Rank Size
Rule hold up under this new partitioning procedure.

Using manufacturing industry and population data for Japan in 1980 and
2000 and constructing cluster schemes for each of the industries, the authors
analyze 139 industries. The mean percentages of establishments included in
clusters are 95.7 percent in 1981 and 94.1 percent in 2001. The authors can
thus define a cb-choice city for a given industry if and only if “it shares at least
one positive employment municipality with some cluster” in the universe of
cluster cities. The average number of ch-choice cities is 116.3 cities in 1981
and 101.7 in 2001.

These ch-choice cities for a given industry do appear to have larger con-
centrations of industry, as exhibited by the frequency distribution of the ratios
of mean employment (number of establishments) among all cb-choice cities
for that industry to the means of employment (number of establishments)
among all other cities. For all industries, and in both time periods, all ratios are
greater than one.

Although there is remarkable similarity in the frequency distributions of these
concentration ratios over time, it is also the case that industrial location deci-
sions are subject to significant churning over the twenty-year period. Small and
less diversified cities tend to stay that way, while large and more diversified
cities also tend to stay large and diversified. The dramatic adjustments of indus-
trial location take place within the intermediate levels of industrial diversity.

The NAS Rule holds just as well in 2000-01 as in 1980-81, despite the churn-
ing. Plotting and regressing the log of the average size of cb-choice cities on
the log of the number of cb-choice cities for the 139 manufacturing industries,
the fit is indistinguishable from perfect linearity (with R2=0.996) in both peri-
ods. In addition, the slopes of the two regression lines are almost equivalent
(-0.734 and —0.716 in 1981 and 2001, respectively). This implies that while
“the numbers and average sizes of cb-choice cities for individual industries
have changed, they have done so in a manner that leaves their elasticity of sub-
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stitution invariant.” The NAS Rule thus seems to hold over time and under this
new definition of cb-choice city boundaries.

The Hierarchy Principle, as loosely based on that originally proposed by
Christaller, also holds true with remarkable stability over time. In their version
of the Hierarchy Principle, Mori and Smith find that “industries in cities with
agiven level of industrial diversity (that is, a given number of cb-choice indus-
tries) will also be found in all cities with larger industrial diversities.” They
reject the null hypothesis that this result is due to stochastic random processes
in both time periods.

The stability of the NAS Rule, Hierarchy Principle, and Rank Size Rule
underscore their close relationship. When taken together, the NAS Rule and
Hierarchy Principle imply (under strict theoretical standards) that cities could
only hope to attract a given industry for which those cities qualified as cb-choice
cities for that industry, and for which all more industrially diverse cities were
already ch-choice cities for that industry. This indicates that cities are more
likely to attract industries that would create local clustering of that industry,
and that would be consistent with the existing locational hierarchy for that indus-
try. Smaller cities would do better to attract lower-ranked industries while
larger, more diverse cities could attract higher-ranked industries. The authors
plan to examine such policy implications in later work.
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Job Decentralization
and Residential Location

his paper addresses an old and central question in urban economics: how

does the spatial distribution of employment opportunities influence resi-
dential location? Over the past fifty years, both employment and population
left central cities for the suburban ring. Between 1960 and 2000, the share of
metropolitan Americans who lived in the suburban ring increased from 48 to
68 percent. Over the same period, the share of metropolitan residents who
worked outside the city rose from 41 percent to 58 percent. The decentraliza-
tion of employment and population has led economists to ask whether workers
followed jobs out to the suburbs or jobs followed workers. Answering this ques-
tion is complicated by the fundamental simultaneity of the location decisions
of workers and firms.

We adopt a novel approach to disentangling the causal relationship between
the location of employment and population. Our main focus is on a single
industry—namely, state government—whose primary location is predeter-
mined with respect to current residential patterns. State government is
concentrated in capital cities. The choice of capital city was established long
before the process of suburbanization began. In many cases, core state build-
ings, such as the state capitol and the state supreme court, were built in the
historic central business district (CBD) well over a century ago and have never
been moved. As a result, state workers in capital cities are disproportionately
likely to work downtown compared with other workers in the area (75.6 per-
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cent versus 55.4 percent). However, state employees are also present in every
major metropolitan area. State workers in noncapital cities are not much more
likely than other workers in the area to work in the central city (57.9 percent
versus 52.0 percent).

If job location is an important determinant of residential location, we expect
state workers in capital cities to be more likely to live in the central city rela-
tive to either state workers in other metropolitan areas or private sector workers
in the capital . This set of comparisons naturally suggests a difference-in-
differences estimation strategy. The first difference contrasts state workers in
capital and noncapital cities to control for socioeconomic characteristics and
differences in the taste for urban living that may be unique to state employees.
The second difference contrasts state and nonstate workers within metropoli-
tan areas to control for any relevant structural differences between capital and
noncapital cities or their residents.

Our main empirical investigation is based on individual census records from
the 1980 Integrated Public Use Microdata Series, or IPUMS (Ruggles and oth-
ers 2008).2 We find that state employees in capital cities are 12 to 14 percentage
points more likely than state workers elsewhere to work downtown, relative to
others in their metropolitan area, and 3 to 4 points more likely to live down-
town. We find no observable differences in age, gender, education level or wage
rates that could account for this residential pattern. Furthermore, this residen-
tial gap is robust to controlling for the industrial distribution of state workers
in capital and noncapital cities. These figures imply that adding 1,000 jobs to
the typical central city would increase the number of working residents in the
central city by approximately 250 people.

Similar to state capitals, other government or government-related employ-
ment is characterized by historically determined locations that are very difficult
to alter. We extend our basic analysis by considering employment in defense-
related industry and at the United States Postal Service. Shortly after the Second
World War, Congress specified that defense contractors should locate outside
of existing city centers as a countermeasure against conventional or nuclear

1. Arrich, related literature in economics, geography, and sociology has focused on potential
inefficiencies in capital cities due to rent-seeking behavior. See, for example, Rosen and Resnick
(1980); Carroll and Meyer (1983); Ades and Glaeser (1995). However, to the best of our knowl-
edge, this paper is the first to point out the physical centralization of state government activity in
capital cities and to assess the implications for residential location.

2. We focus on 1980 for pragmatic reasons. The census did not record employment locations
before 1960; metropolitan area of residence is not reported in the 1960 IPUMS; and in 1970, the
IPUMS sample reports either metropolitan area of residence or household location (central city
versus suburbs), but not both. In 1990 and 2000, IPUMS does not distinguish between working in
the CBD or in any other part of the central city.
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attack (O’Mara 2006). We use census data to identify workers who are likely
to have been affected by this policy and demonstrate that they were signifi-
cantly more likely to both work and live outside of central cities in 1980.

In prior work, we used the location of postal employment to study the role
of spatial mismatch in black employment outcomes (Boustan and Margo 2009).
Central to our earlier analysis is the fact that postal processing and distribution
plants were located in or near central business districts before the postwar era
of employment decentralization and are politically difficult to relocate. As a
result, postal clerks are likely to work in central cities, while mail carriers are
distributed throughout metropolitan areas. In comparing occupations within
the postal service, we find that noncarriers are more likely to work and live
downtown. Our estimates using defense and postal workers are very similar in
magnitude to our state capital results.

State Capitals as a Natural Experiment for Central City Employment

Our goal is to estimate the impact of employment location on residential
location. An ideal experiment for this purpose would randomly allocate the
location of a given industry to either the center or the periphery of metropoli-
tan areas and observe where workers in that industry might choose to live. This
experiment has two important features:

—Industry location would vary across metropolitan areas. In some areas,
the industry would be located in the center, while in others it would be located
in the suburbs.

—This variation would be exogenous by design to current residential
patterns.

In reality, workers may locate close to firms to minimize commuting costs,
and firms may locate close to residential areas, offering compensation to work-
ers in the form of a shorter commute. Thus, any observed relationship between
worker and firm locations could be driven by either worker or firm decisions.
By manipulating industry location, this experiment would focus on worker deci-
sions alone, avoiding concerns about reverse causality.> Furthermore, varying
industry location across metropolitan areas would help to address selection bias.

3. Of course, one could also imagine a thought experiment in which households are randomly
allocated to central versus periphery locations. We focus on how people respond to (quasi-) ran-
domly assigned job locations rather than the reverse because, relatively speaking, it is easier to
find real-world analogs to the random assignment of job location rather than to the random assign-
ment of residential location. As a result, we estimate only one of the causal parameters of
interest—how residential choice responds to employment location, not the reverse.
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Industries that tend to locate in the central city—such as finance, insurance,
and real estate—may be those that benefit most from agglomeration economies.
These industries may also employ educated workers who have a preference for
suburban living. In this case, selection bias would understate the true relation-
ship between job location and residential location.

Employment in state government provides a real world analog to the exper-
iment described above. Every state has a capital city where core state business
is carried out. The location of virtually every state capital, even for former ter-
ritories, has not changed since the nineteenth century. The one exception,
Oklahoma City, was declared the capital of Oklahoma in 1910. In other words,
the founding of state capitals long predates—and is therefore plausibly exoge-
nous to—the decentralization of the population to the suburbs, which
overwhelmingly occurred in the twentieth century.

Much of the government activity in state capitals takes place in buildings
that were constructed in the nineteenth century and remain in the historic cen-
tral business district. Examples of such buildings are obvious: the state capitol,
where state legislatures hold sessions; official state libraries and archives, which
are adjuncts to the legislature; and state supreme judicial courts. However, in
noncapital cities, there is no inherent reason—and indeed no empirical pattern—
for state government workers to be employed in central cities. For example,
Bureaus of Motor Vehicles, where individuals acquire or renew their licenses,
are often located well outside of central business districts, close to major high-
ways to facilitate access by automobile.

State government satisfies our two experimental criteria: it is an industry
whose main location varies across metropolitan areas for historical reasons unre-
lated to current residential patterns. However, state capitals were established
many years ago and may have evolved differently from other cities over time.
As a result, unique aspects of capital cities and their residents may confound
our analysis. For instance, workers in capital cities are better educated than the
typical American worker. To address potential differences between capital and
non-capital cities, we compare state workers to the remainder of the workforce
(both private and other public sector workers) in their metropolitan area.

Using within-metropolitan area variation has two main advantages. First,
every metropolitan area is configured differently. Because of topography or
local politics, central cities vary enormously in size relative to the area as a
whole. For a given (square mile) size of the metropolitan area, these differ-
ences alone will generate a positive but spurious correlation between the share
of any two activities occurring in the city (here, working and residence).
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Secondly, comparing workers within metropolitan areas absorbs other omit-
ted local characteristics that may be correlated with the share of activity
occurring downtown. For example, a central city might be crime-ridden, encour-
aging firms and workers to relocate to the suburban ring. We could also imagine
characteristics that repel firms from the central city but attract residents. A cen-
ter city with a high local tax rate may create adverse business conditions, but
the collected revenue may be used to fund local government services that attract
residents.

Our empirical strategy thus compares the employment and residential loca-
tions of state workers in capital and noncapital cities to other, nonstate workers
in the same set of metropolitan areas. The key identifying assumption is that
state workers in both city types are otherwise identical but for their “assign-
ment” to the state capital. However, as table 1 demonstrates, state workers in
capital cities are engaged in different tasks from those of their counterparts in
noncapital cities. In the capital, state employees are more likely to participate
in government administration and less likely to work in a state-run hospital or
university. These differences encourage us to test whether observable charac-
teristics of the state workforce vary between capital and noncapital cities. We
estimate:

1) X = o + 3, (state worker X capital city);, + o,(state worker);,
+ B5(capital city)ijk + €

where i indexes individuals; j, metropolitan areas; and k, class of worker (state
worker or not). X is a vector of individual characteristics, including race, gender,
age, and educational attainment. Our interest is in the coefficient 3, on the inter-
action between being a state worker and living in a capital city. The indicator for
being a state worker allows state employees to have systematically different char-
acteristics than nonstate workers in all cities. In later specifications, we replace
the main effect of living in a capital city with metropolitan area fixed effects, which
absorb both the effect of capital city status and other local attributes.

Our sample contains more than 700,000 full-time workers in 127 metro-
politan areas, 25 of which are state capitals.* Appendix table 1 presents summary
statistics for this sample. A list of the capitals that can be identified in the data

4. We focus on individuals between the ages of 18 and 64 who were not in school, living in
group quarters, in the armed forces, or in the farm sector. Sample individuals must live in a met-
ropolitan area large enough for place of residence to be revealed in the public use data and must
be in the subsample asked to report employment location (around half of all respondents indicated
by the MIGSAMP variable).



6 Brookings-Wharton Papers on Urban Affairs: 2009

Table 1. Top Industries for State Workers in Capital Cities and Noncapital Cities, 1980
Percent

Industry® Capital Noncapital
Colleges and universities 18.67 22.83
General government 15.44 5.18
Hospitals 10.62 17.92
Administration of human resource programs 9.62 7.76
Justice and public order 8.03 8.77
Elementary and secondary schools 7.97 10.96
Administration of economic programs 7.24 4.19
Public finance and taxation 3.68 1.14
Administration of environmental programs 1.55 1.04

Source: 1980 IPUMS 5 percent sample.

a. Sample: Individuals aged 18-64 who are employed full-time for the full year and are not in school, living in group quarters, in the
armed forces, or in the farm sector. Restricted to the subsample asked to report their location of employment and to metropolitan areas
large enough for place of residence (central city versus suburb) to be revealed.

b. Industries reflect 1990 census categories using the 1990 IPUMS IND variable.

is presented in appendix table 2. The smallest metropolitan area anchored by
a capital city in our sample is Trenton, New Jersey, and the largest is
Minneapolis-St. Paul, Minnesota. The median capital area is larger in size than
the median noncapital area, contributing 3,900 in contrast to 2,800 observa-
tions to the sample. Noncapital cities overtake state capitals at the 75th percentile
of the size distribution, a pattern that is driven by the nation’s ten largest cities
(for example, New York City and Los Angeles).

The top panel of table 2 compares the personal attributes of state workers
in capital and noncapital cities relative to other workers in their respective met-
ropolitan areas. The main effects of being a state worker and living in the capital
city are large and significant. State workers are older and more educated than
the rest of the workforce, and they are also more likely to be female and black.
Workers in capital cities are also better educated and more likely to be female,
but they tend to be younger than workers in other areas. However, state work-
ers in capital cities do not differ from state workers elsewhere along any of
these dimensions, with the exception of race. State workers in capital cities are
less likely to be black. The other point estimates are orders of magnitude smaller
than the main effects and are not statistically significant. If anything, the racial
differences will work against our main findings because African Americans are
more likely to live in central cities.

The bottom panel of table 2 compares the labor market characteristics of
state workers in capital and noncapital cities. While state workers earn 3 per-
cent less than nonstate workers outside of capital cities, this gap is not present
in capital cities. We speculate that this discrepancy may reflect the different
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Table 2. Are State Workers in Capital Cities Different from State Workers Elsewhere??

=1lifsome =1ifcollege =1if =1
Variable college graduate female if black Age

= 1if capital 0.011 0.019 0.016 -0.011 -0.912
(0.004) (0.011) (0.005) (0.012) (0.154)

=1 if state worker -0.022 0.200 0.135 0.082 1.549
(0.004) (0.014) (0.008) (0.010) (0.181)

Capital X state worker ~ —0.001 0.002 -0.003 —-0.048 0.033
(0.007) (0.019) (0.013) (0.014) (0.344)

Hours
In(wage) Hours per week

=1if married In(wage) industry FE  per week industry FE

=1 if capital -0.001 —-0.032 -0.022 0.178 0.147
(0.008) (0.016) (0.014) (0.078) (0.0712)

=1 if state worker -0.032 -0.032 -0.035 —-0.698 -0.326
(0.006) (0.012) (0.012) (0.012) (0.111)

Capital X state worker ~ -0.002 0.033 0.007 -0.505 -0.240
(0.012) (0.019) (0.016) (0.193) (0.187)

Source: 1980 IPUMS 5 percent sample. N = 707,506.

FE = fixed effects.

a. Regressions include state fixed effects. Standard errors are reported in parentheses and are clustered at the metropolitan area level.
Sample restrictions are listed in the notes to table 1.

industrial distributions of state workers by city type. Indeed, adding dummy
variables for three-digit Standard Industrial Classification (SIC) industry codes
erases the wage differences between state workers in capital and noncapital
cities. A similar pattern holds for hours of work per week. We show below that
our main results are robust to including a full set of industry dummies.

The similarity of state workers in capital and noncapital cities, at least along
observable dimensions, supports our use of a difference-in-differences estimator.
However, our strategy requires the additional assumption that the presence of
state government in the central business district has no effect on the job loca-
tions of private sector and other public sector workers (our control group). We
will underestimate the parameter of interest if private firms in state capitals are
more likely than firms elsewhere to locate downtown—perhaps because there
are employment spillovers in providing services to centralized state employ-
ees. Alternatively, we will overestimate the parameter of interest if private firms
in state capitals are less likely to locate downtown—for example, if state agen-
cies outbid private firms for the fixed supply of land in the central city.
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Table 3. State Workers in Capitals Are More Likely to Work and Live in Central Cities?®

Add industry Weight Include
Base dummies equally college towns
Dependent variable Q) 2) 3) 4)
Panel A
=1 if work in city 0.137 0.119 0.124 0.143
(0.029) (0.027) (0.031) (0.028)
=1 if work in CBD 0.082 0.051 0.087 0.070
(0.023) (0.023) (0.023) (0.022)
Panel B
=1if live in city 0.034 0.027 0.031 0.039
(0.016) (0.015) (0.018) (0.015)

Source: 1980 IPUMS 5 percent sample. N = 707,506.

CBD = central business district.

a. Sample restrictions are listed in the notes to table 1. Standard errors are reported in parentheses and are clustered at the metropol-
itan area level. All regressions include metropolitan area fixed effects and individual-level controls, including a fourth-order polynomial
in age and dummies for being female, black, and for each year of completed schooling. The second column adds a vector of dummy
variables for each industry using the 1990 industry categories. The rows report coefficients on the interaction between capital city and
state worker.

Empirical Results

We begin by demonstrating that state workers in capital cities are more likely
to work downtown, a pattern that corresponds to the historical placement of
government buildings. Table 3 examines the work and residential locations of
state workers in capital and noncapital cities relative to other workers in their
metropolitan area. The regressions underlying this table follow the form of equa-
tion 1 but replace the dependent variable with an indicator for either working
or living downtown. Panel A shows that state workers in state capitals are 12
to 14 percentage points more likely than state workers elsewhere to work in
the central city and 5 to 9 points more likely to work in the central business
district.> These effects are large relative to the sample mean, increasing the prob-
ability of working in the central city by 25 percent and doubling the probability
of working in the central business district.

If workers based their residential location decisions on their job location we
would expect that state workers in capital cities are also more likely to live down-
town. We test this proposition in panel B. We find that state workers in capital
cities are indeed 3 to 4 percentage points—or 10 percent—more likely to live
downtown. The results are again robust to adding dummy variables for three-
digit SIC industry codes or weighting each metropolitan area equally. In the

5. Itis interesting to note that, with the exception of state workers, employment in capital cities
was no more decentralized than anywhere else by 1980. If we replace the metropolitan area fixed
effects with state fixed effects, we can identify the main effect of living in a capital city. The result-
ing coefficient is —0.003 (standard error = 0.027).
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final column (column 4), we add eight university towns to the treatment group,
including Ann Arbor, Michigan; Fayetteville, Arkansas; and Lexington, Ken-
tucky. The logic of our research design—namely, that many state buildings were
constructed in the nineteenth century and are very difficult to move—may also
apply to state universities. This specification yields very similar results.

Our focus on capital cities is motivated by an interest in the relationship
between place of work and place of residence. The estimating equation that we
have in mind is the following:

(2) =1liflivein city; = o+ (=1 if work in city); + ®X, +] + K + €.

The results in table 3 suggest that a state worker’s placement in the capital
city is a viable instrumental variable for working in the central city.

Table 4 begins by estimating equation 2 by ordinary least squares (OLS).
Working in the city increases the probability of living in the city by 26 per-
centage points, while working in the CBD only increases the probability of
living in the city by 13 points. This pattern appears to be inconsistent with vir-
tually all economic models of urban areas, which have at their core a trade-off
between commuting costs and land prices. Such models imply that the attrac-
tion of living in the city should be strongest for those who work closest to the
center.® The contrary evidence found in the OLS regression suggests the pres-
ence of a selection bias. Workers with a college degree are 70 percent more
likely that those without to be employed in the central business district. Edu-
cated workers may prefer to live in the suburbs, despite—rather than because
of—their distance from work.

The second column of table 4 uses the interaction between being a state
worker and living in the state capital as an instrumental variable for working
in the center city. By comparing state workers in capital and noncapital cities,
we aim to minimize the presence of such selection bias. The relationship
between working and living in the central city is little changed by this proce-
dure, but the effect of working in the CBD on residential location triples in
size. It now appears that working in the CBD increases the probability of liv-
ing in the city by approximately 36 points, a larger effect than that of simply
working in the city. Adding industry dummies further increases the estimated
effect of working in the CBD.

Although our estimates are expressed as probabilities that a single individ-
ual lives in the central city, the empirical magnitudes can be usefully interpreted

6. This argument might not be strictly true if we think about urban transportation systems and
interstate highways, many of which are geared to funnel commuters into the CBD.
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Table 4. The Relationship between Place of Work and Place of Residence®

v
OLS v Add industry dummies
Variable Q) 2) 3)
=1 if work in city 0.263 0.246 0.239
(0.025) (0.135) (0.139)
=1ifwork in CBD 0.130 0.356 0.548
(0.012) (0.223) (0.380)

Source: 1980 IPUMS 5 percent sample. N = 707,506.

CBD = central business district; IV = instrumental variables; OLS = ordinary least squares.

a. Sample restrictions are listed in the notes to table 1. Dependent variable: = 1 if live in city. Standard errors are reported in paren-
theses and are clustered at the metropolitan area level. All regressions include metropolitan area fixed effects and individual-level controls,
including a fourth-order polynomial in age and dummies for being female, black, and for each year of completed schooling. The instru-
ment for working in the central city is an indicator equal to 1 for state workers in capital cities. The third column adds a vector of dummy
variables for each industry using the 1990 industry categories.

as the predicted number of working residents living in the central city for 1,000
new centrally located jobs. Adding 1,000 jobs to the CBD would attract 356
working residents to the central city, while adding 1,000 jobs to the rest of the
city would attract 227 working residents; together, these results imply that
adding 1,000 jobs to the city as a whole would attract 246 new residents.” If
one’s goal is to attract residents to central cities and the policy at hand involves
relocating 1,000 jobs, adding these jobs to the historical CBD appears to be
more effective at the margin. Note, however, that the opposite conclusion would
be drawn from the OLS specification, illustrating the value of our use of state
capitals as a natural experiment.

We estimate the number of residents that stay in the central city for each job
that remains. If we assume that the same relationship holds for jobs that leave
the city (and residents who follow), we can use the parameter to assess the role
of employment decentralization in the historical process of suburbanization.
While our estimation is based on the 1980 cross section, we apply the result-
ing parameter to the time series variation in the location of employment. From
1960 to 2000, the share of workers who worked in the city fell from 59.3 to
42 .3 percent (17 percentage points). The instrumental variable estimate implies
that the share of workers who lived in the city would correspondingly fall by
4.2 points (= 17 X 0.246; second column of table 4). The central city share of
the metropolitan population fell by 18.8 points over the same period. Com-
bining the figures, we can infer that employment decentralization explains
around 22 percent (= 4.2/18.8) of the observed suburbanization of population
from 1960 to 2000. While we view this magnitude as plausible it should obvi-

7. Fifteen percent of city jobs are located in the CBD. Therefore, we calculate the effect of
adding 1,000 jobs to the rest of the central city as X in the expression 0.15(356) + 0.85X = 246.
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ously be viewed with caution because we are using the results from a single
case study to extrapolate to the broader economy over a (needless to say,
lengthy) forty-year period of substantial social and economic change.®

This caveat aside, our results suggest that employment decentralization per
se appears to have been a quantitatively important—but by no means sole—
cause of population suburbanization. The bulk of suburban growth occurred
after World War 11, an era marked by rising real incomes, the diffusion of the
private automobile, and new state and federal road building projects. Margo
(1992) argues that rising real incomes can account for 40 percent of the move-
ment to the suburbs from 1950 to 1980. According to Baum-Snow (2007), each
interstate highway built through a central city reduced urban population by 16
percent. Households were also attracted to the suburbs by their racial and
income homogeneity. Boustan (2010) finds that reversing the black migration
from the rural South would have slowed the loss of urban white population by
17 percent.

Our results contribute to a long literature in urban economics on the empir-
ical relationship between employment and residential locations. The canonical
monocentric model of an urban area begins with the assumption that all pro-
duction, and therefore all employment, occurs in a central location, such as the
central business district (Alonso 1964; Mills 1972). In this framework, subur-
banization cannot be driven by changes in employment location by construction.
White (1999) summarized a set of more complex models that make the loca-
tions of both workers and firms endogenous but noted that the difficulty of the
problem has limited their usefulness for quantitative analysis. As a result, the
relationship between the spatial distribution of employment and population has
become an inherently empirical issue.

In the 1980s and 1990s, a substantial empirical literature applied then-
fashionable simultaneous equations methods to estimate the impact of job
decentralization on population suburbanization and vice versa (see, for exam-
ple, Steinnes 1982; Grubb 1982; Palumbo and Hutton 1987; Palumbo, Saks,
and Wasylenko 1990; Greenwood and Stock 1990; Thurston and Yezer 1994;
Boarnet 1994). A standard approach was to posit an econometric model link-
ing, for example, the share of workers living (or working) in the central city to
the share working (or living) in the central city and then to use lagged values
of the endogenous variables as instrumental variables (for example, the share
of workers working in the central city in 1970 as an instrument for the share

8. One concern about external validity is that the state government may provide more stable
employment arrangements than the typical firm in the private sector. As a result, workers in state

government may be more likely than others to base their residential location decisions on their
place of employment.
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working in the central city in 1980). All of these studies found that employ-
ment followed population to the suburbs, and a substantial minority also
presented evidence that households followed jobs (Steinnes and Boarnet are
exceptions).

We believe that this earlier empirical literature suffers from two conceptual
problems. First, if location decisions are forward looking, it is entirely possi-
ble that households will move to the suburbs in expectation that firms will soon
do so (and vice versa). The absence, in other words, of a relationship between
today’s suburbanization of population and yesterday’s decentralization of
employment does not necessarily rule out the possibility that people follow
jobs. More fundamentally, the direction of the relationship hinted at in this lit-
erature is not sufficient to establish causality. In particular, if the error term in
the regression is serially correlated at the metropolitan area level—which is
almost certainly the case—then the use of lagged values of the endogenous
variables as instruments will be invalid. Our approach to measuring the impact
of employment on residential location avoids these econometric problems and
thus (in our view) produces a more reliable estimate of the causal parameter
of interest. In thinking about our results, it should be kept in mind that we are
estimating a “reduced form” linking two economic outcomes—where people
live and where they work. As such, we have not attributed employment decen-
tralization or population suburbanization to more fundamental causes.®

Robustness Checks

In this section we explore the robustness of our main finding in three ways.
First, we examine differences in the size of the treatment effect of work loca-
tion on residential location by education, migrant status, and marital staus. In
the second and third checks, we develop alternative instrumental variables
based on employment in two additional industries for which work location is
predetermined or (arguably) exogenous.

Results by Education and Migration Status

Our analysis establishes an empirical relationship between an individual’s
place of work and place of residence. One model that may give rise to this find-
ing is that workers take into account their (given) work location when selecting

9. Or to put it another way, we are not estimating a structural model linking household and firm
location decisions to preferences and technology. For an example of such a structural estimation,
see Kopecky and Suen (2009).
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their place of residence. However, we cannot directly rule out an alternative
model: individuals choose their residential location for other reasons—for
example, because of amenities or proximity to family—and then select a job
that maximizes wages net of commuting costs conditional on their place of res-
idence. In this case, we would find that state workers in capital cities are more
likely to both live and work downtown simply because individuals who are
already living downtown find work in nearby state buildings. However, we could
not accurately describe these workers as having “followed” their jobs to the
central city.°

Although we can never fully dispel the possibility that residential location
precedes job choice, we argue that it is less likely to be operative among cer-
tain subgroups of the population—in particular, college graduates and recent
migrants. College graduates function in a national labor market, and therefore
their employment outcomes are not restricted to a narrow geographic band
around where they happen to live (Wozniak 2006). Similarly, recent migrants
to a metropolitan area have demonstrated their willingness to participate in a
labor market that is much broader (in the geographic sense) than their imme-
diate residential area. If we find a stronger relationship between the place of
work and place of residence among these mobile workers, we feel confident in
interpreting the relationship as the effect of work location on residential loca-
tion. On the other hand, we expect the residential locations of married women
to be less sensitive to their place of employment because of the need to make
joint location decisions with a spouse (Madden 1981). If we continue to find a
strong relationship between place of employment and place of residence for
this subgroup, we will be concerned that our findings are driven by job searches
conducted close to home.

Table 5 replicates our main analysis while allowing for interactions with
migration activity, educational attainment, marital status, and gender. Recent
migrants and college graduates are more responsive to place of employment
than is the rest of the workforce. Having been “assigned” to a job in the cen-
tral city increases the likelihood that a college graduate or recent migrant lives
in the central city by 33 and 37 points, respectively, compared with a base effect

10. An even more complicated alternative is that workers simultaneously determine whether
to work in the public or private sector, whether to live in the central city or the suburbs, and the
metropolitan area in which to live. In this case, workers who prefer both urban living and the steadi-
ness of state employment may choose to settle in Albany rather than in Buffalo in the state of New
York. Ifthis model holds, our difference-in-differences estimator may simply be identifying a group
of workers with a strong taste for city life. However, if this were true, we might also expect to see
observable differences between state government workers in state capitals as opposed to other work-
ers, and as we demonstrated previously, we generally do not.
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Table 5. Heterogeneous Effects of Work Location on Residential Location®

oLs=1 oLs=1 V=1
if work in city if live in city if live in city
Demographic variable 1) ) 3)
A. Migrants
Main effect 0.138 0.027 0.202
(0.029) (0.016) (0.097)
Interact with recent migrant® -0.008 0.025 0.167
(0.022) (0.018) (0.102)
B. College graduates
Main effect 0.156 0.025 0.172
(0.028) (0.016) (0.086)
Interact with college graduate -0.045 0.015 0.153
(0.025) (0.025) (0.147)
C. Ever married women®
Main effect 0.128 0.037 0.285
(0.028) (0.017) (0.106)
Interact with married woman 0.023 -0.017 -0.123
(0.018) (0.010) (0.058)

Source: 1980 IPUMS 5 percent sample. N = 707,506.

1V = instrumental variables; OLS = ordinary least squares.

a. Sample restrictions are listed in the notes to table 1. Standard errors are reported in parentheses and are clustered at the metropol-
itan area level. All regressions include metropolitan area fixed effects and individual-level controls, including a fourth-order polynomial
in age and dummies for being female, black, and for each year of completed schooling. In columns 1 and 2 we report coefficients for
the main effects of being a state worker in the capital city along with the interaction with the demographic variable in question. Col-
umn 3 reports the parallel 1V regression in which the main effect of being a state worker in the capital city is used to instrument for
working in the central city. The rows report coefficients on being a state worker in a capital city (or working in the central city) and the
interaction with the relevant demographic variable.

b. “Recent migrants” include all individuals who moved between counties, states, or countries in the previous five years.

c. “Ever married women” includes women who are currently married, divorced, or widowed. We did not find a significant difference
between the responsiveness of single men and women or married men to place of employment. Hence, we compare married women to
all other categories in this specification.

of 20 percentage points (see column 3). In contrast, the residential location of
married women is less responsive to place of own employment than the rest of
the workforce. Taken together, these patterns are more consistent with a model
in which workers choose where to live given a known work location rather than
a model in which workers search for jobs close to home.

Alternate Case Study: The “Cold War” Instrument

Thus far, we have drawn sharp conclusions about the relationship between
job and residential location on the basis of a single case study. It is highly desir-
able, therefore, to see if the basic findings carry over to other case studies. In
this section and the next, we conduct similar exercises for two additional indus-
tries whose primary location was either initially determined by or has been kept
in place by government rulings.
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In the expansion of national defense industries during the cold war, the fed-
eral government encouraged firms with defense contracts to locate outside of
central cities, which were thought to be prime targets for nuclear attack (O’Mara
2006). Manufacturing plants in defense-related industries are, as a result, more
likely to be in the suburbs and—»by the logic of our analysis—we might expect
their workers to be more likely to live in the suburbs.

The census does not clearly identify workers in defense-related industries.
We opt for a narrow definition of defense-related workers, focusing on those
in the “guided missiles, space vehicles, and parts” manufacturing industry. \We
exclude industries such as aircraft manufacturing that may conduct substantial
business with the federal government but that also have a sizeable civilian com-
ponent. Although more than 95 percent of workers in the guided missiles
industry report working in the private sector, there can be little doubt that these
firms had federal contracts.

Table 6 examines the work and residential locations of workers in the guided
missiles industry. Each column corresponds to a different choice of control
group. In the first column, the comparison group contains around twenty heavy
manufacturing industries from farm machinery to household appliances. In the
second column, the comparison group is restricted to transportation manufac-
turing industries (except guided missiles). The third column leaves out ship
building, which often takes place at harbors adjacent to the central city and
therefore is disproportionately centralized.

Workers in a defense-related industry are 8 to 10 percentage points more
likely to work in the suburban ring than are workers in comparable manufac-
turing industries in the same metropolitan area. Defense workers are also 2
points more likely to live in the suburban ring. These results imply that work-
ing in the suburbs increases the probability of living in the suburbs by 22 to 24
percent, a very similar magnitude to the results obtained with the state capital
instrumental variable.

Workers in a defense-related industry are much more likely than workers in
the various comparison groups to hold a college degree; for example, in the
subgroup represented in the regression shown in column 3 (transport equip-
ment, without ship building), 40 percent of defense workers were college
graduates versus 14 percent for the comparison group. The fourth column
restricts the analysis to workers in this particular subgroup without a college
degree. This restriction has no effect on the substantive findings; indeed, the
treatment effect of suburban employment on suburban residence for the non-
college sample is even larger than in the unrestricted sample.
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Table 6. Are Workers in a Defense-Related Industry More Likely to Work and Live in
the Suburbs??

All workers Without college degree
Electrical Transport Transport Transport
machinery, equipment, equipment, equipment,
computer, and without without without
transport guided ship ship
equipment missiles building building
Dependent variable 1) ) 3) 4)
OoLS
=1 if work in suburb 0.102 0.098 0.081 0.085
(0.030) (0.032) (0.029) (0.030)
=1 if live in suburb 0.023 0.024 0.019 0.035
(0.014) (0.016) (0.016) (0.016)
\Y)
=1 if live in suburb 0.223 0.249 0.239 0.418
(0.141) (0.162) (0.208) (0.235)
N 82,166 32,288 29,520 22,518

Source: 1980 IPUMS 5 percent sample.

1V = instrumental variables; OLS = ordinary least squares.

a. Sample restrictions are listed in the notes to table 1. Further restrictions are reported in column headings. “Defense-related indus-
try” is narrowly defined here as the manufacturing of “guided missiles, spacecraft, and related parts” according to the 1990 industry
categories. Standard errors are reported in parentheses and are clustered at the metropolitan area level. All regressions include metro-
politan area fixed effects and individual-level controls, including a fourth-order polynomial in age and dummies for being female, black,
and for each year of completed schooling. The first and second rows report coefficients on an indicator for working in a defense-related
industry. In the third row, working in a defense-related industry is used as an instrument for working in the central city.

Alternate Case Study: The Postal Employment Instrument

Because of the difficulty of finding an exact control group for workers in
defense-related industry, we turn to a within-industry comparison of two types
of postal workers—mail carriers and postal clerks—whose job locations dif-
fer for historical reasons. The qualifications for entering the postal service are
roughly uniform across these occupations. Job seekers take a civil service exam
and available positions are filled by one of the three top-scoring candidates (the
so-called Rule of Three), with a preference given to veterans.

The location of mail carrying follows population patterns. As businesses and
households moved out to the suburban ring, mail carriers followed suit. In con-
trast, noncarriers tend to work in the central city. The centralization of mail
processing dates from the early twentieth century, when the bulk of intercity
mail was transported by rail. At the time, central post offices were built near
the main downtown rail terminal. Even as trucking and air travel eclipsed rail
transport, postal facilities have remained downtown and face a number of reg-
ulatory and political impediments to relocation.

11. Mail carriers and postal clerks differ along a few observable dimensions. Mail carriers are
less likely to be female (8 versus 25 percent) or black (10 versus 25 percent). They are also slightly
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Table 7. Are Postal Clerks More Likely to Work and Live in the Central City?*

Dependent variable = 1 if non-mail carrier
OoLS
= 1if work in central city 0.152
(0.015)
= 1if live in central city 0.036
(0.009)
A\
= 1if live in central city 0.238
(0.065)

Source: 1980 IPUMS 5 percent sample.

IV = instrumental variables; OLS = ordinary least squares.

a. Sample restrictions are listed in the notes to table 1. In addition, these regressions are restricted to individuals employed by the
U.S. Postal Service. N = 8,669. Standard errors are reported in parentheses and are clustered at the metropolitan area level. All regres-
sions include metropolitan area fixed effects and individual-level controls, including a fourth-order polynomial in age and dummies for
being female, black, and for each year of completed schooling. The first and second rows report coefficients on an indicator for work-
ing in an occupation other than mail carrier. In the third row, working as a non—mail carrier is used as an instrument for working in the
central city.

Boustan and Margo (2009) exploit this contrast between the typical job
location of mail carriers and other postal employees to investigate the effect of
employment decentralization on the economic activity of urban black residents.
Following a similar strategy here, we compare the work and residential loca-
tion of mail carriers to other postal employees. Table 7 demonstrates that other
postal employees are 15 percentage points more likely than mail carriers to
work in the central city. Correspondingly, these noncarriers are also 3.6 points
more likely to live in the central city, which implies that working downtown
increases the probability of living downtown by 24 points. The numerical sta-
bility of this parameter across the three case studies—state workers, postal
workers, and employees in defense-related industry—is remarkable.

Concluding Remarks

Urban economists have long been interested in the relationship between the
spatial distributions of employment and population. This paper examines
whether working in the central city increases the likelihood of living in the cen-
tral city, using state workers in capital cities as a natural experiment. Many
government buildings in state capitals were constructed in the nineteenth cen-
tury and have not been (and we believe never will be) moved to an outlying

less likely to have some college education (31 versus 35 percent). While we control for these and
other attributes, we cannot account for any differences in the taste for urban living in these two
populations.
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location. As a result, state workers in state capitals are more likely to work in
the central city than are state workers in other metropolitan areas.

We use the interaction between being a state worker and living in the state
capital as an instrumental variable for working in the central city. We find that
residential location strongly responds to employment location. According to
our estimates, moving 1,000 jobs into the central city would encourage 246
working residents to reside in the city. Patterns of very similar magnitude obtain
in other industries whose job location is determined by government policy—
including defense-related industry or the postal service. Applying our core
parameter of interest, we argue that about one-fifth of the suburbanization of
population between 1960 and 2000 can be attributed to employment decen-
tralization.

By using a natural experiment to explore a long-standing issue in urban eco-
nomics, our paper also makes a methodological contribution. While natural
experiments have been widely employed in labor economics and public finance,
they have been less prevalent in urban economics, perhaps because of a belief
that locations are rarely determined by exogenous forces. Although this belief
may be true in general, we feel that there are more such experiments in urban
economics than generally recognized and that careful examination of the his-
torical record will yield other examples.

Although the primary purpose of this paper is to advance understanding of
a central issue in urban economics, our results are also relevant to urban pol-
icy in two ways. First, and perhaps most important, our paper provides a useful
rule of thumb as to the quantitative effect on a central city’s population if jobs
are added or subtracted from the urban core, perhaps in response to other local
policies—for example, because of changes in the level of business taxes
(Bollinger and Ihlanfeldt 2003). Urban politicians have obvious political inter-
ests at stake if their constituencies rise or fall in size; urban planners may be
concerned with population loss as a harbinger of building decay and neigh-
borhood decline. Some fraction of the incomes of central city residents will be
spent on locally produced goods and services, including owner-occupied hous-
ing, thereby generating tax dollars for local government expenditures. Our rule
of thumb is that for every X jobs added or subtracted to the center city’s base,
the center’s working population will increase by 0.25*X, or (roughly) one res-
ident for every four jobs.

Secondly, our results have implications for the recent debate over
consumption-led urban revival. In particular, Glaeser, Kolko, and Saiz (2001),
Glaeser and Gottlieb (2006), and others have suggested that there may be
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economies of scale in consumption associated with dense populations. Thus,
for example, rising incomes might lead consumers to demand certain con-
sumption goods—art museums or symphony orchestras, among others—that
might be more efficiently produced in central cities. Investing in the infra-
structure associated with the production of such goods, according to the logic
of this argument, might lead to a resurgence of downtown areas. However, our
results suggest that the current level of employment decentralization will limit
any return of residents to urban cores, at least in the short run. That is, unless
cities remain productive in the sense of job creation, providing employment
opportunities in the urban core, the draw of a shorter suburban commute will
prevent an entirely consumption-led urban revival.
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Appendix
Table A-1. Summary Statistics, by Metropolitan Area, 1980?
Mean Standard deviation

Share work in center city 0.556 0.163
Share work in CBD 0.083 0.045
Share live in center city 0.309 0.238
Share state worker, all metro areas 0.047 0.039
Share state worker, capital areas 0.093 0.056

Source: 1980 IPUMS 5 percent sample.

CBD = central business district.

a. Means are measured at the metropolitan area level (N = 127). The last row presents statistics for the metropolitan areas anchored
by a capital city (N = 25).

Table A-2. Capital Cities Identified in the Sample

State Capital city

AR Little Rock

AZ Phoenix

CA Sacramento

CcO Denver

CT Hartford

GA Atlanta

HI Honolulu

1A Des Moines

IN Indianapolis

LA Baton Rouge

MA Boston

MI Lansing

MN Minneapolis-St. Paul

NC Raleigh-Durham

NJ Trenton

NY Albany-Schenectady-Troy

OH Columbus

OK Oklahoma City

PA Harrisburg

RI Providence

SC Columbia

TN Nashville

uT Salt Lake City

VA Richmond

Wi Madison
College towns

AR Fayetteville

AZ Tucson

KY Lexington

MI Ann Arbor

NM Albuquerque

NJ New Brunswick

OR Eugene

TN Knoxville




Comments

Edward Glaeser: For forty years, economists have argued about whether jobs
follow people or whether people follow jobs. Across metropolitan areas, this
debate concerns the relative importance of amenities or productivity differences
across space. Within metropolitan areas, this debate focuses on the causes of sub-
urbanization. Does the fact that people and jobs have decentralized reflect the
allure of suburban living or the advantages of suburban productivity?

Leah Platt Boustan and Robert Margo enter this debate with a straightfor-
ward paper about state capitals. They argue, quite plausibly, that the location
of capitals is essentially exogenous. State governments chose their locales in
the nineteenth century (except for Oklahoma City), and they have not moved
since. The changing vicissitudes of urban fortunes have not caused the Texas
state government to move to a Houston suburb or the California state govern-
ment to locate near Hollywood. The capital’s golden domes and office buildings
are essentially fixed and therefore provide a means for identifying the impact
of job location on housing location.

Boustan and Margo’s strategy is essentially a simple difference-in-differences
estimator. They compare state employees in metropolitan areas that are state
capitals with employees in areas that are not. They find that in capital cities,
state government employees are 8 percent more likely to labor in the central
business district and 13 percent more likely to work in the capital itself. They
then use this variation to estimate the impact of working in a city on the propen-
sity to live in a city.

The ordinary least squares relationship between these two variables is that
workers are 26 percent more likely to live in a city if they work in a city. If the
workers labor in a central business district or CBD, they are 13 percent more
likely to live in a city. Using the interaction between being a state employee
and being in a state capital as an instrument, they find that working in a city
increases the propensity to live in the city by 25 percent, which is astonish-
ingly close to the ordinary least squares estimate. Somewhat less plausibly, they
find that the effect of working in a central business district almost triples, so
that working in the CBD increases the propensity to live in a central city by 36

21



22 Brookings-Wharton Papers on Urban Affairs: 2009

percent. With industry level controls, that coefficient rises to 55 percent, but it
is measured with a fair degree of error. The greater precision of the city-on-
city estimates, and their stability across regressions, lead me to be more confident
about these estimates.

Boustan and Margo then look at demographic subgroups and find effects
that are significantly stronger for unmarried women, relative to married women,
which makes sense since married women may be more tied to their spouse’s
place of work. There are also big point estimates of the interactions with being
a migrant or college graduate, but these estimates are statistically insignificant.
There is some evidence that effects are similar for postal workers.

What problems plague these estimates? State capitals are, of course, differ-
ent from noncapital cities. Generally governments have spent resources to make
their home cities more pleasant. The capital building itself may be, like
Bulfinch’s Boston dome, a pleasant piece of architecture. Other memorials and
parks may be disproportionately present in the capital. In some cases, such as
Columbus, Ohio, or Madison, Wisconsin, the state’s flagship university is also
located in the capital. Surely, these amenities may also be pulling people into
the central city.

However, if this pull impacts all workers equally, Boustan and Margo’s point
estimates will be unbiased. If workers are all the same, then the amenities will
draw everyone to the center of the capital and have no disproportionate impact
on state government employees. Their difference-in-differences approach will
handle the problem, if state workers and other employees have similar tastes.

The problem arises if state workers have a different taste for these ameni-
ties. If state workers like the fruits of government spending more than private
employees do, which is not entirely implausible, then the capital’s amenities
will draw them disproportionately into the urban core. In this case, the effect
that Boustan and Margo identify as coming from workplace location is the
impact of amenities. One imperfect means of addressing this concern would
be to control for area-level amenities and interact them with being a state
employee.

A second problem, related to personal heterogeneity, is that working as a
state employee in a state capital may disproportionately attract people who like
living in big cities. The location of the workplace may be exogenous, but the
workers are not. Those workers who like living in the state capital will be par-
ticularly likely to apply for jobs that are located in that area. In that case, the
perceived workplace location effect will actually reflect the tastes for living in
the urban center. Unless we had some experiment where workers were ran-
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domly assigned to state government jobs, | know of no means of addressing
this problem.

While these estimates are imperfect, they still have value. After all, it is not
as if there are great alternative means of estimating the impact of workplace
location on housing location. Despite my concerns, |1 am perfectly willing to
accept that their figure of .25 is a reasonable estimate of the impact of work-
place location on job location. What does this value mean for the larger question
of the causes of suburbanization?

A .25 figure means that for every job that leaves the city, one-fourth of a
worker also leaves the city. That figure should be multiplied up by the total
number of people in the worker’s household to understand the impact of job
decentralization on population decentralization. In two-person families, a one
job exodus means an exodus of one-half of a family. But does this mean that
one-half of the suburbanization of population can be attributed to an exodus of
employers?

Consider the following simple model, where Sc;, ™ s the share of the total
jobs in a metropolitan area that are in a city and S, "°™* is the share of homes
that are in the city. Assume that Sg; = aSc;, ™ + Z,,,c and Sg;y Homes =
BSciy™ + Zyiomess Where a and B are parameters and Z,, reflects exogenous
forces determining the location of jobs and Z,,,.., reflects exogenous forces
determining the location of homes. Solving these equations reveals

Job __ 1

City = m(az Homes + Z Jos)

and !
Scl:-ii?ymes = m(ﬁz.]obs + ZHomes)-

Boustan and Margo essentially treat state capitals as variation in Z,,,., which can
identify the value of B.

To understand the causes of a change in job and housing centralization, |
assume that these exogenous variables have changed over time, which implies
the change equations

1
b
ASCJ(i)ty = m (OLAZ Homes T AZJobs)

and
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Homes 1
ASCity = m(BAZJObS + AZ omes)-
The share of job decentralization that is caused by housing decentralization is

0AZ Homes
OLAZHomes + AZ.]ob

the share of housing decentralization that is caused by job decentralization is

BAZJobs .
BAZJobs +AZ Homes

To identify the relative importance of the two types of changes, we have two
equations, and we know the values of three variables AS;, ™, AS;, "™, and
B, but we need to solve for three unknowns o, AZ,,es, and AZ, .. This is not
enough information. For example, suppose we know that ASCityJOb was —.4 and
AS¢;,,Homes was —.6 and B equals .5. If « equals zero, then AZ,,  equals —.4 and
AZ,,mes €Quals —.4. The share of housing decentralization that is caused by job
decentralization in that case would equal one-third; the share of job decentral-
ization that is caused by housing decentralization would equal zero. Conversely,
if « equals .5, then AZ,, . = -1 and AZ,,,,., = —4. The share of housing decen-
tralization that is caused by job decentralization in that case would equal
one-fifth; the share of job decentralization that is caused by housing decen-
tralization would equal two-thirds. The exercise yields wildly different answers
depending on the value of «, and that value is unknown.

This little algebraic exercise is not meant to disparage the important contri-
bution of Boustan and Margo to understanding the roots of urban change. They
have provided a new estimate of a potentially important coefficient. However,
we are still far from having the full range of parameter estimates needed to get
a handle on the roots of suburbanization. Yes, people do follow their jobs, but
jobs also surely follow people. Both coefficients are needed to estimate the
complete relationship. This is a pressing topic for future research.

Janice F. Madden: Leah Platt Boustan and Robert Margo have developed a cre-
ative approach for measuring the extent of residential suburbanization that is
caused by job suburbanization. They have an imaginative new way of answer-
ing the question: do jobs follow people or do people follow jobs? Although
numerous studies have tried to answer this question with a variety of economet-
ric techniques designed to sort out cause from effect, they have all ultimately
been plagued by the problem that people may suburbanize in anticipation of job
suburbanization or jobs may suburbanize in anticipation of residential subur-
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banization. Therefore, simply tracing the order or timing of observed job and res-
idential moves does not show that the move that came first was the cause and the
move that came next was the effect.

Boustan and Margo try to solve this problem by comparing the residential
locations of employees whose jobs are in the central city and cannot move with
the residential locations of employees whose jobs may locate anywhere within
the metropolitan statistical area (MSA). Specifically, they analyze the residential
locations of state workers in MSAs where the state capital is located relative
to nonstate workers in state capital MSAs and also relative to state workers in
non-state capital MSAs. They find that, on average, state capital employees
are 25 percent more likely to reside in the central city than are non-state cap-
ital employees in the same MSA and than are state employees located in
non-state capital MSAs. They conclude that an employer that locates in the
central city, rather than in the suburbs, will cause an additional one-quarter of
its employees to reside in the central city (relative to the residential distribu-
tion of employees were the same employer to locate in a suburb).

The basic idea is straightforward but clever. Simply, state employees work-
ing at the state capital have a predetermined central city work location. Unlike
other employers, the locations of state capitals have not adjusted to the loca-
tions of potential employees, and there are no expectations that such adjustments
will occur. Therefore, the differences between the rates of suburbanization for
state employees in the state capital MSAs and the rates for state employees in
other MSAs and for nonstate employees in the state capital MSAs measure the
residential suburbanization effects of employers changing locations to follow
employees. The approach (the key identifying assumption) requires that there
are no differences, relevant to residential location preferences, in the selection
of employees into state jobs versus nonstate jobs in the state capital MSAs and
into non-state capital MSAS versus state capital MSAs among state workers.
Therefore, for the greater incidence of central city residential locations of state
workers in state capital MSAs to be attributable to their central city workplace
locations, it is necessary that state workers in the state capitals not be different
from nonstate workers in state capitals and from state workers in non-state
capitals with respect to characteristics, other than workplace location, that
affect their residential location choices.

Boustan and Margo have not clearly demonstrated that these groups of work-
ers are the same with respect to their residential location preferences, given
their workplace. They provide evidence on the similarity of state workers in
the state capital MSASs to other workers in the state capital MSAs and to state
workers in non—state capital MSAs. | do not find that evidence sufficient, how-
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ever, to dismiss completely the possibility that these workers could systemat-
ically differ in their residential preferences. Boustan and Margo focus on
whether state workers in state capital MSAs are significantly different both from
state workers in non—state capital MSAs and nonstate workers in the state cap-
ital MSAs. This approach does not consider many plausible ways that residential
preferences could differ between these groups of workers.

First, there are potential interactions between the characteristics of workers
that are more important than the characteristic alone in affecting residential
location decisions. For example, the effects of gender are likely to differ by
marital and parental status (and vice versa). Boustan and Margo show that state
workers outside state capital MSAs are substantially more likely to be female
than are other workers in the same MSA, but in the state capital MSA, state
workers are slightly less likely to be female. State workers are less likely to be
married, both in the state capital and elsewhere. But the characteristics that
matter in decisions on residential location and commuting are not marriage
alone or gender alone, but the combination of marriage, gender, and parental
status.

Second, if state workers have more of a characteristic than other workers
while workers in non-state capitals have less than workers in state capitals,
these offsetting differences in a particular characteristic (which yields no sta-
tistically significant interaction effect for being a state worker and residing in
a state capital in Boustan and Margo’s table 2) may still yield systematically
different residential location outcomes depending on the connections between
the characteristic and residential location preferences or between the charac-
teristic and the potentially differential characteristics of state capital and
non-state capital MSAs. For example, consider a situation in which state work-
ers were older than nonstate workers but workers in the state capital MSA were
younger than workers in other MSAs. In this case, the interaction effect of being
a state worker in a state capital is zero (similar to the situation indicated by the
last column in the top panel of Boustan and Margo’s table 2). If state capital
MSAs have central cities that are less attractive to younger workers (because
they do not have an entertainment focus) than are central cities in non—state
capital MSAs, then state (that is, older) workers would be more centralized in
state capitals, but the difference would not arise from the differential employ-
ment locations of state workers in state capitals but from the interactions of
differences in characteristics (age) between state workers and nonstate work-
ers (or preferences) and in the (central city) characteristics of state capital and
non-state capital MSAs (or choice sets).
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Table 8. Characteristics of State Capital and Non-State Capital MSAs, 1980
Percent, except where noted

MSA population MSA employment

Population In central African in durable Poverty

MSA (1000s) city American  manufacturing rates
Boston 2,763 25 5 12 9
Minneapolis 2,114 31 2 16 7
Atlanta 2,030 25 19 9 12
Denver 1,619 32 3 10 8
Phoenix 1,509 52 3 14 11
Indianapolis 1,167 60 10 18 9
Columbus 1,093 52 12 13 11
Sacramento 1,014 28 4 4 11
Salt Lake City 936 18 1 11 8
Nashville 851 54 16 11 12
Oklahoma City 834 49 9 10 11
Providence 817 30 4 25 10
Albany 795 15 3 10 10
Honolulu 763 48 2 8 10
Hartford 726 26 8 19 8
Richmond 632 36 19 6 11
Raleigh 531 34 19 10 12
Baton Rouge 494 48 20 4 15
Lansing 472 30 6 17 10
Harrisburg 447 12 5 11 8
Columbia 410 27 20 7 13
Little Rock 394 40 21 10 12
Des Moines 338 63 4 7 8
Madison 324 54 1 6 10
Trenton 308 30 13 12 9
Means

State capitals 935 37 9 11 10
Remaining MSAs 1,109 29 10 20 12

Source: 1980 IPUMS 5 percent sample.
MSA = metropolitan statistical area.

I am particularly concerned about the interactions between worker charac-
teristics and the differences between state capital and non—state capital MSAs.
The state capital MSAs are different from other MSAs in important ways that
are likely to affect how a central city job location affects residential decisions
of workers. If residential choices are affected by the interactions between
worker characteristics (preferences) and MSA characteristics (choice sets),
then state capital MSAs can be used to measure the effects of central city work
locations that can be generalized to other MSAs only if state capital MSAs are
otherwise similar to non—state capital MSAs. Table 8 lists the state capital MSAs
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included in the study and some of their characteristics. The two bottom rows
of the table show the averages of these characteristics for the included state
capitals and also for the remaining MSAs included in the group of the largest
125 in the nation in 1980. The non-state capital MSAs average 20 percent more
population (1.109 million versus 935,000), 10 percent lower representation of
African Americans (10 percent versus 9 percent), and 20 percent higher poverty
rates (12 percent versus 10 percent). Manufacturing accounts for almost twice
as much (20 percent versus 11 percent) of private sector employment in
non-state capital MSAs. The choice sets are different in state capital MSAs
and non-state capital MSAs.

As Boustan and Margo indicate, the nine largest MSAs in the nation are not
state capitals, so the state capital results may not reflect the employment loca-
tion effects for large MSAs. Because many studies have connected
suburbanization of residences to flight from central city poverty or African
Americans, and because state capitals have fewer African American and poor
residents, the state capital results may overstate the employment location effects
for MSAs with more African Americans and more poor. Because MSAs with
more manufacturing have slower growth and higher central city poverty and
because state capital cities have less manufacturing, the state capital results
may not reflect the employment location effects for MSAs with more manu-
facturing.

State capital cities also include a larger share of the MSA residents (37 per-
cent versus 29 percent) than do non-state capital cities. This difference, if it is
the result of the state capital being in the central city and state workers being
more likely to locate in the central city, is not a problem. If, however, there are
more people living in the central cities in state capitals because of other unmea-
sured characteristics that are not the result of the presence of the state capital
(such as less regional political fragmentation), then the state capital is not a
good instrument for the effects of central city workplace locations in more sub-
urbanized MSAs.

Boustan and Margo show that state workers in state capitals are substan-
tially less likely to be African American than are state workers outside the state
capital and a bit less than are other workers in the state capital. Because African
Americans are more likely to reside in cities than whites are, they state that this
racial difference in state capitals “work(s) against (their) main findings.” If the
instrumental variable is working so that the race composition of the MSA does
not matter and if the main finding is that the decentralization of jobs causes the
decentralization of population, then the statement is correct. If, however, the
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main finding is that for every four jobs created in the center, there will be one
new worker resident in the central city, then the estimate is too small; more
worker residents in the central city would be expected. If there are interactions
between the choice set (MSA characteristics such as fewer African Americans
in state capital MSASs) and preferences (worker characteristics such as race)
that are not accounted for in the analysis, then the effect may work “with the
main findings” resulting in an overstatement of the effects of central city
employment locations on central city residential locations.

Finally, consider the analyses if the causation is reversed so that workers
search for jobs from their residences rather than select residences on the basis
of their job locations. State jobs in the central city of state capitals may be of
particular appeal to some workers residing nearby who are less likely to com-
mute longer distances. Consider two categories of workers that may be
overrepresented among state workers in state capitals, relative to state work-
ers elsewhere and to non-state workers in state capitals. Boustan and Margo
show part-time workers to be more prevalent in non-state capital MSAs and
among state workers, especially those in state capital MSAs. Part-time work-
ers typically make shorter commutes because their time at work does not justify
longer commuting. Virtually all commuting research also finds that mothers
take jobs closer to home. Mothers of children under the age of 18 make shorter
commutes because the value of their nonmarket time is high and also because
the value of proximity is high, for example, when children have unanticipated
needs for their parents. Because state workers in state capital MSAs are more
likely to work part-time (consistent with the results on hours per week reported
in Boustan and Margo’s table 2) and may be more likely to be mothers of young
children (not considered), then state jobs in the state capital would be corre-
lated with central city residence because they attract nearby part-timers and
mothers more than do state jobs in non-state capitals or nonstate jobs in state
capitals.

Boustan and Margo’s additional results for postal workers and defense plant
workers, which give similar estimates of the effects of central city employment
locations on residential locations, provide impressive tests of robustness of their
findings for state workers in state capital MSAs. But these two analyses pose
the same set of questions as the analysis of central city residential locations for
state workers in state capitals. For the postal workers, in particular, the reverse
causality discussed above seems particularly likely.
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Subprime Mortgage Pricing:
The Impact of Race, Ethnicity, and
Gender on the Cost of Borrowing

he subprime lending boom increased the ability of many Americansto get

credit to purchase ahouse. Yet concerns persist that not all borrowers have
been treated equally. Previous research suggests that subprimeloanswere par-
ticularly concentrated in neighborhoods with ahigh concentration of black and
Hispanic residents (Mayer and Pence 2007). Some commentators have been
concerned that minority borrowers were steered into subprime loans in some
cases when they might have qualified for cheaper conforming loans or that
minority borrowers were given subprime loans that had fees or rates that were
too high.

Previous research on housing markets suggests that such concerns might be
warranted. Beginning in the early 1990s, data collected from lenders through
the Home Mortgage Disclosure Act (HMDA) indicate that black or Hispanic
applicants were more likely to be rejected for a mortgage relative to a white
applicant, even when controlling for credit scores or other observable individ-
ual risk factors (Munnell and others 1996). Subsequent research showed that
minority borrowers might also have been more likely to default on loans, but
these findings were less clear in that they did not control for basic ex-ante risk
factors (Ladd 1998). Even controlling for the likelihood of default, Canner,
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Gabriel, and Wooley (1991) argued that minorities still face reduced access to
conventional lending markets.

Recent studies of consumer loans have amplified concerns that minorities
till face disparate treatment when applying for credit. For example, Charles,
Hurst, and Stephens (2008) showed that blacks pay appreciably higher rates
than other borrowers when financing a new car. Some portion of the higher
payments comes from a higher proportion of blacks who use more expensive
finance companies, but even among borrowers with comparable risk profiles
using finance companies, blacksstill pay higher rates. Similarly, Ravina (2008)
found that black borrowers on Prosper.com, a successful online lending mar-
ket, pay ratesthat are more than 1 percent higher than comparably risky white
borrowers. Ravina attributed the higher rates for blacks to the fact that black
lenders, who do not charge higher ratesto black borrowers, arerelatively under-
represented on Prosper.com relative to black borrowers.

Despite the size of the mortgage market, as well as previous evidence on
racial and ethnic differencesinaccesstolending for housing, thereareno recent
studies that we have found on mortgage rates for minority borrowers. Below,
we examine mortgage rates charged to a group of subprime mortgage borrow-
ersusing aninnovative new dataset created by merginginformation ontherace,
ethnicity, and gender of mortgage borrowers (as reported under HMDA) with
mortgage pricing and risk variables reported by LoanPerformance (LP).
Through extensive work, we have been able to match approximately 70 per-
cent of loansin LPto aunique mortgagein HMDA.. The merged dataset allows
usto examine racial, ethnic, and gender differencesin mortgage lending, con-
trolling for both the risk profile of the mortgage and the characteristics of the
neighborhood where the property is located.

As the subprime market took off between 2000 and 2006, a variety of new
products became availabl e for financing housing. The available contracts were
differentiated along many dimensions, including term, amortization schedule,
and the allocation of future interest rate risk between borrower and lender.
Because each of these features has effects on the value, timing, and probabil-
ity of repayments, the precise way that they are combined into products will
affect their value to borrowers and lenders. Thus, if we are to understand the
pricing of loans, it is important that we examine a specific part of the market
at aparticular time, so that loan features and credit conditions are common for
all the contracts we observe.

We focus on so-called 2/28 mortgages originated in August 2005. The 2/28
is a hybrid adjustable rate mortgage (ARM) in which borrowers are charged
an initial mortgage rate for two years, followed by biannual rate resets based
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on amargin over a short-term rate. The 2/28 was a very popular form of sub-
prime borrowing, and it accounted for approximately 80 percent of subprime
variablerateloans and over 53 percent of all subprimeloans outstanding at the
end of 2007 (Sherlund 2008). We choose August 2005 for our analysis because
LP coverage of the subprime market was very high in that year, and August
was the peak month for originations of subprime loans. Aswe will see below,
our initial dataset includes more than 80,000 subprime 2/28 loans originated
in that month. In spite of its wide appeal and importance in the overall sub-
prime universe, however, the 2/28 contract is only one part of a very large
market—about 4.4 million first-lien mortgages were originated in 2005—and
our results may be specific to the part of the market that we analyze.

There are at |east three dimensions along which mortgage lenders may treat
similar groups of borrowers differently. First, as discussed in much of the lit-
erature reviewed above, they may simply refuse to offer credit at all. Second,
they may steer accepted applicantsinto less attractive or more costly products,
like subprime loans. Finally, even at a particular time, they may price agiven
product differently for different borrowers.

Our approach precludes analysis of important questions related to selection
of the borrower into the 2/28 product. Our data do not alow us to determine
whether some borrowers were steered into subprime mortgages, or into 2/28s
in particular, on the basis of their demographic characteristics. Instead, within
the 2/28 product category, we examine determinants of both theinitial interest
rate as well as the margin used to adjust the rate after two years. As well, we
add one more important caveat: we are unable to directly observe the points
and fees paid when the borrower initially took out the mortgage, so it is pos-
sible that we are missing data that might show disparate treatment in loan
origination costs.

In contrast to previous findings, our results show that if anything, minority
borrowers get slightly favorable terms, athough the size of these effects are
quite small. Black and Hispanic borrowers pay very slightly lower initial mort-
gage rates than other borrowers pay—about 2.5 basis points (0.025 percent)
compared with amean initial mortgage rate of 7.3 percent. Black and Hispanic
borrowersalso have dightly lower margins (about 1.7 to 5 basispoints, or 0.0017
t0 0.005 percent) compared with amean margin of 5.9 percent. Asian borrowers
pay slightly higher initial rates and reset margins (about 3 basis points). We
find no appreciable differencesin lending terms by the gender of the borrower.
These results control for the mortgage risk characteristics and neighborhood
composition. While many of these differences are statistically significant, they
are economically insignificant.
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A second important finding isthat 2/28 mortgageswere cheaper in zip codes
with a higher percentage of Asian, black, and Hispanic residents, aswell asin
counties with higher unemployment rates, once we control for the individual
risk characteristics of the borrower. Taken in conjunction with the results in
Mayer and Pence (2007) that showed that high minority neighborhoods and
locations with higher unemployment rates have a higher concentration of sub-
prime loans, thisis consistent with a small but positive credit supply shock in
these neighborhoods. Thefact that subprimeloanswere cheaper in high minor-
ity neighborhoods and counties with higher unemployment, possibly because
of economiesof scale, might help explain why these neighborhoods had higher
concentration of subprimeloans.* Of course, theseresults cannot provideinsight
into whether some of the subprime borrowerswould have qualified for alower-
cost conventional loan, as some have alleged.

Finally, our results also show that subprime loans were less expensive in
metropolitan areaswith greater past rates of house price appreciation. Thisfind-
ing is consistent with the idea that lenders may have expected higher rates of
future house price appreciation in these neighborhoods and thus were willing
to accept lower mortgage rates.? Such afinding can help explain why subprime
mortgages were also more prevalent in markets with high house price appre-
ciation (Mayer and Pence 2007), although the question of whether thiswasdue
to excessive expectations of borrowers or lenders or both can not be answered
with our data.

The next section of the paper examines the data and describes the merging
process for HMDA and LP data. Next we summarize the data and consider
regressions of the cost of borrowing. The paper concludes with a brief policy
discussion and a path for future research.

Data

Much of theinnovative analysisin thispaper isdriven by our data. We merge
together two datasets to examine the role of race, ethnicity, and gender in bor-
rowing costs. The LoanPerformance database contains information on home
location, mortgage amount, lending terms, mortgage risk factors, and monthly
payments for the bulk of securitized loans. The Home Mortgage Disclosure

1. Previous research also found that FHA loans, the government-insured predecessor to sub-
prime lending, aso were much more highly concentrated in minority neighborhoods.

2. Piskorski and Tchistyi (2008) developed amodel showing that lenders optimally lend more
in markets with faster rates of house price appreciation.
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Act requires lenders to report data on borrower demographics, income, geo-
graphiclocation, lender name, and in some cases, the mortgageyield for almost
all loan applicationsin the United States. Therefore most L P mortgages should
be contained in the HMDA database. We identify matching loans using the
common data fields across the databases. Our analysisis limited to subprime
mortgagesto focus on the portion of the market with the riskiest loans. We also
focus on mortgages originated in 2005, when L P appears to have the strongest
coverage of the subprime market (Mayer and Pence 2007).

LoanPerformance

First American LoanPerformance, asubsidiary of First American CoreLogic
Inc. providesinformation on securitized mortgagesin subprime pools. Thedata
do not include mortgages held in portfolio; securitized mortgages in prime,
jumbo, or alt-A pools; or loans guaranteed by government agencies such asthe
Federal Housing Administration (FHA) and the Department of VeteransAffairs
or by government-sponsored enterprises such as Fannie Mae, Freddie Mac, or
GinnieMae. Thedataal so excludeloanshandled by servicersthat do not report
to LoanPerformance.

We classify loans as subprime if they were packaged into a deal classified
as subprime in LoanPerformance. The guidelines for what type of mortgage
can be sold into a subprime pool vary across securitizers. In general, borrow-
ers in subprime pools tend to have low credit scores and high loan-to-value
ratios. On occasion, securitizersinclude ahandful of near-prime or primeloans
in these pools.

TheLP datacontain extensive information on the characteristics of theloan,
such as the mortgage type, the interest rate, the loan purpose (whether it was
for purchaseor refinance), and whether thel oan hasaprepayment penalty. How-
ever, data on upfront points and fees are not included. LP has less detailed
information about the borrower, reporting the FI CO credit score, theborrower’s
reported debt-to-income ratio, and the extent to which that income is docu-
mented. Thereisrelatively littleinformation about the property beyond the sale
or appraised price, the type of property, and its state and zip code.

We use the following LP data fields: “zip code,” “origination date,” “first
payment date,” “lien,” “occupancy” (owner-occupied or not), “ purpose” (pur-
chase or refinance), “loan amount,” and * originator name.” Aswell, we usethe
rating of the deal that the loan was packaged in. The five-digit zip code and
loan amount are retained as reported. The origination date is used as reported.
However, avariableiscreated reporting whether the origination dateisimputed
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or not. LP often imputes the origination date by assuming origination two
months before the first payment date. Therefore we classify any loan with an
origination date exactly two months before first payment date as having an
imputed origination date. Lien is classified as first lien or subordinate. We
restrict our analysis to first-lien mortgages.

HMDA

Under theHome Mortgage DisclosureAct, most originatorsmust report basic
attributes of the mortgage applications that they receive in metropolitan statis-
tical areas (MSAS) to the Federa Financial Institutions Examination Council.
These data are considered the most comprehensive source of mortgage data
and cover an estimated 80 percent of all home loans nationwide (Avery,
Brevoort, and Canner 2007) and a higher share of loans originated in metro-
politan statistical areas. Depository institutions that are in the home lending
business, have ahome or branch officein an MSA, and have assets over a cer-
tain threshold ($35 million in 2006) arerequired to report to HMDA. Mortgage
and consumer finance companies that extend 100 or more home purchase or
refinancing loans ayear are a so required to report for any MSA in which they
receivefiveor moreapplications. Weusethefollowing HM DA datafields. “ cen-
sus tract,” “action date,” “loan amount,” “occupancy,” “loan purpose,”
“originator,” “high cost annual percentage rate” (APR), and “lien.”

Merging and the Combined Sample

We use HM DA and L Ploans originated in 2005. Only loan applicationsthat
are marked as originated, as used for home purchase and refinance, and as one-
to four-family properties are considered. Any HM DA loans marked as sold to
Fannie Mag, Ginnie Mae, Freddie Mac, and Farmer Mac are not included since
LP only reportsloansthat were privately securitized. Only loans originated on
working days, that is, not weekends and not on holidays (as defined by the
Office of Personal Management) are included. Finally, loans with missing
information on purchase and refinance, occupancy, lien, or five-digit zip code
are dropped.

We clean the originator name in LP to match originatorsin HM DA, which
are likely accurate given that the HMDA data are reported by the originators
themselves. We match the most common originator namesin LP, which make
up approximately 95 percent of loans with nonmissing originator names, to the
corresponding HM DA originator name by hand. However, the originator name
ismissing in LP about 60 percent of thetime. In addition, we classify the orig-



Andrew Haughwout, Christopher Mayer, and Joseph Tracy 39

inator name as missing in LP if the originator name cannot be hand matched
into an originator name that isin the HMDA data.

Finally, we combine census tracts in HMDA into zip codes to match the
geographic datain LP. We cross walk each censustract, as defined in the 2000
U.S. census, to 2006 zip codes using the proportion of a census tract that is
fully contained in the zip code.

The appendix describes our merging process in more detail. The data used
for our analysis below represent the set of unique, one-for-one merges between
LPand HMDA.

Interest Rates and Spreadsin LP and HMDA

The presence of interest rate information in LoanPerformance and an APR
spread over Treasury rates datain HM DA provides an additional check on our
merge and on the key variables in our analysis. HMDA reports the difference
between the APR on each |oan and the rate on comparable maturity Treasur-
ies for al loans in which this spread is at least 300 basis points (3 percent).?
ThisAPR, which is calculated by the institution reporting the HMDA data, is
based on the full cost of the loan, including both interest costs and such up-
front charges as points and fees, amortized over the full loan term.* Future rate
adjustments for al of the loans we analyze are tied to the six-month LIBOR,
plusthe margin, and in every casethis expected future rate will exceed theini-
tial rate assuming no change in the six-month LIBOR rate since origination.
Thus, if we have correctly merged the same loan across the two datafiles, the
initial interest rate provided in L P should never exceed the APR that isreported
in the HMDA data.

For each loan in our data, we calculated the spread between theinitial inter-
est rate asreported in LP and the comparable maturity Treasury (the same used
to calculatethe APR spread). Comparing thisL P spread with the HM DA spread
provides us with a data consistency check on our merge between the two data
files. Table 1 reports the various combinations of spreads calculated from LP
in relation to those obtained from the HM DA data. Start with mortgagesin the
southwest corner of the table. For these mortgages the HMDA APR spread is
censored indicating that it was less than 3 percent. However, the LP spread—
defined as the difference between the initial rate and the comparable
Treasury—exceeded 3 percent. These mortgages fail this consistency check.
Move now to the southeast corner. In this cell, both HMDA and LP indicate

3. See Avery, Brevoort, and Canner (2006, p. A126). The HMDA measure of spread is cen-

sored for loans with APRs that are less than 3 percent above the Treasury rate.
4. For detailson cal culating an A PR, see (www.efunda.com/formul ag/finance/apr_cal culator.cfm).
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Table 1. Spreadsin LP and HMDA, 2/28ARM&*

HMDA
LP Spread < 3 Soread > 3
Spread < 3 5,349 41,204
Spread > 3 2,571 479> 29,191°
Total 78,794
Sample size 75,744

Source: Authors’ calculations.

ARM: adjustable rate mortgage; LP: LoanPerformance; HMDA: Home Mortgage Disclosure Act.
a Observations in bold fail the consistency test and are dropped from the estimation sample.

b. LP spread > HMDA spread.

c. LP spread < HMDA spread.

spreads of at |east three percent. We divide this cell into two groups: thosein
which the HM DA spread exceeds the L P spread (right-hand side, or RHS) and
those in which the HMDA spread isless than the LP spread (left-hand side, or
LHS). Those mortgages in the LHS also fail this consistency check. For the
cell in the northeast corner, al of the mortgages have a HMDA spread that
equals or exceeds the LP spread so they pass the consistency check. Finaly,
for the mortgages in the northwest corner cell, the HMDA spread is censored,
and the LP spread isalso lessthan 3 percent. However, we are not ableto apply
our consistency check on these mortgages (that is, we could not verify whether
the HMDA spread isat |east aslarge asthe L P spread) sincethe HM DA spread
is censored. For our estimation sample, we delete the mortgages that fail this
consistency check.

Data Description

Our merged HMDA-LP dataset provides new information on subprime
loan characteristicsand demographicindicators. Table 2 reports unconditional
mean characteristics of owner-occupant borrowerswho took first-lien subprime
hybrid 2/28 loans during August 2005. Several features of the data merit dis-
cussion. First, comparison of the “Female” and “Overall” columns indicates
that loans with afemale primary applicant are generally quite similar to those
with amale primary applicant. We do, however, observe some differences by
race and ethnicity.



Andrew Haughwout, Christopher Mayer, and Joseph Tracy 41

The characteristics of the neighborhoods in which the collateral properties
are located vary by type of borrower. Black borrowers generally secured their
loans with properties|ocated in areas that are more heavily black, that experi-
enced |ower rates of house price appreciation during 2004, and that had alower
rate of new housing permits. Collateral for [oans made to Asian and Hispanic
borrowers tended to be in neighborhoods that, on average, had experienced
recent, much higher house price appreciation and, for Hispanics, higher per-
mit rates, presumably a reflection of the concentration of these borrowers in
high-growth areas like Florida and California, where house prices also expe-
rienced some of the fastest appreciation rates. Unemployment rates in the
counties where all borrowers lived were around 5 percent, although they were
dlightly higher for black and Hispanic borrowers.

The typical first-lien mortgage in our data was for a principal amount of
about $217,000, but the average loan made to black borrowers was about 12
percent smaller, while those made to Hispanic, and especially Asian, borrow-
erstended to be larger. Origination loan-to-values (LTV's) for these borrowers
werebroadly similar, although Asian borrowerswere morelikely to have LTVs
of 95 or more, implying that the value of the house was the main source of this
variation.

A substantial majority of the loans made to Asian and Hispanic borrowers
were for the purchase of a new property, as opposed to a refinance, and these
borrowers provided full documentation less than half the time. Black borrow-
ers provided full documentation nearly 70 percent of the time.

Debt-to-income ratios were broadly similar across these demographic
groups,; black borrowershad lower credit scores, whileAsian and Hispanic bor-
rowers scorestended to exceed the overall average. Black borrowersweremore
likely to have very low FICO scores (below 560) and less likely to have very
high scores (above 719). In light of this, it is perhaps unsurprising that initial
interest rates received by black borrowers averaged approximately 20 basis
points higher than the overall average, while Asian and Hispanic borrowers
rates were 25 to 36 basis points lower than average. Margins for 2/28 loans,
which is the amount added to the six-month LIBOR rate to determine the
adjustable rate in the future, follow asimilar pattern, although the differences
are smaller than they are for origination rates.

While these unconditional differences are of interest, they are very difficult
to interpret on their own. The interest rate and margin charged on agiven loan
should be functions of the loan terms, the borrower’s characteristics, and the
collateral property and its location. We next turn to a multivariate analysis of
the determinants of theinitial interest rate and reset margin.
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Table 2. Mean Characteristics, by Borrower Race, Ethnicity, and Gender?

Primary borrower identified as—

Overall Female Black Asian  Hispanic
Observations 75,744 28,489 12,892 2,655 15,647
Borrower characteristics
Asian 351 3.92 0 100 0.47
Hispanic 20.66 19.19 2.18 2.79 100
Female 37.61 100 51.66 4211 34.95
Loan characteristics
Initial interest rate 7.32 7.37 7.53 6.96 7.06
Margin over six-month LIBOR 5.88 5.90 5.96 5.76 5.81
FICO 618.95 617.04 606.41  645.01 618.97
Percentage < 560 15.57 16.96 19.17 7.72 10.88
Percentage > 719 5.16 5.10 2.99 10.88 8.21
LTV 87.43 86.70 88.47 89.40 88.39
Percentage < 80 19.64 21.58 17.48 12.84 17.55
Percentage > 95 42.74 41.21 45.59 49.11 48.13
DTIP 40.88 41.62 41.24 41.77 41.64
Percentage < 40 54.47 52.08 53.24 45.72 46.92
Percentage > 50 7.98 8.47 9.06 7.61 6.65
Percentage full documentation ~ 60.81 57.87 68.52 43.46 43.01
Percentage purchase 49.59 48.79 51.54 61.66 58.01
L oan amount ($10,000) 21.69 20.87 19.01 32.88 25.30
Percentage with prepayment 74.03 73.04 67.28 75.59 80.98
penalty
Months penalty in effect® 24.04 24.10 23.94 23.23 23.67
Neighborhood characteristics
Average credit score 736.46 733.27 706.58  750.62 724.68
Percentage Asian 3.84 391 3.06 11.00 5.07
Percentage black 14.66 17.32 37.79 10.09 11.42
Percentage Hispanic 16.42 16.15 1117 21.14 35.14
Homeownership rate 63.59 62.95 60.49 62.45 59.25
House price appreciation 10.19 10.12 8.74 14.06 14.58
in prior year
House price risk? 0 0.012 -0.046 -0.109 -0.002
Unemployment rate 5.12 5.13 5.27 5.07 5.23
Lagged permits in county 3.14 2.99 245 2.87 3.60
per 100 units

Source: Authors’ calculations.

DTI: debt-to-income; LIBOR: London Interbank Offered Rate; LTV: loan-to-value.

a Subprime 2/28 mortgages for owner-occupants only.

b. Back-end ratio. Missing for 25.97 percent of loans—generally low and no-doc loans.

c. For loans with prepayment penalties.

d. Standardized (two-year) variance of Office of Federal Housing Enterprise Oversight (OFHEO) index.
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Empirical Specification and Results

We investigate the pricing of subprime fixed-rate and adjustable-rate mort-

gages using the following regression specification:

Mk = XiB1 + YiBa + ZBs + oy + .

The dependent variables are the initia interest rate and the reset margin. The
interest rate and margin always refer to the first-lien mortgage. While we know
if asecond lien exists, we do not know the rate on the second-lien mortgage. In
addition, neither LP nor HMDA report any up-front points that may be paid by
the borrower. As aresult, we have an incomplete picture of the full price of the
mortgage(s).® Our sampleincludes rates only for mortgages that were approved,
and we do not control for any variation in denial rates across different locations.
The vector X; contains a set of indicators for the characteristics of the ith bor-
rower. We focus on two racia indicators (Asian and black), one ethnic indicator
(Hispanic), and an indicator for the gender of the primary applicant.

The vector Y; captures the risk profile of the ith borrower. The basic risk
characteristicswe control for are the borrower’s credit score (FICO score), the
initial combined |oan-to-value and debt-to-income ratios, level of documenta-
tion used in the underwriting, whether the mortgage is for a purchase or a
refinance, theloan amount, the presence and duration of a prepayment penalty,
the type of property used as collateral, and the loan type. We follow Haugh-
wout, Peach, and Tracy (2008) in allowing the FICO, LTV, and DTI variables
to have nonlinear pricing effects. We include indicators for different intervals
for each variable. In cases where a second lien is present, the pricing may dif-
fer between thefirst-lien and second-lien mortgages. Ideally, we would like an
average interest rate weighted by the relative |oan amounts. However, lacking
information on the interest rate for the second lien, we interact the LTV and
DTI variables for the presence of a second lien. The coefficients on the LTV
and DT variables, then, refer to caseswhere only afirst-lien mortgageis pres-
ent, and the coefficientson the second-lien interactions show the degreeto which
differential pricing exists between mortgages with and without a second lien.

Finally, vector Z; contains controls for the characteristics of the geographic
areawhere the house is located. We follow Mayer and Pence (2007) and con-
trol at the zip code level for the average credit score (Vantage credit score),
percentage Asian, percentage black, percentage Hispanic, and the homeown-
ership rate. At the MSA level we control for the extent of house price

5. In future work, we will try to back out the points and fees by comparing the reported APR
from HMDA with a zero-points-and-fees APR calculated from LP.
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appreciation during the prior year, house pricerisk, the unemployment rate and
the degree of new building activity as proxied by the issuance of building per-
mits relative to existing housing units. The «, represents any location error
componentsthat remain after controlling for the observed borrower, mortgage,
and neighborhood characteristics. We report specifications that include MSA
and zip code fixed effects to sweep out the a,.

Summary statistics are provided in appendix table A-1. Theresultsfor pric-
ing the initial interest rate are provided in table 3. Specification (1) includes
only borrower characteristics (X;). Specification (2) adds controls for the risk
profile of the mortgage (Y;). Specification (3) adds controls for the neighbor-
hood characteristics (Z)). Finally, specification (4) checks for robustness by
adding MSA fixed effects, while specification (5) replaces the MSA fixed
effects with zip code fixed effects.® We follow the same format when report-
ing the results for pricing the reset margin in table 4.

In our sample of subprime 2/28 mortgages, we find modest differencesin
the average initial interest rates paid by different groups of borrowers. Interest
ratesfor Asian and Hispanic borrowers on average were 41 and 31 basis points
lower than for our left-out group of borrowers (specification (1) of table 3).’
In contrast, interest rates for black borrowers were on average 16 basis points
higher than our left-out group. In the case of women who are the primary appli-
cant, the dataindicate a5-basis-point higher averageinitial interest raterel ative
to the left-out group. In al cases, these differences are smaller for the reset
margins (specification (1) of table 4).

These unconditional differences in average interest rates could reflect sys-
tematic differencesin the risk profiles of the mortgages underwritten for these
different groups of borrowers, or differences in the characteristics of the geo-
graphic locations of theseloanswhich might affect pricing, or both. The extent
towhich thesefactorscan explaintherate differences can be seen from expand-
ing the estimation to include controls for these factors. We see in specification
(2) of table 3 that controlling for differencesin the observed risk profiles of the
mortgages significantly reduces the unexplained differencesin averageinitia
interest rates across our demographic groups. The 41-basis-point lower ratefor
Asians is eliminated, while the 31-basis-point lower rate for Hispanics is
reduced to 11 basis points. Similarly, the 16-basis-point higher averageratefor
blacks and the 5-basis-point higher average rate for women are both reduced

6. Specifications (2) through (5) contain three property type fixed effects and six loan product
type fixed effects. Details are given in the table footnotes.

7. Theleft-out group of borrowers consistsof primary applicantswho aremale, non-Asian, non-
black, and non-Hispanic living in asingle-family home and who took out astandard 2/28 mortgage.
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to zero. Controlling for the geographic characteristics in specification (3) of
table 3 further reducesthe averagerate difference for Hispanicsfrom—11 basis
pointsto —3 basis points. Adding M SA or zip code fixed effects, whileimprov-
ing the overall fit of the empirical specification, has minimal further impact on
these results.®

The reset margin is aless transparent feature of the mortgage’s price than
theinitia rate. Lenderswho wanted to charge specific groups of borrowersdif-
ferent prices that did not correspond to verifiable risk factors might choose to
do so with the margin.® The data, however, do not provide any evidence that
differentia pricing by demographic characteristics of the borrower emerge in
the determination of the reset margin. Specifications (2) through (5) of table 4
show the same pattern that we saw for the initial interest rate. As we control
for the characteristics of the mortgage aswell asthe geographic area, the aver-
ageresidual differencesin marginsfor our different typesof borrowersbecome
quite small in magnitude.

Theresultsin tables 3 and 4 indicate similar pricing of 2/28 subprime mort-
gagesin terms of initial rates and reset margins for Asians, blacks, Hispanics,
and femalesasfor our left-out group of borrowers. We carried out several checks
for robustness on these results. The results reported in tables 3 and 4 are based
on means of the pricing distributions. It is possible that disparate pricing prac-
tices, if they exist, may not be evident at the means but may only manifest
themselves when we look further out in the tails of the rate distributions.’® To
check for this, we estimated quantileregressionsfor theinitial rateand thereset
margin for the 75th and 25th percentiles. The results from the quantile regres-
sions are broadly similar to those from the mean regressions. The data provide
no evidencethat disparate pricing by demographic groups occursfor mortgages
with high or low residual rates.

A concern might bethat any differential pricing faced by women when secur-
ing a mortgage may be mitigated if she has a male coapplicant. To check for
this possibility, our second robustness check wasto restrict the female indica
tor to those women borrowers with no coapplicant on the mortgage. This does
not significantly change our earlier findings of no positive residual price dif-
ferences for women borrowers.

8. Including M SA fixed effects increases the R squared from 0.469 to 0.489, while including
zip code fixed effects increases the R squared to 0.572.

9. Inauto financing, disparate pricing practi ceshave tended to manifest themsel vesin thedeal er
“markup” over the risk-adjusted rates quoted to the dealers by the lending companies. See Cohen
(2006).

10. For example, Charles, Hurst, and Stephens (2008) found evidence of racial disparitiesin pric-
ing of auto loans by finance companies at the 75th percentile but not at the median or 25th percentile.
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Table 3. Initial Interest Rate: Subprime 2/28 M ortgages, Owner-Occupied?

Specification
1) )] (3 (4) ©)
Borrower characteristics
Asian -0.413** -0.016 0.027* 0.030* 0.019
(0.021) (0.016) (0.016) (0.016) (0.017)
Black 0.157** 0.006 -0.026** -0.026** -0.017*
(0.010) (0.008) (0.009) (0.009) (0.009)
Hispanic -0.315**  -0.106** —0.029** —0.026** —0.029**
(0.010) (0.007) (0.008) (0.008) (0.009)
Female 0.055**  —0.002 -0.002 -0.004 -0.008
(0.008) (0.006) (0.006) (0.006) (0.0060
Loan characteristics
FICO: missing 2.376** 2.344** 2.279** 2.213**
(0.088) (0.087) (0.086) (0.093)
<560 1.854** 1.838** 1.820** 1.788**
(0.016) (0.016) (0.016) (0.016)
560-589 1.113** 1.096** 1.082%* 1.058**
(0.015) (0.015) (0.015) (0.016)
590-619 0.717** 0.699** 0.689** 0.675**
(0.015) (0.014) (0.014) (0.015)
620-649 0.419** 0.406** 0.402** 0.395**
(0.014) (0.014) (0.014) (0.015)
650679 0.232** 0.225** 0.221** 0.215**
(0.015) (0.015) (0.014) (0.015)
680-719 0.082** 0.078** 0.078** 0.078**
(0.016) (0.016) (0.015) (0.016)
LTV: 80-84 0.127** 0.060** 0.035** 0.033**
(0.010) (0.010) (0.010) (0.010)
85-89 0.392** 0.326** 0.298** 0.290**
(0.012) (0.012) (0.012) (0.013)
90-94 0.568** 0.486** 0.452** 0.449**
(0.011) (0.011) (0.011) (0.012)
95+ 1.092** 0.988** 0.932** 0.916**
(0.012) (0.012) (0.012) (0.013)
95+ + second lien —0.993** -0.961** -0.911** -0.887**
(0.012) (0.012) (0.012) (0.012)
DTI: missing —0.056** —0.056** —0.053** —0.040**
(0.008) (0.008) (0.008) (0.008)
40-44 -0.028** —0.023** -0.012 0.003
(0.010) (0.010) (0.010) (0.011)
4549 —0.034** —0.025** -0.013 0.002
(0.010) (0.010) (0.010) (0.010)
50+ —0.091** —0.084** —0.064** —0.047**
(0.013) (0.013) (0.013) (0.014)
40-44 * second lien 0.096** 0.098** 0.097** 0.088**
(0.016) (0.016) (0.016) (0.017)
4549 * second lien 0.061** 0.062** 0.063** 0.056**

(0.015) (0.015) (0.015) (0.016)
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Table 3. Initial Interest Rate: Subprime 2/28 M ortgages, Owner-Occupied (continued)?

Specification
D ) (©) 4 ©)
50+ * second lien 0.019 0.018 0.012 -0.003
(0.023) (0.023) (0.023) (0.024)
Limited documentation 0.516** 0.532** 0.539** 0.547**
(0.006) (0.006) (0.006) (0.007)
No documentation 0.562** 0.585** 0.596** 0.609**
(0.063) (0.063) (0.062) (0.065)
Refinance—cash out —0.169** —0.148** -0.124**  —0.118**
(0.007) (0.007) (0.007) (0.008)
Refinance—no cash out —0.204** —0.211** —0.196** —0.178**
(0.013) (0.013) (0.013) (0.014)
L oan amount ($10,000) —0.017** —0.011** -0.008**  -0.008**
(0.000) (0.000) (0.000) (0.000)
Prepayment penalty —0.220** —0.177** —0.172** —0.198**
(0.018) (0.018) (0.018) (0.020)
Months penalty in effect —0.003** —0.004** —0.008**  —0.009**
(0.001) (0.001) (0.001) (0.001)
Neighborhood characteristics
Average credit score (x 10) —0.017** -0.012**
(0.001) (0.001)
Percentage Asian (x 10) —0.040** —-0.006
(0.006) (0.006)
Percentage black (x 10) —0.007** -0.004
(0.002) (0.003)
Percentage Hispanic (x 10) —0.028** —0.025**
(0.002) (0.003)
Homeownership rate (x 10) -0.002 —0.012**
(0.002) (0.003)
House price appreciation in prior year —0.014**
(0.000)
House price risk 0.001
(0.003)
Unemployment rate —0.010**
(0.002)
Lagged permitsin county / 100 units —0.002**
(0.001)
R squared 0.026 0.458 0.469 0.489 0.572
MSA fixed effects No No No Yes No
Zip code fixed effects No No No No Yes

Source: Authors' calculations.

DTI: debt-to-income; LTV: loan-to-value.

**Significant at the 5 percent level; *significant at the 10 percent level.

a Number of mortgages = 75,744. Specifications (2)—(5) contain three property-type fixed effects: condo (8.1 percent), 2-4 units (5.2
percent), and townhouse (0.4 percent); and six product-type fixed effects: two-year interest only (10) (7.4 percent), three-year 10 (0.02
percent), five-year 10 (21.2 percent), ten-year 10 (0.2 percent), |O unknown period (0.07 percent), and ARM balloon (5.6 percent).
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Table 4. Margin to 6-month LIBOR: Subprime 2/28 M ortgages, Owner-Occupied?

Specification
1) )] (3 (4) ©)
Borrower characteristics
Asian —0.123** 0.005 0.019 0.036** 0.025
(0.020) (0.018) (0.018) (0.018) (0.019)
Black 0.071** -0.010 -0.017* -0.015 -0.001
(0.010) (0.009) (0.010) (0.010) (0.011)
Hispanic -0.081**  —0.057** —0.050** —0.030** —0.030**
(0.009) (0.008) (0.009) (0.009) (0.010)
Female 0.028**  —0.008 -0.008 -0.012* -0.010
(0.007) (0.007) (0.007) (0.006) (0.007)
Loan characteristics
FICO: missing 1.279** 1.252%* 1.211** 1.101**
(0.098) (0.097) (0.096) (0.105)
<560 1.140** 1.131** 1.113** 1.081**
(0.018) (0.018) (0.017) (0.018)
560-589 0.701** 0.696** 0.681** 0.659**
(0.017) (0.017) (0.017) (0.018)
590-619 0.462** 0.455** 0.443** 0.427**
(0.016) (0.016) (0.016) (0.017)
620-649 0.231** 0.226** 0.224** 0.207**
(0.016) (0.016) (0.016) (0.016)
650679 0.118** 0.114** 0.113** 0.097**
(0.016) (0.016) (0.016) (0.017)
680-719 0.019 0.017 0.024 0.014
(0.017) (0.017) (0.017) (0.018)
LTV: 80-84 0.146** 0.137** 0.126** 0.120**
(0.011) (0.011) (0.011) (0.012)
85-89 0.204** 0.192** 0.185** 0.171**
(0.013) (0.013) (0.013) (0.014)
90-94 0.290** 0.275** 0.265** 0.255**
(0.012) (0.012) (0.012) (0.013)
95+ 0.705** 0.688** 0.660** 0.636**
(0.013) (0.014) (0.014) (0.015)
95+ + second lien -0.732** -0.725%* -0.698** -0.672%*
(0.013) (0.013) (0.013) (0.014)
DTI: missing —0.363** -0.363** -0.362** —0.350**
(0.009) (0.009) (0.009) (0.009)
40-44 —0.029** —0.030** -0.021** -0.016
(0.012) (0.012) (0.011) (0.012)
45-49 -0.011 -0.017 -0.009 -0.003
(0.011) (0.011) (0.011) (0.012)
50+ —0.038** —0.039** -0.022 -0.019
(0.015) (0.015) (0.015) (0.016)
40-44 ~ second lien 0.095** 0.095** 0.101** 0.097**
(0.018) (0.018) (0.018) (0.019)
45-49 = second lien 0.105** 0.106** 0.115** 0.108**

(0.017) (0.017) (0.017) (0.017)
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Table 4. Margin to 6-month LIBOR: Subprime 2/28 M ortgages, Owner-Occupied
(continued)?

Fecification
@) @) (©) 4 ®)
50+ + second lien —-0.036 -0.035 —-0.039 -0.042
(0.026) (0.026) (0.025) (0.027)
Limited documentation 0.401** 0.398** 0.404** 0.402%*
(0.007) (0.007) (0.007) (0.008)
No documentation 0.463** 0.459** 0.454** 0.432**
(0.071) (0.070) (0.069) (0.073)
Refinance—cash out —-0.166** —-0.164** -0.137%*  —0.134**
(0.008) (0.008) (0.008) (0.009)
Refinance—no cash out -0.211** —0.204** -0.186**  —0.179**
(0.015) (0.015) (0.015) (0.016)
Loan amount ($10,000) —0.008** —0.006** -0.005**  —0.005**
(0.000) (0.000) (0.000) (0.000)
Prepayment penalty -0.110** -0.113** -0.091**  -0.103**
(0.020) (0.020) (0.020) (0.022)
Months penalty in effect 0.005** 0.005** —0.000 -0.001
(0.001) (0.001) (0.001) (0.001)
Neighborhood characteristics:
Average credit score (x 10) -0.018** —0.011**
(0.001) (0.002)
Percentage Asian (x 10) —0.015** -0.005
(0.007) (0.007)
Percentage black (x 10) -0.021** —0.011**
(0.003) (0.003)
Percentage Hispanic (x 10) —0.019** —0.011**
(0.002) (0.003)
Homeownership rate (x 10) -0.002 -0.003
(0.003) (0.003)
House price appreciation in prior year —-0.000
(0.001)
House price risk 0.041**
(0.003)
Unemployment rate —0.022**
(0.002)
Lagged permitsin county / 100 units —0.003**
(0.001)
R squared 0.003 0.221 0.226 0.263 0.372
MSA fixed effects No No No Yes No
Zip code fixed effects No No No No Yes

Source: Authors’ calculations.

DTI: debt-to-income; LIBOR: London Interbank Offered Rate; LTV: loan-to-value.

**Significant at the 5 percent level; *significant at the 10 percent level.

a Number of mortgages = 75,744. Specifications (2)—(5) contain three property-type fixed effects: condo (8.1 percent), 2-4 units (5.2
percent), and townhouse (0.4 percent); and six product-type fixed effects: two-year interest only (10) (7.4 percent), three-year 10 (0.02
percent), five-year 10 (21.2 percent), ten-year 1O (0.2 percent), O unknown period (0.07 percent), and ARM balloon (5.6 percent).
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Another possibility is that first-time homebuyers are less skilled at negoti-
ating mortgage rates (see Avery, Brevoort, and Canner 2006; Bucks and Pence
2008). If in the subprime mortgage market blacks and Hispanics are overrep-
resented as first-time buyers, then the estimated coefficients on the indicators
for these two groups would suffer from a positive left-out-variable bias. Nei-
ther the LP nor the HMDA data contain information on whether the applicant
is afirst-time buyer. However, we can identify a subset of applicants that defi-
nitely are not first-time buyers—refinances. We interacted the Asian, black,
Hispanic, and female indicators with an indicator for arefinance. In each case
and for both outcome rate measures, the interaction is negative and significant.
For Hispanics, the data indicate that the initial rate (reset margin) is on aver-
age 14 (9) basis points lower for a refinance as compared with a purchase.
However, even with purchase mortgages, Asians and Hispanics pay only 3 to
4 basis points higher initial rates and reset margins as compared with white
male borrowers.*t

Mayer and Pence (2007) found that subprime mortgage originations were
more prevalent inlocationswith high concentrations of black and Hispanicres-
idents. One possible explanation is that these same neighborhoods were the
most credit constrained by the conforming mortgage market, so the develop-
ment of the subprime market had a differential impact in these areas.*? An
alternative possible explanation is that deceptive practices were used to entice
borrowers to take out subprime mortgages and that these practices were rela-
tively more effectivein heavily minority neighborhoods. The first explanation
is essentially a shift out in the supply of credit, while the second explanation
is an induced shift out in the demand for credit.

Mayer and Pence (2007) could not investigate the merits of either of these
explanationsfor their finding since their datadid not permit controlling for the
race and ethnicity of the individual borrower. Although we cannot provide a
definitive explanation for the Mayer and Pence finding, our data shed some
light ontherelative meritsof the different possible explanations. Specifications
(3) and (4) of tables 3 and 4 report the pricing effects from neighborhoods with
higher concentrations of black and Hispanic residents hol ding constant therace
and ethnicity of the primary applicant and therisk profile of the subprime mort-
gages. Thedataindicatethat increasesin the percentage black and the percentage
Hispanic are generally associated, ceteris paribus, with lower interest ratesand
reset margins. Given that Mayer and Pence found positive quantity effects, the

11. Thereisno significant differenceintheinitia rate or in the reset margin on purchase mort-
gages for black borrowers.
12. See Ladd (1998); Charles and Hurst (2002); Gabriel and Rosenthal (2005).
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negative priceeffectsare consistent with ashift in the supply of mortgage credit.
That is, the development of subprime lending may have resulted in adifferen-
tial expansion of mortgage credit in neighborhoods with high concentrations
of minorities.

Our findings regarding the pricing of risk characteristics of the mortgages
are also of interest, and we briefly summarize these findings now. Specifica-
tion (2) of table 3 shows how the initial interest rate on a 2/28 varies with the
characteristics of the mortgage. The results line up well with the findings in
Haughwout, Peach, and Tracy (2008) on how these same characteristics affect
early default rates. Haughwout, Peach, and Tracy (2008) reported that early
defaults rise in a nonlinear fashion as the FICO score deteriorates and as the
LTV increases, but they are relatively insensitive to DTI.13 These patterns in
early default risks are reflected in the upfront pricing based on the mortgage's
FICO and LTV. The pricing effects of variation in DTI are inconsistent with
intuition but are small in magnitude compared withthe FICO and LTV effects.
Theinteraction between the LTV and an indicator for the presence of a second
lien suggest that the first-lien mortgage is priced at a discount to what would
be indicated by the combined LTV across both mortgages.** This is true for
both the initial interest rate as well as the reset margin.

Turning to the remaining loan characteristics, Haughwout, Peach, and Tracy
(2008) reported that early defaults are higher for mortgages with limited doc-
umentation, and lower for refinances as compared to mortgages for new
purchases. This again matches the pattern in pricing of theinitial interest rates
on 2/28 mortgages. M ortgageswith limited documentation are assessed around
50 basis pointsin higher interest rates, and a higher reset margin of around 40
basispoints. Similarly, controlling for observed risk characteristics, interest rates
arelower for refinances—both cash-out and no cash-out—as compared to mort-
gagesfor new purchases. The magnitudes range from 12 to 21 basis points for
the interest rate and reset margin depending on whether geographic controls
are included.®®

The final two attributes of the mortgage are the loan balance and the pres-
ence of prepayment penalties. For 2/28 mortgages, the interest rate as well as

13. Haughwout, Peach, and Tracy (2008) controlled for the updated LTV, which isafunction
of theinitial LTV and the house price appreciation since the mortgage was underwritten.

14. A typica example would be that thefirst-lien mortgage hasan LTV of 80, and the second-
lienmortgage can bring thecombined LTV towell inexcessof 95. Thedataindicatethat thefirst-lien
mortgage in this caseistypically priced comparable with an 80 LTV mortgage that does not have
asecond lien present.

15. We do not know whether the refinanced mortgage is with the same lender, in which case

the reduced rate may also reflect the value of an ongoing business relationship. Alternatively, the
refinance effect may reflect better negotiating skills as discussed earlier.
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reset margin decline with the size of theloan. Each additional $10,000in prin-
cipal balance reducesthe interest rate from around 0.8 to 1.7 basis points. The
data indicate that borrowers who are willing to accept a prepayment penalty
can reduce the interest rate by 27 to 41 basis points.'® Mortgages with prepay-
ment penalties will be more attractive to borrowers who expect to keep the
mortgage for a longer period of time. Haughwout, Peach, and Tracy (2008),
though, found that early default rates are higher for mortgages with prepay-
ment penalties. The optimal pricing for a prepayment penalty, then, depends
ontherelativetrade-off between lower prepayment risk and higher default risk.

The pricing of 2/28 mortgages isinfluenced by the house price dynamicsin
thelocal housing market. Theinitial interest rateislower in marketsthat expe-
rienced a greater degree of house price appreciation during the prior year. If
lenders expect these areasto continueto outperform on price appreciation, then
therate of futureequity buildup will be higher for these mortgages, which could
justify the lower initial interest rate. Holding constant the degree of past house
price appreciation, increasesin the within-market dispersion of two-year house
price changes lead to higher reset margins.*’

Onefinal noteisthat for 2/28 mortgages the degree of risk-based price dif-
ferentiation for theinitial interest ratetendsto be higher than for the reset margin.
Itis possible that lenders price the reset margin based on the expected risk pro-
file of the mortgage given that it survives thefirst two years. If the borrower’'s
FICO score improves and house price appreciation reduces the current LTV,
then the lender may take this factor into account when setting the reset mar-
gin. This would result in smaller coefficients in the margin regression as
compared with theinitial interest rate regression. Further progresson thisissue
will require working with the lender identification information.

Conclusion

In asample of more than 75,000 2/28 subprime mortgages, we were able to
merge LP and HM DA datato provide a more detailed picture of loan pricing.
Our results provide no evidence of adverse pricing by race, ethnicity, or gen-
der of the borrower in either the initial rate or the reset margin. If any pricing

16. This assumes that the duration of the prepayment penalty is twenty-four months—that is,
it coversthe period up to thefirst rate reset. The LP data do not contain information on the points
involved in the prepayment penalty.

17. Our two-year house pricerisk is derived from the variance estimate produced by the M SA-
specificrepeat-saleanalysis. We have standardi zed thisvariabl e to have azero mean and unit standard
deviation across MSAs.
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differential exists, minority borrowers appear to pay dightly lower rates. We
also find that borrowersin zip codes with a higher percentage of black or His-
panic residents or a higher unemployment rate actually pay slightly lower
mortgage rates. Mortgage rates are also lower in locations that experienced
higher past rates of house price appreciation.

These results suggest appreciable scope for additional research. First and
foremost, it isimportant to determine whether mortgages originated to minor-
ity borrowers had higher up-front costs. In future work, we plan to use the
reported APR in HM DA and the initial interest rate, reset margin, and interest
rate caps reported in LP to infer the up-front points and fees charged on these
mortgages. We a so plan on using information about the names of the lenders
in the HMDA datato consider the role of regulated lenders and also unregu-
lated mortgage brokers in the origination process.

Finally, these results suggest the possibility that subprimelending did serve
as a positive supply shock for credit in locations with higher unemployment
rates and minority residents. These results are consistent with economies of
scalein subprime lending. We believe that further research is needed to under-
stand better how thisadditional creditimpacted theselocations. Policy responses
today often consider how to limit subprimelending inthefuture, butitisimpor-
tant to understand any positives that may also have occurred along with the
downsides of subprime lending.

Appendix: Matching LP to HM DA
We match LP datainto HMDA datain multiple stages as described below.

Stage 1

Only those loansin the L P dataset with nonmissing originators are consid-
ered. LPloansare matched to HM DA |oanswith the same purpose, occupancy,
and lien status. The HMDA loan must be within + $1,000 of the LP loan for
it to be considered. For LP loans with nonimputed dates only, HMDA loans
within = 5 working days are considered; for |oans with imputed dates, HM DA
loans within the same month of origination are considered. LP loans are only
matched to HM DA loans with the samefirst 4 digits of the LP loan’s zip code.
Last, if an LPloan matchesto multiple HM DA loans, atie breaker is attempted
using the subprime variable.
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Table A-1. Summary Statistics: Subprime 2/28 M ortgages, Owner-Occupied?

Satistic Mean Sd. Dev. Min. Max.
Borrower characteristics
Asian 0.035 0.182 0 1
Black 0.170 0.376 0 1
Hispanic 0.207 0.405 0 1
Female 0.376 0.484 0 1
Loan characteristics
Initial interest rate 7.323 1.063 4.25 12.75
Interest rate margin over six-month LIBOR  5.878 0.988 1.25 11.35
FICO: missing 0.001 0.033 0 1
< 560 0.156 0.362 0 1
560-589 0.151 0.358 0 1
590-619 0.205 0.404 0 1
620-649 0.205 0.404 0 1
650679 0.140 0.347 0 1
680-719 0.090 0.287 0 1
LTV: 80-84 0.176 0.381 0 1
85-89 0.083 0.276 0 1
90-94 0.117 0.321 0 1
95+ 0.427 0.495 0 1
95+ * second lien 0.320 0.467 0 1
DTI: missing 0.260 0.438 0 1
40-44 0.172 0.377 0 1
45-49 0.204 0.403 0 1
50+ 0.080 0.271 0 1
40-44 + second lien 0.065 0.246 0 1
45-49 + second lien 0.081 0.273 0 1
50+ * second lien 0.024 0.155 0 1
Limited documentation 0.390 0.488 0 1
No documentation 0.002 0.045 0 1
Refinance—cash out 0.450 0.497 0 1
Refinance—no cash out 0.054 0.226 0 1
Loan amount ($10,000) 21.694 13.436 125 154
Prepayment penalty 0.740 0.438 0 1
Months penalty in effect” 24.036 4.882 5 60
Neighborhood characteristics
Average credit score 736.46 44.94 600.9 873.0
Percentage Asian 3.84 5.63 0 65.09
Percentage black 14.66 20.98 0 98.18
Percentage Hispanic 16.42 19.66 0 97.87
Homeownership rate 63.59 15.48 0 99.27
House price appreciation in prior year 10.19 7.98 -1.69 29.11
House price risk (standardized, two year) 0 1 -2.54 7.12
Unemployment rate 5.12 137 2.3 16
Lagged permitsin county / 100 units 3.14 3.07 0 30.07

Source: Author’s calculations.

APR: annual percentage rate; FICO: borrower’s credit score; LIBOR: London Interbank Offered Rate.
a Number of mortgages = 75,744.

b. Conditional on an existing prepayment penalty.
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After finding all possible HMDA matches for each LP loan, the LP loans
are then classified as nonmatches, one-to-one matches, or multiple matches.
Any LP loan that has no corresponding HMDA loans using the above criteria
is a nonmatch. Any loan that matches to either multiple HM DA loans or to a
HMDA loan that another LP loan aso matchesto is a multiple match. Finally,
any LP loan that matchesto aHMDA, with no other L P loans matching to the
given HMDA loan, is a one-to-one match.

After stage 1 al LP loans classified as one-to-one matches, and their corre-
sponding HM DA loans, are set aside and not considered in future matches. All
other loans are then considered in future stages.

Stage 2

Stage 2 isexactly likestage 1, except that the originator namefieldisignored.
This means LP loans both with and without originator name information are
considered. Aswell, LP loans can match to HMDA loans with any originator
name. Aswith stage 1, all one-to-one matches are set aside and not considered
in future stages.

Sage 3

Stage 3 is exactly like stage 1 except that the zip code is matched to five
digits not just four digits, and the origination amounts for the LP and HMDA
must be exactly the same. This stage tries to break multiple matches that may
have occurred in stage 1.

Sage 4

Stage 4 is exactly like stage 2, except that the zip code is matched to five
digits not four digits and origination amounts for the LP and HMDA must be
exactly the same. This stage tries to break multiple matches that may have
occurred in stage 2.

Sage 5

Stage5isexactly like stage 1, except that the origination amount is matched
to within = 2.5 percent of the L P origination amount.
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Sage 6

Stage 6 isexactly like stage 2, except that the origination amount is matched
to within = 2.5 percent of the LP origination amount.

The one-to-one matches from each of the six stages above are aggregated
into a dataset for further analysisin our paper.



Comments

Dwight M. Jaffee: Therehasbeenlong-standing concernfor discriminatory lend-
ing in U.S. mortgage markets. By discriminatory lending | mean lending that
provides disadvantageous |oan terms to minority borrowers, even when control-
ling for the observable measures of their creditworthiness. Concern for
discriminatory lending led to the Home Mortgage DisclosureAct, which requires
important classes of lenders to report application and loan data, including the
minority status of the borrower. HMDA data have indicated high rates of loan
rejection for minority borrowers, in some cases beyond the amount that could be
explained by the borrowers' creditworthiness.

Subprimelending significantly reversed thissituation, making loans avail-
able to minorities and in zip codes that previously had high rates of loan
rejection.® Subprime mortgage data thus provide an exceptional opportunity
to study the extent to which discriminatory lending continues in U.S. mort-
gage markets. In particular, it may be possible to evaluate whether subprime
lending usefully expanded borrowing opportunities to subprime borrowers
or whether it simply replaced discriminatory rejections with discriminatory
lending.

The paper by Andrew Haughwout, Christopher Mayer, and Joseph Tracy
startsby generating aunique dataset by combining information from the HM DA
data with information from the L oanPerformance data, the latter representing
the most extensive loan data available for subprime loans. In particular, they
are ableto match individual loans between the two sources, animpressive feat.
Furthermore, the paper makes use of the annual percentage rate data available
from the HMDA source. This alows the analysis to distinguish the contract
rate on the one hand from the points and closing fees on the other hand as two
distinct aspects of aloan’s cost.

There are, however, notable datalimitations. First, the HM DA data are col-
lected only for major lendersin MSAs. Second, the quality of the LP data has

1. See Mian and Sufi (2008).
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been questioned in some aspects. Finally, the data cover only the category of
2/28 subprimeloans made during the month of August 2005. Thesefactorsnec-
essarily limit the generality of the results. Nevertheless, | believe these data
can provide useful results regarding possible discrimination in subprime mort-
gage markets.

The most important result of the paper isthe lack of any evidence of direct
discrimination against minority borrowers on subprime loans. Indeed, minor-
ity borrowersreceived loanswithinitial contract ratesthat were 2.5 basispoints
(bps) lower and margins (the spread used when the rate adj usts) that were about
2 bps lower. To be sure, the up-front fees and points were higher (equaling
about $1,200 on a$200,000 |oan), so the APR on minority loans was about 5.6
bps higher. It remains an open question whether the higher feesand pointssim-
ply represent the higher cost of originating minority loans or whether they
indicate discriminatory prices. Haughwout, Mayer, and Tracy properly place
further work on this question at the top of their to-do list.

Thereisone perplexing pair of results: nonminority borrowersreceivealower
mortgage rate when their property islocated in aminority zip code, and minor-
ity borrowersreceive ahigher rate when taking out amortgagein anonminority
Zip code. In other words, more favorable lending termswere actually available
in minority zip codes (after controlling for borrower creditworthiness). This
resultispossibleif lenders, using the new technol ogy avail ableto eval uate sub-
prime mortgages, competed for market share in the minority zip codes and
thereby reduced the interest rate below what the same loan would have been
charged in anonminority zip code.

The discriminatory lending discussed in this paper should not be confused
with the predatory lending that has been identified with some subprime lend-
ing. By predatory lending, | mean lending that induces borrowers to take out
loans against their own best interest. Because subprime lending was focused
in geographic areaswith large concentrations of minority borrowers, it hasalso
been frequently assumed that subprime lending represented discriminatory
lending. While predatory lending and discriminatory lending may coincide if
the predatory loans are directed only to minority borrowers, this paper does
not find thisto be the case. In other words, while predatory subprime lending
surely occurred, the predatory loans seem to have been imposed on minority
and nonminority subprime borrowers alike. It is also worth emphasizing that
important revisionswere made in July 2008 by the Federal Reservetoitstruth
in lending regulations (Regulation Z). These changes make future predatory
subprime mortgage lending highly unlikely.
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Tomasz Piskor ski: The paper by Andrew Haughwout, Christopher Mayer, and
Joseph Tracy is an empirical study investigating the impact of race, ethnicity,
and gender onloan pricing in the subprime mortgage market. The authorsfocus
on so-called 2/28 mortgages originated in August 2005. The 2/28 loan contract
is ahybrid adjustable rate mortgage in which borrowers are charged an initia
mortgage rate for two years, followed by biannual rate resets based on a mar-
gin over a short-term rate. The authors take advantage of newly merged data
that provide demographic information on subprime borrowers (HMDA data) as
well as the rich data on mortgage characteristics that they extracted (L oanPer-
formance data). In a sample of more than 75,000 adjustable rate subprime
mortgages, they find no evidence of adverse pricing by race, ethnicity, or gen-
der of the borrower in either the initial rate or the reset margin. If any pricing
differential exists, minority borrowers appear to pay slightly lower rates. They
also find that borrowers in zip codes with a higher percentage of black or His-
panic residents or a higher unemployment rate actually pay slightly lower
mortgage rates. Mortgage rates are also lower in locations that experienced
higher past rates of house price appreciation.

Thisis avery timely and policy-relevant study. The recent unprecedented
housing market crisis has brought attention to the subprime mortgage market,
which experienced exponential growth over the past few years. Because of high
default rates among subprime borrowers and big losses to subprime investors
in the declining housing market, subprime lending has lately caused a storm
of controversy. Many critics accuse subprime lenders of predatory lending
practices that exploit naive borrowers who do not fully understand mortgage
terms. According to these arguments, minority groups have been particularly
liable to this kind of abuse. Consequently, these critics contend that subprime
loans do not make economic sense and should be banned, especially among
the most vulnerable class of borrowers.

Empirical investigation of the efficiency and fairness of subprimelending is
not straightforward. For example, let us consider the following two hypotheses.

Hypothesis 1: The subprimelending wasefficient for borrowersand lenders,
at least from the ex-ante perspective (given their beliefs).!

Hypothesis 2: The subprime lending was predatory, alowing at |east some
of the lendersto profit at the expense of unsophisticated borrowers.

The task of distinguishing between these competing hypotheses is a hard
one. Many observed features of subprime lending are consistent with both
hypotheses. The high concentration of new mortgage products among the most
risky unsophisticated borrowers could be viewed as evidence for hypothesis 2.

1. Here we leave aside the question of subprime lending's potential externalities.
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However, one could make an argument that during the housing boom many
homeswerebought withlittle or nomoney down and initial teaser ratesbecause
both buyers and lenders bet on additional home price appreciation to create
equity. These bets, while risky, gave less creditworthy borrowers a chance at
homeownership, benefiting them as well as the lenders (at least from the ex-
ante perspective).?

Haughwout, Mayer, and Tracy do not attempt to investigate whether sub-
prime lending was predatory. Recognizing the difficulty of this task, they
investigate the more modest question of whether subprime lending was dis-
criminatory based on race, ethnicity, or gender. A lack of evidence for
discrimination would suggest that under hypothesis 1, the benefits of subprime
lending were equally spread among borrowers of similar risk. Under hypoth-
esis 2, this evidence would suggest that lending was equally abusive among
groups of similar risk irrespective of their minority status.

Astheauthorspoint out, thereare at | east three dimensionsa ong which mort-
gage lenders may treat similar groups of borrowers differently. First, they may
simply refuse to offer credit at all. Second, they may steer accepted applicants
into lessattractive or more costly products, such assubprimeloans. Finally, they
may simultaneously price a given product differently for different borrowers.
Among these, the authorsfocus on thethird dimensi on—price discrimination—
and examinethe determinantsof both theinitial interest rateaswell asthemargin
used to adjust the rate after two yearsin a 2/28 |oan category.

The authors find no evidence of adverse pricing by race, ethnicity, or gen-
der of the borrower in either the initial rate or the reset margin. The primary
goals of the Home Mortgage Disclosure Act of 1975 areto determine whether
financial institutions are meeting the housing credit needs of their communi-
tiesand toidentify possible disparitiesin lending patterns. The law, which has
been broadened in scope several times during its thirty-year history, requires
lenders to collect and report data on the race, gender, income, and ethnicity
of loan applicants by geography to determine whether the nation’s fair lend-
ing and antidiscrimination goals are being met. The presented evidence could
thus suggest that the current fair lending and antidiscriminatory laws have been
successful.

One important limitation of this interpretation of the evidence, which the
authors fully recognize, is that they do not observe the points and fees paid

2. See the discussion by Piskorski and Tchistyi (2008) that shows that many features of sub-
prime lending observed in practice are consistent with rational behavior of both borrowers and
lenders. In particular, when house prices are expected torise, it isoptimal to provide therisky bor-
rowerswith alower initial rate, whichistoincrease over time, and to increasetheborrowers' access
to credit.
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when the borrower initially took out the mortgage. So in principle, it is possi-
ble that they miss data that might show disparate treatment in loan origination
costs. The HMDA reports the difference between the APR on each loan and
the rate on comparable maturity Treasuries for all loans in which this spread
is at least 300 basis points (3 percent). The APR, which is calculated by the
institution reporting the HM DA data, isbased onthefull cost of theloan, includ-
ing both interest costs and such up-front charges as points and fees, amortized
over thefull loan term. Thusan omission of origination feesmight seeminnocu-
ousat first, at least for high-cost loans. One could claim that any discrimination
based on race, gender, or ethnicity would be reflected in higher APR, expos-
ing lendersto potentia regulatory action. However, thisview ignorestherealties
of the subprime mortgage market and the shortcomings of the APR measure
for its stated objective of providing a measure of a cost of credit.

There are at least two problems with this measure and the current regula-
tory framework. First, most of the subprime mortgages have much shorter
effective maturity than the term of the loan, because of the high prepayment
rates or defaults. The fact that the APR reported in the HMDA data amortizes
interest costs and such up-front charges as points and fees over the full term of
theloan could result in the incorrect measure of the true cost of the loan. More
precisely, given amuch shorter effective maturity than theloan term, loanswith
higher origination costswould be costlier compared with loanswith lower orig-
ination costsdespite having the sameAPR. Thefailure of regulatorsto recognize
this reality might provide the lenders with the opportunity to abuse a certain
subset of risky borrowersin away that would be difficult to detect. For exam-
ple, within the same risk group, the lenders could offer less sophisticated
borrowers lower interest rates and higher origination fees, while more sophis-
ticated borrowers would be offered lower origination costs and higher interest
rates—resulting in the same APR based on costs amortized over the full term
of theloan but ahigher cost of credit to lesssophisticated borrowers. Theauthors
provide evidence that if any differential pricing exists, minority borrowers
appear to pay dightly lower rates. This might suggest that some form of dis-
criminatory pricing described above might be actually taking place, warranting
further investigation.

Second, the HM DA reports the difference between the APR on each loan
and the rate on comparable maturity Treasuries for all loans in which this
spread is at least 300 basis points (3 percent). At first it seems reasonable, as
one could claim that the degree of financial sophistication correlates with the
credit quality and minority status and so the borrowerswith the highest cost of
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credit arethemost proneto abuse and thus have the additional reporting require-
ment. However, this argument ignores the fact that low credit quality might
also protect these borrowers from abusive practices. This is because the like-
lihood of default, whichistypically costly to thelender, ismuch more sensitive
to the cost of credit for the less creditworthy borrowers. So whileit istrue that
thelenderscouldimpose ahigher cost of credit onlesscreditworthy and minor-
ity borrowers because of their lack of financial sophistication, doing so creates
an extra cost since it substantially increases the likelihood of foreclosure for
these borrowers, thereby endangering lender profits. As a result, the group of
borrowers who are most likely to suffer from abuse might actually consist of
minority borrowers with better credit quality, a group missed by the APR
reporting requirement.

In future research, the authors could try to back up the implied origination
costs from the reported APR measure and investigate pricing in the most risky
mortgages, taking into account these costs. Furthermore, it would be worth-
while to investigate the potential for discriminatory pricing among minority
borrowersof better credit quality, agroup that might arguably bethemost liable
to discriminatory pricing.
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What Explains the Quantity and
Quality of Local Inventive Activity?

I n models of endogenous growth, knowledge, rather than tangible assets,

playsacentral rolein the economic growth of nations. The model of Romer
(1990) assumes that economic agents everywhere have free access to the stock
of knowledge. Agrawal, Kapur, and M cHal e (2008), among many others, point
out that immediate accessibility to knowledge is likely to depend on the geo-
graphic proximity of agents. Thisintuition hasbeen verifiedinempirical studies
of patterns of patent citations (Jaffe, Trajtenberg, and Henderson 1993) and in
studies of knowledge spillovers among advertising agenciesin New York City
(Arzaghi and Henderson 2005) and, more generally, in manufacturing (Rosen-
thal and Strange 2001).

In earlier research, we found additional evidence of such spillovers. In par-
ticular we found that the rate of patenting per capita—or patent intensity—is
about 20 percent higher in ametropolitan areawith twice the employment den-
sity (jobs per square mile) of another metro area (Carlino, Chatterjee, and Hunt
2007). In addition to anumber of other interesting results, we documented the
importance of local research and development (R&D) inputs, in particular
human capital, in explaining the inventive productivity of cities.
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In this paper, we extend our analysisin a number of important dimensions.
First, we introduce a measure of the quality of local inventions—the number
of citationsapatent receivesin patents obtained by subsequent inventors. These
forward citations have been demonstrated to be correlated with a variety of
indicators of value, and they have been used to document the highly skewed
distribution in the value of patented inventions. We rely on arelatively new,
and underutilized, source of citations—the Organization for Economic Coop-
eration and Development—European Patent Office (OECD—EPO) Patent
Citations database. Using these data, we can determine whether our earlier
results are sensitive to these adjustments for the quality of local inventions.

Second, we decompose our data on local academic R&D in a number of
important dimensions, including the sources of R& D funding, R& D performed
in different fields of science, and the mix of basic and applied R&D that is
funded. Thispermitsusto test whether the results of academic R& D areindeed
homogenous. Third, we incorporate data on congressional earmarks for R& D
that islargely performed by colleges and universities. We are able to compare
these earmarks to the overall patterns of federal funding for academic R&D
and to test for inefficiencies introduced by the allocation of funds through that
process.

Adjusting for the quality of patents does not dramatically change most of
theresultswe found using our simple measure of patents per capita. For exam-
ple, regardless of whether we use an unweighted or wei ghted measure of patent
intensity, the elasticity associated with employment density is about 0.22. In
other words, doubling the employment density of a metropolitan area raises
the per capita output of patents by 22 percent.

But some of our results do change. Using unweighted patents per capita,
scale (that is, total employment) is not statistically significant in the regres-
sions unless we allow for diminishing returns. With citation-weighted patents
per capita, however, theimplied elasticity of scaleis0.12 and statistically sig-
nificant. If we do alow for diminishing returns and we adjust for the quality
of inventions, we find that metro areas enjoy increasing returns to scale over a
much larger range than we estimated previously. In that case, these returns are
exhausted at a population of about 1.8 million. In contrast, when we do not
employ citation weighting, our estimates suggest these returns to scale are
exhausted for populations around 720,000.

The presence of an educated workforce is the decisive factor that explains
the inventive output of cities, even after controlling for the historical mix of
industries and technologies invented. Evaluated at the mean, a 10 percent
increase in the share of the workforce with at least a college degree raises our
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measures of patent intensity by about 10 percent. All else equal, a 1 standard
deviation increase in our human capital variable is associated with a 30 per-
cent higher patent intensity.

Aswe found in our earlier research, once we account for local human cap-
ital, theeffectsof incremental increasesinlocal R& D intensities (among private
labs, government labs, and academia) arerelatively modest. For example, eval-
uated at themean, a10 percent increaseintheratio of privatelabstototal private
establishments raises citation-weighted patent intensity by about 1 percent. A
comparableincreasein academic R& D intensity hasasomewhat smaller effect.

We find very modest variations in the contributions of academic R&D in
certain scientific fields. Two exceptions are mathematical and life sciences,
which produce fewer patents than other fields (the implied elasticities at the
mean are —0.03 and —0.06, respectively). The effect is particularly striking for
computer science, especially given the rapid growth in software patenting dur-
ing this period (Bessen and Hunt 2007). But these results do not necessarily
imply fewer inventions; they may simply reflect less reliance on patenting in
those fields.

We find that increasesin the share of academic R& D funded by the federal
government reduces patent intensities relative to R& D funded by the univer-
sity itself. This effect is relatively large (the elasticity at the mean is about
—0.14). In contrast, academic R& D financed by other sources, perhapsinclud-
ing privatefoundations, ismore productive. Althoughitisnot clear why federa
funds for academic R& D tend to produce fewer patents, it should be remem-
bered that generating patentsisnot the primary objective of making thosefunds
available.

Tofurther explorethiseffect, we decomposed thefederal ly funded academic
R&D into basic and applied shares. Using these measures, we only found a
statistically significant negative effect for the applied portion of federal R& D
funding to universities. But the difference in the coefficients on the basic and
applied R&D is not statistically significant. While admittedly weak, these
results are surprising, given our initial expectation that applied R&D is more
closely related to final products, and thus more conducive to patenting.

Finally, we find evidence that most academic R& D allocated through a con-
gressional earmark (in 1990, at least) did not seem to come at the expense of
the major programs that allocate research funds by some form of peer review.
Nevertheless, we do find asmall negative eff ect associated with more earmarked
academic R& D in metro areas (the el asticity at the mean isabout —0.05). There
are small variationsin this effect depending on which federal agency’s budget
has been earmarked. Perhapsthese funds distract researchersfrom more prom-
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ising agendas. Alternatively, it is possible that the projects funded are not ones
that rely on the patent system.

Theremainder of thispaper isorganized asfollows. Thenext section reviews
theliterature. Thethird sectionintroducesour data. Thefourth section describes
theregression strategy and some of our main results. Thefifth presents our new
results for academic R&D and for academic earmarks. The penultimate sec-
tion reviews some robustness checks, including tests for unobserved
heterogeneity, endogeneity, and spatial dependence. The final section reviews
anumber of policy implications and concludes.

Literature

Much of the theoretical literature on urban agglomeration economies has
focused on externalitiesin the production of goods and services rather than on
invention itself. Neverthel ess, the three mechanisms primarily explored in this
literature are also relevant for the invention of new goods and services:. input
sharing, matching, and knowledge spillovers.® The first of these points to the
sharing of indivisible factors of production, or the benefits of increased vari-
ety of differentiated inputs, that occurs in areas with a large number of
final-goods producers.? A second theory argues that denser urban agglomera-
tions improve learning and the quality of matches among firms and workers.?
The third strand of theory argues that the geographic concentration of people
and jobsin citiesfacilitates the spread of tacit knowledge. For example, denser
locations can hasten learning about new technologies.* But there can be too
much density in the sense that it may be harder to maintain trade secrets in

1. These themes are developed in the excellent survey by Duranton and Puga (2004). Recent
surveysof theempirical literature on agglomeration economiesinclude Ebertsand McMillen (1999);
Rosenthal and Strange (2004).

2. For example, Cicconeand Hall (1996) showed how density can giverisetoincreasing returns
in production because of the greater variety of intermediate products that are available in denser
locations. They argued that the positive correlation between employment density and productiv-
ity implies that agglomeration economies dominate the congestion effects. See also Helsley and
Strange (2002); Sedgley and Elmdlie (2004).

3. Models of this sort include Glaeser (1999); Wheeler (2001); Helsley and Strange (2004);
Berliant, Reed, and Wang (2006); and the refinement of Berliant, Reed, and Wang's model in Hunt
(2007). In the latter two models, workers in dense locations are more selective in their matches
because the opportunity cost of waiting for a prospective partner is lower. That is because even
though agentsare more sel ective, on average they form matches more quickly. Asaresult, the aver-
age output from matches is higher, and a higher share of the workforce is engaged in productive
matches.

4. See, for example, Glaeser (1999). Some authors argue that local creativity (Florida 2002)
and local entrepreneurship (Acs 2002) are aso conducive to innovation.
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more dense locations. This potential for poaching may force firms in dense
areas to rely on patenting to a greater extent.

In this paper we are agnostic about the precise mechanism by which den-
sity affects innovative activity. That is, we do not expect our regressionsto be
able to sort among the various mechanisms (input sharing, matching, and
knowledge spillovers) that likely matter for the innovation process in cities.
Our goals are to demonstrate that local job density is empirically relevant in
explaining the quality-adjusted volume of local innovative activity; to test for
increasing returnsto scal e (urbani zation economies) in cities' output of quality-
adjusted innovation; to more precisely quantify the contributions made by the
availablelocal R&D inputs, including human capital; and to discusstheimpli-
cations of these results for public policy.

A full review of the empirical literature on the geographic extent of knowl-
edge spilloversis beyond the scope of this paper, but we will touch on afew
especially relevant papers.® Several studies have found convincing evidence
that spatial proximity mediates knowledge spillovers. Rosenthal and Strange
(2001), for example, found that the effects of knowledge spillovers on the
agglomeration of manufacturing firms tend to be quite localized, influencing
agglomeration only at the zip code level.

Looking at innovative activity, Jaffe, Trajtenberg, and Henderson (1993) and
more recently Agrawal, Kapur, and McHale (2008) found that nearby inven-
tors are much more likely to cite each other’s inventions in their patents,
suggesting that knowledge spillovers are indeed localized. In the latter paper,
theauthorsreported that every 1,000-mileincreasein the distance between two
inventors reduces the probability of knowledge flow (as measured by patent
citations) by about 2 percent. Arzaghi and Henderson (2005) found that the
density of advertising agencies in New York City contributes to information
spilloversthat enhance productivity, but those spillovers dissipate rapidly with
distance among agencies.

Cicconeand Hall (1996) looked at the relation between county employment
density and productivity at the statelevel. They found that adoubling of employ-
ment density in a county resultsin about a6 percent increase of average labor
productivity. More recently, Combes and others (2008) revisited the relation-
ship between productivity and density using French data. In addition to using
standard historical instruments to deal with endogeneity between productivity
and density, they introduced a new set of geological instruments—for exam-
ple, depth to bedrock, dominant parent material (the material from which soil

5. See Audretsch and Feldman (2004) for areview of theliterature on the geography of knowl-
edge spillovers.
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forms), topsoil water capacity, among others. Theideaisthat geological char-
acteristicsshould befundamental driversof popul ation settlement patterns. They
found that simultaneity bias between density and productivity is relatively
small, reducing theimpact of density on productivity by about 20 percent. Their
preferred estimate for the elasticity of total factor productivity with respect to
density isaround 3.5 percent.

But why isdensity important for productivity? Carlino, Chatterjee, and Hunt
(2007) showed that density is important in explaining innovative output, and
this may explain the pattern in productivity found in both Ciccone and Hall
(1996) and Combes and others (2008). Specifically, Carlino, Chatterjee, and
Hunt found that, all else equal, ametropolitan areawith twice the employment
density (jobs per square mile) of another metropolitan areawill exhibit apatent
intensity (patents per capita) that is 20 percent higher.

Several authors found that patent activity increases with metropolitan area
size.® But most of these studies do not explain how other city characteristics,
such aslocal density, influence the production of these spillovers. And because
these studies do not control for local inputs into the innovation process, such
as R&D, or the educational attainment of the labor force, they cannot clearly
distinguish between spilloversthat are externa to individual workersor firms.
Carlino, Chatterjee, and Hunt found that after controlling for many local inputs
into the R& D process, the benefits of urban scalearerealized for cities of mod-
erate size. In fact, with the exception of San Jose, the top 5 percent of
metropolitan areas ranked in terms of patent intensity had populations below
1 million.

In addition to returnsto scale (that is, urbanization economies), researchers
have a so investigated whether there are increasing returns to the size of an
industry in acity (localization economies). Although we do not touch on that
guestion here, Carlino and Hunt (2007) tested for urbanization and localiza-
tion economiesin patenting ratesin more than a dozen industries. They found
evidence of both effects in most industries, and the estimated localization
economies were typically comparable with the estimated urbanization
economies. This suggests that interindustry spillovers are often just asimpor-
tant as intra-industry spilloversin explaining local rates of innovation.

A number of studieshavelooked at therolethat |ocal inputsinto R& D activ-
ity play in the innovative process. For example, Jaffe (1989), Audretsch and
Feldman (1996), and Anselin, Varga, and Acs (1997) found evidence of local-
ized knowledge spillovers from university R& D to commercial innovation by
private firms, even after controlling for the location of industrial R&D. Car-

6. See, for example, Feldman and Audretsch (1999); O hUallachéin (1999).
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lino, Chatterjee, and Hunt found that local R& D inputs, especially human cap-
ital, contribute to higher patent intensities.

Andersson, Quigley, and Wilhelmsson (2005) found evidencethat the expan-
sion of the number of university-based researchers in alocal labor market is
positively associated with an increase in the number of patents granted in that
area. Agrawal and Cockburn (2003) argued that local academic R&D islikely
to be more productive, in terms of its contribution to additional patents, in the
presence of alarge research-intensive firm located nearby—the “anchor ten-
ant” hypothesis. Taking this effect into account, they reported a significant
positive correl ation between local patentsand academic publicationsinthefields
of medical imaging, neural networks, and signal processing.

Economists debate the effects of an area’s market structure on the rate of
innovation and growth. Chinitz (1961) and Jacobs (1969) argued that the rate
of innovations is greater in cities with competitive market structures. Glaeser
and others (1992) argued that the Marshall-Arrow-Romer (MAR) view implies
that a local monopoly may foster innovation because firms in such environ-
ments have fewer neighbors who imitate them. The empirical literature tends
tofavor the Chinitz and Jacobsview over theMAR view. Feldman and Audretsch
(1999) and Carlino, Chatterjee, and Hunt found that local competition is more
conducive to innovative activity than is local monopoly. Glaeser and others
(1992) found that local competition is more conducive to city growth than is
local monopoly.

Our Data and Some Descriptive Statistics

Asin Carlino, Chatterjee, and Hunt (2007), we continue to measure inno-
vations (imperfectly) by using counts of patents obtained by a city’s inventors
over the years 1990-99. We also employ arich set of controls for the histori-
cal mix of industries and technologies present in a city (see below). These
controls help us to address both concerns about the heterogeneity of cities and
biases associated with using patents as a proxy for innovation.” Since we are
primarily interested in explaining variationsin inventive productivity, all of our
regressions normalize the left-hand-side variable by population. We thus refer
to our dependent variable as patent intensity.

One concern about using patents as an innovation indicator isthat the value
of patentsis very highly skewed. Most are not worth very much, while some
have values that are higher by several orders of magnitude (see, for example,

7. For agenera discussion on the use of patents as indicators, see Griliches (1990).
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Harhoff and others 1999). Fortunately, there are ways to introduce an adjust-
ment for quality into these counts, just as is done for journa articles—by
counting the number of citationsapatent receivesin subsequent patents. A num-
ber of empirical studies document a strong positive correlation between these
forward citations and the economic value these patents contribute to the firms
that own them. For example, Hall, Jaffe, and Trajtenberg (2005) showed that
aone citation increase in the average patent in apublicly held firm’s portfolio
increases its market value by 3 percent.® In addition, these citations present a
concreteillustration of knowledge spillovers.®

We regress both patent intensity and citation-weighted patent intensity in a
metropolitan area on measures of city size, the density of jobs, local market
structure, and a set of variables that capture the availability of local R&D
inputs. To mitigate any bias induced by endogeneity or reverse causation, all
the independent variables are lagged—none reflect economic activity after
1990. In alater section of this paper, weinvestigate these potential biases more
closely and find that if any exist, they exert adownward bias on our OL S esti-
mates. |n that sense, our OL S estimates can be viewed as conservative. Before
presenting the exact specification, we will describe the variables used in our
regressions.

The sample consists of 280 metropolitan areas (MAS). Included in this sam-
ple are 264 primary metropolitan statistical areas (PMSAs), and nine
consolidated metropolitan statistical areas (CMSAS) as they were defined by
the Census Bureau in 1983 (we employ a lagged definition of metropolitan
areas to rule out another potential source of bias in our results). The remain-
ing seven MAswere constructed by aggregating twenty-one separate PM SAs.10
We do this because we locate our patents on the basis of a unique match of
addresses to a county or city and there is a tendency for a higher number of
nonunique matches to occur when cities are nearby.

8. For further evidence from U.S. patent data, see Trajtenberg (1990). For results correlating
survey datato highly cited European patents, see Harhoff, Scherer, and Vopel (2003); Gambardella,
Harhoff, and Verspagen (2008).

9. In asurvey of 1,300 inventors, Jaffe, Trajtenberg, and Fogarty (2000) found that approxi-
mately one-half of the patent citations refer to some sort of knowledge spillovers, of which 28
percent correspond to a very substantial spillover. Jaffe, Trajtenberg, and Henderson (1993) pro-
vided evidence that these spillovers are at least initialy localized.

10. Seethe appendix to Carlino, Chatterjee, and Hunt (2007) for alist of M SAsthat were com-
bined. Inthat paper, we verified that our results did not depend on theinclusion of the ad hoc MAs
in the regression sample.
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Figure 1. Patent I ntensity across M etropolitan Areas
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The Patent Data

We assign patentsto ametropolitan areausing the residential address of the
first inventor named on the patent.’* We are able to locate more than 581,000
patents granted from 1990 to 1999 to inventors living in the United States to
either a unique county or MA, a match rate of 96 percent. Just over 534,000
(92 percent) of these patents are associated with an urban county.

Figure 1 reproduces the distribution of patents per capita over the 1990s
reported in Carlino, Chatterjee, and Hunt (2007). In terms of frequencies, the
figureimplies our dataare highly left skewed.'? The average number of patents
per 10,000 of population during the 1990sin our dataisabout 2. But thisvaries
from asfew as 0.07 in McAllen, Texas, to asmany as 17 in San Jose, Califor-
nia, a center of the U.S. semiconductor industry.

Our patent citation countsare constructed from the OECD—EPO Patent Cita-
tions database. These are data devel oped by the European Patent Office (EPO)
and the Organi zation for Economic Cooperation and Devel opment’s Patent Sta-

11. In Carlino, Chatterjee, and Hunt, we verified that our resultswere not sensitive to the choice
of thefirst inventor on the patent.

12. When analyzing these data in Carlino, Chatterjee, and Hunt we could not reject the null
hypothesis of alog normal distribution.
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tistics Task Force.*® The underlying datatables span all patent applications pub-
lished by the EPO, WIPO, and Patent Cooperation Treaty (PCT) countriesfrom
1978 to 2001.1* There are some 6.2 million citations to patent and nonpatent
prior art in this dataset. More than 3.4 million patents have been cited at least
once in these data (Webb and others 2005). U.S. patents account for about a
third of this total. We match the U.S. patents in these data to our geo-located
patents and extract the total number of citations received by each of these
patents.

We rely on this source, rather than the citation data in the National Bureau
of Economic Research (NBER) U.S. Patent Citations DataFile (see Hall, Jaffe,
and Trajtenberg 2001), becausethe OECD—EPO dataset i ncludes countsof cita-
tionsto aU.S. patent made in patents obtained in the United States and abroad.
In other words, it represents ameasure of the worldwide influence of a patent.
The NBER dataset is an excellent resource, but its counts of patent citations
are only those made in other U.S. patent documents—citations in foreign
patentsare not included. For our analysis, wewere concerned that such an omis-
sion could be problematic, in particular for industries in which a significant
share of R&D is performed outside the United States. If those industries or
technol ogies are dispersed nonrandomly across our MAs (and we believe they
are), it is possible that censoring of relevant citations might lead to spurious
results.

We are able to match essentially all of our patents to ones contained in the
OECD-EPO citation data. Figure 2 plots the distribution of citations in our
patent data. As other researchers have found, this distribution is very highly
left skewed. About half (49 percent) of patentsin our data had not received any
forward citations at the time the OECD compiled its data. AlImost a quarter
(24) of the patents had received only one citation. More than 95 percent of our
patents had received five or fewer citations. One-half of 1 percent of our patents
have received a dozen or more citations. These are likely the most valuable
patentsin our data.

Scale, Industrial Composition, and Density

Our primary measure of city size is total civilian employment in 1989 as
measured in the data used in the payroll employment survey. These are counts
of jobs based on the location and sector of the establishment. In addition to

13. We thank Dominique Guellec and Colin Webb for technical assistance with the data. For
additional detailsontheseand other OECD patent data, see\Webb and others (2005) and the OECD
website for the Directorate for Science, Technology and Industry.

14. WIPO isthe World Intellectual Property Organization.
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Figure 2. Forward Citations
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Source: Authors' tabulations of the OECD—EPO Patent Citations Database.

total employment, we compute the shares of jobs falling into seven one-digit
SIC industry groups, plusfederal and local government employment shares.*

Toinvestigatethe potential effectsof local market structure oninventive out-
put, we construct a variable similar to one suggested in Glaeser and others
(1992)—the number of establishments per worker in the metropolitan areain
1989. These data are derived from the 1989 edition of County Business Pat-
terns.16

Our measure of job density relies on estimates of the built-up areas of urban
countiesin 1990. Specifically, we usetheland areaof theurbanized areas (UAS)
contained in our MAs. These are defined as an areawith apopul ation of 50,000
or more, composed of at least one place, and the adjacent settled surrounding

15. We construct these variables from county-level data contained in the 1999 vintage of the
Bureau of Economic Analysis' Regional Economic Information System (REIS). SIC stands for
Standard Industrial Classification.

16. County Business Patterns is an annual series that provides subnational economic data by
industry. These data are based on administrative records at the level of individual establishments.
For details, see U.S. Census Bureau (1991) (www.census.gov/epcd/cbp/index.html).
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area with a population density of at least 1,000 per square mile (U.S. Census
Bureau 1994). While UAs are not bounded by county lines, we were able to
collect data on urbanized-area land areain nearly every urban county, and we
used these to construct our measure of the relevant land areain our MAS.

We use this measure of land area because it is a better proxy for the space
inwhich urban labor markets function than istotal county land area (Millsand
Hamilton 1994). This is especially true for counties in the western United
States. For example, in the 1990 census only 12 percent of the 580,000 square
miles of land in M SA countieswas categorized as urban in nature. In that year,
the urban share of M SA land areavaried from lessthan 1 percent inYuma, Ari-
zona, to 65 percent in Stamford, Connecticut.

But thereis atrade-off in this choice of land area, since we use our county-
level counts of employment to construct our density measures. To the extent that
we are picking up employment occurring outside urbanized areas, our job den-
sity measure will be somewhat overstated. In Carlino, Chatterjee, and Hunt
(2007), weexplored thisquestionin detail and concluded that the degree of over-
statement is relatively small and is only likely to bias our results downward.'’

R&D Inputs

We are especially interested in the contribution of local inputsto the rate of
innovation in our MAS. In our earlier work, we identified four of theseinputs:
local human capita plus the R&D activity of universities, private firms, and
any nearby government laboratories.'® Because these variables are all highly
correlated withthesize of cities, weincludetheminintensity forminour regres-
sions. For example, local human capital is measured as the share of the
population older than 25 years of age with a college degree in 1990. Private
R&D is captured with a count of the number of private research labsin 1987
divided by the total number of private establishments.® Federal government
lab R&D inthe years 1987—89 is normalized by the number of federal civilian
employees in the MA. R&D performed by academic institutions during the

17. Inthat paper, we ran al of our regressions with an aternative measure of size and density
using a residence-based employment variable linked to urbanized areas and found very similar
results. We did not rely on such ameasure, however, because it significantly understates employ-
ment in urbanized areas.

18. We aso controlled for theinfluence of having many nearby universities, apossible college-
town effect, by including in our regressions the ratio of college enrollment to population in the
years 1987-89.

19. We geocoded the location of 1,800 private sector research labs using the 23rd edition of
the Directory of American Research and Technology.
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years 1987-89 is normalized by total full-time enrollment at colleges and uni-
versitiesin the MA in those years.

In this paper, we retain three of the four measures as they were constructed
in Carlino, Chatterjee, and Hunt (2007). But we have reconstructed the aca-
demic R&D variable and derived a number of new variables based on those
data. The new variables decompose academic R&D into as many as twenty-
six separate fields of study, as defined by the National Science Foundation (or
NSF, 2006). We are also able to identify the sources of funding for academic
R& D, and we decompose federally funded R&D into basic and applied R& D
according to the composition of academic R&D funded by different federa
agencies.?’ These new data permit usto explore variations in the effects along
each of these dimensions.

Some Facts about Academic R&D in Our Data

The total amount of R& D performed by universities from 1987 to 1989 in
our data was $40.5 hillion. By comparison, again according to NSF, private
industry funded about $200 billion of R& D during those years. Approximately
600 separate campuses reported a positive amount of R&D in our data. The
leading institution, Johns Hopkins University, performed about $1.7 billion in
R& D during that period. MIT, the University of Wisconsin, and Stanford each
performed more than $800 million. The twenty largest performers accounted
for about one-third of the total.

One complication in geocoding academic R&D is that about twenty insti-
tutions report their R&D at the system level, but they have active research
campuses in more than one location. It is not uncommon, for example, for a
teaching hospital of a large university to be located well awvay from its main
campus. Collectively these institutions account for about $5 billionin R& D—
an eighth of the total. More than ten of these institutions performed at least
$150 millionin R& D in the 1987—89 period. In our earlier paper, we allocated
R&D for these institutions to specific campuses on the basis of the shares of
all advanced degrees awarded at those locations.?* For this paper, we refined
our technique by allocating the R&D in each field of science according to the
university’s geographic distribution of degrees awarded in that field.

20. These data were constructed from various datasets downloaded from the NSF's WebCas-
par server (http://webcaspar.nsf.gov).

21. These are the sum of doctorates, master’s degrees, and first professional degrees awarded
in the 1987-89 period of study. The latter require at least six years of college work and two years
of professional training.
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In terms of the sources of funding for academic R&D, the federal govern-
ment was by far thelargest provider of support for academic R& D ($25 hillion,
or 60 percent of the total) from 1987 to 1989. Institutions themsel ves funded
over $7 hillion in academic R&D (18 percent). State and local governments
contributed more than $3 billion (8 percent) and private industry about $2.6
billion (7 percent). Other sources, which we believe include private founda-
tions, accounted for another $2.8 billion (7 percent).?

The NSF tabulates the mix of federal funding for academic R&D by vari-
ous federal agencies in terms of basic or applied R&D. Over the fiscal years
1987-89, dlightly more than two-thirds (68 percent) of federal agency R&D
funds allocated to universities were categorized as basic. There was consider-
able variation across agencies. The basic R& D share was highest at NSF (94
percent) and lowest in the Department of Health and Human Services, exclud-
ing the National Institutes of Health (39 percent). There was also considerable
variation acrossfields of science: 98 percent of all federal academic R& D funds
for astronomy are categorized as basic, while in economics it is less than 40
percent. The share of basic R&D tends to be higher in the physical sciences
and somewhat lower in the life and medical sciences.

We are also interested in the effects of variationsin the quality of academic
research departments. To do this, we coded the ratings of universitiesin four
fields(engineering, physical sciences, mathematical sciences, and life sciences)
from the National Research Council’s (NRC's) Survey of Scholarly Quality of
Faculty for 1982.23 We took the sum of theseratings over universitiesinan MA
and included this as a control in some of our regressions.

Congressional Earmarks of Agency Funds for Academic R&D

An additional question wewish to exploreisthe effect, if any, of how federa
funding for academic R&D is allocated. In particular, we will test for any dif-
ferencesininventiveproductivity that are associated with congressional earmarks
of R&D funds.* We do this by coding a dataset of those earmarks published by

22. According to NSF (2006), this category of funds includes grants for R& D from nonprofit
organizations and voluntary health agencies and gifts from private individuals that are restricted
by the donor to the conduct of research, aswell asall other sources restricted to research purposes
not included in the other categories.

23. Thesedatawere downl oaded from NSF sWebCaspar databasein 2004. For additional infor-
mation and a copy of the survey instrument, see Jones, Lindzey, and Coggeshall (1982).

24. For studies of the political economy of these earmarks, see Savage (1999); de Figueiredo
and Silverman (2006). Savage identified asthe first modern academic earmark a$10 million grant
for aveterinary school (from the 1977 appropriations for the Department of Agriculture).
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Figure 3. Academic Earmarks
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Source: Authors' calculations based on data from the Chronicle of Higher Education.

the Chronicle of Higher Education.?® Our data span the years 1990-2003. Dur-
ing thoseyears, according to thissource, therewere about 11,000 itemsallocated
to one or more academic ingtitutionsin appropriations acts, and the total amount
of funds authorized to be spent was about $17.6 billion.

The aggregate pattern of earmarks is depicted in Figure 3. Academic ear-
mark activity seems to follow the overall pattern of annual appropriations.
During the period of binding annual appropriations caps, academic earmarks
either fell or remained stable. When those caps expired in the late 1990s, aca-
demic earmarks surged. In the final year of our data, academic earmarks had
increased fivefold from the 1990 level ($2.1 billion as opposed to $404 mil-
lion).?8 This surge in earmarks has prompted concerns about the effects of this
form of allocation on research output.

Table 1 shows that in 1990 nearly half of the dollar value of academic ear-
marks (47 percent) was found in the budget for the Department of Agriculture
(USDA). Thisisnot surprising given thisagency’slong history of funding uni-

25. Thesedatawere downloaded from the Chronicle’ swebsite (http://chronicle.com/stats/pork/)
inJuly 2007.

26. Savage (1999) offered an alternative explanation—the collapse of collective attempts by
universities to refrain from seeking academic earmarks around 1993.
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versity research. Theideaof alocating R& D fundsviasomeform of peer review
took hold only shortly after World War 11. Beforethat time, most federal research
funding wasdoneintheform of agricultural research grantsto support theexten-
sion service, for example (Savage 1999).%"

The other notable concentrations appeared in the appropriations for the
Energy (DOE) and Defense (DoD) departments and NASA, which accounted
for 18, 7, and 4 percent, respectively, of the dollar value of earmarks. In the
later years of our data, earmarks in the defense appropriations increased dra-
matically. As a consequence, academic earmarks on DoD budgets account for
nearly athird (31 percent) of all earmarked funds from 1990 to 2003.%8

Table 1 alsoreportsthe R& D spending of variousfederal agenciesin 1990.2°
If we compare the NSF R& D numbersto the earmarks data, two patterns seem
clear. First, the distribution of aggregate federal resourcesfor R& D isvery dif-
ferent from the distribution of those resources to academic institutions. For
example, compare the shares of federal R& D accounted for by the Department
of Defense and the National Institutes of Health (NIH). In terms of aggregate
R& D spending, R& D inthe DoD budget was 4.5 timeslarger than that for NIH.
Butintermsof R& D allocated to academia, the NIH allocated an amount almost
four times greater than that allocated by DoD.

Second, while only about 4 percent of federal agency R&D support to aca-
demiawasearmarkedin 1990, therewas consi derabl e variation across agencies.
For example, amajority of academic R&D in the USDA budget was allocated
viaearmark. At DOE, 15 percent of academic R& D funding was allocated via
earmarks.® In contrast, while two-thirds of federal support ($6.1 billion) for
academic R& D was funded through the NSF and the NIH in 1990, there were
no earmarks in their appropriations in that year. In fact, in al of the years of
our data, there were no earmarks of NSF funds and only twelve earmarks, for
atotal of $30 million, of NIH funds (in fiscal year 1996-97).5!

27. For afascinating description of theinstitutional detailsand history of R& D earmarks affect-
ing USDA, see Law and Tonon (2006).

28. For adescription of the research performed by centers created with two of the largest (and
earliest) earmarks of USDA and DOE budgets, see Mervis (2008).

29. These arefederal R& D obligationsfor universities and collegesin the 1990 budget, astab-
ulated by NSF and downloaded from WebCaspar in the summer of 2008.

30. These shares are simply the ratio of the number for agency earmarks from the Chronicle
of Higher Education datadivided by the R& D funds provided to universitiesby the federal agency,
as reported by NSF. These percentages should be treated as very approximate since our measures
of earmarks and total R&D funding are derived from different sources. Nor isit clear that NSF
counts al of these earmarks as R&D in its data.

31. Earmarks are not the only means of directing federal research funding, however. See, for
example, Payne (2006), who describes the NSF's set-aside program, EPSCoR, and its effects on
research output. And in adetailed analysis of NIH grants, Hegde and Mowery (2008) found that
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Table 1. Federal Spending on R& D and R& D Earmarks, 1990

Academic earmarks

R&D outlays (millions of dollars) (millions of dollars)
Allocated to
Agency Total Percent  universities Percent Total Percent
Agriculture Dept. 1,108 17 348 3.8 189 46.7
Defense Dept. 37,268 58.6 1,213 13.3 29 7.2
Energy Dept. 5,631 8.9 500 55 74 18.2
NASA 6,533 10.3 471 52 17 4.2
NIH 7,979 12.6 4,779 52.3 0 0.0
NSF 1,690 2.7 1,321 145 0 0.0
Other 3,344 5.3 505 55 96 23.6
Total 63,553 9,138 404

Source: Chronicle of Higher Education, “Congressional Earmarks for Higher Education”; National Science Foundation, “ Federal
R&D Obligations for Universities & Colleges’; and authors’ calculations.

One conclusion that could be drawn from the table, then, isthat most R& D
earmarksrepresent areallocation of federal fundsin addition to the vast major-
ity of R&D funds alocated to university researchers according to some form
of peer review.®? The efficiency implications of these earmarks are thus less
clear than might first appear. For example, the funded research may simply be
directed to questionsthat are not particularly relevant for private markets. Nev-
ertheless, there might still be an effect on inventive productivity, if earmarked
funds divert academic manpower from more promising pursuits.

There is some evidence of such effects in terms of research publications.
Payne (2002) found that $1 million in R& D earmarks resulted in an increase
of twenty-two publicationsamong the recipient universities, but it also reduced
the average number of citations to articles published by researchers at those
universities. In other words, while quantity increased, quality declined. Hegde
and Mowery (2008) found that the geographic composition of therelevant House
appropriations subcommittee has some effect on the funding of biomedical
research performers (for example, specific scientists) in the lowest two quar-
tiles of the distribution of research grants funded by the same NIH institutein
earlier years. Earlier studies were unable to establish a systematic relationship

about $1.7 billion of $37 hillion in research grants to institutions in 2002—03 were influenced by
the geographic composition of the relevant House appropriations subcommittee.

32. But plentiful earmarks could eventually lead to an unraveling of political support for the
major programs that use peer review (for a discussion, see de Figueiredo and Silverman 2007).
Our regressions cannot measure such effects.
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between auniversity’s successin obtaining academic earmarks and subsequent
changesin their academic rankings (de Figueiredo and Silverman 2007).

Totest for any effectson local rates of patenting, we include in some of our
regressions academic earmarks, again normalized by full-time college enroll-
ment, and similarly normalized values for earmarksfrom the primary agencies
involved.

Additional Control Variables

Since we are limited to cross-sectiona regressions, it is extremely impor-
tant to control for differences across our MAs that are relevant to explaining
either potential measurement error or other variations in inventive productiv-
ity. Asnoted earlier, weincludein our regressionsaset of controlsfor thehistoric
mix of industries (employment shares). In addition, we include a set of con-
trolsfor the historic mix of technol ogiesdevel opedinan MA. Weinclude shares
of patents obtained in each MA during the 198089 period of study that fall
into one of six technology groups as defined in Hall, Jaffe, and Trajtenberg
(2001).% We also include the share of patents obtained in the 1980s by firms
in R&D-intensive industries.®*

Inour earlier paper, we considered the possibility that firmsthat relied more
ontrade secretsmight belesslikely tolocatein dense citieswheregreater worker
mobility might undermine the effectiveness of trade secretsin protecting inno-
vations. Inthat case, acorrelation between patent intensity and job density might
reflect selection of firms or industriesthat rely more heavily on patents. To test
for this possibility, we constructed a variable, using survey results in Cohen,
Nelson, and Walsh (2000), that captures the relative importance of trade secret
protection across different manufacturing industries. We did this by construct-
ing aweighted average of thoseratingsusing themix of industrial R& D facilities
located in our MAs as weights. We include that variable in the analysis here.

We include a number of other control variables. We control for variations
in demographics by including the share of the population in 1990 that is of
working age. We a so include the percent changein employment over theyears
198089 as a control for the effects of unobserved differences in local eco-
nomic opportunities on inventive activity. We also include seven dummy
variables based on the Bureau of Economic Analysis (BEA) economic region
in which the MA islocated (the Rocky Mountain region is omitted).

33. The categories are chemicals, computers, medical, electrical, mechanical, and all other. We
included sharesof thefirst fivein our regressions. We construct these sharesusing the NBER Patent
Citations Data File (www.nber.org/patents/).

34. See Carlino, Chatterjee, and Hunt (2007) for details on the construction of that variable.
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Table A-1 (see appendix) presents the descriptive statistics of the variables
used in the analysis to follow. We aso examined the correlation coefficients
among these variables. The vast majority of the correlations among the vari-
ables are well below 0.50. One exception, as should be expected, is MA
employment and its square. Despite the high correlation between these vari-
ables, there is no evidence of a collinearity problem in our regressions—the
coefficientson all other variables are not affected by theinclusion or exclusion
of the square of MA employment. Given that we believe there is nonlinearity
in scale, we prefer aregression that includes employment size and its square.®®

Some Results

Webegin by summarizing our estimation strategy. Weregressthelog of either
patents or citation-weighted patents per 10,000 of population during the 1990s
onthelog of MA sizeand MA density (both measured in terms of jobs), thelog
of the inverse of average establishment size, the share of the adult population
with a college degree, and our measures of local government, academic, and
private R& D input intensities. In addition, we include controls for the histori-
cal mix of local industries and patented technologies, BEA region dummies,
and a number of other control variables. All the right-hand-side variables are
lagged or beginning-of-period values to minimize the possibility of endogene-
ity bias.

The main regression results for our two dependent variables are reported in
table 2. The standard errors reported are corrected for potential heteroskedas-
ticity.3 Theresultsin column 1 can be compared with tables 2 and 3in Carlino,
Chatterjee, and Hunt (2007). The only other differencein the data used in this
research compared with that of Carlino, Chatterjee, and Hunt (2007) is that
here we are using an improved measure of academic R&D intensity. Thereis
also one differencein the specification: here we include share of the adult pop-
ulation with a college degree in log form.

35. A table showing these correlations is available from the authors. A Ramsey RESET test
(not shown) for omitted variable bias reveas that the null hypothesis of no omitted variables is
only rejected when we exclude the square of MA employment in our main regressions.

36. A Breusch-Pagan test (not shown) indicates that this is an issue for our regressions. Our
regressions are performed using STATA 10. Unless otherwise mentioned, we use robust standard
errors (White correction).
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Table 2. Main Regressions?

Dependent variable (in logs)

1 2
Citation-weighted
Patents per 10,000 pop.  patents per 10,000 pop.

Independent variable Coef.  Std. error Coef.  Std. error
Scale, density, and local market structure

Job density, 19901 0.2210 (0.0867) ** 0.2168 (0.1102) **
Employment (10,000), 19901 0.3810 (0.1472) ***  0.5168 (0.1698) ***
Employment squaredt —0.0494 (0.0177) *** —-0.0563 (0.0207)***
Establishments per employee, 1989t 15814 (0.3418) ***  1.4209 (0.3913)***

Local R&D inputs

College education (percent), 19901 0.9651 (0.1796) *** 1.0535 (0.2546) ***
College enrollment / population, 1990 0.3800 (1.0549) 0.1066 (1.0852)
Academic R&D per student, 1987-89 0.0693 (0.0263) ***  0.0649 (0.0263) **
Federal lab R&D / federal civilian jobs, 1987-89  0.0062 (0.0018) ***  0.0078 (0.0022) ***
Private R&D labs/ establishements, 1989 0.3302 (0.0723) ***  0.4180 (0.0931)***
Historical mix of industries and technologies

Trade secrets index (lab weighted) T 0.3685 (0.2440) 0.0847 (0.3463)
Manufacturing employment (percent), 1989 21975 (0.6889) *** 3.2456 (0.8618) ***
Construction employment (percent), 1989 0.0262 (3.0434) 0.2303 (3.4430)
Transportation employment (percent), 1989 -1.9562 (2.7307) —4.1986 (3.2903)
Wholesale employment (percent), 1989 -3.4096 (3.2619) —2.6607 (3.8066)
Retail employment (percent), 1989 —3.7987 (2.2025) * -1.6757 (2.4747)
Services employment (percent), 1989 0.1370 (0.9385) 1.3665 (1.1328)
Finance and redl estate employment (percent), 1989  0.4545 (1.8083) 0.8305 (1.9221)
Federal civilian employment (percent), 1989 —2.1846 (1.4451) -1.5148 (2.1050)
Local government employment (percent), 1989 -3.2298 (1.2936) **  -1.7624 (1.3473)
High-tech patents (percent), 1980-89 0.8496 (0.1898) ***  0.8629 (0.2075)***
Chemical patents (percent), 1980-89 1.7397 (0.3946) ***  1.7287 (0.4850) ***
Computer patents (percent), 1980-89 3.3144 (0.6041) *** 3.7179 (0.6502) ***
Medical patents (percent), 1980-89 -0.3111 (0.5845) 0.6480 (0.6293)
Electrical patents (percent), 1980-89 0.9356 (0.4613) ** 1.1309 (0.5932) *
Mechanical patents (percent), 1980-89 1.1009 (0.4424) ** 1.3142 (0.4992) ***
Working-age population (percent), 1990 25352 (1.3948) * 3.5045 (1.6539)**
Employment growth (percent), 1980-89 0.3579 (0.2427) 0.4414 (0.2741)
Constant —21.3111 (3.3309) *** -21.2756 (3.9406) ***
Observations 280 280

Adjusted R? 0.7884 0.7968

***Gjgnificant at 1 percent; **significant at 5 percent; *significant at 10 percent.

T =variableinlogs.

a Regressions include seven dummy variables for census regions. The dependent variable includes all patents and patent citations
over the years 1990 to 1999. Standard errors are corrected for heteroskedasticity.
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Table 3. Linear and Quadratic Specifications of Scale and Density?

Dependent variable: patents per 10,000 population, 1990-99F

1 2 3 4
Job density, 1990t 0.2283 4.3558 0.2210 3.6225
(0.0890)**  (L7127)**  (0.0867)**  (1.7879)**
Job density squaredt -0.2816 -0.2320
(0.1161)** (0.1215)*
Employment (10,000), 1990t 0.0326 0.0350 0.3810 0.3473
(0.0406) (0.0398) (0.1472)***  (0.1530)**
Employment squaredt —0.0494 -0.0444
(0.0177)***  (0.0186)**
Optimal scale (1,000s) na na 473 500
Optimal density n.a 2,285 n.a 2,458
n 280 280 280 280
Adjusted R? 0.7829 0.7860 0.7884 0.7902

Dependent variable: citation-weighted patents per 10,000 population, 1990-99F

1 2 3 4
Job density, 1990t 0.2251 6.0982 0.2168 5.2919
(0.1133)**  (2.4232)** (0.1102)** (2.4627)**
Job density squaredt —0.4007 —0.3462
(0.1639)** (0.1668)**
Employment (10,000), 1990t 0.1197 0.1231 0.5168 0.4666
(0.0474)**  (0.0460)***  (0.1698)***  (0.1729)***
Employment squaredt —0.0563 —-0.0488
(0.0207)***  (0.0211)**
Optimal scale (1,000s) n.a n.a 985 1,192
Optimal density n.a 2,017 n.a 2,086
n 280 280 280 280
Adjusted R? 0.7968 0.7968 0.7968 0.8002

***Significant at 1 percent; **significant at 5 percent; *significant at 10 percent.
n.a = not applicable; T = log of the variable.
a Regressions include all the other variables included in table 2. Standard errors are corrected for heteroskedasticity.

Results for (Unweighted) Patents Per Capita as the Dependent Variable

Not surprisingly, the coefficients reported here are very similar to our ear-

lier results. For example, the coefficient on job density, which isthe equivalent
of an elagticity, is 0.22, as compared with 0.20 in the earlier paper. When we
allow for a nonlinear relationship (see the top panel of table 3), the implied
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optimal job density isin the range of 2,300-2,500 per square mile.*” These are
dlightly higher than the estimate (about 2,220) reported in our earlier paper.

Comparing the coefficients on the scale variables, the implied optimal city
size is dlightly smaller than we found before (473,000 jobs compared with
500,000 jobs). Assuming a labor force participation rate of 66 percent, the
implied optimal population is about 720,000, arather modest size. Recall that
our dependent variable is aready normalized by a measure of scale, so this
result suggests that there is arange of city sizein which increasing returns are
operating, but those returns are exhausted at a relatively modest scale. Pre-
sumably above this city size, diminishing returns to scale have set in.

Relativeto our earlier paper, the coefficient on theinverse of average estab-
lishment size hardly changes and remains highly significant (seetable 2). The
elasticity is quite large—a 10 percent decrease in average establishment size
is associated with a 16 percent increase in patent intensity. Thus, for whatever
reason, it appears that cities with a more competitive local market structure
enjoy higher inventive productivity. Given the data we are using, we cannot
distinguish between static (more competition) and dynamic (more new busi-
ness formation) explanations.

As in our earlier work, local human capital remains the most important
explanatory variable by far in our regressions. All else equal, a 10 percent
increase in the share of the local adult population with a college degree raises
the per capitarate of patenting by 9.7 percent. Thereis considerable variation
inour human capital variableacrosscities. According to our estimates, al stan-
dard deviation increase in the college educated share would increase the
patenting rate by 30 percent.

Examining our other measures of local R& D inputs, the coefficientson fed-
eral and private lab R& D intensities are essentially the same as reported in our
earlier paper (seetable2). Theimplied elasticities (0.01 and 0.10, respectively)
are also very similar to our earlier results (see table 4). The estimated coeffi-
cient onacademic R& D intensity islower than wereport in Carlino, Chatterjee,
and Hunt (2007) (0.07 as opposed to 0.14 in the earlier paper), but the implied
eladticitiesat the mean are essentially the same (0.07 asopposed to 0.08 before).
Thekey point isthat whilethese effects are quite precisely measured, they sug-
gest relatively modest incremental contributionswhen compared with the effects

37. To facilitate comparisons with our earlier paper, weinclude all the variations with respect
to scale and density in table 3. Note that the coefficients and standard errors for al the other vari-
ablesinthoseregressionsvary only slightly across specificationsthat include or excludethe square
of density or scale.
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of increasing local human capital.*® This has important implications for pol-
icy, as we discuss later.

Aswith our earlier results, the historical mix of industries and technologies
areimportant in explaining theinventive productivity of cities, at least asmeas-
ured by patents (table 4). In some instances the implied elasticities are quite
high: a doubling of the manufacturing share of jobs would imply a one-third
increase in patenting per capita; a doubling of the historical share of chemical
patents would imply a 30 percent increase.

In both of those examples, it isimportant to exercise carein interpreting the
resultssince manufacturing firms, and chemical producersin particular, arerel-
atively intensive users of the patent system. At least part of those effectsreflects
the measurement error associated with using patents as an indicator of inno-
vationswhenthereisdifferential reliance on patentsacrossindustriesand fields
of technology. But it is clear that we can soak up agood deal of this variation
using our historical control variables.

Results for Citation-Weighted Patents Per Capita

With a few important exceptions, the general pattern of results using our
new dependent variable is similar to what we found when using patents per
capita as the dependent variable. For example, there is essentially no differ-
ence in the coefficients on employment density (0.22) in columns 1 and 2 of
table 2. But when allowing for diminishing returns, we do find a difference in
the implied optimal job density: adjusting for the quality of local inventions
reduces our estimate by 200 to 400 jobs per square mile (compare columns 2
and 4 in the top and bottom panels of table 3).

But wedo find someimportant differencesin our results. For example, when
adjusting for the quality of local inventions, we find a statistically significant
linear effect of scale (total employment) on patent intensity. The implied elas-
ticity of scaleis about 0.12 (compare columns 1 and 2 in the top and bottom
panels of table 3). That suggests thereis at least some evidence of increasing
returns to scale.

But as noted earlier, we found evidence of eventually diminishing returns
to scale in our regressions on patents per capita. Thisisalso truein the regres-
sions adjusting for patent quality, but diminishing returns appear to set in much
further into the tail of the city size distribution. Taking into account the labor
force participation rate, theimplied optimal scalein these regressions could be

38. These elasticities are not affected if we exclude the human capital variables from the
regressions.
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Table 4. Elasticities at Mean of Independent Variablest
Dependent variable (in logs)

Citation-weighted
Patents per 10,000 pop. patents per 10,000 pop.

Independent variable Coef.  Std. error Coef. Std. error
Local R&D inputs

College education (percent), 1990 0.9651 (0.1796)***  1.0535 (0.2546)***
Academic R&D per student, 1987-89 0.0686 (0.0260)***  0.0642 (0.0260)**

Federd |ab R& D / federd civilianjobs, 1987-89  0.0086 (0.0025)***  0.0109 (0.0031)***
Private R&D labs / establishements, 1989 0.1003 (0.0220)***  0.1269 (0.0283)***

Historical mix of industries and technologies
Manufacturing employment (percent), 1989  0.3279 (0.1028)***  0.4842 (0.1286)***
Local government employment (percent), 1989 —0.3792 (0.1519)**  —0.2069 (0.1582)

High-tech patents (percent), 1980-89 0.1596 (0.0356)***  0.1620 (0.0390)***
Chemical patents (percent), 1980-89 0.2982 (0.0676)***  0.2963 (0.0831)***
Computer patents (percent), 1980-89 0.1887 (0.0344)***  0.2116 (0.0370)***
Medical patents (percent), 1980-89 —-0.0200 (0.0375) 0.0416 (0.0404)
Electrical patents (percent), 1980-89 0.1353 (0.0667)** 0.1635 (0.0858)*
Mechanical patents (percent), 1980-89 0.2741 (0.1101)** 0.3272 (0.1243)***

***Significant at 1 percent; **significant at 5 percent; *significant at 10 percent.
a. Based on regressions reported in table 2. The dependent variable includes all patents and patent citations over the years 1990 to
1999. Standard errors are corrected for heteroskedasticity.

as high as 1.8 million people (compare columns 3 and 4 in the top and bottom
panels of table 3). Hereis clear evidence that the results depend in important
ways on how inventions are counted.

Differences in the other coefficients are best examined in elasticity form
(table 4). The elasticity of our human capital variable (1.05) is about 10 basis
points higher than in our regression using unweighted patents. The elasticity
for academic R& D intensity is about the same, but the elasticity on private lab
R& D intensity rises about 3 basis points (an increase of 27 percent). Two elas-
ticities in our historical control variables also rise significantly: the
manufacturing share of jobs and the share of patents falling into the mechani-
cal category.

We conclude that most of our earlier results are robust to controlling for the
quality of inventions. But in some others (for example, estimates of returnsto
scale), the estimated effects vary significantly. And, adjusting for the quality
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of inventions, we find that local human capital and private R& D intensity are
somewhat more important compared with what we found earlier.

Further Exploration of Academic R& D and Academic Earmarks

In this section we report new results using our additional variables related
to the local academic R& D performed on our sample of MAs. In al of these
regressions, the inclusion of additional variables or their interactions hasllittle
or no effect on the coefficients or standard errors of the other variableswe have
already discussed (and continue to include in the regressions). Thus, for the
sake of brevity, wewill not report those coefficientsin the discussion and tables
in this section.®®

Controlling for the Quality of Academic Institutions

We added to our base specifications our controlsfor the quality of academic
institutionsin the MA. Recall that these are counts of quality rankings of aca-
demic departments in four areas of science as reported in a 1982 NRC survey
of academicsinthefield. We explored avariety of regressions using these vari-
ables. In all of them the estimated coefficients on these quality variables are
positive, but they are never statistically significant.

We suspect the reason for thislack of significanceisthat the quality of aca-
demic departments is aready reflected in the academic R&D funding they
receive from the federal government and other sources. As evidence, if we
exclude our academic R& D intensity variablefrom the regression (not shown),
the estimated elasticity of the aggregated quality measure is 0.04 and statisti-
caly significant. A similar result is obtained using our NRC measure of the
quality of academic engineering departments. Theseresultscould beinterpreted
as evidencein support of the view that most academic R& D isallocated based
on the quality of the researchers who seek funding.

Differences across Fields of Science

Our second set of results explores potential variation in the contribution of
different fields of science to patenting rates across our sample of cities. We
expected to find stronger effects associated with academic R&D in the areas

39. To be explicit, al of the regressionsin this section include density, scale, and the square of
those variables. None of the results reported are sensitive to how weinclude density or scalein the
regressions.
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Table 5. Elasticitiesat Mean for Fields of Science and Other (Select) Variables?
Dependent variable (in logs)

Citation-weighted
Patents per 10,000 pop. patents per 10,000 pop.

Independent variable Coef.  Std. error Coef. Std. error

Local R&D Inputs

Academic R&D per student, 1987—89 0.0748 (0.0287)*** 0.0708 (0.0282)**

Federal lab R&D / federal civilian jobs, 1987-89  0.0078 (0.0026)*** 0.0101 (0.0032)***

Private R&D labs/ establishements, 1989 0.0940 (0.0215)*** 0.1171 (0.0265)***

Coarse fields of science

Percent Academic R&D: al engineering -0.0144 (0.0152) -0.0137 (0.0181)
sciences, 1987-89

Pct acad R&D: all physical sciences, 1987-89  0.0085 (0.0153) 0.0199 (0.0207)

Pct acad R& D: al earth sciences, 1987-89 —0.0055 (0.0087) 0.0069 (0.0108)

Pct acad R& D: dl mathematical sciences, 1987-89 —0.0206 (0.0066)***  —0.0273 (0.0101)***

Pct acad R&D: all life sciences, 1987-89 -0.0593 (0.0305)* -0.0622 (0.0309)**

Pct acad R& D: all social sciences, 1987-89 -0.0091 (0.0113) -0.0060 (0.0125)

Observations 280 280

Adjusted R? 0.7923 0.8040

***Gjgnificant at 1 percent; **significant at 5 percent; *significant at 10 percent.

a The excluded field is "interdisciplinary and other science." Regressions include al the other variables reported in table 2. The
dependent variable includes all patents and patent citations over the years 1990 to 1999. Standard errors are corrected for het-
eroskedasticity.

of engineering andin at least afew of the physical sciences(for example, chem-
istry). But we found little evidence to support this expectation.

Table 5 reports the important coefficients (in elasticity form) for our R&D
intensity variables and a set of variables that reflect the shares of all academic
R&D falling into six of seven major categories of science (interdisciplinary
and other sciences, as defined by the NSF, are the excluded share). The elas-
ticity of academic R&D intensity is slightly higher than reported in table 4.
The coefficients for most of the fields of science shares, including social sci-
ences, arequitesmall and are statistically insignificant. Thetwo elasticitiesthat
are statistically significant, mathematical sciencesand life sciences, take small
negative values (—0.02 and —0.06, respectively).

We also ran our regressions using a much finer breakdown of the fields of
science into as many as twenty-three separate categories (table 6). Including

40. This does not appear to be due to collinearity in the share variables. The maximum corre-

lation between any two variables was 0.42 (between mechanical and electrical engineering); for
most of the others, the correlation was much smaller.
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Table 6. Elasticitiesat Mean for Fields of Science and Other (Select) Variables?
Dependent variable (in logs)

Citation-weighted
Patents per 10,000 pop. patents per 10,000 pop.

Independent variable Coef.  Std. error Coef. Std. error
Local R&D Inputs
Academic R&D per student, 1987—89 0.0815 (0.0331)** 0.0802 (0.0328)**
Federal lab R&D / federad civilian jobs, 1987-89  0.0080 (0.0028)*** 0.0100 (0.0034)***
Private R& D labs/ establishements, 1989 0.0914 (0.0223)*** 0.1151 (0.0287)***
Narrow fields of science
Percent academic R&D: aeronautical —0.0044 (0.0044) —0.0045 (0.0046)
engineering, 1987-89
Pct acad R& D: chemical engineering, 1987-89  0.0020 (0.0070) 0.0073 (0.0073)
Pct acad R& D: civil engineering, 1987-89 -0.0036 (0.0110) 0.0004 (0.0123)
Pct acad R&D: electrical engineering, 1987-89 —0.0060 (0.0127) 0.0016 (0.0129)
Pct acad R& D: mechanica engineering, 1987-89  0.0021 (0.0120) 0.0003 (0.0134)
Pct acad R& D: materials science and -0.0010 (0.0100) -0.0123 (0.0132)
other, 1987-89
Pct acad R& D: astronomy, 1987-89 —0.0014 (0.0047) —-0.0023 (0.0059)
Pct acad R& D: chemistry, 1987-89 0.0117 (0.0123) 0.0135 (0.0154)
Pct acad R&D: physics, 1987-89 -0.0012  (0.0090) 0.0039 (0.0114)
Pct acad R& D: other physical sciences, 1987-89  0.0010 (0.0042) 0.0020 (0.0063)
Pct acad R& D: earth sciences, 1987-89 -0.0029 (0.0091) 0.0091 (0.0115)
Pct acad R& D: mathematics, 1987-89 —0.0066 (0.0105) —0.0090 (0.0161)
Pct acad R&D: computer science, 1987-89 -0.0149 (0.0053)***  —0.0195 (0.0080)**
Pct acad R& D: agricultural sciences, 1987-89 -0.0151 (0.0116) -0.0182 (0.0103)*
Pct acad R& D: biology, 1987-89 -0.0184 (0.0182) -0.0214 (0.0173)
Pct acad R& D: medicine, 1987-89 —0.0293 (0.0180) -0.0315 (0.0192)
Pct acad R& D: other life sciences, 1987-89 —0.0007 (0.0065) -0.0011 (0.0084)
Pct acad R& D: psychology, 1987-89 -0.0171 (0.0083)**  —0.0167 (0.0099)*
Pct acad R&D: economics, 1987-89 —0.0007 (0.0125) 0.0034 (0.0147)
Pct acad R& D: palitical science and public —0.0020 (0.0014) —-0.0030 (0.0017)*
admin., 1987-89
Pct acad R& D: sociology, 1987-89 0.0067 (0.0036)* 0.0075 (0.0059)
Pct acad R& D: other social sciences, 1987-89 -0.0115 (0.0087) -0.0087 (0.0087)
Observations 280 280
Adjusted R? 0.7846 0.7968

***Significant at 1 percent; **significant at 5 percent; *significant at 10 percent.

a The excluded field is "interdisciplinary and other science." Regressions include all the other variables reported in table 2. The
dependent variable includes all patents and patent citations over the years 1990 to 1999. Standard errors are corrected for het-
eroskedasticity.
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all of these variables has only adlight effect on the coefficients on human cap-
ital or the other local R& D intensity variables. But the estimated coefficients
on nearly all of the R&D shares were statistically insignificant.*

The most robust coefficient was found for the computer science share and
it is negative but quite small. Thisis an interesting result, given the patterns
reported in Bessen and Hunt (2007). They found successful domestic applica-
tions for software patents increased at a 16 percent annual rate during the
1990s. But only 2.5 percentage points of this growth could be explained by
growth in the employment of computer programmers or engineers, and only
about 1 percent could be explained by increasesin R&D intensity. Nor doesit
appear that this growth can be explained by the increase in academic R&D in
computer science.*!

Itispossiblethat our controlsfor the share of patents obtained by high tech-
nology firms and the historical mix of patents falling into different categories
of technology are masking the effects we expect to see from different cate-
gories for academic R&D. We checked this by rerunning the regressions
described in table 6, but excluding those control variables. Excluding those
controls does change some of the results. For example, if the dependent vari-
able is patents per capita, the elaticities associated with two fields become
positive and significant: electrical engineering (0.02) and other life sciences
(0.01). In addition to computer science, two others become negative and sig-
nificant: agricultural sciences (—0.02) and biology (—0.04). The coefficientson
the share variables for other fields remain insignificant. If the dependent vari-
able is citation-weighted patents per capita, a statistically significant positive
elasticity was found only for electrical engineering (0.03). Negative (and sta-
tistically significant) elasticities were found in other engineering (—0.02),
computer science (—0.03), agricultural sciences (—0.02), and biology (—0.04).

Effects by Source of R&D Funding and Basic versus Applied Research

Our third set of results documents the variation in inventive productivity, as
measured by patenting, of academic R&D based on the source of funding. It
is not necessarily clear why the funding source should matter, but we do find
evidence that it does. Columns 1 and 3 of table 7 modify our standard specifi-
cation by including the shares of academic R&D funded by the federal
government, stateand local governments, industry, and other sources (the omit-
ted share is R&D funded by the university itself). We believe that the other
category includes grants from private foundations.

41. Adjusting for inflation, theannual growth ratein computer science R& D performed by uni-
versities during the 1990s was only 3.5 percent.
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Relativeto R& D funded by internal funds, R& D funded by the federal gov-
ernment was less productive in terms of generating patented inventions. The
elasticity at the mean (—0.14) is quite large relative to many of the other effects
weestimatein our regressions. Second, R& D funded by other sourceswasmaod-
estly more productive relative to internally financed R&D. Evaluated at the
mean, theimplied elasticities are 0.04 and 0.05, using our two dependent vari-
ables. Finally, R& D funded by industry, or state and local governments, appears
very slightly less productive, in terms of patenting at the MA level, than R&D
funded internally. But those effects are too small to be statistically significant.

It is possible that our results for federal R& D support depend on the kind
of R&D that isfunded. We usually think of government-funded academic R& D
asbeing moredirected at basic rather than applied research.*? If applied research
iscloser tofinal goods markets, we might expect $1 million of applied research
to generate more patents than $1 million of basic research. Thus, one possible
explanationfor thisresultisthat it isan artifact of the federal government fund-
ing primarily basic R&D at universities (see the section above, “ Some Facts
about Academic R&D in Our Data’).

To check thispossibility, we decompose federal funding for academic R& D
into basic and applied shares on the basis of the variation in those shares across
federal agencies and in the distribution of agency R&D funding across uni-
versities. This permits us to include in our regressions the basic and applied
sharesof academic R& D inan MA that arefunded by thefederal government.*3
We include these variables in the regressions reported in columns 2 and 4 in
table 7.

In either specification, the coefficients on both variables are negative, but
only the coefficient on the applied R&D share is statistically significant. The
implied elasticity is small (—0.07). The basic and applied coefficients are quite
similar, and the difference between them is not statistically significant. While
thisisadmittedly aweak result, it is neverthel ess surprising given our assump-
tion that applied R&D ismore closely tied to final goods markets, and thusto
patents.

We explored one additional possibility—uvariation in the patent propensity
of academic R& D funded by different federal agencies. We added to the spec-

42. The NSF (2006) defines basic research as“ systematic study directed toward fuller knowl-
edge or understanding of the fundamental aspects of phenomena and of observable facts without
specific applicationstowards processes or productsin mind.” It definesapplied research as“assys-
tematic study to gain knowledge or understanding necessary to determine the means by which a
recognized and specific need may be met.”

43. These variables are the product of the basic and applied shares of federally funded aca-

demicR&D, at theMA level, constructed from thefederal agency dataand theshareof all academic
R&D inan MA that is funded by the federal government.
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ifications described in columns 1 and 3 in table 7 the shares of federal aca-
demic R& D funding of the seven most important funding agencies (Agriculture,
Defense, Energy, Health and Human Services, NASA, NIH, and NSF). The
only statistically significant effect (not shown) wasfor the Defense share, with
an elasticity of —0.02 at the mean.

The Effects of Academic Earmarks

Our final set of results exploresthe potential that academic R& D funded by
federal earmarks may have different effects on patent intensity than might
R& D allocated by other means. Asdiscussed in the section on dataand descrip-
tive statistics, it is not obvious that such effects would occur, since it does not
appear that, in 1990 at least, these earmarks were diverting resources directly
from the primary programs (NIH and NSF) that allocate academic R&D via
some form of peer review.* To test for such effects, we include in our regres-
sions earmarks in the same form of intensity as we did for academic R&D,
normalizing by full-timecollegeenrollmentinthearea. Weretainin theseregres-
sions our controls for the sources of R& D funding.

Theinitia resultsare reported in columns 1 and 3 of table 8. The estimated
elasticities for earmarked funds are negative, but quite small. And when
unweighted patents are used, the coefficient is not statistically significant (see
column 1). Once we include in the regressions the earmarks associated with
the primary agencies experiencing this activity, we find somewhat stronger
results (columns 2 and 4 of the table). The elasticity for earmarks in genera
becomes more negative (about —0.05), at |least two-thirds the size of the elas-
ticities reported on academic R&D intensity. They are also statistically
significant. These effects are consistent with the finding in Payne (2002) that
institutions receiving earmarks increased the quantity of their research publi-
cations, but the quality of those publications fell.

In afew instances, there is a statistically significant difference in the elas-
ticity of earmarks on particular agency budgets, relative to the effect for all
other earmarks. These effects are generally positive and, with the exception of
earmarks on the Department of Agriculture budget, are an order of magnitude
smaller than the general effect. Thus, any negative effect associated with ear-
marks on USDA appropriations appear to be about a third smaller than the
overall effect of congressional earmarks. All of these results are robust to the
inclusion of our coarsefield of science controlsin our regressions (not shown).

44, Asmentioned earlier, werecogni ze that high earmark activity might dilute support for larger
NIH and NSF budgets. But our regressions cannot test for such effects.
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Robustness Checks

Our regressions include a good many control variables, and we have taken
considerable carein how we construct them. We have also been careful in how
we define our metro areas to minimize issues associated with measurement
error or the potential endogeneity of city size. Nevertheless, it is still possible
that our techniques have introduced both errors of omission and commission.
This section summarizes anumber of additional analyseswe used to assessthe
robustness of our results. In particular, we explore an aternative measure of
job density, an additional check for potential omitted variablebias, and aninstru-
mental variables (V) estimation to address any remaining concerns about
potential endogeneity bias, and we explicitly test for spatial dependence.

The Density of Knowledge Workers

To this point, our measures of employment density reflect the entire work-
force of the MA. Very few of those jobs, however, are directly involved in the
process of inventing new products or processes. So it is reasonable to ask
whether it would be better to focus instead on a measure of occupations con-
sisting of the knowledge workers in an MA. To do that, we reestimate our
regressions using ameasure of job density that counts only scientists and engi-
neersliving in the urbanized areain 1990.%° The results are reported in table 9.

The overall patterns are similar, but there are also many differences in the
estimated coefficients. In the first column, using unweighted patents as the
dependent variable, the elasticity with respect to scientistsand engineers (S& E)
density is0.20, just abit lower than that reported for overall job density intable
2 (0.22). But the elasticity is higher (0.26) when we adjust for the quality of
inventions. We find some evidence of eventually diminishing returnsto S& E
density, but the increasing returns would be exhausted at levels so high that
they are not observed in our dataset.

Once again we find evidence of eventually diminishing returnsto scale. In
the first column, the coefficients (where the dependent variable is patents per
capita) imply that these returns are exhausted for a city with about 340,000
jobs, or apopulation of about 515,000. Thisis somewhat smaller than the opti-
mal size reported for unweighted patents in table 3. The coefficients in the
second column (where the dependent variabl e is citation-weighted patents per
capita) imply an optimal city size of about 710,000, or a population of about
1.1 million. Thisisroughly the same size as reported in table 2.

45. Thisvariableis constructed from census data. See Carlino, Chatterjee, and Hunt (2007) for
additional details.
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Table 9. Regressions Using Density of Scientists and Engineer s

Dependent variable (in logs)

Citation-weighted
Patents per 10,000 pop. patents per 10,000 pop.

Independent variable Coef.  Std. error Coef. Std. error
Scale, density, and local market structure

S&E job density, 19901 0.2025 (0.0705)***  0.2646 (0.0829)***
Employment (10,000), 1990t 0.3204 (0.1473)** 0.4337 (0.1684)**
Employment squaredt -0.0455 (0.0174)***  —0.0509 (0.0202)**
Establishments per employee, 19891 14616 (0.3312)***  1.2923 (0.3740)***

Local R&D inputs

College education (percent), 19901 0.8928 (0.1852)*** 0.9483 (0.2611)***
College enrollment / population, 1990 0.4926 (1.0969) 0.2147 (1.0739)
Academic R&D per student, 1987-89 0.0681 (0.0259)*** 0.0619 (0.0254)**
Federal lab R&D / federal civilian jobs, 1987-89  0.0043  (0.0018)** 0.0056 (0.0021)***
Private R&D labs/ establishements, 1989 0.2730 (0.0714)*** 0.3472 (0.0919)***
Observations 278 278

Adjusted R? 0.7973 0.8097

***Significant at 1 percent; **significant at 5 percent; *significant at 10 percent.

S&E = scientists and engineers; T = variablein logs.

a Except for the density variable, theregression isidentical to the one reported in table 2. The dependent variableincludesall patents
and patent citations over the years 1990 to 1999. Standard errors are corrected for heteroskedasticity.

After controlling for scientistsand engineers, theimplied elasticitieson local
human capital are a bit lower than what we report in table 4. In the regression
using unweighted patents, the el asticity at themeanisabout 0.89; using citation-
weighted patents, it isabout 0.95. The elasticities on private lab intensities fall
about 2 basis points. The elasticity associated with average establishment size
is aso a bit smaller than that reported in table 2: it is 1.46 in the regression
using unweighted patents and 1.29 in regressions using citation-weighted
patents.

Omitted Variable Bias

Given the many control variables included in our regressions, we are not
particularly concerned about this form of bias.*® But one way of soaking up
any potential remaining biasof thissortistoincludein our regressionsalagged
value of the dependent variable. For the unweighted dependent variable we

46. As noted earlier, aRamsey RESET test on our main specifications does not reject the null
of no omitted variables.
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Table 10. Main Regressions, with L agged Dependent Variable?

Dependent variable (in logs)

Citation-weighted
Patents per 10,000 pop. patents per 10,000 pop.

Independent variable Coef.  Std. error Coef. Std. error
Scale, density, and local market structure

Job density, 19901 0.1370  (0.0653)** 0.1856 (0.1005)*
Employment (10,000), 1990t 0.1430 (0.0950) 0.4113 (0.1237)***
Employment squaredt -0.0253 (0.0114)**  —0.0469 (0.0159)***
Establishments per employee, 1989t 0.1075 (0.2272) 0.5408 (0.3145)*

Local R&D Inputs

College education (percent), 19901 0.4692 (0.1173)*** 0.7707 (0.1510)***
College enrollment / population, 1990 -0.1786 (0.7388) -0.6548 (0.8651)
Academic R&D per student, 1987-89 0.0432 (0.0161)*** 0.0400 (0.0184)**
Federal lab R&D / federal civilian jobs, 1987-89  0.0035 (0.0013)*** 0.0058 (0.0019)***
Private R&D labs/ establishements, 1989 0.0378 (0.0558) 0.2318 (0.0735)***
Other

Patent intensity, 1980st # 0.6877 (0.0527)*** 0.3869 (0.0667)***
Constant —7.5713 (2.2655)***  -8.3142 (3.4159)**
Observations 280 254

Adjusted R? 0.8889 0.8582

***Significant at 1 percent; **significant at 5 percent; *significant at 10 percent.

T=variableinlogs; # = the average of patents per 10,000 population from 1985 to 1989 or citation-weighted patents per 10,000 pop-
ulation from 1980 to 1989.

a Regressions areidentical to those reported in table 2, except for the addition of the lagged dependent variable. The dependent vari-
ableincludes all patents and patent citations over the years 1990 to 1999. Standard errors are corrected for heteroskedasticity.

include (in logs) the average rate of patenting per 10,000 of population for the
years 1985-89. For our quality-adjusted dependent variable weinclude (again
in logs) the average rate of citation-weighted patents granted over the years
1980-89. Results are reported in table 10.

The inclusion of lagged values of the dependent variable has the expected
effect of reducing the coefficients on both our scale and density variables. In
the unweighted patent regressions, the coefficients on one of our scale vari-
ables is no longer statistically significant. The coefficients on our density
variablesare reduced by 4 to 8 basis points. Our other variables of interest con-
tinue to be statistically significant, although the size of the coefficients is
typically lower. In general, there appears to be less of an effect on the coeffi-
cients when we use citations to adjust for the quality of patents. We conclude,
according to this harsh test, that potential omitted variable bias does not seem
to explain our results.
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Potential Endogeneity

We now consider the possibility that the MA employment, MA employment
density, and the share of the population with a college degree are endogenous
variables. Recall that our main specification relieson lagged values of theinde-
pendent variables, and evenlagged (and fixed) definitions of metropolitan areas,
to minimize this possibility. Nevertheless, the concern remains.

As noted by Combes and others (2008), since Ciccone and Hall (1996) at
least, it is standard practice to use long lags of population density (and popu-
lation scale) as instruments for employment density (and employment size).
We also use lags of the share of the population with a college degree as an
instrument for the share of the MA population with a college degree. A good
instrument must be correl ated with the endogenous explanatory variable (instru-
ment rel evance), and theinstruments must be contemporaneously uncorrelated
with the residuals (instrument exogeneity).

As pointed out by Combes and others (2008), it is highly likely that spatial
distribution of population, employment, and college share will exhibit persist-
encethrough time (instrument relevance), but that |ocal determinantsof current
innovative activity will differ from those of the distant past (instrument exo-
geneity). Thesquare of thelog of MA job density in 1970 and adummy variable
for the significant presence of hills and mountains are used as instruments for
MA employment density. Similarly, the 1940 population of the MA (in logs),
and miles of planned highwaysin 1947 (in logs), and the square of those terms
are used as instruments for MA employment size (and the square of employ-
ment size). The share of the 1940 population with a college degree is used as
an instrument for human capital.

Table 11a shows the results of avariety of regressions when we instrument
for MA employment density. Column 1 in the table reportstheresults of an 1V
estimation of the log of patents per capita on the log on employment density
when no other endogenous or exogenous regressors (except for regional fixed
effects) are included in the regression. Column 2 in the table shows the find-
ingswhen the other exogenousvariablesare added tothelV regression, whereas
column 3 gives the results when the other (potentially) endogenous variables
are added to the IV estimation aswell. The last three columns of table 11aare
identical to the first three columns of the table, except the log of citation-
weighted patents per capitareplacesthelog of patents per capitaasthe dependent
variable.

As table 11a shows, the first-stage F statistics for our potentially endoge-
nous regressors are well above the rule of thumb (F statistic of at least 10) for
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strong instruments suggested by Staiger and Stock (1997).4” Table 11areports
the results on the log of employment density from the second-stage IV regres-
sions. Note that we lose more than 50 observations because of the lack of
historical datafor our instruments.

The estimated coefficients on our employment density variable are some-
what larger than those reported in table 2 and remain statistically significant.
Of course, if our instruments are al so endogenous, our parameter estimates may
still be biased. Since we have more instrumental variables than endogenous
regressors, we use the Hansen Jtest to verify that the instruments are uncorre-
lated with the error term. The p values from those tests are well above 0.30.
Theendogeneity testsdo not reject the null hypothesis of equality of our instru-
mented coefficientsinthe OL S (ordinary least squares) and IV regressions (the
p values are 0.13 or greater in every instance) indicating that OL S estimations
are unbiased and more efficient than the IV estimations.

The results reported in table 11b are similar to those reported in table 11a,
except that we now instrument for MA employment size (and its square). The
first-stage F statistics indicate that our instruments are strong. The estimated
coefficients on our employment size variable are somewhat larger than those
reported in table 2 and are only statistically significant in two of the six speci-
fications.*® The coefficients on the square of MA employment variable are
significant in three of six specifications. Thisis not surprising given that the IV
estimates are typically less efficient than those of OLS. For the most part, the
tests for endogeneity bias for this variable do not indicate that the OL S coeffi-
cientsarebiased. Only inthemost parsimonious specificationisthenull rejected,
and in that case the results suggest our OL S coefficients are biased downward.

Finally, theresultsreported intable 11c are similar to those reported intable
11a, except that we now instrument for human capital. The first-stage F sta-
tisticsindicate that instruments are strong. The estimated coefficient onthelog
of share of the population with a college degree variable is positive and sig-
nificantin all cases. Sincetheregressionssummarized in thetablehaveasingle
instrument and asingleincluded endogenousregressor, the coefficientsreported
in table 11c are exactly identified, and the Hansen Jtest is not applicable.*

47. These statistics also exceed the critical values of the size test for weak instruments and the
small sample bias test for instrumental variables regressions in Stock and Yogo (2005). To con-
serveon space, wedo not present theresultsof thefirst-stageregressionsor the second-stageresults
for any variable other than the variable being instrumented for.

48. But the p values (not shown) for our scale variablesin the specificationsin columns 1 and
4 of thetable are 0.12 and 0.13, respectively.

49. Wealso conducted overidentificationtestsin IV regressions by including asecond instru-
ment (log of inches of annual rain fall), and we never rejected the null hypothesis of exogenous
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Table 11a. Instrumenting for Job Density (2SL S)?

Dependent variable (in logs)

Citation weighted
Patents per 10,000 pop. Patents per 10,000 pop.

1 2 3 4 5 6

Second stage
Job density, 19901 # 0.437 0.2900 0.2931 0.5477 0.3800  0.3603
(0.229)* (0.1379)*** (0.1091)*** (0.2861*) (0.1807**) (0.1426)**
Other exogenousvaridbles  No Yes Yes No Yes Yes
Other (potentialy) No No Yes No No Yes
endogenous variables
Overidentificationtest ~ 0.9651 0.8642 0.5003 0.5718 04636  0.6950

(p values)
Endogeneity test 0.2254 0.8470 0.3531 0.1282 05987  0.2456
(p values)
First stage
F statistic 51.06 61.53 62.75 51.06 61.53 62.75
Partial R? 0.4707 0.5347 0.5316 0.4707 05347 05316
Observations 224 224 224 224 224 224

***Significant at 1 percent; **significant at 5 percent; *significant at 10 percent.

2SLS = two-stage least squares; T = variable in logs; # = variable is instrumented with the square of metropolitan area job density
(inlogs) in 1970 and adummy variable for the significant presence of hills and mountains.

a Standard errors are corrected for heteroskedasticity.

The endogeneity tests reject the null hypothesis of equality of our instru-
mented coefficients in the OLS and 1V regressions (the p values are 0.08 or
smaller in every instance) indicating that OL S estimations are biased. How-
ever, a comparison of the results for the human capital variable in the OLS
regression (an elasticity of about unity) with those reported in table 11c (an
elasticity of at least 2) indicatesthat to the extent that thereis endogeneity bias,
the biasworks against the maintai ned hypothesi sthat high-skilled workers pos-
itively affect local innovative activity.

Spatial Dependence

Thereisavery high degree of spatial inequality in the distribution of patent
activity. Patenting tends to be highly concentrated in the metropolitan areas of
the northeast corridor, around the Research Triangle in North Carolina, and in
Cdlifornia s SiliconValley. Even though the coefficientson our regional dummy

instruments. However, the F statisticsin thefirst-stage regression including the other exogenous
variables are about 9.0. The coefficients are qualitatively similar to the ones reported in table
11c. Endogeneity tests consistently reject the null hypothesis of exogeneity for the human cap-
ital variable.
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Table 11b. | nstrumenting for Employment (2SL S)?

Dependent variable (in logs)

Citation-weighted
Patents per 10,000 pop. patents per 10,000 pop.

1 2 3 4 5 6

Second stage
Employment (10,000),  0.4382 0.4465 0.3057 0.4284 0.4798 0.3302
19901# (0.3377) (0.2166)**  (0.1970)  (0.4041) (0.2372)** (0.2206)
Employment squaredt# -0.0302  -0.0570 -00393 00931 -0.0527 -0.0339
(0.0445) (0.0262** (0.0239)* (0.0689) (0.0286)* (0.0267)

Other exogenousvariables  No Yes Yes No Yes Yes

Other (potentialy) No No Yes No No Yes
endogenous variables

Overidentification test 0.4840 0.2309 0.4750 0.4859 0.1020 0.2600
(p values)

Endogeneity test 0.0008 0.9757 0.8778 0.0000 0.5902 04740
(p values)

First stage®

F gatistic 222.78 192.87 185.75 222.78 192.87 185.75

286.87 214.93 212.72 286.87 21493 212.72
Patia R? 0.7695 0.7567 0.7567 0.7695 0.7567 0.7567

0.8209 0.8093 0.8096 0.8209 0.8093 0.8096

Observations 277 277 277 277 277 277

***Gignificant at 1 percent; **significant at 5 percent; *significant at 10 percent.

T = variablein logs; # = variable is instrumented with the log of metropolitan area population in 1940 and the log of planned highway
milesin 1947, and the square of those variables.

a Standard errors are corrected for heteroskedasticity.

b. Thefirst row of F statistics and partial R squared statistics refers to the first-stage regression for employment. The second row of those
statistics refers to the first-stage regression for the square of employment.

variables are typically insignificant, this clustering of innovative activity sug-
geststhere could be strong spatial dependence at amorelocalized level and, if
S0, it should be controlled for in our empirical analysis.

The conjecture, then, isthat patent intensity in one MA may be highly cor-
related with patent intensity in nearby MAs. The consequences of spatial
autocorrelation are the same asthose associated with serial correlation and het-
eroskedasticity: When the error termsacrossMASsin our sampleare correlated,
OL S estimation is unbiased but inefficient. However, if the spatial correlation
is due to the direct influence of neighboring MAs, OLS estimation is biased
and inefficient (Anselin 1990). The literature suggests two approachesto deal-
ing with spatia dependence. I nthefirst approach, spatial dependenceismodeled
asaspatial autoregressive processintheerror term. The second approach mod-
el sthe spatial dependencein patenting activity viaaspatially lagged dependent
variable.
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Table 11c. Instrumenting for Human Capital (2SL S)?
Dependent variable (in logs)

Citation-weighted
Patents per 10,000 pop. patents per 10,000 pop.

1 2 3 4 5 6

Second stage
College education 1.9758 2.3566 2.0177 25871 2.7188 21731
(percent), 19901# (0.2349)*** (0.7458)*** (0.7404)*** (0.2665)*** (0.8677)*** (0.8368)***

Other exogenous variables No Yes Yes No Yes Yes

Other (potentialy) No No Yes No No Yes
endogenous variables

Overidentification test — — — — — —
(p values)®

Endogeneity test 0.0049 0.0237 0.0777 0.0011 0.0142 0.0821
(p values)

First stage

F Statistic 186.95 1317 12.04 186.95 1317 12.04

Patid R? 04775 0.0728 0.0653 04775 0.0728 0.0653

Observations 279 279 279 279 279 279

***Gignificant at 1 percent; **significant at 5 percent; *significant at 10 percent.

— =not applicable; T = variablein logs; # = variable isinstrumented with the log of the share of the metropolitan area population with a
college degree in 1940.

a Standard errors are corrected for heteroskedasticity.

b. Overidentification tests, using the annual inches of rainfall (in logs) as a second instrument, do not reject the null hypothesis of instru-
ment exogeneity. With two instruments, the F statistic in the first stage regression in columns 3 and 6 fallsto just below 10. The second stage
results are similar to those reported here.

Following Anselin and Hudak (1992), we perform threetestsfor spatial auto-
correlated errors: Moran’s| test, the Lagrangemultiplier (LM) test, and arobust
Lagrange multiplier test (robust LM). We aso perform two tests for the spa-
tial lag model (LM test and robust LM test). The Moran’'s | test is normally
distributed, while the LM tests are distributed %2 with k and 1 degree of free-
dom, respectively.

We estimate each of the specifications previously reported in table 2 using
these varioustestsfor spatial dependence. The results are summarized in table
12. The null hypothesis of either a zero spatial error or zero spatial lag cannot
be rgjected in any specification (Moran's| test, the LM, or the robust LM test).
Thus, spatial dependence does not appear to be a concernin our regressions.

Conclusions

A number of potentially important policy implications seem to follow nat-
uraly from our results. What, if anything, should local policymakers do to
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Table 12. Testsfor Spatial Dependence?

Dependent variable (in logs)

Spatial error Spatial lag
Citation- Citation-
weighted weighted
Patents per patents per Patents per patents per
Test (null hypothesis) 10,000 pop. 10,000 pop. 10,000 pop. 10,000 pop.
Moran's| (A = 0) 0.1583 0.2676 — —
Lagrange multiplier (A = 0) 0.2120 0.2698 — —
Robust Lagrange multiplier (A = 0) 0.6872 0.8940 — —
Lagrange multiplier (p = 0) — — 0.1889 0.2158
Robust Lagrange multiplier (p = 0) — — 0.5654 0.5644
N =280
— =not applicable.

a. P values are reported. Regressions use the specifications reported in table 2. The dependent variable includes all patents and patent
citations over the years 1990 to 1999. Moran's | is based on standardized z values that follow anormal distribution. The Lagrange mul-
tiplier tests are distributed x2 with critical levels 3.84 (p = 0.05).

stimulate local innovative activity? The answer depends, in part, on who ben-
efits from innovative activity. A metropolitan area might be highly innovative,
but if the benefits of this innovation largely occur in other regions, local poli-
cymakers might have too little incentive to support local innovative activity.
That would suggest a role for making policy at a national, rather than local
level. But this begs the question—what policy instruments are important and
who should decide how they should be used?

Whilethis paper does not consider the extent to which patenting stimulates
local growth, resultsfound in Carlino and Saiz (2008) areinstructive. Although
measuring the effect of patenting on local growth was not the main purpose of
that paper, the results do suggest that more patents obtained by local inventors
areassociated with morelocal job growth. Using the estimatesreportedintable
4 of that paper, if acity could doubleitsrate of patenting per capita, theincrease
inlocal employment over adecade would be 1.9 percentage points higher. This
is certainly an economically significant effect, but in itself, it does not tell us
about the magnitude of any growth induced in other areas.

Returning to the results in this paper, the most significant policy lever pol-
icymakers at any level of government should consider are ones that influence
the accumulation of human capital. It is by far the most important variablein
explaining the overall rate of inventive activity in cities, even after controlling
for other R&D inputs and other city characteristics. The estimated marginal
effectsof increasing local human capital are nearly an order of magnitudelarger
than almost any other variable in our analysis.
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A second important finding (al so reported in our earlier work) isan extremely
robust inverse relationship between a city’s patenting rate and the average size
of its business establishments. The implied elasticities are again quite large.
Unfortunately, the limitations of our data preclude us from speculating on the
exact channel that explains this relationship. Is it the static benefits of more
competitive local labor markets as suggested by Chinitz (1961) and Jacobs
(1969)? Or are weidentifying the effects of new business formation stimulated
by drastic innovations? This is a very important question for future research
and for policy design.

Third, we demonstrate that city size and job density are both empirically
relevant in explaining the inventive productivity of cities. The marginal effects
of density are of about the same magnitude as those for scale, or even larger.
Whilethese results are consi stent with theories about matching externalitiesin
labor markets (for example, Berliant, Reed, and Wang 2006; Hunt 2007), more
theoretical and empirical work is required before precise policy implication
can be suggested. And to identify the exact relationships at work, empirical
studies almost certainly must be done using panel data and quite likely at the
level of individual matches between workers and firms.

Nevertheless, labor markets do seem a very sensible focus for innovation
policy. It is not uncommon for researchers to point to characteristics of U.S.
labor marketsto explain why U.S. labor productivity growth has outpaced that
of many other devel oped countriesover thelast fifteen years. Part of those gains
inproductivity areamost certainly attributableto the devel opment of new prod-
ucts and services—in other words, to innovation. Yet discussions about
innovation policy are typically dominated by questions of how to allocate
scarce public resources to particular regions to stimulate R&D or foster clus-
ters. Such policiesmay prove complementary to, but arecertainly not substitutes
for, policies that encourage people to obtain education and for labor markets
to put those skills to their best use.

Fourth, we find evidence of increasing returns to scale in the local rate of
invention, but we also find that these returns are eventually exhausted. In our
earlier work, which relied on unweighted patent counts, we found that these
returns were exhausted at arelatively modest city size, roughly at the mean of
citiesin our data. In this paper, we find that adjusting for the quality of inven-
tions using citation weights more than doubles our estimate of the city size at
which increasing returns are exhausted. We suspect, however, that more pre-
cise and robust results can be obtained by working with panel rather than
cross-sectional data. Thisis an important topic for future research.
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Fifth, we continue to find that increases in local academic R& D generate a
modest incremental contribution to the local rate of invention. With only one
robust exception—computer science—wefind remarkably littlevariationinthe
contribution of academic R&D in different scientific fields to local patenting.
Anincreasein academic R&D inthat field generatesarelatively small increase
in the patenting rate. This is likely a historical artifact of the field's lack of
reliance on patents, but it stands in contrast to the very rapid growth in soft-
ware patenting that occurred in the 1990s.

Sixth, we find that there are significant variations in the marginal contribu-
tion of academic R& D to patenting rates depending on the source of itsfunding.
Interestingly, we find that “ other” sources are the most productive, while fed-
erally funded R& D istheleast productive, as measured by changesin thelocal
invention rate. Of course we expect that government-sponsored R& D is more
basic in character, perhaps several more steps removed from the creation of
new products or processes. But our more disaggregated results showed that
applied academic R& D funded by the federal government was no more pro-
ductive than was the basic R&D and might even be less productive. Clearly
thereisroom for further research on this question.

Finally, we are abletoidentify amodest negative effect associated with con-
gressional earmarks of federal funds for academic R&D. To our knowledge,
thisisthefirst finding of an effect of these earmarks on research productivity
as measured by the local rate of invention. This result is somewhat surprising
since we could verify that the most important sources of academic R&D allo-
cated viapeer review (NIH and NSF) were largely immune to these earmarks
during the period we studied. In other words, it appearsthat, for the most part,
the earmarks represented a net addition of R& D funds, rather than arealloca
tion of funds. Nevertheless, our findings would be consistent with aless direct
channel—the possibility that researchers are distracted from more productive
activities. That would be consistent with the results for the quantity and qual-
ity of research publications reported in Payne (2002).
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Appendix
TableA-1. Descriptive Statistics
Mean  Std. Dev. Min. Max.
Patent variables
Total patents 1990-99 1,907 4,638 7 42,702
Patents per 10,000 pop., 1990-99 2.06 211 0.07 17.14
Patents per 10,000 pop., 1985-89 2.76 2.23 0.16 15.65
Citations for patents granted, 1990-99 2,346 6,219 6 57,309
Citations per 10,000 pop, 1990-99 2.27 2.65 0.05 25.16
Citations per 10,000 pop., 1980-89 1.65 1.70 0 13.57

Scale, density, and market structure

Payroll employment, 1989

392,480 862,483 37,375 9,665,015

UA land area 1990 census, sg. mi. 211 333 15 3,015
MSA employment / UA land area, 1990 1,728 689 408 5,021
Scientists and engineers/ UA land area, 1990 26.15 21.57 117 195.04
Establishments per 100,000 workers, 1989 4,425 598 2,667 6,365
Local universities
Full-time college enrollment, 1987-89 63,254 116,475 0 1,330,349
College enroliment / pop., 1987-89 (percent) 6.8 5.6 0 35.7
NRC faculty rating: S& E, 1983 3.75 8.78 0.00 84.60
Local R&D inputs
Pop. with college degree, 1990 (percent) 195 6.2 8.1 454
Total acad. R&D / 1,000 enrollment, 1987-89 0.99 158 0 11.01
Fed. lab R&D ($1,000) / fed. civ. job, 1987-89  1.40 10.81 0 161.39
Private R& D labs per 1,000 estabs., 1987 0.30 0.39 0 271
Historical mix of industries
Manufacturing employment, 1989 (percent) 14.9 74 18 46.1
Services employmt., 1989 (percent) 25.8 4.2 9.8 44.8
Construction employmt., 1989 (percent) 54 13 29 11
Transportation employmt., 1989 (percent) 44 15 16 11.9
Wholesale employmt., 1989 (percent) 43 14 0.7 9.2
Retail employmt., 1989 (percent) 17.7 19 12 24.8
FIRE employmt., 1989 (percent) 6.7 2 2.7 16.7
Local govt. employmt., 1989 (percent) 11.7 4.7 44 345
Federal civilian employmt., 1989 (percent) 2.3 24 0.3 20.8
Historical mix of technology
High-tech patents, 198089 (percent) 18.8 195 0 88.9
Chemicals patents, 198089 (percent) 171 12.8 0 76.1
Computer patents, 1980-89 (percent) 5.7 6.5 0 48.2
Medical patents, 1980-89 (percent) 6.4 6.1 0 44.8
Electrical patents, 1980-89 (percent) 145 9.7 0 56.3
Mechanical patents, 198089 (percent) 24.9 10 5.6 62.4
Other controls
Working-age pop., 1990 (percent) 64.4 31 53.8 74.8
Employment growth, 198089 (percent) 20.5 155 258 7.7
Far West region dummy 0.13 0.33 0 1.00
Great Lakes region dummy 0.18 0.38 0 1.00
Mideast region dummy 0.12 0.32 0 1.00
New England region dummy 0.06 0.23 0 1.00
Plains region dummy 0.09 0.29 0 1.00
Southeast region dummy 0.28 0.45 0 1.00
Southwest region dummy 0.11 0.31 0 1.00
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Table A-1. Descriptive Statistics (continued)

Mean  Std. Dev. Min Max
Academic R&D, 1987-89
Percent R& D: all engineering 9 15.2 0 87.1
Pct R&D: all physical sciences 9.1 14.4 0 81
Pct R& D: math & computer science 4 115 0 100
Pct R&D: al life sciences 29.5 31.7 0 100
Pct R&D: all socia sciences 52 11.3 0 100
Pct R& D: aerospace engineering 0.6 3 0 354
Pct R&D: chemical engineering 0.8 2.8 0 28
Pct R& D: civil engineering 1 25 0 21.2
Pct R&D: electrical engineering 21 5.7 0 54.5
Pct R& D: mechanical engineering 13 33 0 29.8
Pct R&D: materials science and other 32 7.5 0 57
Pct R&D: astronomy 0.5 31 0 343
Pct R& D: chemistry 45 9 0 81
Pct R&D: physics 32 7.2 0 775
Pct R& D: other physical sciences 0.9 5.1 0 734
Pct R&D: all geosciences 5.2 10.8 0 85.9
Pct R& D: mathematics 0.9 19 0 15.6
Pct R& D: computer science 31 11 0 100
Pct R&D: agricultural science 4.1 11.9 0 100
Pct R&D: biology 12.9 17.3 0 100
Pct R&D: medicine 111 19.7 0 97.6
Pct R&D: other life sciences 14 5.2 0 67.9
Pct R& D: psychology 15 38 0 41.3
Pct R& D: economics 11 32 0 29.8
Pct R& D: polit. sci. and public admin. 0.9 6.3 0 100
Pct R& D: sociology 12 51 0 62.9
Pct R&D: other social sciences 19 6.6 0 62.8
Pct R& D: interdisciplinary and other science 14 4 0 36.8
Pct acad. R& D funded by industry 54 7.7 0 56.7
Pct acad. R& D funded by fed. govt. 344 31 0 100
Pct basic acad. R& D funded by fed. govt., 1987-90 24.2 23.2 0 76.7
Pct applied acad. R& D funded by fed. govt. 8.2 8.6 0 50.2
Pct acad. R& D funded by state and local govt. 6.4 11 0 62.8
Pct acad. R& D funded by university 13.2 16.1 0 95.8
Pct acad. R&D funded by other 5.2 9.6 0 93.6
Academic earmarks, 1987-89
Academic earmarks, 90 985,302 2,680,645 0 21,000,000
Acad. earmarks, 90 x 3/ 1,000 enrollment 0.043 0.147 0 1.660
DoD earmarks, 90 x 3/ 1,000 enrolImt. 0.004 0.044 0 0.714
DoE earmarks, 90 x 3/ 1,000 enrolImt. 0.007 0.038 0 0.324
GSA earmarks, 90 x 3/ 1,000 enrolImt. 0.003 0.028 0 0.276
NASA earmarks, 90 x 3/ 1,000 enrolImt. 0.008 0.103 0 1.660
USDA earmarks, 90 x 3/ 1,000 enrolImt. 0.014 0.059 0 0.541
Instruments
Jobs/ UA land area, 1970 1,900 900 600 9,000
UA land area, 1970 156 263 12 2,425
1940 MA population 163,778 581,281 0 8,128,177
Planned highway miles, 1947 19 18 0 143
Population with college degree, 1940 (percent) 4.9 18 15 12.9

FIRE = Fire, Insurance, and Real Estate; MA = metropolitan area; MSA = metropolitan statistical area; NRC = National Research
Council; UA = urbanized area.



Comments

Gilles Duranton: This paper is the second opus of Gerald Carlino and Robert
Hunt's pioneering research on agglomeration effects in patenting. Let me say
first that this paper goes much beyond revisiting the findings of Carlino, Chat-
terjee, and Hunt (2007). It does that for sure, but it does much more, including
looking at two new first-order issues. Arebetter patentsproduced in bigger cities?
Doesthe source of funding matter to explainlocal ratesof patenting? Inthisbrief
discussion, | will not be ableto do justiceto the very rich set of findings provided
by Carlino and Hunt. Instead, | will try to circumscribe my commentsto asmall
number of coreissues. Inwhat follows, | mainly discusstherelatively small opti-
mal city size for patenting, the fact that there appears to be a clear bell shapein
the propensity to patent asafunction of city size, and the result that the effect of
city size seems to be downward biased when the estimation is conducted with
ordinary least squares (OLS).

To understand the paper better, it is useful to focus on the following simple
model. A representative research lab in city i produces new innovations, which
are all patented, according to:

) yi = AH®

where A, is a city-specific parameter to be developed further below and h; is
research labor. We assume o < 1. Although it would be natural to interpret o as
an inverse measure of decreasing returns, it is more insightful to think of this
parameter as the share of local inputsin the production process. The production
function in equation 1 is drastically simple. It considers only one factor of pro-
duction, research labor, and aunique shifter to account for the effects of theloca
environment. For our purpose here, it is worth noting that other factors of pro-
duction aregoing to be either like research labor and seetheir priceincrease with
city size or, instead, like capital and have their price independent of city size. In
the latter case, we ignore them.
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Research labs maximize their profit:
@ T = Py —Wil;,

with respect to the amount of research labor they hire and the location they
choose. We consider a natural two-step maximization process wherelocation is
chosen before research labor is hired. For smplicity, we also normalize p; = 1.
Thefirst-order condition with respect to research labor implies:

1
o (oA e
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Unsurprisingly, research inputs will be more intensively used and research
output will be greater in places with ahigh productivity shifter for research, A,
and low wages for research workers, w;. Unfortunately, the predictive power of
equation 3 is limited since we expect both A; and w; to increase with city size.
Asaresult, theevolution of h; andy; asafunction of city sizeisambiguous, and
further assumptions need to be made. A standard way to model the positive
agglomeration effects of city sizein the literature (Duranton and Puga 2004) is
to assume A; = A L€, where L; is the population (or employment) of city i and
€ > 0. An equally standard way to model urban costsis to assume that workers
all consume one unit of land and need to commute to a central business district
towork. A city withalarger populationimpliesmoreresidential land being used
and workers having to commute on average from further away. More specifi-
cally, assuming that the city is linear, that commuting is paid in units of time,
that commuting speed is constant, and that land rent is redistributed to existing
residents, it is easy to show that the equilibrium disposable income of research
workersin city i isw;(1 —1L;), wheret is a parameter that governs commuting
costs. Workers are free to reside in the city or not. If they choose not to, they
can get a disposable income of w,, in the hinterland. It is then easy to show that
the spatial equilibrium is such that we have w; = wy/(1 —1L,).

Equation 3 and the above expressionsfor A, and w; can beinserted into equa-
tion 2 to yield profit-maximized profit as afunction of city size:

€ o

4) m = ZLF (1L o,

where Z is a constellation of parameters. ;" is obviously concavein L;. Teking
thefirst-order condition of equation 4 with respect to L;, the optimal city sizefor
researchis:
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The optimal research sizefor cities decreases with commuting costs. It also
increases with the intensity of agglomeration effects, €. With stronger agglom-
eration economies, it isindeed worthwhileto operatein alarger, and thus more
costly, city. Thistrade-off between commuting costsand theintensity of agglom-
eration effectsis very standard and has been routinely applied to all sorts of
economic activity in cities (again, see Duranton and Puga 2004 for a survey).
Optimal city size also decreases with a. Thisis because alarger o implies a
greater share for inputs whose costs are sensitive to city size.

Taken literally, this model predicts that all research activity should take
place in cities of population size given by equation 5. This prediction would
be counterfactual since patenting appears to take place in cities of all sizesin
the United States. This extreme and counterfactual result can be easily fixed
by assuming that the total profit of a firm has a stochastic component and is
actually given by:

(6) I =m0+,

where ; follows an appropriate iid (independent and identically distributed)
extremevaluedistribution. Inthat case, the share of research firmslocated in city
i islogistic and given by:

.
i

__e
3 e

wherethe summation at the denominator takes place acrossall cities. Thiswould
then predict a single-peaked distribution of research across city sizes taking a
maximum for L;".

Before going further into the interpretation of the results, | note that there
is an ambiguity with respect to what the paper does. Carlino and Hunt do not
estimate L;", the optimal size for research, but instead consider as dependent
variable the size that maximizes the research output relative to size. That is,
they work with y,/L;. Simple algebra shows that the size that maximizes this
quantity in equilibriumis:

o (2-0)e-(1-0)
® . t[1+(2-a)e-(1-a)]

P.

()
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Regressing patent per capita on population size and various powers of it (and
absent the identification issues mentioned below) would lead to an estimate of
L not L;". Note that L;"" < L;". Whether introducing further controls for other
research inputs actually leads Carlino and Hunt to estimate L;" is not entirely
clear. Inany case, thisissue might beamoot point because ;™" convergestoward
L;" asa convergesto 1. Let me proceed asif Carlino and Hunt really estimateL;".

The main finding of Carlino and Hunt isthat L;" isrelatively small regard-
less of whether they use a raw or a citation-weighted patent count. Since ©
arguably applies to workers in research as well as workers in other forms of
economic activity, the explanation must come from either o or €. For research,
we expect the share of revenue o that goes toward paying research labor to be
large, possibly close to unity. However, thisis also arguably the case for many
other service activities like finance or advertising that seem to locate in bigger
cities. Hence, | expect € to do most of the work here. The relatively small opti-
mal city size for research makesit hard to avoid the fact that the effects of city
Size on research are not large.

Thisisinteresting because previous literature has focused on the other side
of the relationship and looked at the effects of research on economic activity
incities. It iscommonly believed that these effects are relatively large. All this
suggests that research has large benefits for its local environment whereas it
only gains modestly from it. If confirmed, this asymmetry would point to an
interesting inefficiency. The privately optimal location for research is in
medium-sized citieswhereasitssocially optimal location might beinvery large
cities. This conjecture deserves some serious scrutiny.

The second interesting result of Carlino and Hunt isthat the bell-shaped dis-
tribution of research predicted by equation 7 is readily apparent in the data.
Previous work on agglomeration economies for other sectors does not empha-
size such bell shapes (see Rosenthal and Strange 2004, for a survey). Aside
from Black and Henderson (2003) who show atendency for sectorsto cluster
in cities of broadly similar size, the evidence is far from overwhelming. The
existence of aclear pattern of acity size that maximizes some measure of effi-
ciency for research and not for other sectors of economic activity is thus
interesting. Especially becausethe model above could easily be adapted to other
forms of economic activity. Hence, the problem is not with the fact that there
issuch apattern for research; it is expected. The problem is more with the fact
that the evidencefor other sectorsisso tenuous. Two conjectures can be offered
here. The first is that for many activities, optimal city sizeislarger than what
itisfor research. With few very large cities, abell-shaped pattern such as what
Carlino and Hunt exhibit for research may become hard to detect in those activ-



114 Brookings-Wharton Papers on Urban Affairs: 2009

ities. The second is that many sectors tend to spread across cities of all sizes
because there is a significant local demand and their output is costly to ship.
Relative to other forms of economic activity, research might be somewhat
unique in that its output, patents, can be shipped at no cost. Yet, the literature
on patenting argues that this may not be entirely true since patents are not self-
contained and require human interaction for some learning to take place. This
is correct, but the geographical bias evidenced by this literature is small (and
thisis discussed by Carlino and Hunt).

The third finding of Carlino and Hunt is that optimal city size for research
is biased downward when using simple OLS. This type of finding can always
be dismissed on the ground that the instruments used to show this are inap-
propriate. Thisistheusual caveat about instrumental variables(1V): thevalidity
of instruments is in the eye of the beholder. However, this downward bias
occursfor different sets of plausibleinstruments. Figure 1 in Carlino and Hunt
isalso very interesting. In the ranking of patenting cities, San Jose, California,
is unsurprisingly at the very top. Interestingly, the other good patenters are
Rochester, New York; Trenton, New Jersey; Detroit; Cleveland; and Buffalo,
al inthetop quartile. These cities are also at the bottom of the league for pop-
ulation growth over thelast several decades. Hence, both IV and circumstantial
evidence lead me to take this finding of a downward bias seriously for now. A
downward bias implies that there is a negative feedback in the relationship
between city size or density and patenting.

Such negative feedback is somewhat surprising since one would expect
instead a positive feedback. Economic dynamism in a city can trigger both a
high level of patenting and population growth, a form of positive feedback.
Alternatively, successful patentscan bring new economic activity, another form
of positive feedback. Thus, a city with lots of patenting activity can naturally
be expected to enjoy faster population growth and become larger, not the oppo-
site. A distinct possibility is that successful patents need not be implemented
locally. This could explain the absence of positive feedback but not a negative
one. To explain this negative feedback, two conjectures are worth contempl at-
ing. Thefirst isthat research in a sector locates with economic activity that is
related to it. New innovations might then be implemented elsewhere and thus
take away economic activity. Duchess County, New York, is a possible exam-
ple. A lot of the successful research on computers by IBM there might have
allowed new generations of computers to be produced in Southeast Asiaor in
Mexico and led to the demise of IT employment in this suburb of New York.
A second possihility isthat successful innovationsincrease productivity but do
not lead to proportional increasesin sales. As aresult local employment con-
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tracts. Research in many manufacturing cities may have been incredibly suc-
cessful at raising productivity. However, thistook place without much increase
in demand. Hence, successful research may have led to the demise of produc-
tion activities in those cities.

The interesting conjectures that arise from the paper will, 1 hope, receive
some serious attention in the years to come.

BruceA. Weinberg: At least since Romer (1990), economists have focused on
therole of knowledge and knowledge production in economic growth. Thereis
increasing evidence of a causal link between conditions believed to be impor-
tant for knowledge production (such as population, human capital stocks, and
the presence of educational and research ingtitutions) on the one hand and knowl-
edge production and local economic performance on the other. There is less
evidence about the factors that matter for knowledge production and economic
performance.

Gerald Carlino and Robert Hunt's piece is an ambitious study of two poten-
tially important determinants of knowledge production in cities—the size and
density of metropolitan areas and research and development performed by
universities—and their impact on patents. | think it is useful to look at these
two factors separately, and | will focus on the latter but will loop back to the
former. One reason for focusing on research and devel opment spending isthat
funding policies, which are controlled by the government to alarge extent, are
considerably easier to manipulate than population flows.

Carlino and Hunt's study of university-based research and development is
particularly timely. Universitiesare believed to be animportant source of knowl-
edge production, are increasingly justifying public support by pointing to the
economic benefits of the knowledge and studentsthey produce, and areincreas-
ingly being looked to for these benefits. Carlino and Hunt's pieceisavaluable
contribution to our understanding of therole of universitiesin knowledge pro-
duction and their local communities.

Carlino and Hunt contribute to our understanding of theseimportant, policy-
relevant questions in a number of ways. First, asis well known, measures of
inventive activity based solely on counts of patents granted are, at least in prin-
ciple, problematic because patentsvary considerably inimportance. To address
this concern, Carlino and Hunt weight patents by the number of citations they
receive. Although using citation-weighted patents does not change most of their
resultsdramatically, itisanimportant validation of theresultsand isitself inter-
esting insofar asit indicates that the placeswhere alot of innovations arise are
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similar (at least in terms of their characteristics) to the ones where important
innovations arise.

Carlino and Hunt also break down research and development along a num-
ber of interesting dimensions. They consider the source of funding, the fields
in which it is done, and whether it is basic or applied. They aso ook at con-
gressional earmarks for research and development.

Their results are interesting and provocative. For instance, it is reassuring
that academic research and devel opment contributes to knowledge production.
At the sametime, Carlino and Hunt find that the popul ation at which per capita
patents are maximized is 720,000. | find this result surprising. It isinteresting
that the popul ation at which citation-weighted per capita patentsare maximized
is 1.8 million, which squares better with my intuition.

In thinking about the estimates, it is worth thinking about the correct level
of aggregation, and this theme will run through many of my comments. The
paper focuses on metropolitan areas, but it is also worth thinking about what
knowledge production locally can tell us about knowledge production at the
individua level. Similarly, it isworth thinking about what knowledge produc-
tion locally can tell us about knowledge production globally.

From the Individual tothe Local L evel

It is worth starting by thinking about the proper level at which to estimate
the models, whether it is at the individual (or individual research group) level
or the level of the local area. In the most simple model, in which there are no
spillovers across individual s, a factor that increases innovation at the individ-
ual level by a certain amount increases local innovation by the same amount.
If there are spillovers, activity by one person impacts others, and local knowl-
edge output isgreater than what theindividual sinvolved would produceif they
were acting in isolation.

Although it isinteresting to know how activity isrelated to innovation, it is
particularly important to know whether such spillovers are present. The pres-
ence of spilloversis naturally of interest for urban and regional economists.
More generally, if spillovers operate, then decentralized decisionmaking will
be suboptimal. Although the results on city size suggest external effects, it is
not clear whether the estimated effects of university research and devel opment
on patenting reflect the effect at an individual level or whether there are
spillovers.
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From the Local to the Global Level

It is natura to think about the effect of universities on their local commu-
nities. Indeed, for some purposes it is the important question—Ilocal
governments want to know how their support translates into benefits in their
communities. Benefits received by neighboring or distant jurisdictions are
external. At the same time, the regional, national, or globa benefits may be
quite large relative to the local benefits. While tacit knowledge may be more
likely to be transmitted locally (Zucker, Darby, and Brewer 1998; Weinberg
2008), one feature of knowledge is that once it is reasonably well developed,
it travels quite cheaply and quitefar. It isbelievable that one of the reasons that
the benefits do not continue to increase with size is because as populations
increase, more of the benefits accrue to neighboring areas, and this factor may
help understand some of the authors’ results.

It is also possible that estimates of local knowledge production, especially
asmeasured by patenting, overstate the wider benefits. Specifically, patentsare
allocated on the basis of a first-across-the-line criterion. It is also believable
that the factorsthat increase patenting in one areaincrease patenting in part by
“stedling” patentsfromareasthat might not have been far behind. Inthe extreme,
innovation may be almost entirely deterministic with avery small endogenous
component, and yet local factors could have a large effect on local patenting
by speeding up patenting in one area marginally relative to other areas. In this
way, the estimates could be interesting from the perspective of alocal author-
ity but have little global significance.

Types of Research

Having laid out these two aspects of aggregation, the rest of my comments
will discuss specific aspects of Carlino and Hunt's interesting piece. A nice
aspect of their work is that it breaks down research and development along a
number of valuable dimensions. It considers the source of funding, the fields
inwhichitisdone, and whether itisbasic or applied. These findings are inter-
esting and not entirely expected. For instance, Carlino and Hunt find that
federally funded research and development is associated with fewer patents
relative to the number of patents from research funded by other sources. One's
initial reaction isthat this might be due to agreater emphasis on basic research
among federal funding agencies. Carlino and Hunt are able to address this pos-
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sibility using their data, and when they do, the puzzle only deepens—it isfed-
erally funded applied research that is associated with fewer patents!

The answer to this puzzle is not immediately obvious, and | will weigh in
with one possibility. The federal government has an incentive to focus on
research that benefits the entire country, while state and local funders have an
incentive to fund research that haslocal benefits (and it is plausible that indus-
trial funderswould focuson local universities). One explanation for the weaker
effects of federally funded research and development is that federal funding
agencies focus on projects that have national benefits, even if they have rela-
tively small local benefits, while local funders focus on local benefits. Thus,
federal projects may have benefitsthat are aslarge or larger than those of local
projects, but those benefits accrue to the nation as awhole rather than to local
areas and are missed in Carlino and Hunt’s analysis.

Carlinoand Hunt also look at congressional earmarksfor research and devel -
opment. Here the results are in keeping with one's intuition—funds all ocated
through earmarks are associated with fewer patents compared with the num-
ber of patents associated with other research funds. It is not clear, however,
whether this indicates that research and development funded by earmarks is
lessproductiveat theindividual level or whether it generatessmaller spillovers.

Size, Density, and Patents

As indicated, Carlino and Hunt study how the size and density of metro-
politan areas are associated with industrial innovation in addition to
university-based research and development. Both sets of questions are inter-
esting and they are interrelated.

The main issue is how the relationship between research and devel opment
varies with the size of acity. As cities become larger they are likely to include
awider range of activities. Thus, the same amount of research and devel op-
ment must be split among awider range of activities. This might also explain
the declining benefits of research and devel opment.

Field of Research

Carlino and Hunt are to be commended for breaking down research and devel-
opmentinto component fields. Here, their resultsare somewhat anomal ous. Computer
science appears to be the worgt field for innovation, while sociology isthe best.
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More important, it is possible to break the patents into classes of technol-
ogy, and | encourage the authorsto probe such estimatesfurther in futurework.
At asubstantivelevel, it would beinteresting to seeif research in afield is par-
ticularly associated with patentsin that field. In thisway, it would be possible
to construct an input-output matrix showing which fields patents draw on. This
might also do something to address concerns with causality, which | will turn
to next, insofar as one could check that research and development in afieldis
related to patentsin the “right” fields.

Additional Thoughts

Carlino and Hunt are aware that there are causality issueswith the analysis.
To address causality concerns in their population and density estimates, they
useinstrumentsfor employment and job densities based on lags of job density,
education, and population, aswell as miles of planned highways. The authors
also do not address concerns with endogeneity in their research and devel op-
ment variables. | think that this component of the project is one of the most
important, and | encourage them to think about instrumental variables strate-
giesfor addressing endogeneity in research and devel opment in their framework.

One way in which academic institutions would affect innovation locally
would be through their effect on the education of the population. The reported
estimates control for the education of the population, giving the partial rela-
tionship between academic research and development and innovation while
holding constant the education of the population. In private communication,
the authors have indicated that estimates that do not control for the education
distribution of the population are not substantially higher. Thisresult isinter-
estinginthat it indicatesthat the primary effect of universities does not operate
through the education of the population. Of course, highly educated workers
are highly mobile, weakening thelink between the presence of universitiesand
the education of the local population (although Saha 2007 does find such a
link). Also, itisnot clear from these estimates whether there are spilloversfrom
education or whether the estimates simply reflect the individual-level rela-
tionship between education and innovation.

Put together, Carlino and Hunt's piece represents a val uabl e contribution to
our understanding of the factors that determine knowledge production locally.
The analysis of university activity is particularly valuable and timely and ripe
for additional work.



120 Brookings-Wharton Papers on Urban Affairs: 2009

References

Acs, Zoltan 2002. Innovation and the Growth of Cities. Cheltenham, United Kingdom:
Edward Elgar.

Agrawal, Ajay, and lain Cockburn. 2003. “ The Anchor Tenant Hypothesis: Exploring the
Role of Large, Local, R& D-Intensive Firmsin Regiona Innovation Systems.” Inter-
national Journal of Industrial Organization 21 (9): 1217-153.

Agrawad, Ajay, Devesh Kapur, and John McHale. 2008. “How Do Spatial and Socia Prox-
imity Influence Knowledge Flows? Evidence from Patent Data” Journal of Urban
Economics 64 (2): 258-69.

Andersson, Roland, John M. Quigley, and Mats Wilhelmsson. 2005. “Higher Education,
Localization and Innovation: Evidence from a Natural Experiment.” Working Paper
26. Stockholm: Centre of Excellence for Science and Innovation Studies.

Anselin, Luc. 1990. “Some Robust Approaches to Testing and Estimation in Spatial
Econometrics” Regional Science and Urban Economics 20 (2): 141-63.

Ansdlin, Luc, and Sheri Hudak. 1992. “Spatial Econometricsin Practice: A Review of
Software Options.” Regional Science and Urban Economics 22 (3): 509-36.

Anselin, Luc, AttilaVarga, and Zoltan Acs. 1997. “Local Geographic Spilloversbetween
University and High Technology Innovations.” Journal of Urban Economics 42 (3):
422-48.

Arzaghi, Mohammad, and J. Vernon Henderson. 2005. “ Networking off M adison Avenue”
Mimeo. Brown University.

Audretsch, David B., and Maryann P. Feldman. 1996. “R&D Spillovers and the Geog-
raphy of Innovation and Production.” American Economic Review 86 (3): 630-40.

. 2004. “Knowledge Spillovers and the Geography of Innovation.” In Handbook
of Regional and Urban Economics, val. 4: Cities and Geography, edited by J. V. Hen-
derson and J-F. Thisse, pp. 2713-739. Amsterdam: North-Holland.

Berliant, Marcus, Robert R. Reed |11, and Ping Wang. 2006. “Knowledge Exchange,
Matching, and Agglomeration.” Journal of Urban Economics 60 (1): 69-95.

Bessen, Jamesand Robert M. Hunt. 2007. “An Empirical Look at Software Patents.” Jour-
nal of Economics and Management Strategy 16 (1): 157-89.

Black, Duncan, and J. Vernon Henderson. 2003. “ Urban Evolutioninthe USA.” Journal
of Economic Geography 3 (4): 343-72.

Bureau of Economic Analysis. 1999. Regional Economic Information System (REIS).
Washington: U.S. Department of Commerce.

Carlino, Gerad A., Satygjit Chatterjee, and Robert M. Hunt. 2007. “Urban Density and
the Rate of Invention.” Journal of Urban Economics 61 (3): 389-419.

Carlino, Gerald A. and Robert M. Hunt. 2007. “Innovation across U.S. Industries: The
Effects of Local Economic Characteristics.” Working Paper 07-28. Federal Reserve
Bank of Philadelphia.

Carlino, Gerald A., and Albert Saiz. 2008. “ City Beautiful.” Working Paper 08-22. Fed-
eral Reserve Bank of Philadelphia.




Gerald Carlino and Robert Hunt 121

Ciccone, Antonio, and Rabert E. Hall. 1996. “ Productivity and the Density of Economic
Activity.” American Economic Review 86 (1): 54—70.

Chinitz, Benjamin. 1961. “ Contrastsin Agglomeration: New York and Pittsburgh.” Amer-
ican Economic Review 51 (2): 279-89, Papers and Proceedings of the Seventy-Third
Annua Meeting of the American Economic Association.

Cohen, Wesley M., Richard R. Nelson, and John P. Walsh. 2000. “ Protecting Their Intel-
lectual Assets: Appropriability Conditionsand Why U.S. Manufacturing Firms Patent
(or Not).” NBER Working Paper 7552. Cambridge, Mass.: National Bureau of Eco-
nomic Anaysis.

Combes, Pierre-Philippe, Gilles Duranton, Laurent Gobillon, and Sébastien Roux. 2008.
“ Estimating Agglomeration Economies with History, Geology, and Worker Effects.”
Discussion Paper 6728. London: Center for Economic Policy Research.

De Figueiredo, John M., and Brian S. Silverman. 2006. “Academic Earmarks and the
Returnsto Lobbying.” Journal of Law and Economics 49 (2): 597-625.

. 2007. “How Does the Government (Want to) Fund Science? Palitics, Lobbying
and Academic Earmarks” NBER Working Paper 13459. Cambridge, Mass.: National
Bureau of Economic Analysis.

Directory of American Research and Technology. 1988. 23rd ed. New York: R.R. Bowker.

Duranton, Giles, and Diego Puga. 2004. “Micro-Foundations of Urban Agglomeration
Economies”” InHandbook of Regional and Urban Economics, val. 4: Cities and Geog-
raphy, edited by J. V. Henderson and J.-F. Thisse, pp. 2063-117. Amsterdam:
North-Holland.

Eberts, Randall W., and Daniel P McMillen. 1999. “Agglomeration Economiesand Urban
PublicInfrastructure” In Handbook of Regional and Urban Economics, vol. 3: Applied
Urban Economics, edited by P. Cheshireand E. Mills, pp. 1455-495. New York: Else-
vier Science.

Feldman, Maryann P, and David. B. Audretsch. 1999. “Innovation in Cities: Science-
Based Diversity, Specialization and Localized Competition.” European Economic
Review 43 (2): 409-29.

Florida, Richard. 2002. The Rise of the Creative Class: And How It’s Transforming Work,
Leisure, Community and Everyday Life. New York: Basic Books.

Gambardella, Alfonso, Dietmar Harhoff, and Bart VVerspagen. 2008. “ The Val ue of Euro-
pean Patents.” Discussion Paper 6848. London: Center for Economic Policy Research.

Glaeser, Edward L. 1999. “Learning in Cities” Journal of Urban Economics 46 (2):
254-77.

Glaeser, Edward L., Heidi D. Kallal, Jose A. Scheinkman, and Andrel Shieifer. 1992.
“Growth in Cities” Journal of Political Economy 100 (6): 1126-152.

Griliches, Zvi. 1990. “Patent Statistics as Economic Indicators: A Survey.” Journal of
Economic Literature 28 (4): 1661—-707.

Hall, Bronwyn H., Adam B. Jaffe, and Manuel Trajtenberg. 2001. “The NBER Patent
Citations Data File: Lessons, Insights and Methodological Tools” NBER Working
Paper 8498. Cambridge, Mass.: National Bureau of Economic Analysis.




122 Brookings-Wharton Papers on Urban Affairs: 2009

. 2005. “Market Value and Patent Citations.” RAND Journal of Economics 36 (1):
16-38.

Harhoff, Dietmar, Francis Narin, F. M. Scherer, and Katrin Vopel. 1999. “Citation Fre-
quency and the Value of Patented Inventions.” Review of Economics and Statistics 81
(3): 511-15.

Harhoff, Dietmar, F. M. Scherer, and Katrin Vopel. 2003. “ Citations, Family Size, Oppo-
sition and the Value of Patent Rights.” Research Policy 32 (8): 1343-363.

Hegde, Deepak, and David C. Mowery. 2008. “Politics and Funding in the U.S. Public
Biomedical R&D System.” Science 322 (5909): 1797-798.

Heldey, Robert W., and William C. Strange. 2002. “Innovation and | nput Sharing.” Jour-
nal of Urban Economics 51 (1): 25-45.

.2004. “KnowledgeBarter in Cities” Journal of Urban Economics 56 (2): 327—45.

Hunt, Robert M. 2007. “Matching Externalitiesand I nventive Productivity.” Working Paper
07-7. Federa Reserve Bank of Philadelphia.

Jacobs, Jane. 1969. The Economy of Cities. New York: Vintage Books.

Jaffe, Adam B. 1989. “ Real Effects of Academic Research.” American Economic Review
79 (5): 957-70.

Jaffe, Adam B., Manuel Trgjtenberg, and Michael S. Fogarty. 2000. “ Knowledge Spillovers
and Patent Citations. Evidence from a Survey of Inventors” American Economic
Review 90 (2): 215-18, Papers and Proceedings of the Hundred Thirteenth Annual
Meeting of the American Economic Association.

Jaffe, Adam B., Manuel Trajtenberg, and RebeccaHenderson. 1993. “ Geographic Local -
ization of Knowledge SpilloversasEvidenced by Patent Citations.” Quarterly Journal
of Economics 108 (3): 577-98.

Jones, Lyle V., Gardner Lindzey, and Porter E. Coggeshall. 1982. An Assessment of
Research-Doctorate Programs in the United States: Engineering. Washington: National
Academies Press.

Law, Marc T., and Joseph M. Tonon. 2006. “ The Strange Budgetary Politics of Agricul-
tura Research Earmarks.” Public Budgeting & Finance 26 (3): 1-21.

Mervis, Jeffrey. 2008. “ Building a Scientific Legacy on aControversial Foundation.” Sci-
ence 321 (5888): 480-83.

Mills, Edward S., and Bruce W. Hamilton. 1994. Urban Economics. New York: Harper
Coallins College Publishers.

National Science Foundation (NSF). 2006. Federal Funds for Research and Develop-
ment: Fiscal Years 2003-05. NSF 06-313. Arlington, Virginia

O hUallachéin, Breandan. 1999. “ Patent Places: Size Matters”” Journal of Regional Sci-
ence 39 (4): 613-36.

Payne, Abigail A. 2002. Do US Congressional Earmarks Increase Research Output at
Universities?’ Science and Public Policy 29 (5): 314-30.

. 2006. “ Earmarks and EPSCoR: Shaping the Distribution, Quality, and Quantity

of University Research.” In Shaping Science and Technology Policy: The Next Gen-

eration of Research, edited by David Guston and Daniel Sarewitz. University of

Wisconsin Press.




Gerald Carlino and Robert Hunt 123

Romer, Paul M. 1990. “ Endogenous Technological Change.” Journal of Political Econ-
omy 98 (5): S71-S102.

Rosenthal, Stuart S. and William C. Strange. 2001. “The Determinants of Agglomera-
tion.” Journal of Urban Economics 50 (2): 191-229.

. 2004. “Evidence on the Nature and Sources of Agglomeration Economies.” In
Handbook of Urban and Regional Economics, val. 4: Cities and Geography, edited
by J. V. Henderson and J-F. Thisse, pp. 2119-171. Amsterdam: North-Holland.

Saha, SubhraB. 2007. “ Economic Effects of Colleges and Universities.” Working Paper.
Ohio State University.

Savage, James D. 1999. Funding Science in America: Congress, Universities, and the
Politics of Academic Pork Barrel. Cambridge University Press.

Sedgley, Norman, and Bruce Elmslie. 2004. “ The Geographic Concentration of Knowl-
edge: Scale, Agglomeration, and Congestion in Innovation across U.S. States”
International Regional Science Review 27 (2): 111-37.

Staiger, Douglasand JamesH. Stock. 1997. “ Instrumental Vari ablesRegressionwith Wesk
Instruments.” Econometrica 65 (3): 557-86.

Stock James H., and Motohiro Yogo. 2005. “ Testing for Weak Instrumentsin Linear 1V
Regression.” In Identification and Inference for Econometric Models: A Festschrift in
Honor of Thomas Rothenberg, edited by J. H. Stock and D. W. K. Andrews, pp.
80-108. Cambridge University Press.

Trajtenberg, Manuel. 1990. “A Penny for Your Quotes. Patent Citations and the Value of
Innovations” RAND Journal of Economics 21 (1): 172-87.

U.S. Census Bureau. 1991. “County Business Patterns, 1989.” U.S. Government Print-
ing Office.

. 1994. Geographic Areas Reference Manual (www.census.gov/geo/www/
garm.html).

Wehb, Colin, Héléne Dernis, Dietmar Harhoff, and Karin Hoidl. 2005. “Analyzing Euro-
pean and International Patent Citations: A Set of EPO Patent Database Building
Blocks.” OECD STI Working Paper2005/9. Paris. Organization for Economic Coop-
eration and Devel opment.

Whesler, Christopher H. 2001. “ Search, Sorting, and Urban Agglomeration.” Journal of
Labor Economics 19 (4): 879-99.

Weinberg, Bruce A. 2008. “ Scientific Revolutionaries: Geography, Vintage, and Partici-
pation in Scientific Revolutions.” Working Paper. Ohio State University.

Zucker, LynneG., Michael R. Darby, and Marilynn B. Brewer. 1998. “ Intellectual Human
Capita andtheBirth of U.S. Biotechnology Enterprises” American Economic Review
88 (1): 209-306.







ELEONORA PATACCHINI
University of Rome “La Sapienza™

YVES ZENOU
Stockholm University
Research Institute of Industrial Economics, IFN

Urban Sprawl in Europe

hanges in urban forms and development patterns are crucial to under-

standing the role of cities as engines of growth. Urban sprawl is usually
defined as the spreading of a city and its suburbs over rural land at the fringe
of an urban area. Urban planners emphasize the qualitative aspects of sprawl
such as the lack of transportation options and pedestrian-friendly neighbor-
hoods. Conservationists tend to focus on the actual amount of land that has
been urbanized by sprawl.

Although urban sprawl has been extensively studied in the United States
(see, for example, Brueckner 2000, 2001; Glaeser and Kahn 2001, 2004;
Nechyba and Walsh 2004), very few empirical studies have been undertaken
in Europe. Basic reasons for this lack of research are the conceptual divergences
in the U.S. and European geographical definitions of cities and the limitations
in the availability of actual data for Europe.

Urban sprawl is one of the most important types of land use changes cur-
rently affecting Europe. It increasingly creates major impacts on the
environment (via surface sealing, emissions by transport, and ecosystem frag-
mentation), on the social structure of an area (by segregation, lifestyle changes,
and neglect of urban centers), and on the economy (via distributed production,
land prices, and issues of scale). It is therefore crucial to understand it better.

During the second half of the twentieth century, urban sprawl has become
a mass phenomenon throughout the Western world. Although suburbanization
took also place in Europe during the postwar period, its dimensions were by
far less expansive than in the United States. In the 1950s, numerous European
countries were concerned about reshaping their cities. Besides, a lot of coun-
tries had been decimated by the war, and many large cities such as Berlin,

We are grateful to participants in the 2008 Brookings-Wharton Conference on Urban Affairs
and, in particular, to Jan Brueckner, Gary Burtless, Denis Epple, Vernon Henderson, and Janet
Rothenberg Pack for valuable and helpful comments.
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Vienna, Glasgow, and Birmingham were stagnating, or even lost population
(Bruegmann 2005). The postwar period in the United States, on the contrary,
was characterized by economic prosperity and a vast population growth (Burch-
field and others 2006). Within less than twenty years, the U.S. population
increased by 50 million people from 150 million in 1950 to 200 million in 1968
(Couch, Leontidou, and Arnstberg 2007). Some cities were even growing to a
faster degree. In the same period, the Los Angeles area more than doubled from
under 4 million to more than 8 million people. The Phoenix urbanized area
grew almost fourfold, the San Jose area more than fivefold. In Europe, there
was generally less growth in urban areas and therefore less pressure to develop
the countryside. Besides, urban expansion was usually highly regulated. Plan-
ners and other government officials were able to intervene in city development
more actively than their U.S. counterparts. In Paris, for example, large parts of
suburban settlements consisted of high-density houses that were directly built
by governmental bodies or were at least highly subsidized. This procedure was
not common in the United States, where the private-market, single-family home
was the norm.

As long as the American metaphor has not been replaced by a European one,
it will shape the perception of many Europeans. In fact, remarkably little
research has been done on the development of a “European” model (at least
from economists). As stated above, this is mainly due to the scarce availabil-
ity of data on indicators of urban performance such as urban amenities, housing,
job opportunities, skills, and economic structure that limit the research possi-
bilities in the European Union.

In this paper, we use a recently available dataset, the Urban Audit, which
claims that it contains information on more than 300 variables for 258 towns
and cities in the European Union’s fifteen member states and its twelve east-
ern European candidate countries, measured at three different points in time:
in 1991 (or in the period 1989-93), in 1996 (or in 1994-98), and in 2001 (or
in 1999-2003).1 Unfortunately, the effective information delivered is much more
limited. Its coverage is rather poor. For several countries, many indicators are
not provided, and missing values do not generally occur for the same cities
across variables (even though data coverage does improve over the course of
the decade). Nevertheless, collection of some evidence on urban differences is
possible, in indicators such as population size, density, economic conditions,
human capital, and amenities in the European context.

1. The Urban Audit is a rather new dataset from Eurostat, the statistical office of the European
Union. For information on this dataset, see (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).
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As will be discussed in the following section, there is no effective and stan-
dard definition of the concept of a city in Europe. We qualify the evidence
contained in this paper as evidence on urban sprawl in Europe. Such an analy-
sis, however, is by no means comparable with similar studies in the United
States, as this would require standardized definitions and data not yet available
in Europe. We use this terminology to document broad patterns of growth and
decline of European cities and their correlation with factors considered as the
main determinant of urban sprawls in the United States.

The plan of the paper is as follows. We will first discuss the differences
between the U.S. and European geographical definitions of cities, highlighting
the conceptual divergences and limitations in the availability of data for Europe
(next section). Next, in the third section, we review the main theoretical mech-
anisms that cause urban sprawl, for the United States and for Europe. The fourth
section presents some descriptive evidence on urban growth and decline in
Europe. It also contains some simple regressions documenting correlations
between the changes in population density and in variables typically advocated
by the theory as the main determinants of urban sprawl. We continue our analy-
sis in the fifth section with an investigation on the different characteristics of
European cities using a principal component analysis. This exercise is based
on the more comprehensive information provided by the Urban Audit for 2001.
The final section concludes.

Comparing the European and U.S. City Definitions

Over the last few decades, a large number of comparable data on U.S. met-
ropolitan areas have been produced. The U.S. metropolitan areas approach
identifies a set of counties, known as central counties, that form an urbanized
central “core,” defined on the basis of population. A wider geographical entity
is then defined as the core plus its connected urban areas, known as outlying
counties. An outlying county is such that 25 percent of its employed workforce
commutes into the central counties or 25 percent of the people that work in
such an outlying county travel into it from the core or that both situations are
occurring.

Conceptually the Urban Audit approach as conducted by Eurostat is simi-
lar to that of the U.S. metropolitan areas approach, but in practice there are
fundamental differences on what a core and connected areas are. In the United
States, the core is functionally defined by its level of population settlement; the
European system, however, does not have an equivalent. The basic unit is the
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administrative city, which approximately corresponds to the U.S. incorporated
place. The Urban Audit also defines a larger urban zone (LUZ) as the func-
tional urban region containing one (or more) administrative cities, which, in
principle, should correspond to the U.S. functional urban region (FUR). How-
ever, the rules of whether to include a region into a functional urban region are
different from those in the United States. First, such an inclusion is defined
only in terms of commuting into the administrative city (thus excluding out-
commuting). Second, commuting thresholds are not well specified, thereby
giving national statistical agencies considerable discretion in the data collec-
tion process. In addition, the actual rules used by the different countries are not
known, thus introducing serious concerns about data comparability.

Another fundamental difference between U.S. and European urban statis-
tics is that the U.S. metropolitan areas approach uniformly adopts the county
as the statistical building block. The European standard for the definition of
regions is called the Nomenclature of Territorial Units for Statistics (NUTS in
French). NUTS is a hierarchical classification system that is the basis for col-
lecting European regional statistics. The level of the largest regions is called
NUTS1 and contains a number of NUTS2 regions, which, in turn, contain
NUTS3 regions and so on down to NUTS5. Contrary to the system in the United
States, the NUTS system cannot readily be used to construct LUZ data on a
uniform basis because the data available for the different European countries
are at different NUTS levels. The Urban Audit approach is thus forced to use
a system mixing NUTS3, NUTS4, or NUTS5 areas as basic units for different
countries. This introduces further concerns about the use of LUZ data.

In the United States, defining and collecting data about cities is part of the
legal framework. The geographical definitions are established by federal law,
are available to the public, and are the basis for clear rule-governed methods for
calculated benchmarked statistics. The Urban Audit is not yet part of the legal
European statistical framework, and its methods are not all fully available.

Itis also important to observe that the U.S. definitions have changed over time
and continue to evolve, suggesting that the task of standardization requires a great
deal of work and time. When data collection on metropolitan areas began in the
late 1940s, its core or central place was a city defined by its administrative bound-
ary, as it is now in Europe. However, European cities are older, with longer
traditions and with more complex political histories relative to U.S. cities. While
U.S. economists now associate a city to a metropolitan area, the European econ-
omist still has in mind the political or administrative definition of the city.

The original aim of the Urban Audit project was to delineate cities accord-
ing to their functional boundaries (irrespective of administrative units) and to
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give information on the relation between the city and its hinterland as well as
oninner-city disparities. At the present time, however, only administrative units
have sufficient data. As a result, in this paper, we define a city to be the equiv-
alent of the core in the U.S. metropolitan area definition, on the basis of its
administrative boundaries. A variation over time of the land area occupied by
the city may thus reflect a redefinition of administrative units. Even though nei-
ther the rules nor the timing of such a process for the different European
countries are clear, changes in the socioeconomic characteristics of the urban
area are likely to be important, if not decisive, factors.

As clearly stated in the introduction, our investigation on urban sprawl in
Europe contained in the next sections is by no means comparable to similar
studies made in the United States, as this would require standardized defini-
tions and data not yet available in Europe. Rather, we use this terminology to
document broad patterns of growth and decline of core European cities and
their correlation with factors considered as the main determinant of urban
sprawl in the United States. Our conjecture is that such trends might also reflect
changes in city decentralization processes in the European context. These
issues, however, remain to be verified.

What Causes Urban Sprawl?

In the standard monocentric framework (Brueckner 1987; Fujita 1989; Zenou
2009), firms are all located in one location (the central business district, or CBD)
while individuals and workers have to decide where to reside between the CBD
and the city fringe. This creates a trade-off situation for workers between loca-
tions close to jobs where housing prices are high but commuting costs are low
and locations far away from the CBD when the reverse occurs. In this model,
urban sprawl is measured by population density or the city fringes or both, which
are both endogenous and depend on the (endogenous) housing size. A clear
implication of that model is that a reduction of commuting cost will cause urban
sprawl. As a result, access to cars, which reduces commuting costs, could be
a good predictor for urban sprawl. This line of research is strongly pushed by
Glaeser and Kahn (2004). Also, as income rises, families desire to live in larger
apartments or houses (if housing is a normal good) and will therefore reside at
the periphery of the city. Similarly, since income is correlated to employment,
a higher employment rate will also cause urban sprawl.?

2. For a formal analysis of the comparative statics results of the monocentric city model, see
Wheaton (1974); Brueckner (1987).
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The monocentric framework can be extended to incorporate racial segrega-
tion and crime. In the first case, black (or any other “visible” ethnic minority)
and white workers will locate in different areas of the city depending on the
assumptions of the model. If one considers the United States where ethnic
minorities tend to reside in the city center (see, for example, Rose-Ackerman
1975; Yinger 1976), then the higher the percentage of ethnic minorities in a
given area, the higher is urban sprawl. This is the result of the so-called white
flight process when whites move to the suburbs to avoid living with the ethnic
minority population. Thus, inner-city residents may wish to leave central cities
not because they seek to form or join a particular (more homogeneous) suburb
but rather to escape inner-city problems.

In a European monocentric-city model, in which ethnic minorities tend to
live in the suburbs, this relationship between the percentage of ethnic minori-
ties in a given city and urban sprawl will be negative (and not positive as in the
U.S. case) because whites will, on the contrary, move to the city center to avoid
living with ethnic minorities (see Selod and Zenou 2006, who analyze both the
U.S. and the European cases).

One can also incorporate crime in the monocentric framework (see Free-
man, Grogger, and Sonstelie 1996) with ethnic minorities (Verdier and Zenou
2004). The predictions will be the same and even more pronounced because
ethnic minorities are overrepresented in criminal activities. This will result again
in the “flight from blight,” meaning that high-income white residents leave the
central city in response to higher inner-city crime rates (but also lower quality
schools and general fiscal distress within the central business district).® For
example, Cullen and Levitt (1999) found that a 10 percent increase in crime
corresponds to a 1 percent decline in central city population.

Introducing nonmonocentric cities (see Ogawa and Fujita 1982; Fujita,
Thisse, and Zenou 1997; Henderson and Mitra 1999) will basically not change
these results, even if the labor market is explicitly introduced (as in Smith and
Zenou 1997; Coulson, Laing, and Wang 2001; Brueckner and Zenou 2003).
For example, in the duocentric model of Brueckner and Zenou (2003), blacks
tend mostly to reside close to the CBD because of housing discrimination, while
whites tend to reside in the suburbs.

To summarize, there are five main causes of urban sprawl:

3. From a theoretical viewpoint, the impact of local property taxes on urban sprawl has been
studied by Brueckner and Kim (2003) and Song and Zenou (2006) in a monocentric framework
and by Song and Zenou (2009) in a duocentric model.
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—Access to the automobile, by reducing commuting costs, allows individ-
uals and workers to commute further away from jobs and thus causes urban
sprawl.

—An increase in income induces families to live in larger housing and thus
causes urban sprawl because land is cheaper in the suburbs.

—An increase in the employment rate increases urban sprawl because
employment is positively correlated with income. Employment and income
should therefore lead to the same results.

—An increase in the percentage of ethnic minorities in cities leads to more
urban sprawl in the United States and less in Europe. Indeed, white families
dislike residing close to ethnic minorities and thus desire to live further away
from them. Since ethnic minorities mostly live in city centers in the United
States and in the suburbs in Europe, an increase in the percentage of ethnic
minorities will increase urban sprawl in the United States and reduce it in
Europe.

—Higher crime rates increase urban sprawl in the United States but decrease
itin Europe because white families move away from areas where crime is high.
These high-crime areas are located in city centers in the United States and in
the suburbs in Europe.

Observe that the first, second, and third cases lead to the same predictions
for U.S. and European cities, while the fourth and fifth cases yield different
predictions.

Evidence on Urban Sprawl in Europe

There are different ways of measuring urban sprawl (see, in particular, Gal-
ster and others 2001; Nechyba and Walsh 2004; Glaeser and Kahn 2004). The
standard definition of sprawl is the “tendency towards lower city densities as
city footprints expand” (Nechyba and Walsh 2004). Urban sprawl can take dif-
ferent forms. It may involve low-density residential developments. It can also
take the form of planned communities. In any case, a common way to docu-
ment the presence of urban sprawl over time is to look within urban areas at
the evolving relationship between suburbs and central cities. As discussed in
the previous section, the available LUZ data are limited, which prevents us from
performing such a direct analysis in the European context. Therefore, we will
adopt here a very narrow and limited view of urban sprawl. Indeed, we will
essentially measure urban sprawl by the variation over time of the total land
area and the population density of a given city. In the following sections, we
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exploit the Urban Audit dataset on the evolution of European cities, first to pre-
sent some descriptive statistics, then to document some correlations between
patterns of city growth and changes over time in specific variables, and finally
to use a principal component analysis on the data from 2001, which is the year
with the most extensive coverage.

Descriptive Statistics

We start by providing some simple evidence on the evolution of the cities
of the European Union. We characterize broad patterns of growth and decline
of European cities by using the following city-level indicators: “population,”
that is, the total population residing in a given city; “working-age population,”
that is, the total working-age population residing in a given city; “land area”
(or urban size), which is the total land area in a given city; “population den-
sity,” that is, the ratio of total resident population to total land area in a given
city; and “working-age population density,” the ratio of resident working-age
population to total land area in a given city.

The variables are expressed in growth rates between 1991 and 2001.* Table
1 collects some descriptive statistics.®

Table 1 shows that the average growth in population size of European cities
(around 0.34 percent) is much lower than that of U.S. cities (an average of 10
percent) during roughly the same period (Glaeser and Shapiro 2003). This is
probably due to the lower mobility of European workers and the still-limited
in-flows of non-EU citizens. This is also certainly due to the incredibly low
(and declining) birth rate in most European countries.® Indeed, when the
working-age population is considered instead of the total population then the
average growth is higher, although it remains below 2 percent during the period
1991-2001. Despite such a limited growth in population size, the average EU
city expanded in area size by about 7.5 percent during that period and decreased
its population density by roughly 2.6 percent.

4. Missing values for the year 1991 have been replaced with values at 1996 in the cases where
such information is available.

5. We will provide some evidence on the variables in levels (that is, not transformed in growth
rates) in the fourth section below.

6. Urban growth in the EU appears to be largely driven by growth of the native-born popula-
tion, and differences in birth rates between cities are found to be an important explanation of the
observed differences in (native-born) population growth rates. Nonnative-European-born and non-
European-born migrants contribute only marginally to urban growth differences (Bosker and
Marlet 2006). The volume of U.S. interregional migration is 15 times higher than that in the EU
(Cheshire and Magrini 2006).
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Table 1. Urban Growth for all EU cities, 1991-2001

Variable in growth rate (percent) Obs. Mean Std. Dev. Min. Max.
Population 263 0.34 8.28 -22.27 37.81
Working-age population 242 1.69 10.13 -23.23 44.79
Population density 160 -2.56 15.68 —79.55 85.04
Working-age population density 160 -2.08 15.47 —78.46 51.36
Land area 188 7.46 44.01 -29.73 497.18

Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).

Table 2. Urban Growth for the Largest EU Cities, 1991-20012

Variable in growth rate (percent) Obs. Mean Std. Dev. Min. Max.
Population 76 -1.05 6.33 -16.14 16.90
Working-age population 69 -0.20 7.86 -17.71 17.75
Population density 48 -3.18 7.67 -34.80 12.96
Working-age population density 69 -0.20 7.86 -17.71 17.75
Land area 59 0.30 6.63 -25.72 39.97

Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).
a. These EU cities are in the top quartile of population size.

Table 3. Urban Growth for the Smallest EU Cities, 1991-20012

Variable in growth rate (percent) Obs. Mean Std. Dev. Min. Max.
Population 57 247 10.59 -22.27 37.81
Working-age population 55 5.27 13.01 -23.23 44.79
Population density 38 -5.24 21.03 —-79.55 19.04
Working-age population density 55 5.35 13.01 -23.23 44.79
Land area 39 23.28 89.90 -25.74 497.18

Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).
a. These EU cities are in the bottom quartile of population size.

The feature of the urban growth experiences of European cities that is com-
mon to U.S. cities is their substantial heterogeneity. Indeed, table 1 shows that
the fastest growing city saw almost a 40 percent increase in its population over
the period 1991-2001, whereas the slowest growing city decreased by more
than 20 percent

Given the heterogeneity of growth rates between cities, the relevant ques-
tion is then what are the cities that spread more and why? If we split the cities
according to their population size (tables 2 and 3), we find that urban sprawl
is much stronger for cities at the bottom tail of the distribution than for the
more populated ones. Table 2 indeed reveals that the largest European cities
experienced, on average, a negative population growth and an extremely lim-
ited increase in urban land area. On the contrary, table 3, which focuses on the
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Table 4. Urban Growth for the Top 5 percent of the Largest European Cities, 1991
Percent

Working-age

Working-age Population population Land
City Country Population  population density density area
Prague CzechRep.  -3.71 241 -3.71 241 0
Berlin Germany -2.23 -0.26 -2.53 -0.56 0.30
Hamburg Germany 2.22 1.82 2.18 1.78 0.04
Munich Germany -2.28 -4.40 -2.43 -4.54 0.15
Madrid Spain -2.38 n.a. -2.25 2.40 -0.14
Barcelona Spain -8.41 n.a. -8.16 -0.33 -0.27
Paris France -1.26 -0.30 n.a. n.a. 0
Rome Italy -8.23 -13.23 7.03 1.20 -0.14
Milan Italy -8.25 -14.66 -8.47 -14.86 0.23
Budapest Hungary -11.83 -8.35 -11.85 -8.35 —-0.002
Wien Austria 0.67 2.24 0.66 2.24 0
Warsaw Poland 2.03 5.45 0.18 3.53 1.86
Bucharest Romania -8.08 -5.62 n.a. n.a. n.a.
London U.K. 5.02 6.86 n.a. n.a. n.a.

Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).
n.a. Not available.

lower tail of the distribution of cities in terms of population, shows an average
of 2.5 percent increase in population growth and a considerable land area
growth of around 23 percent.

To better understand this simple evidence, we then look in more detail at
the extent of urban growth for the top 5 percent of the largest European cities
(table 4) and for the cities that grew most in area size (table 5).

Table 4 shows that half of the most populated European cities experienced
no or even negative growth in area size, whereas table 5 reveals that the cities
that spread more are less populated cities (most of them with a population below
the median of the population distribution). Interestingly, more than half of
those cities are located in Greece, and of the remaining four, two are in France
and two in Lithuania). Most of these Greek cities are also the ones that display
substantial population growth rates.

The distribution of European cities in terms of agglomeration has decreased
in mean and dispersion during those ten years, although the decrease has not
been substantial and the ordering remains almost the same.” Table 6 shows that
the top 5 percent of the most dense cities in 1991 are still within the top 5 per-
cent of the distribution of population density in 2001, with the addition of

7. The means and standard deviations (in parentheses) of population density are 2,444 (2893.631)
and 2,233.38 (2629.09) for 1991 and 2001, respectively.
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Table 5. Urban Growth for Cities that Grew the Most in Area Size

Percent
Working-age

Working-age Population population Land
City Country Population  population density density area
Patras Greece 10.22 15.55 -49.95 -47.53 20.21
Heraklion Greece 18.02 25.57 -43.16 -39.52 107.64
Larissa Greece 16.13 21.29 -16.38 -12.68 38.89
Kavala Greece 18.56 22.81 -59.93 -58.49 195.88
\Volos Greece 5.62 4.05 -64.85 -65.38 200.54
Kalamata Greece 22.11 28.62 -79.55 -78.46 497.18
Clermont- France 181 1.20 n.a. n.a. 62.33

Ferrand

Grenoble France 2.25 1.00 n.a. n.a. 44.07
Panevezys Lithuania -6.77 -5.86 -45.10 —-44.57 69.83
Vilnius Lithuania -8.74 -4.47 -34.800 -31.75 39.97

Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).
n.a. Not available.

Table 6. Urban Agglomeration in EU Cities

5 percent of the cities with the 5 percent of the cities with the
highest population density lowest population density
1991 2001 1991 2001
Athens Athens Toledo Toledo
Thessaloniki Thessaloniki Badajoz Badajoz
Barcelona Barcelona Perugia Perugia
Pamplona Pamplona L’Aquila L’Aquila
Milano Milano Sassari Sassari
Napoli Napoli Ponta Delgada Ponta Delgada
Torino Torino Jonkoping Jonkoping
Lisbhon Lisbhon Umeé Umeé
Brussels Kalamata
Geneva Ajaccio
Porto

Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).

Brussels, Geneva, and Porto and the least dense cities in 1991 remain within
the bottom 5 percent, with the addition of Kalamata and Ajaccio.

Some Simple Regressions

In this section, we exploit our data as much as possible in an attempt to test
the predictions highlighted in section two. Namely, we would like to see whether
patterns of growth or decline in European cities (as measured here by the
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Table 7. OLS Estimation Results?

Variable 1) 2) ?3) 4) (5)
Car access —0.1281*** —0.2155***
(0.0341) (0.0317)
Non-EU population 0.0071* 0.0363***
(0.0041) (0.0098)
Crime rate 0.0142 0.0172
(0.0220) 0.0298
Real GDP per capita ~ —0.0181 -0.0737*  -0.0566*  —0.0521 —0.2937***
(0.0531) (0.0425) (0.0342) (0.0332) (0.0690)
Employment rate —0.3495***  —0.1033 —-0.0385 -0.0383 —0.5522***
(0.1062) (0.0728) (0.0488) (0.0453) (0.1209)
Population size 0.5603***  0.8059*** (0.8399*** (0.8376*** 0.6082***
(0.1215) (0.0846) (0.0719) (0.0701) (0.1171)
Obs. 41 57 72 74 30
R? 0.60 0.65 0.70 0.70 0.83

Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).

OLS = ordinary least squares.

***Sjignificant at the .01 level; **significant at the .05 level; *significant at the .10 level.

a. The dependent variable is “urban population density growth.” Each column reports a separate OLS regression. Standard errors are
in parentheses.

growth rate of population density) is positively correlated to an increase in car
ownership, income, and employment and negatively correlated to an increase
in the percentage of ethnic minorities (as measured by the percentage of non-
European citizens) and in the crime rate.

Table 7 presents our regression analysis results. To prevent data loss, we first
include each of the key variables in turn as explanatory variables of urban sprawl
and then use all of them together.?2 Growth rate differences in population,
income, and employment are accounted for in all regressions.

Table 7 documents evidence in line with our theoretical predictions for the
European context (section 2). First, in line with the U.S. evidence, the esti-
mated effect of income and employment is always negative. It is often also
statistically significant. This means that richer people (either in terms of income
or employment) tend to consume more land, which increases urban sprawl (and
thus decreases population density). As predicted, the effect of car access is also
in line with the U.S. evidence. Indeed, the higher the growth rate in the per-
centage of registered cars, the higher is urban sprawl (that is, the lower is the
population density growth rate). This is clearly because workers are ready to
accept jobs located further away because of a more rapid transportation mode.
This may indicate that workers follow jobs when they decentralize. The effect

8. As mentioned in the introduction, missing values are a severe limitation of our dataset, in
particular because they generally do not occur for the same cities across variables.
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is statistically significant and nonnegligible in magnitude. Indeed, a 1 percent
increase in the growth rate of car access is associated with an approximate 0.13
percent decrease in the growth rate of population density. Concerning the effect
of ethnic minorities, we find that the higher the percentage of non-European
residents is, the lower is urban sprawl, confirming our theoretical intuition about
European cities. This is interesting since most U.S. studies obtain the opposite
results (see, for example, Glaeser and Kahn 2004). We also obtain the same
sign when considering growth rates in crime as explanatory variables of urban
sprawl, even though the effect is not statistically significant. These results con-
tradict U.S. studies (such as Cullen and Levitt 1999) but confirm our theoretical
predictions in section two in the European context (see also Patacchini and
Zenou 2008).°

It has to be clear, however, that we are not claiming here any causal rela-
tionship. Moreover, the number of observations is very small. Therefore, our
evidence has to be taken only as suggestive of some possible correlations
between different variables.

More Descriptive Evidence on Urban Growth in European Cities

Even though our dataset is quite limited, especially because of missing val-
ues, the information for 2001 has a relatively good coverage and allows us to
appreciate urban differences in a large set of amenities and disamenities, eco-
nomic opportunities, employment structure, human capital, transportation
infrastructures, and accessibility by air.1° Table 8 reports in the first four columns
a list of such variables, together with our sample descriptive statistics.

The purpose of this section is to exploit the variation in these city charac-
teristics to identify different city structures and then analyze which structure
is more likely to experience an increase in city size (here measured by land
area growth).

We adopt a principal component analysis (PCA hereafter). This technique
uses the correlation between a set of observed variables to develop a smaller
number of artificial variables (principal components), without losing much
information. The reduction in variable *“dimensions™ helps to identify the obser-

9. The qualitative evidence remains roughly the same when country dummies are included.
This indicates that the associations between urban sprawl and our variables of interest are not dif-
ferent when urban sprawl differences are investigated between and within countries.

10. Amenities play an important role in explaining urban sprawl; see Brueckner, Thisse, and
Zenou (1999); Glaeser and Kahn (2004). These variables listed here were not used in the analysis
of the previous section because they are typically not available for 1991 and 1996.
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vations that are more similar or dissimilar along various characteristics. The
PCA creates uncorrelated indicators or components, where each component is
a linear weighted combination of the initial variables. The importance of each
original variable in the determination of the principal components (that is, the
weights or factor loadings) guides the interpretation of the results. The num-
ber of principal components is equal to the number of variables being analyzed.
The number of retained components is based on the percentage of cumulative
total variance explained. The components are ordered so that the first compo-
nent (PC1) explains the largest possible amount of variation in the original data.
The second component (PC2) is completely uncorrelated with the first com-
ponent and explains additional but less variation than the first component.
Subsequent components are uncorrelated with previous components; therefore,
each component captures an additional dimension in the data, while explain-
ing smaller and smaller proportions of the variation of the original variables.
The higher the degree of correlation among the original variables in the data,
the fewer are the components required to capture common information.

The principal component analysis is the optimal (in terms of mean squared
error) linear scheme for compressing a set of high dimensional vectors into a
set of lower dimensional vectors (principal components), thus enabling a more
tractable organization of the data.

The output from a PCA is given by a table showing the eigenvectors of the
correlation matrix of the original variables (that is, the factor loadings or weights
for each variable in each component) with the associated eigenvalues, which
give the percentage of total variance explained by each component. Because
the original variables are standardized (that is, with a contribution of the total
variance equal to one), a common method to select components is to retain
those with eigenvalues greater than one. In our application, we find that the
first two components account for roughly 79 percent of the total variance (both
having eigenvalues much greater than one), whereas the remaining components
account for only trivial amounts of variance (all of them having eigenvalues
less than one). This implies that the information content of our different indi-
cators of urban characteristics can be appropriately summarized by two derived
variables, which can thus be interpreted as two different city structures.

Table 8 reports in the last two columns the importance of each original vari-
able in the determination of these two artificial variables together with the
absolute and cumulative percentage of the variance explained. Variables asso-
ciated with positive (or negative) weights load positively (or negatively) to the
components. The higher the magnitude of the weight is (in absolute terms), the
higher is the contribution of the associated variable. Table 8 thus shows that
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Table 8. Principal Component Analysis Results

Population size and density Obs. Mean  Std. Dev. PC1 PC2
Total population 353 392,879.1 724,983.2 0.38 -0.26
Population density (per km?) 252 2,233.38  2,629.09 0.19 -0.30
Non-EU population 298 3.75 4.22 0.13 0.24
Amenities and disamenities
Sun hours per day 231 5.28 138 -0.22 0.20
Rainy days per year 207 148.80 50.04 0.29 -0.35
Number of theaters 197 10.14 18.20 0.18 -0.03
Number of museums 221 13.81 21.20 0.15 0.02
Tourist hotel stays per resident population 245 3.48 4.99 0.04 021
Total crime rate 250 75.32 56.99 0.23 -0.20
Murders and violent death rate 255 0.06 0.08 0.16 -0.09
Economic opportunities, employment structure, and human capital
Unemployment rate 300 12.14 721 -0.15 0.09
Share of new firms 248 12.40 7.70 0.03 031
Headquarters 172 202.17 1,812.38 0.21 -0.19
Share of employment in trade, hotels, 279 21.57 8.25 041 -0.12
and restaurants
Share of industrial employment 280 25.50 9.73 0.10 -0.22
Share of highly educated people 177 0.20 0.06 0.18 0.33
Number of students 244 95.24 62.99 032 -0.16
Real GDP per head? 66 727,315.4 4,066,965 0.07 021
Transportation infrastructures and accessibility
Registered cars per 1,000 pop. 246 358.37 145.80 0.09 040
Public transportation network to 171 8.36 68.98 0.34 -0.07
land area (km/km?)
Number of arrivals in closer airport 197 3,773,899 7,629,137 0.18 -0.11
Eigenvalues 6.69 4.88
Percentage of explained variance 42 37

Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).

PC1 = first principal component; PC2 = second principal component.

a. In euros.
the first principal component captures the variance given by the large Euro-
pean cities, which are associated with high levels of total population, high crime
rates, high employment rates, large number of theaters and museums, efficient
public transportation network, and high levels of employment in services. The
weights associated with climatic variables suggest that we are mainly talking
about cities in northern Europe.

The second principal component captures instead a different city structure.

Those are cities with low population density, low crime rates, and high levels
of human capital; rich in tourists; with a high percentage of cars per capita; and
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Figure 1. City Structures in the EU?
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Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).

x-axis: PC1 = first principal component; y-axis: PC2 = second principal component.

a. See the text for descriptions of each component and the countries in each group.

which seem to have higher levels of GDP per capita. These cities also collect
larger percentages of non-EU citizens. The weights associated with climatic
variables indicate that cities with such structures are mainly located in south-
ern Europe.t

To understand better what the European cities in those groups are, we plot
in figure 1 our observations on the plane spanned by the first two principal com-
ponents. The distance from the axes indicates how much each city is close to
the characteristics captured by each principal component.

The scatter plot shows that the large majority of the cities are located in the
northwest and southeast quadrants, confirming that the two principal compo-
nents are roughly capturing the two different city structures of the European
context. In the southeast quadrant, which contains cities positively correlated
with the first principal component, we can clearly distinguish the large cities
in northern Europe, namely London, Brussels, The Hague, Madrid, Berlin,
Hamburg, Munich, Paris, Milan, and Rome (group A in figure 1). The north-
west quadrant shows a distinct cluster of cities (group B) that contains small
cities mainly located in southern Europe where the quality of life is high, includ-

11. Here, unemployment rates are higher with respect to those in northern Europe, which explains
the positive sign of the weight for unemployment rate in this city structure.
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Figure 2. Cities with a Fast Rate of Urban Area Growth in the EU?
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Source: Authors’ calculations of the Urban Audit (European Commission 2004) (http://ec.europa.eu/regional_policy/conferences/
urbanaudit2008/programme_en.htm).

x-axis: PC1 = first principal component; y-axis: PC2 = second principal component.

a. See the text for descriptions of each component and the countries in each group.

ing Florence, Perugia, Toulouse, Montpellier, Marseille, La Valletta, Toledo,
and some cities in Greece. Those are cities that are positively and highly cor-
related with the second principal component and negatively with the first
principal component.

If we look more closely at such a distribution of cities in terms of city size,
we find that all the cities that experienced the more marked increase in land
size (above the mean) are all located in the northwest quadrant (figure 2). This
evidence thus indicates that an increase in urban size is positively associated
with city characteristics captured by the second principal component (low pop-
ulation density, low crime rates, high levels of human capital, lots of tourists,
high percentages of cars per capita, high levels of GDP per capita, good cli-
matic conditions, large in-flows of non-EU citizens, high percentages of new
businesses) and negatively with those determining the first principal compo-
nent (high levels of total population, students, crime rates, employment rates,
a large number of theaters and museums, an efficient public transportation net-
work, and high levels of employment in services). Looking in more detail at
the importance of the different variables in determining those city structures
(the last two columns of table 8), it seems that an increase in urban size is more
likely to be associated with a high percentage of high-skilled individuals, high
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car ownership rates, good climatic conditions, large in-flows of non-EU citi-
zens, and a lively industrial structure. On the contrary, an efficient public
transportation network, typically concentrated in big-city centers, large shares
of employment in services, bad climatic conditions, and a high number of stu-
dents seem to be factors preventing city expansion.

Concluding Remarks

In this paper, we have provided some evidence on patterns of growth and
declines in cities of the European Union. We interpret our results as evidence
for urban sprawl, acknowledging the limitation of this view. \We have seen that
there are basically two city structures with different growth experiences. Cities
mainly located in northern Europe, which are typically bigger with old cen-
ters, have experienced lower declines in density than cities from southern
Europe, which are smaller in size. Similarities and dissimilarities in the process
of urban sprawl between Europe and the United States are highlighted. As in
the United States, history has shown that there is a positive correlation between
prosperity and the degree of urban sprawl. Our evidence suggests that as soon
as people are affluent enough to be able to chose where they wanted to live and
which transport mode they desire, they tend to live further away from the city
centers. We have also shown that the predictions in terms of the percentage of
ethnic minorities and crime rate are reverse for the European case and con-
firmed by our data. Even though our results are to be taken with caution, they
reveal peculiarities of the European Union context that might be relevant to
explain the different urban patterns between Europe and the United States.



Comments

J. Vernon Henderson: The paper by Patacchini and Zenou is entitled “Urban
Sprawl in Europe,” and much of the introduction and conceptual material deal
with the topic of sprawl. The authors are the first economists to make use of a
unique data set on European cities, and they make a number of key points about
how and why urban development differs in many parts of Europe relative to the
such development in the United States, helping to close a gap in our knowledge.
My comments on the paper fall into two parts. First, I think it is important to dis-
tinguish sprawl from the more general notion of spatial deconcentration. Second,
the paper in the empirical section does not really deal with sprawl per se, but
rather two specific, related phenomena: loss of population from central cities of
larger European urban areas and the decisions to redraw and expand city bound-
aries for smaller cities. This is useful information, but it is not directly about sprawl.

Sprawl and Deconcentration

Population deconcentration within cities, or declining densities of urban
areas, is a process that has been going on for well over 100 years, spurred in
large part by changes in transport technology—the development of intracity
rail transport such as subways, the invention and then mass production of the
automobile, and finally the development of regional highway systems running
through cities as well as the development of radial and circumferential local
highways. Economists study the deconcentration of both population and
employment and the interaction between the two, and basic urban models
examine the effect of reduced commuting and shipping costs on urban form.

Sprawl connotes something different. Certainly it may involve declining den-
sities. But it involves a notion of excessive deconcentration and excessive use
of land at the city fringes. It suggests that fringe development may not be com-
pact. Rather, it may involve strip development along public roads and highways,
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leapfrogging, and socially wasteful destruction of local forests and agriculture.
As such the implication is that there is either market failure of some sort or
inappropriate government policies. Social underpricing of gasoline (as perhaps
is the case in the United States relative to that in Europe) subsidizes the use of
cars and long-distance commuting. Poor land use regulation may allow devel-
opers to strip-develop along state-funded roads, rather than absorb the full costs
of construction of local road systems deep into residential developments. The
social benefits of higher densities at the fringe, such as enhanced social inter-
actions or preservation of green spaces, may not be incorporated into land use
and development regulation. And there may be underconstruction of public
transport facilities such as commuter rails.

Differences in densities overall and at the urban fringe between the “typi-
cal” American versus European city may be explained in part by differences
in government policies regulating taxation of fossil fuels, the formulation and
enforcement of land use regulations, and investment in public transport. And
one can debate who over- and who underregulates and whether density is too
high or too low in Europe. But there are also other fundamental differences.
Central parts of European cities were constructed with high densities before
the transport revolutions noted above; and there is considerable irreversibility,
or persistence in prior high densities. With the exception of some of the largest
East Coast cities, many U.S. cities were largely constructed after the start of
these revolutions. Second, the United States has locally funded and operated
school districts, while in Europe (or Canada), at least until recently, most school
systems were operated at a national or regional level. In the United States, part
of the rush to suburbanization in the 1950s was for higher-income households
to escape central city school districts and to set up expensive, independent sub-
urban districts, whereas in Europe or Canada a move to the suburbs leaves a
family in the same school district.

The Empirics

Patacchini and Zenou utilize data on European cities, an accomplishment
in itself. Unfortunately the data are rather limited. There seem to be two types
of cities (at least at the extremes) in the data. First there are large European
central cities, where the data cover the central city but not suburban areas of
large European urban areas. One wishes Patacchini and Zenou had combined
their data with, say, NUTS 3-level data so as to have information on the over-
all urban area as well as the data they have on central cities. In the data it appears
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the land area of these large central cities remains largely unchanged in Patac-
chini and Zenou’s data (see table 4), so one can study the declining densities
of these fixed area cities. That would definitely constitute evidence of decon-
centration, although not sprawl per se.

The second type of cities is smaller stand-alone cities, where the city and urban
area largely coincide. There seems to be a movement in countries like Greece to
expand the boundaries of these cities; as they expand, they grow overall and decon-
centrate. One wishes Patacchini and Zenou looked in more detail at these
administrative decisions and treated them as political economy decisions, rather
than as evidence of sprawl. That is, the vast expansion of land areas (for rela-
tively modest population changes) is not evidence of sprawl per se, just
incorporation of vast tracts of what probably remains rural land. A simple look
at Google Earth could confirm this. A number of countries favor having one gov-
ernment for an urban area, rather than the jurisdictional fragmentation of urban
areas that iscommon in the United States. To implement this, countries may either
give central cities power to annex fringe areas or may simply redefine large tracts
of yet to be developed rural fringe land as being within the city. Thus, as the urban
areaexpands, itall remains under the governance of the original central city. These
political economy decisions and differences in local governance arrangements
across countries should be a subject of study themselves.

The paper makes key arguments that greater car access, smaller non-EU pop-
ulations (who tend to live in the suburbs), and greater crime rates should spur
deconcentration of central populations into suburban areas. Combining their
data with NUTS-3 data would give a picture of what happens in larger Euro-
pean urban areas; the data Patacchini and Zenou have, however, are just on
central cities. They find the interesting correlations that they hypothesized, albeit
for small sample sizes. Of course, all the covariates they study are themselves
endogenous; so, as they recognize, there can be no conclusions regarding
causality. There is just evidence of the hypothesized correlations. Two items
disappoint. First it would be helpful to have controls on overall urban area
changes, so we would know the impact on central cities of overall urban area
growth. Second it would be helpful in trying to interpret the results to know
what cities remain in the final sample of thirty in table 7. Are these the central
cities of large urban areas, the first type of city that | identified; or are they the
second type, smaller, fully covered cities? Depending on which set of cities
dominates gives a very different interpretation to the results.

Patacchini and Zenou raise a variety of relevant issues in studying urban-
ization in Europe and highlight the need for larger, integrated datasets. With
such data we could better study the issues at hand and start to assess causality.
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Dennis Epple: This paper seeks to contrast urban growth patterns in Europe and
the United States. In doing so, the paper initiates study of a relatively new dataset
for European cities titled the Urban Audit. Using this dataset, the paper under-
takes a systematic portrayal of the characteristics of growing and declining cities
in Europe.

As the authors carefully detail, this undertaking is hampered by the lack of
a standard definition of city or metropolitan area in Europe. Indeed, the paper
makes a valuable contribution in laying out the difficulties that arise in attempt-
ing a systematic cross-country comparison for Europe. This may in turn provide
guidance for future designs of data collection efforts for urban areas in Europe.
To that end, it may be useful to note here four key issues with respect to the
data. One is that cities are defined by administrative boundaries rather than by
a standardized definition of what constitutes an urban area. A second difficulty
is that there are significant problems of missing data. A third is apparent absence
of information about housing. A fourth is change over time in the definition of
boundaries of administrative units.

The firstand fourth problems pose a particular challenge for the type of inves-
tigation undertaken in this paper. The lack of a standardized definition of an
urban area raises the possibility that apparent differences across urban areas
are in fact due to definitional rather than actual differences. Changes over time
in administrative boundaries create a similar problem for intertemporal com-
parisons. It is difficult to determine whether measured changes in population,
density, or other variables arise simply because of a change in the boundaries
or whether the measured changes reflect an actual change in the urban area.
Evidence that the latter may be a problem can be seen in tables 1, 2, and 3.
These tables show that, for various groupings of cities, there are one or more
cities with a loss of land area of 25 percent or more during the period from
1991 to 2001. In particular, such declines are reported for EU cities in the top
quartile by population size (table 2) and EU cities in the bottom quartile by
population size (table 3). Housing and infrastructure investments tend to be
long lived. Hence, one would expect declines in urbanized land area to occur
slowly in a metropolitan area. Declines as large as 25 percent over a ten-year
interval seem likely to be a consequence of redefinition of administrative bound-
aries rather than due to an actual shrinkage of the amount of land area that is
urbanized.

Having carefully acknowledged the difficulties with the definition of cities,
the authors proceed to provide summary evidence based on the data that are
available. | think the paper is best viewed as providing us with interesting
descriptive evidence on European cities rather than an analysis of sprawl. In
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part, this is because sprawl itself is an amorphous concept. The disparaging
term sprawl was coined by observers who view suburbanization as bad per se,
to be curtailed or prevented to the extent possible by restrictions on land use
and other regulatory and planning tools.

From an economic perspective, sprawl is neither intrinsically good nor
intrinsically bad. If some people prefer low density residential locations, and
costs are internalized, then sprawl is a nonissue. Low density per se is not a
culprit. If costs are not internalized, then policy should focus on internalizing
the externalities with the best available instruments. If internalizing the exter-
nalities changes the density of development, then that is fine. I internalizing
the externalities does not change the density of development, that is also fine.
Most important, we should not accept measurement of density as a shortcut
or substitute for the more challenging task of determining whether externali-
ties have been internalized. The third paragraph of the introduction risks falling
into this line of thinking in echoing the negative view of evolving land use
patterns in Europe. Fortunately, the paper itself does not rest on such judg-
ments about whether low density is good or bad. The Urban Audit is poorly
suited to providing evidence about density at the urban fringe, and it is clearly
not suited for making a judgment about whether the density of development
is good or bad.

It would be quite interesting to pursue the linkage between evolving pat-
terns of urban development in Europe and changing demographics in Europe,
especially the declining birth rate and associated changes in the age distribu-
tion of the population noted in the section on descriptive statistics of the paper.
Such an analysis would build on the strengths of the data. This paper marks a
valuable step in providing a systematic portrayal of differences across Euro-
pean cities and in changes in European cities over time.
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Connecting Lagging and Leading
Regions: The Role of Labor Mobility

H ow can policies improve welfare of people in economically lagging regions
of countries? The answer to this question is not straightforward, and pol-
icymakers in developed as well as developing countries struggle in making
choices between the market solution of promoting out-migration and the inter-
vention option of promoting economic growth in specific regions. In most
countries, policy discussions of improving welfare in lagging regions often focus
on targeted interventions or incentives for moving production to these places.
While these efforts are likely to be politically attractive, there is considerable
evidence highlighting the limited effectiveness of targeted incentives. And
when incentives go against the grain of market forces, they can subtract from,
rather than add to, national economic growth.

At the same time, policymakers have often viewed internal migration—or
labor mobility—from lagging to leading regions, or rural to urban areas, as a
consequence of failed place-based policies. And in many countries, policies
raise barriers to the movement of labor. Consider the household registration
system (the hukou system) in China, which has been a barrier to rural-urban
migration. Not having a hukou in urban areas means that migrants do not qual-
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ify for public education or health benefits. This can produce large interregional
wage differences. Recent research indicates that removing such mobility restric-
tions would reallocate labor across areas, reduce wage differences, and lower
income inequality (Whalley and Zhang 2007).

The World Bank’s World Development Report 2009 (WDR 2009) provides
a new framework for territorial development, arguing that policies should
focus on integrating lagging and leading regions—and not be exclusively con-
cerned with stimulating growth in lagging regions. The WDR 2009 highlights
that enabling geographic mobility of labor and improving economic connec-
tivity between lagging and leading regions are key ingredients for countries
to gain from the geographic concentration of economic activities along with
convergence in living standards. Which policies can help? Policies that are
spatially blind in design can have the spatially sharpest effects. These include
progressive income tax policies, the achievement of national minimum stan-
dards in basic health and education indicators, and removal of barriers to labor
mobility. In addition, spatially connective policies such as transport and com-
munication improvements physically link lagging and leading regions.
Spatially targeted incentives should be policy instruments of last resort, only
to be used when factor mobility is weak due to internal divisions from ethnic
and linguistic fractionalization. In such cases, these type incentives may be
considered but only after investing in information to identify sources of com-
parative advantage and to amplify the benefits from spatially blind and spatially
connective policies.

In this paper, we focus on one aspect of the territorial integration challenge—
the migration of labor from lagging to leading regions within countries. In
particular, we are interested in understanding migration decisions in Brazil—
a large developing country with no formal barriers to labor mobility. During
years of high economic growth in the 1960s and 1970s, almost 40 million peo-
ple left the countryside for cities—with a large share of those migrants moving
from the lagging Northeast to the leading Southeast region (World Bank 2008).
And even today, young workers migrate in large numbers.

Why people migrate depends on forces that “pull,” as well as those that
“push,” them to leave. On the one hand, one big pull is economic density in
leading regions of countries. Differences in economic opportunity between lag-
ging and leading regions often provide the main motivation for internal
migration. On the other hand, people are pushed off their land where agricul-
ture is in severe decline, by the pressures of population growth, and where
environmental change makes cultivation no longer viable. Historically, droughts
have had sudden and prolonged impact on the distribution of the population,
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particularly in sub-Saharan Africa and South Asia.! Conflict has also pushed
people to migrate across sub-Saharan Africa, and in many other developing
regions.

But in many low- and middle-income countries, another important push pro-
pels internal migration—the lack of adequate public services in rural areas or
in economically lagging regions. To a large extent, this topic has been over-
looked in empirical analysis of migration decisions. However, in reality, the
location of schools, health care centers, hospitals, and public and private ameni-
ties is correlated with the location of economic activity. In Africa, disparities
in school enrollment and neonatal care between cities, towns, and villages are
attributable to the near absence of schools and health facilities in outlying
areas.? Evidence from Central Asia shows that in the isolated parts of Tajik-
istan, schools are inadequately heated, drinking water is scarce, and there are
no arrangements to clear garbage and sewage.® So as market forces encourage
the concentration of economic mass, public services are underprovided in
smaller towns, villages, and lagging regions.* Although voluntary, migration
in response to limited access to public services is more likely to add to con-
gestion costs in cities than to contribute to agglomeration benefits.

In the empirical analysis, we examine the relative contribution of economic
opportunities and amenities in leading areas (“pull”) and the lack of access to
basic public services in rural and lagging regions (“push”) on internal migra-
tion decisions of Brazilians. We use household-level data that are representative
samples down to the second level of subnational administration (for example,
counties in the United States). These data record migration history over a short-
term horizon (for example, 5 years) and relative to birth location.> Our empirical
approach employs repeated cross-sectional data to control for time-invariant
unobserved local attributes in a utility-based model of individual migration deci-
sions. Even the best dataset will necessarily lack information about important
amenities, local public goods, and geo-economic features that might motivate
migration behavior. If these unobserved factors are correlated with migration
determinants about which we do have information (for example, access to
piped water, sewage, electricity, or health care), they can bias our conclusions

1. lliffe (1995) on the historical impact of drought on population distribution in Africa; Bryce-
son (1999) on the Sahel and Sudan; and Hardoy and Satterthwaite (1989) on Mauritania.
Wandschneider and Mishra (2003), cited in Deshingkar and Grimm (2004), on the drought-induced
migration of 60,000 people out of Bolangir, in the Indian state of Orissa, in 2001.

2. Sahn and Stifel (2003).

3. Anderson and Pomfret (2005).

4. Venables and Kanbur (2005).

5. We focus on birth location, where missing observations are less of a concern.
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about the role those observed determinants play in migration decisions. Fol-
lowing Bayer, Keohane and Timmins (2009), we incorporate repeat
cross-sectional data on migration behavior into a two-stage discrete choice
model that allows us to easily overcome many of these biases, with important
implications for our conclusions regarding many of these factors.

Our analysis confirms the importance of public service differentials in influ-
encing long-run migration decisions. In particular, we find that in addition to
looking for better jobs, working-age men migrated from the lagging Northeast
region to get better access to basic public services such as piped water, elec-
tricity, and health care. How much are migrants willing to pay for public
services? A full-time minimum wage worker earning Rs$7 per hour (about
US$2.30 in February 2008) was willing to pay Rs$390 per year in compen-
sating wage differentials to have access to better health services, Rs$84 for
better access to sewage services, and Rs$42 for better access to electricity.

What do these findings imply for urbanization and territorial development
policies? First, rather than only focusing on providing spatially targeted incen-
tives to stimulate economic growth in lagging regions, policies should focus
on building human capital that enables people to become geographically mobile.
Second, investing in basic public services and core infrastructure in lagging
regions should be of high priority. Access to these services will directly improve
welfare in lagging regions and will reduce the push factors that induce migra-
tion. By overlooking the provision of basic social services in economically
lagging regions, policymakers can inadvertently influence the choice to migrate,
motivating households to move for reasons other than to exploit economic
opportunities. While the move improves the welfare of these individuals, the
economy may end up worse off as they are more likely to add to congestion
costs in cities rather than to contribute to agglomeration benefits.

The paper proceeds as follows. In the next section, we discuss the analytic
model, which uses a simple model of location choice that depends upon earn-
ing opportunities and local public goods to illustrate that the latter matter in
individual migration decisions. In the third section, we describe the results from
estimating the model. In the last section, we offer our conclusions.

Modeling the Determinants of Migration
Theories of economic growth and convergence have motivated economic

thinking on what causes people to move and what such movements mean.
Whether couched in a classical framework or in the recent models of endoge-
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nous growth, when people are free to move, they will pursue private gain and
compete away differences in wages between locations.® There is abundant
empirical work identifying the determinants of migration decisions, whereby
migrants respond to geographic differences in incomes or wages. In the 1960s
and 1970s, aggregate data at the subnational level were used to estimate mod-
ified gravity models of migration inspired by Newton’s law of gravitation. In
these models, migration flows are directly related to population size at the ori-
gin and destination and inversely related to distance between locations. These
gravity models considered the effects of the push and pull factors in both areas
of origin and destination. Today, this approach—which can only broadly
describe population movements—has been replaced by finer micro-econometric
methods (Lall, Selod, and Shalizi 2006).”

The typical migration equation at the microlevel specifies a binary variable
(moving versus staying) as function of a set of explanatory variables. This
approach focuses on the decision of individuals originally located in a given
area to migrate. The migration choice can be modeled with a linear probabil-
ity, a probit, or a logit model. One of the main problems with this approach is
that it groups all potential destinations into a single “rest of the world” desti-
nation. This is often due to the lack of available and measurable data and
because multivariate analyses are often less tractable. However, this is an impor-
tant problem as potential migrants face a set of multiple destinations with
different local opportunities. Workers may not only decide whether to migrate
but also decide where to migrate, and they may be making these choices simul-
taneously. Without modeling the choice of where to migrate, it is impossible
to determine the relative roles of different determinants of migration behavior.
An emerging body of empirical analysis addresses this issue by considering
polychotomous choice models, usually multinomial logits.

This type of model is used by Falaris (1987) who estimates a nested logit
of individual internal migration across twenty-three states in Venezuela grouped
in seven regions. Distance between states is used as a proxy for moving costs.
Consistent with what theory would predict, he finds that wage differentials do
indeed affect migration decisions in Venezuela. Our model of migration choice
builds on this approach.

6. For a discussion of the classical framework, see Solow (1956) and Swan (1956); for mod-
els of endogenous growth, see Romer (1986) and Lucas (1988).
7. A discussion on gravity models can be found in Greenwood (1997).
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Model

We first present a simple model that is geared toward the recovery of the value
placed on specific local public services and amenities by potential migrants. The
model as presented explicitly controls for local public services and amenities
but does so nonparametrically, making it difficult to learn about the value of any
one service or amenity in particular (such as access to electricity).

We begin by defining the individual indirect utility function of a potential
migrant. As is done in traditional migration models, we assume that individu-
als receive utility from wage compensation while trying to avoid higher
migration costs (Falaris 1987). In addition, we assume that individuals enjoy
local public goods and amenities such as access to piped water and electricity.
Consider an individual i from origin location j. We can write this person’s util-
ity, should he or she choose to reside in location k, as the following:

(1) Uik = BWi,j,k _Sln(Dj,k +0.02) + X{7 + &, +M0ijo

where w;;, = log wage earned by individual i in location k, D, = migration dis-
tance (in kilometers from origin j to location k), X, = observable (by the
econometrician) attributes of location k, &, = unobservable (by the econometri-
cian) attributes of location k, and x;; = idiosyncratic unobservable (by the
econometrician) determinants of individual i’s utility in location k.

For the purpose of easy interpretation, we rescale equation 2 so that the mar-
ginal utility of the natural log of wage is normalized to be 1. We remove the
“~” from each parameter to reflect this rescaling.

(2) Ui,j,k = Wi,j,k - Sln(Dl’k +001) + X&Y‘F ék + ni,j,k'

We can now interpret estimates of -y as the marginal willingness to pay (as
a percentage of wage) for a one-unit increase in any of the attributes in X,.

This model makes a few simplifying assumptions. First, the migration cost
is simply related to the migration distance. This is typical of previous analy-
ses, but the model could be extended to treat migration cost as a function of
the difference between origin and destination attributes. Second, we do not
model the individual’s labor market participation decision (that is, the indi-
vidual’s choice of working hours). Moreover, we also ignore the possibility of
involuntary unemployment but plan to account for this possibility in future work
by including unemployment rates in X,.2 This is in line with the emphasis in
the Harris-Todaro model on expected labor market returns.

8. One could also make the distinction between formal and informal employment.
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Suppose there are K locations and that individual i can choose one of them
as his or her destination. This individual will then choose the utility maximiz-
ing location. If we assume that n;;, ~i.i.d. Type 1 Extreme Value, the probability
that individual i chooses a particular location k as his or her destination can be
written as follows:

(3) P 2U ;¥ 1%K)= EXP(M(Wi,j,k —dlog(Dj  +0.01)+ Xy +E&y)) _

zeXp(H(Wi,j,l —38log(Dj,; +0.01) + X[y +§))
1=1

Since the marginal utility of log wage has been rescaled to be 1, the model
dictates that we explicitly estimate the logit scale parameter . Let N denote
the total population. We would like to maximize the probability associated with
the chosen destination of each individual (k;"). This implies the following log-
likelihood function, where I(k = k;") is an indicator function that takes the value
1 if individual i chooses location k;", such that

N K

) 0= Y In[PU; 2V V T2 Ik =k).

i=1k=1

Using equation 3, the model predicts that the population of location k would be

N
(5) papk=ZP(Ui,j,k 2U; 5, V 1#K),

which, in equilibrium, should be equal to the observed population of location k
(popy)- This applies to all K locations. That is, in equilibrium,

(6) pop, = pop,,Vk=1,---,K.

We use this information to employ the two-stage estimation procedure in
Bayer and Timmins (2007). In the first stage, we define the mean utility (that
is, separate from idiosyncratic components) enjoyed by all migrants who choose
location k:

@) 0 = Xiy + &

and obtain estimates of , 8, and {6,}X.;. Bayer and Timmins (2007) show how,
on the basis of equation 6, the contraction mapping formulated in Berry, Levin-
sohn, and Pakes (1995) and Berry (1994) can be used to simply calculate the
vector {6, }., for any guess at remaining utility parameters [y, 8] and an arbi-
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trary normalization (for example, the average value of 6k is set equal to zero).
We can then estimate our parameters [y, 8, {6,}.,] with a maximum likelihood
procedure using the log-likelihood function, equation 4.

In the second stage, we decompose the estimates {6, }_, from the first stage
according to equation 7. This would yield a vector containing the individual’s
marginal willingness to pay (as a percentage of the wage) for each element of
the vector X,. Since &, and X, are likely correlated with each other (for exam-
ple, cities with desirable public goods may be high quality in other unobserved
dimensions), the simple ordinary least square (OLS) estimator of vy will be
biased. Ideally, one might use an instrument for each endogenous component
of X,. Given the number of potentially endogenous local attributes that might
be important to the individual’s migration decision, however, this solution is
not practical. Instead, we deal with this problem by assuming that any corre-
lation between X, and &, is only with components of X that do not vary over
time (that is, &,).

Oyt = Xic Y + G + Uyt
8 B

Assuming E[AX,Av,] = 0, differencing this expression over time will remove
any source of bias. While it is unlikely that this assumption holds perfectly, in
practice it is a far better option than simply ignoring the role of correlated unob-
served local attributes, and it will likely eliminate much of any potential
endogeneity bias.

Practically, we expand the first stage of the model to include data from two
census years, restricting the parameters [}, 8] to remain fixed over that time
period. We then solve for two vectors, {6, .}, and {6, ,}K.;, using an exten-
sion of the Berry, Levinsohn, and Pakes (1995) contraction procedure. Finally,
the unbiased estimates of -y can be obtained by estimating

9) AB, = AX}y + Avy,

where o A
Aek = ek,2 _ek,l

(10) AXy =Xy 2= X1

AUk = Dk,z - Dk,l'
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Data

The 1991 and 2000 Brazil censuses provide information on current residence
and birth state for most individuals. Therefore, we define migration by an indi-
vidual’s current location relative to his birth state. That is, we use a long-run
measure of migration. One could also employ a short-run definition of
migration—that is, relative to where the individual was living one, two, or five
years before—if necessary data are available. We use 3,659 AMCs (minimally
comparable areas) as destination locations and twenty-seven states as origin
locations. AMCs are similar to counties but are aggregated in some cases to
make them comparable over time.

For each census year, we focus our attention on household heads who were
between the ages of twenty-five and thirty-five. In this way, it is less likely that
the same household head will show up in both the 1991 and 2000 samples.
Moreover, by using individuals from this cohort, we focus our attention on first
migration decisions—those made after an individual initially finishes school
or leaves his or her parents’ home. This move may be accompanied by mar-
riage or the birth of a child, for example. Our goal is to avoid mixing these
individuals with older individuals who may be making location decisions
according to retirement considerations or who may have made location deci-
sions many years in the past. Finally, we also control for individual attributes,
since amenities and employment opportunities are likely to have different
effects on migration behavior for different types of individuals. Given that age
has already been restricted, we further divide those household heads accord-
ing to their education level. Household heads with postsecondary education
are excluded from the analysis.

The Brazilian censuses also contain information on employment and income.
Recall that our current model ignores the possibility that the individual would
be unable to find work. We therefore keep only those household heads who
were employed. In the 2000 census, over 90 percent of all Brazilians between
the ages of twenty-five and thirty-five (with less than college education) reported
that they were working. Thus, dropping unemployed household heads is not a
major problem in this context. For each household head in our sample, we can
observe the individual’s wage in the destination location where he or she actu-
ally resides. However, to model the individual’s destination location decision,
we need to know what the individual would earn in every other location. Prop-
erly recovering these counterfactual wages can be quite difficult. In this part
of the paper, we adopt the relatively simple approach of using the average wage
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Table 1. Summary of Regression Procedures to Predict Counterfactual AMC Wages

2000 1991
Mean of Std. dev. Mean of Std. dev.
parameter Mean of parameter  parameter Mean of parameter
Variable estimates  std. err. estimates estimates  std. err.  estimates
Age 0.0155 0.0014  0.0356 0.0109 0.0009 0.0299
Primary education 0.2131 0.1302  0.3643 0.1336 0.0679 0.2680
dummy
Secondary education ~ 0.6636 0.2198  0.5217 0.6039 0.1783 0.5507
dummy

Female dummy -0.4100 0.1533  0.4272 -0.4374 0.1875 0.4923
Occupation dummies
1 0.1784 0.2679  0.6140 0.4611 0.2874 0.6873
2 0.3918 0.4337 0.9072 0.2959 0.3367 0.6998
3 0.1860 0.3247  0.7365 -0.3494 0.2332 0.5950
4 0.1851 0.4341  0.8089 0.0191 0.1440 0.4605
5 0.0156 0.4112 0.7394 0.1038 0.2568 0.5923
6 -0.1675 0.4092  0.7996 0.2645 0.2987 0.6850
7 -0.4817 0.3900  0.7959 0.2328 0.2886 0.6349
8 -0.0893 0.4021  0.7887 -0.1614 0.3107 0.6246
9 -0.1742 0.4039  0.7467 0.1776 0.2549 0.5270
10 -0.0608 0.3799  0.7384
Constant -0.1780 1.8395 1.3723 5.1162 1.1139 1.1206

AMC = minimally comparable areas.

earned by conditionally similar individuals in those other locations. Practically,
this means that we run a separate log wage regression for each AMC:

(12) Wi jk = Zio +Uj j

where Z; is a vector of variables describing individual i, including age, sex, edu-
cation level, and occupation dummy variables, and o, is a set of wage parameters
for location k. Table 1 reports summaries of regression procedures to predict coun-
terfactual wages.

We model moving costs as a function of migration distance, which is cal-
culated from the longitude and latitude of the center of the individual’s birth
state and destination AMC. Except for a log-linear function of migration dis-
tance, we may also specify moving costs using a set of distance dummies.

Our primary interest is in the role played by regional differences in local
public services on migration decisions. We focus on variables describing local
infrastructure (such as percentage of households with access to piped water,
sewage, and electric lights), access to health care (such as number of hospi-
tals), and network infrastructure (for example, transportation costs to the state
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Table 2. Regional Differences in Access to Public Services

No. of hospitals

Percent water Percent light Percent sewage (per AMC)
Region 1991 2000 1991 2000 1991 2000 1992 2000
North 18.1 41.0 48.0 65.5 0.9 2.2 4.0 4.6
Northeast 26.2 52.2 57.3 80.5 1.7 12.9 2.2 2.4
Southeast 56.9 72.2 85.9 95.8 43.2 57.7 2.1 2.1
South 48.9 65.4 89.8 97.0 35 134 2.4 2.3
Midwest 40.1 66.5 76.3 92.6 4.1 7.8 3.7 3.9

AMC = minimally comparable areas.

capital and S&o Paulo). Any list of local attributes would, however, necessar-
ily be incomplete. As described above, we use census data from two years to
control nonparametrically for all local attributes that do not vary over time.
Table 2 summarizes regional differences in access to public services. Differ-
ences in water and sanitation services are quite stark. Access to piped water is
52 percent in the Northeast compared with 72 percent in the Southeast. In terms
of access to sewage facilities, connection rates in the Northeast were 13 per-
cent in 2000, 58 percent in the Southeast.

Main Findings on Migration Choice

We find strong evidence that individuals’ migration decisions depend upon
more than just returns in the labor market. Ignoring these nonpecuniary deter-
minants may cause us to overstate the role of wages in driving migration
decisions. This can be seen in tables 3 and 4, which describe the results of the
procedure described above for those with less (zero to six years) and more (seven
to twelve years) education.

Columns 1 to 4 of the lower panel of each table describe the results of cross-
sectional procedures applied to each census year individually, ignoring moving
costs. The likely effects of omitted variable bias are evident in the estimates of
the utility parameters on access to piped water and number of hospitals. It is
likely that each of these variables (particularly the number of hospitals in an
AMC) is correlated with other desirable urban amenities. This has the effect
of biasing upward the coefficient on each of these variables for both education
groups. Access to electricity has a counterintuitive sign or is insignificant.
While access to sewage shows the expected sign for those in the lower educa-
tion group, it exhibits the counterintuitive sign (although it is insignificant) for
the higher education group in 1991. In all, these results appear to be unstable
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over time and likely reflect omitted variable biases caused by unobserved urban
amenities.

Columns 5 to 6 report the results of a differencing procedure that ignores
the costs of migration. While controlling nonparametrically for time-invariant
unobservable local attributes, this specification ignores the fact that it may be
difficult, for example, for someone born in the Northeast to migrate to loca-
tions in the Southeast or South of Brazil. The signs of most of the coefficients
correspond to expectations; very few of the parameter estimates are, however,
statistically significant (only access to electricity and the number of hospitals
for those in the lower education group and the number of hospitals for those
in the higher education group are significant). For both groups, an increasing
cost of transporting commodities to Sdo Paulo (a measure of national market
connectedness) enters negatively into utility, while the cost of transporting
commodities to the nearest state capital (a measure of local market connect-
edness) enters positively. This latter result is counterintuitive.

Columns 7 to 8 report the results of our most complete model. Here, we dif-
ferentiate over time and control for migration costs. Doing so, we find that
percentage with sewage services (percent sewage), number of hospitals (no. of
hospitals), and transportation cost to the nearest state capital (SC) all enter sig-
nificantly and with the expected sign into the utility of those with less education,
while percentage with electricity (percent electric light) and percentage with
piped water (percent piped water) are only marginally insignificant. This reflects
the fact that local public goods are indeed important in this group’s migration
decision process. For the more educated group, number of hospitals and per-
centage with electricity both enter significantly with the expected sign. For this
group, however, transportation cost to the nearest state capital and percentage
with sewage services do not seem to matter. It is likely that this group is not
on the margin in terms of its access to sewage services (or piped water, for that
matter), so a marginal improvement in access to either of these public goods
is not likely to provide much inducement for choosing a particular destination.
Increasing access to electricity and hospitals is more likely to be important for
this group on the margin.

For both groups, increased transportation cost to Sdo Paulo enters into util-
ity positively and significantly in this specification. This result may initially
seem counterintuitive. However, after controlling for access to health care and
other forms of infrastructure (such as proximity to a state capital), this variable
may simply be a proxy for a low cost of living (a desirable amenity).

We can interpret the coefficients on each variable as the percentage of the
individual’s wage that he is willing to pay for a one unit increase in each vari-
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able. For example, an individual from the higher (seven to twelve years) edu-
cation group would be willing to pay 4.17 percent of wages in exchange for an
additional hospital in the individual’s AMC and 1.15 percent of wages in
exchange for an additional percentage point of the population being covered
by electric lights. An individual from the lower education group would be will-
ing to pay only 0.3 percent of wages in exchange for another percentage point
increase in the population covered by electric lights but would be willing to
pay 0.6 percent in exchange for an additional percentage point increase in the
population with access to sewage services. Since we use the log wage in the
model, it reflects that people with higher education pay a smaller percentage
of their wage for amenities. But their absolute payment for amenities is higher
than that of people with lower education. And for some amenities, better-
educated people are not marginal, and therefore they do not really benefit from
an improvement at the margin (that is, connecting more people up to a sewer
line likely does not help a rich person, since he or she was probably already
hooked up to the sewer line, but the less-educated person is more likely to ben-
efit from that improvement).

Conclusions

In this paper, we examine the determinants of internal migration, paying
particular attention to the role of amenities such as access to health and edu-
cation services and urban infrastructure in migration decisions of working-age
individuals. We use Brazilian census data for the analysis and find that the poor
from the country’s lagging regions not only migrate in search of better eco-
nomic outcomes but that they are often pushed from their hometowns where
they are deprived of access to basic public services such as health care, water
supply, and electricity.

These findings have important implications for territorial development and
urbanization policies in Brazil. First, economic activities in industry and ser-
vices are concentrated in the country’s leading areas, benefiting from internal
scale economies as well as positive externalities from agglomeration. In Brazil
and elsewhere, fiscal incentives and infrastructure programs that have tried to
develop industrial clusters in lagging regions have been largely unsuccessful
(World Bank 2008, Lall, Selod, and Shalizi 2006, Carvalho, Lall, and Timmins
2006, World Bank 2005). However, our results show that people have been leav-
ing lagging regions in search of better economic opportunities—particularly
in the Southeast. Policies should encourage this mobility of labor, and the best
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way is to help in improving human capital accumulation in lagging regions.
Considerable evidence shows that education is the best instrument for over-
coming the barriers of distance. One of the biggest success stories comes from
the United States, where arise in the schooling of African Americans is believed
to have been an important causal factor behind their “Great Migration” out of
the South (Margo 1988).

The Northeast in Brazil has the worst education attainment in the country—
the labor force has 4.6 years of schooling compared with the average of 6.4
years nationwide and 7.3 years in the Southeast. There are estimates suggest-
ing that average incomes in the Northeast would increase by more than half if
the local populace had the same education profile as people in the Southeast
have (Mont’ Alverne and others 2004). And neoclassical economic thinking sug-
gests that mobility of labor will contribute to interregional convergence. Since
higher wages at the destination reflect an initial shortage of workers relative to
capital—or a large endowment of capital per worker—the arrival of new
migrants will slow the accumulation of capital per worker and the growth of
wages. In contrast, the accumulation of capital per worker in the places migrants
leave will speed up as they go, accelerating wage growth for workers who stay
behind. By this mechanism, incomes in different locations are predicted to even-
tually converge.

Second, improving access to public services in lagging regions should be a
high priority. While the geographic concentration of economic activities gen-
erates increasing returns and helps accelerate economic growth, public policies
can help convergence in access to social services. By overlooking the provi-
sion of basic social services in economically lagging regions—such as schools,
primary health centers, and even basic public infrastructure—policymakers can
inadvertently influence the choice to migrate, motivating households to move
for reasons other than to exploit economic opportunities. While the move
improves the welfare of these individuals, the economy may end up worse off
as they are more likely to add to congestion costs in cities than to contribute to
agglomeration benefits. Also, by improving the provision of these services, pol-
icymakers can directly improve welfare of the poor in lagging regions.



Comments

Alex Anas: This interesting article is about migration from economically lag-
ging rural regions to economically leading urban regions in developing countries.
The authors present an empirical study focusing on migration into Brazil’s vibrant
Southeast from the lagging areas of the country.

Of central interest in any empirical study should be the theoretical deter-
minants that would be important in formulating a well-specified model for
empirical analysis. My comments have two parts. In the first, | will examine
the question: What does the theory in urban economics tells us about the deter-
minants of rural-to-urban migration? In the second part | will comment on
selected aspects of the empirical analysis provided by the authors.

The Determinants of Rural-to-Urban Migration:
Lessons from Urban Economics

The open-city model of urban economics is particularly applicable to the
situation of a developing country with a large rural population. In figure 1, |
illustrate this model in full. The x-axis measures the population concentrated
in a leading region or large urban area. The horizontal line is the utility that a
citizen can obtain by living in a lagging or rural area. The figure assumes that
regardless of how many people concentrate in the urban area, the level of util-
ity in the rural area remains unchanged. The inverse U-shaped curve is the level
of utility per person that can be obtained in the urban area as a function of the
urban population.

Note that when the urban population is small, adding more people to the
urban area increases utility because of agglomeration effects that build quickly,
but as the urban area grows and density increases, externalities such as crowd-
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Figure 1. Open-City Model of Urban Economics
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ing, traffic congestion, poor sanitation, and so on also increase and the level of
utility per person begins to fall (represented by the declining portion of the
inverse U-shaped curve). As long as the urban utility level is above the rural
one, rural to urban migration continues. This migration dynamic means that
the stable equilibrium population of the urban area will be bigger than the opti-
mal population. The former occurs where the declining portion of the inverse
U-shaped urban utility curve intersects the rural utility level. The optimal pop-
ulation occurs where the urban utility curve peaks.

The open-city model implies an inefficient allocation of resources: urban
populations are larger than optimal and cannot achieve a higher level of util-
ity than rural populations can obtain. If this seems counterintuitive at first, recall
the reasons for it. The higher concentration of population in the urban area has
caused rents to go up and the unpriced pollution, sanitation, and congestion
externalities to increase. Meanwhile the presence of human capital, agglom-
eration, and other positive externalities in urban areas means that urban
producers can offer lower wages (than otherwise) to attract workers to the urban
area. The final result is encapsulated by the well-known capitalization hypoth-
esis. Attractive migration destinations are places where, ceteris paribus, land
is expensive and labor compensation is relatively low. Unattractive migration
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destinations do not abound with positive externalities, but they are rich in the
absence of at least some of the negative externalities. They are characterized
by relatively higher wages and lower rents.

The authors mention the role of public services in migration. How do pub-
lic service improvements affect the rural to urban migration equilibrium? The
answer is in figure 1. Suppose that politicians invest in infrastructure improve-
ments in the urban area. Ceteris paribus, the inverse U-shaped curve shifts up
as these investments make the urban area more attractive for migrants. But
after the additional rural-to-urban migration occurs, the new stable equilib-
rium urban population increases without any gain in urban utility. What has
happened is that the benefit of better public services has become capitalized
into rents as more people have flocked to the urban area to benefit from the
improved services.

The above dismal prediction of the open-city model poses a public policy
dilemma. It is obvious from figure 1 that permanent welfare improvements can
come only by raising the rural utility level, not by raising the urban one. An
increase in rural utility would decongest cities, reducing the urban population
toward its optimum level. In reality, however, increasing the rural utility level
is a virtually insurmountable challenge. The reason is that the lack of scale
economies in the widely dispersed rural populations would require gargantuan
and spatially ubiquitous spending by governments seeking to improve rural
utility levels. By contrast, investing in flashy urban projects (for example, a
new subway system in the large city) is both cheaper and much more appeal-
ing to voters who perceive these investments as beneficial even though all they
do is to increase the urban size without creating real benefits after the addi-
tional migration that is induced.

| believe the open-city model to be important in understanding the welfare
economics of rural-to-urban migration. The model is also useful in deflating
potential myths that have emerged recently. One of these myths is mentioned
by the authors. They note that the hukou system of urban population controls
in China have not been beneficial. According to the open city model, however,
this is far from clear. The answer is again in figure 1. Suppose that the gov-
ernment limits migration from rural to urban areas so that the urban population
is near its optimal size. This is a nonequilibrium solution in which the urban
area is put on a higher utility level than is the rural area, by shutting the door
(or greatly raising the cost) on the rural population that would migrate there.
But the result of this intrusive policy is that the average utility level in the coun-
try is higher than the rural utility level. More precisely, those who migrated to
the cities despite the hukou restrictions clearly had a benefit, or otherwise they
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would not have done so. Those who stayed in the rural areas did not see their
utility lowered, and those who were already in the urban area enjoy a higher
level of utility because the hukou prevented the full incremental migration that
would have further congested the urban area. Loss in agglomeration benefits
are irrelevant as long as the hukou policy is active on the declining portion of
the inverse U-shaped curve, where more population creates more costs than
benefits.

There are other insights from urban economics that bear on the article’s cen-
tral theme. One of these has to do with the role of social networks in
rural-to-urban migration. More precisely, consider the likely scenario that
migrants move to the city because their friends or relatives have already moved
there. Such social networks have ambiguous effects on economic opportunity.
On the one hand, having a friend in the big city should make the migrant more
willing to move there for a lower wage. On the other hand, the friends can help
the migrant find cheaper housing, a better-paying job, or better access to pub-
lic services. While | am inclined to believe that the latter effects dominate the
former, | know of no formal research that either supports or contradicts my
intuition.

Finally, there is the well-known model of Harris and Todaro that explained
rural-to-urban migration in the face of high and persistent unemployment in
the urban areas. As my colleague Edwin Mills pointed out during the confer-
ence, it may indeed be the case that the supposed involuntary unemployment
of rural migrants in the large cities may be all smoke. It may indeed be the case
that hard-to-observe informal and even illegal employment is keeping such
migrants busy indeed. But, in the context of the authors’ article, there is yet
another reason to be cognizant of this model. The authors have stressed the
importance of better urban public services as a cause of rural-to-urban migra-
tion. If these factors are really important, then it should be at least in part true
that keeping the expected urban wage constant, higher unemployment or longer
unemployment spells are tolerated by migrants to urban areas with better and
more accessible urban services. Perhaps this is a hypothesis that the authors
could test in the future.

A Few Thoughts on the Model Used by the Authors
An attractive aspect of the article is the use of a discrete choice model (logit)

to explain the migration decision. The authors contribute meaningfully to that
literature.
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One of the less satisfying aspects of the empirical model is the specification
of the utility function in which wages are entered specifically as explanatory
variables but rents are ignored, which does not account well for the capital-
ization hypothesis. Again, wearing my urban economist hat, | have trouble with
this. Apart from data limitations on rents, | can only anticipate a possible jus-
tification that I have heard before from others but never agreed with. One might
be that rents at the migration destination k are indirectly captured by the X,
variables, so they are endogenous not exogenous. But so are wages. As well,
rents paid by various types of migrants will vary in the same destination because
of the immensely sophisticated differentiation that occurs in housing markets,
just as wages will also vary (which the authors do take into account) because
of the differentiation that occurs in the labor markets.

Finally, I would have liked to see the wage elasticities of labor supply cal-
culated from the estimated logit. Since the model treats considerable variation
among migrants and includes a variety of labor destinations, it would be of
interest to learn how the elasticity of labor supply varies among larger and
smaller urban destinations and for different types of migrants.

Jan K. Brueckner: Migration to cities from the rural or other disadvantaged
areas of developing countries has been a long-time focus of development econ-
omists, who often rely on the conceptual framework of the Harris-Todaro model.
That model attempted to explain the puzzle of continuing migration flows in the
face of urban unemployment by identifying expected income, in a probabilistic
sense, as the force luring migrants toward cities. The key insight is that, when
urban wages are sufficiently high relative to rural wages, an appreciable likeli-
hood of urban unemployment need not deter migrants since the city offers an
attractive expected income despite the low chance of actually finding a high-wage
urban job. In a Harris-Todaro equilibrium, rural-urban migration stops when the
urban unemployment rate has risen to the point where rural incomes and expected
urban incomes are equal.

In addition to this unemployment mechanism, additional forces may play a
role in equilibrating rural-urban migration. Once such force, explored in a
series of my own papers, is escalation in the urban cost of living in response
to migration, particularly land and housing costs. As migrants crowd into cities,
housing costs rise, and this escalation reduces the urban standard of living and
limits the appeal of further migration. In this extended model, urban unem-
ployment and rising housing prices jointly serve to equilibrate rural-urban
migration flows.
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Such migration flows also depend on other elements of the economic envi-
ronment in the origin and destination regions. While wages, unemployment
rates, and housing costs are among these elements, the paper by Lall, Timmins,
and Yu brings a welcome focus on another overlooked factor: public service
levels. Superior access to public health facilities, schools, water, electricity, and
sewage may motivate migration just as powerfully as the lure of better incomes.
The chapter provides new and useful empirical estimates that document the
strength of these attractive forces.

Even though this evidence shows that public services do indeed play a role
in migration decisions, the equilibration forces described above do not oper-
ate so explicitly in this case. In particular, even though unemployment and
housing costs rise as migrants pour into cities, an urban government may be
committed to maintaining public service levels, which would then not deteri-
orate as the population swells. In this case, the labor and housing markets must
do all the equilibrating work. However, if public service budgets are fixed or
do not increase to match population growth, then public service levels will
decline as the migrant population swells, and this force will operate in con-
junction with rising unemployment and higher housing costs to limit the extent
of migration. Thus, public service “congestion” could be added to the list of
equilibrating forces in an expanded Harris-Todaro model.

Regardless of which view applies, Lall, Timmins, and Yu have identified an
underappreciated policy lever that governments might use to exert control over
migration flows. If a national government wishes to slow migration into a coun-
try’s largest cities from rural areas or smaller hinterland cities, it could take
steps to increase spending on public services in these origin regions. Given the
findings of the authors, such spending would make migration less attractive,
retarding the unwanted migration flows. In countries such as China, where
migration flows are massive and tend to subvert the government’s hukou sys-
tem, improvement of rural public services would provide a means for limiting
population pressure in the largest cities. A similar policy could be employed
in Brazil, the focus of the authors’ empirical work.
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A Reconsideration of the NAS Rule
from an Industrial Agglomeration
Perspective

Japan experienced rapid urbanization after the World War 1 as indicated, for
example, by the fact that the population share of Densely Inhabited Districts
(DID), nearly doubled between 1950 and 2000, from 34.9 percent to 65.2 per-
cent, while accounting for only 3.3 percent of the national land.* Moreover,
this rapid urbanization does not appear to be a simple proportional increase of
economic activities in all urban areas. Rather, the spatial distributions of indus-
tries and population within the 258 metro areas (cities) of Japan are quite
skewed. The population of the largest city, Tokyo, exceeded 30 million in 2000
and accounted for more than a quarter of the national population. The ten
largest cities together accounted for more than a half of the national popula-
tion. Moreover, if the industrial diversity of a given city is defined in terms of
the number of industries exhibiting significant agglomeration within that city
(see the section on cluster-based choice cities and industries below), then the
population sizes of cities also appear to be highly correlated with their indus-
trial diversities (see the section on the hierarchy principle).

We especially thank Gary Burtless, Gilles Duranton, Vernon Henderson, Wen-Tai Hsu, Yannis
loannides, Edwin Mills, Art O’Sullivan, Janet Pack, John Quigley, and Ping Wang for stimulating
discussions. This research has been partially supported by The Murata Science Foundation, The
Grant in Aid for Research (Nos. 17330052, 18203016, 19330049) of the Ministry of Education,
Culture, Sports, Science and Technology of Japan.

1. Densely Inhabited Districts are defined in the Population Census of Japan (Japan Statistics
Bureau 1980, 2000) as a geographic areas having a residential population of at least 5,000 with a
population density greater than 4,000/km?. These DIDs are also used in the World Urbanization
Prospects (United Nations 2007) definition of “urban shares” of population.

Asimilarly drastic urbanization has been observed, for example, in South Korea where the “urban
share of population” nearly quadrupled from 21.4 percent in 1950 to 79.6 percent in 2000. The cor-

responding percentages for the United States, western Europe, and western Asia are from 64.2 percent
to 79.1 percent, 63.8 percent to 75.3 percent, and 16.5 percent to 40.4 percent, respectively.
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Against this background, our main interest is to ask whether these skewed
spatial distributions of industries and population exhibit any clear relationship,
or whether they might simply have happened by chance. In Mori, Nishikimi,
and Smith (2008), a strong empirical regularity was identified between the size
and industrial composition of cities in Japan. This regularity, designated as the
Number-Average Size (NAS) Rule, asserts a negative log-linear relation
between the number and average population size of those cities where a given
industry is present, that is, of the choice cities for that industry. More recently,
this same regularity (with comparable definitions of industries and cities) has
been reported for the United States by Hsu (2008).

But despite the strong empirical regularity of the NAS Rule, there still
remains the statistical question of whether such location patterns could simply
have occurred by chance. Of particular importance here is the focus of this rule
on the presence or absence of industries in each city, rather than on the per-
centage distribution of industries across cities. Indeed, chance occurrences of
certain choice cities may be quite likely if, for example, one includes cities
where only a single industrial establishment happens to appear. Hence there is
a need to clarify exactly what constitutes a substantial industrial presence in
a given city. Although it is possible to characterize substantial in terms of some
threshold number or share of industrial establishments or employment, such
conventions are necessarily ad hoc. Hence an alternative approach is proposed
in a companion paper, Mori and Smith (2009b), which characterizes substan-
tial in terms of significant industrial agglomeration. More specifically, this
approach utilizes the statistical procedure developed in Mori and Smith (2009a)
to identify spatially explicit patterns of significant clustering (agglomeration)
for each industry. In this context, the desired choice cities for each industry are
taken to be those (economic) cities that share at least a part of a significant spa-
tial cluster for the industry and therefore are designated as cluster-based choice
cities.

With this new definition, it is shown in Mori and Smith (2009b) that the
NAS Rule not only continues to hold for Japan but in some ways is even
stronger. In particular, the few industrial outliers identified for the NAS Rule
in the original analysis of Mori, Nishikimi, and Smith (2008) are shown here
to be without exception industries for which no significant spatial agglomera-
tions can be identified. Hence these results serve to suggest that the NAS Rule
may in fact be an observable consequence of underlying coordination between
spatial agglomerations of industry and population.

But unlike the original analysis in Mori, Nishikimi, and Smith (2008), the
NAS Rule in Mori and Smith (2009b) is examined only for 2001. To that end,
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there remains the question of whether this rule continues to exhibit the same
persistence over time that was seen in the original analysis. The results for 1981
have now been completed, and indeed they confirm persistence of the NAS
Rule over this twenty-year period.? Thus the main objective of the present paper
is to develop these new results and to compare them with the original analysis
in Mori, Nishikimi, and Smith (2008).

This persistence is particularly remarkable given that it does not arise from
simple proportional growth, such as a proportional increase in the number of
cluster-based choice cities across industries or a proportional increase in the
average sizes of these cities. On the contrary, there has been a substantial churn-
ing of these choice cities across industries (as developed later in the section on
churning of cluster-based choice cities and industries).

It was also shown in Mori, Nishikimi, and Smith (2008) that there is an inti-
mate theoretical connection between the NAS Rule and both the classical Rank
Size Rule for cities and Christaller’s (1966) Hierarchy Principle for industrial
location behavior. Thus a final objective of the present paper is to analyze the
persistence of these two additional regularities with respect to cluster-based
industry-choice cities over the given twenty-year period.

To develop these results, we begin in the next section with an overview of
both the city and industry data employed in this analysis. The third section,
after the data section, then focuses on cluster-based choice cities (and cluster-
based choice industries), as constructed in Mori and Smith (2009b). These cities
are analyzed with respect to their relative employment concentrations and their
key churning properties with respect to industry mix. This is followed in the
subsequent section with a review of the NAS Rule itself and a presentation of
the new findings of persistence. In the same section, this pattern of persistence
is extended to the Hierarchy Principle and Rank Size Rule. Finally, the paper
concludes with a brief discussion of ongoing work and directions for further
research.

Data

The data used in the present analysis is very similar to that used in the original
two-period analysis of Mori, Nishikimi, and Smith (2008). In the discussion below,

2. This involved restricting the admissible set of industries to those that are comparable between
the two time periods. It should also be mentioned here that several months of computer time were
required to generate sufficient random cluster patterns for testing the significance of agglomera-
tions in each of these observed industrial location patterns.
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Figure 1. Municipality Boundaries, 2001

Source: National Statistics Center of Japan (2009).

we focus on the differences between the two. We begin with city data and then
consider industrial data.

Cities

The basic regional units in the present study that are used to identify eco-
nomic cities and industrial agglomerations are municipalities. The 3,230
municipalities used in Mori, Nishikimi, and Smith (2008) were based on data
in 2000. In the present paper, the municipality boundaries in 2000 are con-
verted to the latest definition used in 2001, which creates certain minor
differences. More important, the 13 major municipalities (such as Tokyo, Osaka,
Nagoya, and Kyoto) have been divided into their individual wards, which are
comparable in size to most other municipalities. This increases the total to 3,363
as of October 1, 2001. Finally, since industrial agglomerations are identified
in terms of road-network distances (see the industry clusters section), we focus
on the 3,207 municipalities that are geographically connected to the major
islands of Japan (that is, Honshu, Hokkaido, Kyushu, and Shikoku) via a road
network (refer to figure 1). The excluded municipalities account for only 1.6

percent of the total population in both 1980 and 2000 and should not have a
significant effect on the analysis.
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In terms of these basic regional units, an (economic) city is formally defined
to be an Urban Employment Area (UEA), as proposed originally by Kanemoto
and Tokuoka (2002). Each UEA is designed to be an urban area of Japan that
is comparable to the metropolitan areas (MASs) of a Core Based Statistical Area
(CBSA) in the United States.® Hence each UEA consists of a core set of munic-
ipalities designated as its business district (BD) together with a set of suburban
municipalities from which workers commute toward the BD. Following
Kanemoto and Tokuoka (2002), UEAs are constructed as aggregations of
municipalities by a recursive procedure that is detailed in Mori, Nishikimi, and
Smith (2008). Basically this construction starts with a large “seed” munici-
pality, designated as the central municipality of the UEA. This in turn is extended
to a BD and an appropropriate set of suburban municipalities. However, the
analysis in Mori, Nishikimi, and Smith (2008) used only Metropolitan Employ-
ment Areas (MEAS), that is, UEAs with central municpality populations of at
least 50,000. In the present analysis, we include all UEAs as defined by
Kanemoto and Tokuoka (2002) that have central municipality populations of
at least 10,000. Those with central munipality populations below 50,000 are
designated as Micropolitan Employment Areas. This broader definition yields
309 cities (UEAS) in 1980 and 258 cities in 2000 (compared with the respec-
tively smaller sets of 105 and 113 MEAs used in Mori, Nishikimi, and Smith
2008).

Industries

As in Mori, Nishikimi, and Smith (2008), the industrial employment data
used for the analyses in this paper are classified according to the three-digit
Japanese Standard Industry Classification (JSIC) taken from the Establishment
and Enterprise Census of Japan in 1981 and 2001 (Japan Statistics Bureau 1981,
2001) and are applied to the respective population data in 1980 and 2000. But
unlike in Mori, Nishikimi, and Smith (2008), the present analysis focuses on
manufacturing. For while services and wholesale-retail industries tend to be
found almost everywhere, that is, they are ubiquitous, manufacturing indus-
tries exhibit a much larger diversity of location patterns at the three-digit level.
Therefore, as observed in Mori, Nishikimi, and Smith (2008), the NAS Rule
itself is far more interesting for manufacturing industries.*

3. For the definition of a CBSA, see U.S. Office of Management and Budget (2000).

4. This can be seen quite dramatically in figure B1 of appendix B in Mori, Nishikimi, and Smith
(2008), where the 125 manufacturing industries shown (see footnote 14) are a subset of those used
here.
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There were 152 and 164 manufacturing industries at the three-digit level in
1981 and 2001, respectively. Hence, to achieve comparability between indus-
trial location patterns in these two years, industries in each year have been
aggregated in a manner that yields the largest number of common classifica-
tions with a positive number of establishments for both years. This aggregation
resulted in 147 common manufacturing industrial classifications for both years.®
This number is further reduced to 139 industries that exhibit at least some degree
of significant agglomeration (as discussed in industry clusters below).

Cluster-Based Choice Citiesand Industries

As stated in the introduction, the central objective of this paper is to reex-
amine the NAS Rule with respect to cluster-based choice (cbh-choice) cities for
each industry. Since the identification of ch-choice cities for industries is devel-
oped fully in Mori and Smith (2009a, 2009b), we only sketch the main ideas
below. Given the definition of cities above, the focus here will be on the iden-
tification of significant industrial clusters. These clusters are used to define
ch-choice cities for each industry when we discuss the definitions of cluster-
based choice cities and industries. From the city perspective, there is a
completely parallel concept of cb-choice industries for each city. This is fol-
lowed with a brief consideration of the relative industrial employment
concentration in ch-choice cities relative to all other cities. Finally, the churn-
ing of industrial locations is considered from both industry and city viewpoints
in the last subsection.

Industrial Clusters

Our approach to the identification of significant clusters of regions (munic-
ipalities) for a given industry is closely related to the statistical clustering
procedures proposed by Besag and Newell (1991), Kulldorff and Nagarwalla
(1995), and Kulldorff (1997). To test for the presence of clusters, these proce-
dures start by postulating an appropriate null hypothesis of no clustering. In
the present case, this hypothesis is characterized by a uniform distribution of
industrial locations across regions.® Such clustering procedures then seek to
determine the single most significant cluster of regions with respect to this
hypothesis. Candidate clusters are typically defined to be approximately cir-

5. See appendix A for the details of this industrial aggregation.
6. Here uniformity is defined with respect to an areal measure of the economic area of each
region (municipality). Details of this measurement procedure are given in Mori and Smith (2009a).
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cular areas containing all regions having centroids within some specified dis-
tance of a given reference point (such as the centroid of a central region). The
approach developed in Mori and Smith (2009a) extends these procedures in
two ways. First, the notion of a circular cluster of regions is extended to the
more general (metric-space) concept of a convex solid, as defined with respect
to the shortest travel-distance metric on the given set of regions.” Next, indi-
vidual (convex solid) clusters, C, are extended to the more global concept of
cluster schemes. If the set of relevant regions (municipalities), r, is denoted by
R, then each cluster scheme, C = (R,, C,,...C, ), is taken to be a partition of R
into one or more disjoint clusters, C,,...C, , together with the residual set, R,,
of all noncluster regions. Each cluster scheme then induces a family of possi-
ble location probability models, called cluster probability models, p- = [Pc(j) :
i=1,....kc], inwhichitis implicitly hypothesized that industrial establishments
are more likely to be located in one of the cluster regions than in a noncluster
region (and where p.(Ry) = 1 - 2,pc(j)). Each cluster probability model, pc,
thus amounts formally to multinomial sampling models on its underlying clus-
ter schemes, C.8

In this context, the local problem of finding a single, most likely cluster is
replaced by the global problem of finding a cluster probability model that best
fits the full set of industry locations. In turn, this is seen to be an instance of
the general statistical goodness-of-fit problem, that is, the problem of select-
ing a best-fit model from among a family of candidate probability models for
a given set of sample data. While many model-selection criteria have been pro-
posed for doing so, the criterion chosen here is the Bayesian Information
Criterion (BIC) first proposed by Schwarz (1978).° Essentially this criterion
involves a trade-off between the likelihood of the given sample data under each
candidate model and the number of parameters (cluster probabilities) used in
the model.1°

To find a best cluster model with respect to this criterion, it would of course
be ideal to compare all possible cluster schemes that can be constructed from
the given system of regions. But even for modest numbers of regions, this is a

7. Here shortest travel distance is defined with respect to road-network distance, as detailed
in Mori and Smith (2009a).

8. Other models of this type include the model-based clustering approach of Dasgupta and
Raftery (1998), and the Bayesian approach of Gangnon and Clayton (2000, 2004). See Mori and
Smith (2009a, footnote 7) for further discussion.

9. Among the many other model-selection criteria that are applicable here, the most prominent
are Akaike’s (1973) Information Criterion (AIC) and the Normalized Maximum Likelihood (NML)
Criterion by Kontkanen and Myllymaéki (2005). A comparison of these criteria in the present con-
text will be presented in Smith and Mori (2009).

10. Further details are given in Mori and Smith (2009a, 2009b).
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practical impossibility. Hence the approach taken in Mori and Smith (2009a)
is to develop a heurisitic algorithm that searches among the set of candidate
models for the best model with respect to the BIC criterion. To do so, one starts
by finding the best cluster probability model with an underlying cluster scheme
consisting of exactly one single-region cluster (municipality). More elaborate
cluster schemes are then grown by adding new disjoint clusters or by either
expanding or combining existing clusters until no further improvement in the
BIC model-selection criterion is possible. The final result is thus guaranteed
to yield at least a locally best cluster scheme with respect to this criterion.® If
the set of manufacturing industries is denoted by I, then let the best cluster
scheme found for industry, i € I, be denoted by C; =(R,Ciz,-,Ci) .

Cluster schemes for each of the 147 manufacturing industries were con-
structed for 1981 and 2001. Since the construction procedure and analysis of
these cluster schemes is identical for both years, we drop time distinctions and
simply take C; to be a generic representation of both cluster schemes for each
industry i. In addition it should be noted that both cluster schemes for each of
these 147 industries contain at least one cluster, and hence are nondegenerate.

But even when cluster schemes are nondegenerate, there remains the sta-
tistical question of whether such clustering could simply have occurred by
chance. Indeed, even completely random location patterns will tend to exhibit
some degree of clustering.*? Therefore, for each industry i, one can ask how
the optimal criterion value, BIC,, obtained for C, compares with typical values
obtained by applying the same cluster detection procedure to randomly gen-
erated spatial data. This testing procedure can be formalized in terms of the
null hypothesis of complete spatial randomness, which asserts that individual
establishment locations are independently and uniformly distributed over the
economic areas of regions. Under this hypothesis, therefore, the probability,
P(r), that any given establishment will locate in region (municipality), r € R,
is taken to be proportional to the size of economic area of region r. Monte Carlo
simulation can then be employed to estimate the sampling distribution of BIC,
under this hypothesis, and a one-sided test can be performed to determine
whether the observed value of BIC, is significantly large relative to this distri-
bution. Those industries with clustering that is not significant at the 5 percent
level are said to exhibit spurious clustering.?

11. See Mori and Smith (2009a) for further details.

12. Infact, the complete absence of clustering is statistically consistent with a significantly dis-
persed (ubiquitous) pattern of industrial locations, which is the complete opposite of clustering
(agglomeration).

13. See Mori and Smith (2009a).
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Among the 147 industries for which clusters were identified, all were
extremely significant (with p values close to zero) except for 8 industries where
complete spatial randomness could not be rejected at the 5 percent level. These
include six arms-related industries (JSIC381, 383-387), together with tobacco
(JSIC194), and coke manufacturing (JSIC273). Besides the small numbers of
establishments in these industries, they also are rather special in other ways.**
Tobacco manufacturing and arms-related industries are highly regulated indus-
tries, so that their location patterns are not determined by market forces. Finally,
coke production is a typical declining industry in Japan (steel industries have
gradually replaced coke production with less expensive powder coal after the
1970s).

Thus our present analysis is based on the remaining 139 industries that
exhibit some degree of significant clustering. For these industries, the per-
centages of establishments included in clusters range from 39.1 percent to 100
percent (with an average of 94.1 percent) in 2001, while the corresponding per-
centages in 1981 range from 51.8 percent to 100 percent (with an average of
95.7 percent).'®

Definition of Cluster-Based Choice Cities and
Cluster-Based Choice Industries

For each industry with significant clustering, we can now define its set of
corresponding cluster-based choice cities as follows. First, if the set of all cities
(UEAS) in a given year is indexed by U, and if the subset of cities with posi-
tive employment in industry i is indexed by U;” C U (where again we drop time
distinctions), then a city, k € U/, is designated as a cluster-based choice city
for industry i, if and only if there is some cluster, C; € C;, such that

(1) UEANC, = 2.

In other words, UEA, is a ch-choice city for i, if and only if (iff) it shares at least
one positive i-employment municipality with some cluster in C,.26 Let the set of
ch-choice cities for i be indexed simply by U,. To distinguish this notion from
the original set of choice cities, U;", proposed in Mori, Nishikimi, and Smith

14. All have less than 40 establishments, with an average of 7.89 establishments (compared
with the average of 6,183 establishments for the other industries in 2001). Establishment location
data are not available for tobacco manufacturing (JSIC194) in 1981 since it was operated by the
national government.

15. For further discussion, see Mori and Smith (2009b).

16. Here it should be noted that the “convexity” requirement on clusters in C; implies that a
cluster may contain some municipalities with no i employment. Hence as a minimum condition,
ch-choice cities for i are required to share cluster municipalities in C; with positivei employment.
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(2008), it is convenient to designate all cities in U;" as presence-based (pb) choice
cities for industry i.

Note that the intersection in equation 1 can be interpreted in terms of indi-
vidual cities as well as industries. In particular, one may designate industry i
as a cb-choice industry for city kiff k € U;" and equation 1 holds for some clus-
ter, C, € C,. As a parallel to U,, one may then index the set of cb-choice
industries, i € I, for city k by I,. Hence, in the same way that the number (#U)
of cb-choice cities for a given industry reflects its location diversity, the num-
ber (#1,) of cb-choice industries for a given city reflects its industrial diversity.
These diversity measures exhibit great variation across industries and cities
alike. With respect to the 139 industries studied, #U, ranges from 14 to 275
(with an average of 116.3) cities in 1981, and ranges from 12 to 227 (with an
average of 101.7) cities in 2001. Similarly, for the 309 cities identified in 1980,
#1, ranges from 2 to 139 (with an average of 52.3) industries in 1981, and for
the 258 cities identified in 2000, #l, covers the full range from 1 to 139 (with
an average of 54.8) industries. We shall examine some additional empirical
properties of these dual relations in the last subsection below.

Industrial Concentration in Cluster-Based Choice Cities

Next, recall that the primary motivation for the present definition of cb-choice
cities was to characterize substantial industry presence in terms of agglomer-
ation behavior. Hence we next consider how this endogenous approach relates
to more exogenous threshold approaches in terms of industrial concentration.
Such concentration can be measured in terms of either employment or num-
bers of establishments in cities. The key finding here is that with respect to both
these measures, ch-choice cities for industries do indeed exhibit larger con-
centrations than do other cities in which the industry is present.

To state this more precisely, let E; and N, denote respectively the employ-
ment size and number of establishments of industry i in city k. Then, the
employment-concentration ratio, R®™, of average i-employment in cb-choice
cities, U, to that in all other cities with positive i-employment, U] — U, is given
by:

1
#Ui zkEUi Eik

1
#U - #U, Dy, B
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Similarly, the establishment-concentration ratio, R®, of the average number of
i-establishments in cb-choice cities, U;, to that in all other cities with positive i-
employment, U;" — U, is given by:

1
#Ui zkEUi Nik

©) Re =

- . N
#UF —#U, Zkeua -u; ik

The frequency distributions of concentration ratios, R*™ and R®, over all 139
industries, i, with significant clustering in 2001 are shown in figures 2 and 3,
respectively. Here R®™ ranges from 1.17 to 121.00 (with an average value of
15.19), and R® ranges from 1.47 to 71.74 (with an average value of 15.05). Notice
in particular that all ratios are greater than one. Hence it is clear that cb-choice
cities for each industry i do indeed exhibit relatively large concentrations with-
out imposing ad hoc threshold sizes on such concentrations.

Churning of Cluster-Based Choice Cities and
Cluster-Based Choice Industries

Recall from the section above that for each time period there is a wide range
in the locational diversities of industries and the industrial diversities of cities.
But even more important is the fact that there has been a considerable amount
of churning of industries across cities and vice versa. One way to examine these
effects is to consider changes in the number of ch-choice cities for each indus-
try i between 1981 and 2001, as shown in figure 4. Here figure 4(a) shows these
changes as calculated using the respective city boundaries identified for each
year. Figure 4(b) shows these changes using the 2000 city boundaries for both
years (so that only changes in industrial agglomeration patterns are reflected).
In both figures, industries are ordered by their locational diversity (that is, by
the number of cb-choice cities) in 1981. The vertical bar shown for each indus-
try is divided into two segments. The length of the upper segment corresponds
to the number of new cb-choice cities for this industry in 2001 that were not cb-
choice cities in 1981, and the length of the lower segment is the number of old
ch-choice cities in 1981 that ceased to be cb-choice cities by 2001. These two
diagrams suggest that regardless of changes in city boundaries, there are sig-
nificant numbers of both exiting and entering ch-choice cities for most industries.

An alternative way to examine these churning effects is to measure changes
in the set of cb-choice cities for each industry between these two years. If the
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Figure 2. Average Employment Size of Cluster-Based Choice Cities Relative to That of
Presence-based Ones
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Figure 3. Aver age Establishment Count of Cluster-Based Choice Cities Relativeto That
of Presence-based Ones
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Figure 4. Changein the Number of Choice Cities
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sets of ch-choice cities for each industry i e | in 1981 and 2001 (with respect
to 2000 city boundaries) are denoted respectively by U%! and U2%%, then the
churning of cb-choice cities for i can be measured as follows:

#(U i1981 m Ui2001)

y
(4) CHURNSS — 1 HUTT U
I 1

Hence complete churning corresponds to CHURN % =1, where all ch-choice
cities for industry i have changed from 1981 to 2001. Similarly, CHURN,“tes =
0 implies no churning. The frequency distribution of these churning values across
all 139 industries with significant clustering is shown in figure 5. The values of
CHURNes range from 0.06 to 0.78 with an average of 0.41. Here more than
half of the ch-choice cities for thirty-nine (28.1 percent) of these industries were
replaced during this twenty-year period (and more than a quarter were replaced
for at least 80 percent of the industries). In short, these industries have exhibited
dramatic churning of their locations during this period. Similar rapid adjustments
of industrial locations have been documented for France and the United States
by Duranton (2007).Y

17. The employment share-based measure of churning of industrial locations adopted by
Duranton (2007) is somewhat problematic when relatively disaggregated industries are consid-
ered (as in the present study) since employment shares may often be zero.
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Figure5. Churning of Choice Cities
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Such churning can also be measured from the city perspective. Here we focus
on the 258 cities identified in 2000 and use their 2000 boundaries for analysis.
As a parallel to the industries analysis above, we first consider changes in the
number of cb-choice industries for each city, k, during this twenty-year period,
as shown in figure 6. Here cities are ordered on the x-axis in terms of their
industrial diversity (that is, number of ch-choice industries) in 1981. The length
of the upper segment of the vertical bar for each city k now corresponds to the
number of new cb-choice industries for kin 2001 that were not ch-choice indus-
tries for k in 1981, and the length of the bottom segment corresponds to the
number of cb-choice industries for k in 1981 that had ceased to be cb-choice
industries for k by 2001.

Itis clear from the figure that the change in industrial composition is small-
est for the most diversified and the least diversified cities. This is partly due to
the fact the industry classification is fixed, so that the number of choice indus-
tries has little room for increase in the most diversified cities. Similarly, there
is little room for decrease in the least diversified cities. But, as figure 6 shows,
there is also little decrease for the most diversified cities, and little increase for
the least diversified cities. So the industrial diversification of cities at both ends
of the spectrum appears to be relatively stable during this twenty-year period.
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Figure 6. Changein the Number of Choice Industries of Cities
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Thus, churning of cb-choice industries occurs mostly in cities with intermedi-
ate levels of industrial diversity.

As with industries, these churning effects can also be examined by meas-
uring changes in the sets of cb-choice industries for cities. To do so, let the sets
of cb-choice industries for each city kin 1981 and 2001 (with respect to 2001
city boundaries) be denoted by 1,19 and 1292, Then the churning of ch-choice
industries for k can be measured as follows:

#(| ﬁ981 ﬂ I I%OOl)

ind

where complete churning of industries for k again corresponds to CHURN,"s
=1, and where CHURN,"™s = 0 again implies no churning. The frequency dis-
tribution of CHURN,™s across all cities, k, is shown in figure 7. Here the values
of CHURN,"™s take on the full range from 0.0 to 1.0, with an average of 0.58.
As with cb-choice cities above, there is substantial churning of ch-choice indus-
tries. Here more than half of the ch-choice industries for 77 (30.0 percent) of
these 258 cities are replaced (and more than a quarter were replaced for 216, or
83.7 percent, of these cities).



190 Brookings-Wharton Papers on Urban Affairs: 2009

Figure 7. Churning of Choice Industries between 1981 and 2001

T T T T T T

025+ B

e
w
T
L

e
T
1

Frequency (share)

pEIRER SN

0 0.2 0.4 0.6 0.8 1
CHUR Nindus

Source: Japan Statistics Bureau (1980, 1981, 2000, 2001) and authors’ calculations.

The NASRuleand itsAssociated Empirical Regularities

Given the definitions and preliminary findings above, we turn now to the
major results of this paper. Here we begin with the NAS Rule itself below and
consider its persistence properties for the case of Japan under our new defini-
tion of cluster-based choice cities. These persistence properties are then
extended to the associated Hierarchy Principle and Rank Size Rule in the next
two sections, respectively.

The NASRule

In the present setting, the Number-Average Size (NAS) Rule first formu-
lated in Mori, Nisikimi, and Smith (2008) (in terms of pb-choice cities) now
asserts that there is a log-linear relationship between the number and average
size of ch-choice cities for industries. With respect to this new definition of
choice cities, the main result of the present paper is shown in figure 8.

In figure 8, the logs of both the number of cb-choice cities (#CITY) and aver-
age size of ch-choice cities (SZE) are plotted for the relevant 147 manufacturing
industries in 1981 and 2001.* The specific points corresponding to the eight

18. In terms of the notation in the section on definitions of cb-choice cities and industries above,
for each industry i, #CITY; = #U; and SZE; is the average size of all cities in U,.
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Figure 8. Average Size ver susthe Number of Choice Cities of Industries
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industries with spurious clustering are indicated in figure 8, and they show that
all outliers are in this group. Hence for those 139 industries with significant
clustering, the relations shown for each year are almost exactly log linear. This
can be verified by a simple OLS regression, which yields the following results
for each year:°

(6) 1980-1981:log(SZE) = 16.92— 0.734 log(#CITY), R? = 0.996,
(0.0309)  (0.00668)

(7) 2000 -2001: log(SZE) = 17.01— 0.716 log(#CITY), R? = 0.996,
(0.0286)  (0.00635)

where the values in parentheses are standard errors. It should be noted that since
the dependent variables are neither normally distributed nor independent by con-
struction, the linear estimates in equations 6 and 7 are best regarded as “curve
fitting” rather than genuine statistical models (as pointed out by Eaton and Eck-
stein (1997, p. 452, footnote 19).2° However, it should also be emphasized that

19. Because our city data are for 1980 and 2000 while our industry data are for 1981 and 2001,
we shall sometimes denote these two periods by 1980/1981 and 2000/2001, respectively.

20. It should also be noted that if city sizes are distributed according to a power law (as implied
by the Rank Size Rule below), then as pointed out by Gabaix and loannides (2004, section 2.2.1),
the standard errors in these regressions may be grossly underestimated. But in the present case,
with R? values almost 1, it should be clear that such standard errors add little in the way of new
information.
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these strong log-linear relations are not simply the result of some underlying tau-
tology. In particular, the drastic outliers in figure 8 suggest that for industries
without strong agglomeration tendencies, this NAS Rule may not be relevant at
all. Hence it can be conjectured that insofar as agglomeration behavior is a reflec-
tion of economic factors, the NAS Rule is most relevant for industries where
location decisions are largely governed by economic considerations.

Aside from the obvious strength of this log-linear relation, it should also be
emphasized that the slopes of these two regression lines are almost the same.
This can again be tested by pooling the data for both time periods, introducing
a time dummy and applying standard F tests to evaluate coefficient shifts.
While the statistical validity of such a test is again questionable in terms of nor-
mality and independence, the results clearly support invariance of the slope
coefficient. However, the intercept does exhibit a significant shift, as can eas-
ily be seen from figure 8. So while both the numbers and average sizes of
cb-choice cities for individual industries have changed, they have done so in a
manner that leaves their elasticity of substitution invariant. More specifically,
a 1 percent increase in the number of cb-choice cities for an industry from 1981
to 2001 corresponds roughly to a 0.7 percent decrease in the average size of
these cities during the same twenty-year period.

The stability of this relation is even more remarkable in view of the dra-
matic churning of industries across cities during this period (as discussed in
the section on churning above). In addition, there has also been a substantial
reordering of city sizes themselves (as discussed below). The invariance of the
NAS Rule adds further support to the conjecture that this implicit coordination
between industrial and population locations is driven by the same underlying
economic forces over time. Although the exact nature of these forces remains
an open question, the recent model proposed by Hsu (2008) suggests that scale
economies of production may constitute one important contributing factor.

The results in Hsu (2008) together with the original analysis in Mori,
Nishikimi, and Smith (2008) show that this NAS Rule is intimately connected
with two other well-known classical regularities of city systems, namely,
Christaller’s (1966) Hierarchy Principle and the Rank Size Rule of city size
distributions. Hence the invariance of the NAS Rule above suggests that these
two regularities may also exhibit invariance properties. We now consider each
of these regularities in the context of our present manufacturing data.

The Hierarchy Principle

The Hierarchy Principle originally proposed by Christaller (1966) asserts
that industries found in cities of a given size will also be found in all cities of
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larger sizes. The approach of Mori, Nishikimi, and Smith (2008) was to rede-
fine this principle in terms of industrial diversity (that is, the number of choice
industries for a city) rather than by population size. Hence our present version
of the Hierarchy Principle asserts that industries in cities with a given level of
industrial diversity (that is, a given number of cb-choice industries) will also
be found in all cities with larger industrial diversities. This version is formally
somewhat weaker than the original population version of Christaller and hence
constitutes a necessary condition for the classical Hierarchy Principle.?! The
main advantage of this reformulation is that it allows the Hierarchy Principle
to be tested without altering the industrial diversity structure of the city sys-
tem. Moreover, this weaker version is in reality very closely related to the
classical version. In the present case, Spearman’s rank correlation between the
industrial diversity levels and populations of cities is around 0.75 for both
1980/1981 and 2000/2001.

Before testing this principle in the present setting, it is useful to consider
the city-industry relationships depicted graphically in figure 9, using 2001 data.
Here, cities, k, are ordered by their industrial diversities (number of cb-choice
industries) on the horizontal axis, and industries, i, are ordered by their loca-
tional diversities (number of ch-choice cities) on the vertical axis. A plus symbol
(+) in position (k, i) indicates that k is a ch-choice city for industry i (and equiv-
alently, that i is a cb-choice industry for city k). If we distinguish such positions
as positive, then the Hierarchy Principle asserts that for each positive position
(k, 1), then there must also be a + in every column position (-, i) to the right of
(k, i), indicating that all cities with industrial diversities greater than or equal
to city k are also cb-choice cities for industry i. Hence it is clear from the fig-
ure that while the Hierarchy Principle does not hold perfectly, the row density
of + values increases from left to right in virtually every row. Hence there is
clearly a strong level of agreement with the Hierarchy Principle that could not
have occurred by chance.??

A formal statistical test of this assertion was developed in Mori, Nishikimi,
and Smith (2008). To apply this test in the present context, it suffices to out-
line the basic elements of the test in terms of figure 9 (see Mori, Nishikimi,
and Smith 2008, section 4 for a detailed development). To do so, observe first

21. See footnote 40 in Mori, Nishikimi, and Smith (2008).

22. Note that this figure bears a strong resemblance to figure 7 in Mori, Nishikimi, and Smith
(2008). The key difference for our present purposes is the new cluster-based definition of choice
cites for industries. However, it should be noted that the inclusion of Micropolitan Employment
Avreas in the present analysis greatly expands the range of cities with small industrial diversities
(atthe left end of the city scale). It should also be noted that the SIC classification system for indus-
tries is by no means exact; some level of disagreement in such hierarchical relations is unavoidable.
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Figure9. Industry-L ocation Events
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that each occurrence of a full row of + values to the right of a positive position
(k, i) can be regarded as a “full hierarchy event” at (k, i) in the sense that it is
fully consistent with the Hierarchy Principle. However, in cases where only
small fraction of + values are missing, it is natural to regard this as being closer
to a full hierarchy event than if all + values were missing. To distinguish
between such cases, it is appropriate to designate the fraction of positive posi-
tions to the right of each positive (K, i) as the fractional hierarchy event, H,;, at
(k, i). Thus 0 < Hy; <1, with H,; = 1 denoting a full hierarchy event at (k, i).
Note also that since by definition each positive position (k, i) generates a unique
fractional hierarchy event (of which it is the left end point), the number, h, of
fractional hierarchy events is precisely the number of positive positions (+ val-
ues) in the figure. Hence, as a measure of overall consistency with the Hierarchy
Principle, we designate the average of these fractional hierarchy events as the
(observed) hierarchy share,

1
==Y H,,
®) Po = 2 M

for the given system of cities and industries. By definition, 0 < p, < 1, with p, =
1 now denoting exact agreement with the Hierarchy Principle, that is, all frac-
tional hierarchy events are full.

In this context, one possible null hypothesis for testing the Hierarchy Prin-
ciple would be that this figure is the realization of a stochastic process in which
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h of these + values are assigned randomly to (k, i) pairs (without replacement).
However, it can be argued that this null hypothesis is too strong in the sense
that it not only ignores industrial hierarchies but also ignores the basic urban
structure of the city system itself. For example, major cities such as Tokyo and
Osaka are implicitly treated as indistinguishable from even the smallest micro-
politan cities in Japan. To preserve actual urban structure to some degree, we
thus choose to hold the industrial diversity of each city fixed.?® To test this Hier-
archy Principle, the null hypothesis, H,, adopted here is that the observed
distribution of + values in figure 9 is the realization of a stochastic process that
assigns random + values in a manner that preserves the industrial diversity of
each city, that is, preserves the number of + values in each column of the fig-
ure. Since the industrial diversity of city kis given by the number of its ch-choice
industries, #l,, it follows that this process is easily realized by randomly select-
ing #l, cb-choice industries from | for each city k. By constructing a large
number of such realizations, say 1,000, and calculating the hierarchy share, p,,,
for each realization, m=1, ..., 1000, one can then test the Hierarchy Principle
by simply checking whether the observed hierarchy share, p,, is unusually large
relative to this sample of typical share values under H,.

The results of this (one-sided) test in the present case provide a strong rejec-
tion of H, in favor of significantly large hierarchy shares. In particular, for the
2001 data in figure 9, the observed hierarchy share is p,= 0.775, while the sim-
ulated hierarchy shares under H, ranged from 0.622 to 0.631.2* Thus, even
when the industrial diversity structure of this city system is held fixed, the sta-
tistical evidence in favor of the Hierarchy Principle is overwhelming. A parallel
application of this test to the 1981 data produced essentially the same findings,
with an observed hierarchy share of p,=0.772 and a simulated range of hier-
archy shares from 0.612 to 0.618 under H,. The similarity of these values shows
that in spite of the dramatic churning of both industries and city sizes during
this twenty-year period, the overall hierarchical structure of industrial locations
has remained remarkably stable.

Finally, it is of interest to consider the implications of these results for the
NAS Rule itself. The relation between this rule and the Hierarchy Principle is
seen most easily in terms of the broader definitions of these concepts in Mori,
Nishikimi, and Smith (2008), in which the classical Hierarchy Principle (in
terms of city size) was used and choice cities for each industry i were taken to

23. Recall that since industrial diversity is highly rank correlated with city size, this conven-
tion tends to preserve the ordering city sizes as well.

24. The observed value of p is so far above this range that larger simulation sizes would surely
yield similar results.
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include the larger set, U;*, of all cities where i is found. If this classical Hier-
archy Principle were to hold exactly, and if we denote the smallest choice city
fori by k eU;", then U would consist precisely of all cities with populations
at least as large as k. Moreover, #U;* would then be the number of cities at least
as large as k;, which is by definition the (population) rank of city k.. Under these
conditions, the NAS Rule is equivalent to a negative log-linear relation between
the rank of city k and the average of all city sizes at least as large as k;, desig-
nated in Mori, Nishikimi, and Smith (2008) as the upper-average city size for
k. If the rank and upper-average city size of each city, k, are denoted respec-
tively by RANK, and Sl/ZEk then the plot of logSIZE against log(RANK) for
all cities in plot b of figure 10 in Mori, Nishikimi, and Smith (2008) showed a
remarkably close relation to a plot of the actual values of log(SZE) and
log(#CITY) in plot a of figure 10.%

In the present context, both the definitions of choice cities (as cb-choice

cities) and the Hierarchy Principle (in terms of industrial diversity) have
changed. However, as noted at the beginning of this section, the rank corre-
lation between city size and industrial diversity continues to be high. This,
together with the test results above (as well as the direct evidence in figure 9),
suggests that the average size of cb-choice cities in U; (C U;") should still agree
reasonably well with the upper-average city size for the smallest ch-choice
city, k; € U;. This relation is demonstrated in figure 10 below, which bears a
striking resemblance to figure 10 in Mori, Nishikimi, and Smith (2008). Here,
using data for 2001, IogSTZ\E is again plotted against log(RANK) for all cities
in plot b of figure 10. Similarly, for the present definition ch-choice cities,
log(SIZE) is plotted against log(#CITY) in plot a of figure 10.26 It is clear,
therefore, that the present restriction to cb-choice cities (as well as the inclu-
sion of Micropolitan Employment Areas) has made little difference. These
relations are both very close, where the slightly flatter slope of the NAS Rule
again reflects imperfections in the Hierarchy Principle.

Note also that if SZE, denotes the average of all city sizes smaller than city k,
then in the same way that SI/ZEk represents the natural upper bound on SIZE,
the value SZE, represents a natural lower bound. In these terms, the plot of
log(S1ZE) against log(#CITY) in plot ¢ of figure 10 shows that within its fea-
sible range of values, log(SZE) is almost identical with its upper bound. As

25. As in footnote 18 above, for each industry i, #CITY, here represents #U,*, and SIZE; is the
average size of all cities in U;*.

26. Plot a is identical with the plot of 2001 data in figure 8, in which all industries with spuri-
ous clustering have now been removed.
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Figure 10. City Size Distribution and the NAS Rule
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observed in Mori, Nishikimi, and Smith (2008), this serves to further under-
score the extremely nonrandom nature of plot a.

Finally, in view of the closeness of plot a to this upper bound in plot b, it is
of interest to ask whether the stability of the NAS Rule in equations 6 and 7
above is also reflected in this upper-bound relation between IogSTZ\E and
log(RANK). The corresponding regression results for 1980/1981 and 2000/2001
are shown below:

(9) 1980-1981: log(SZE) = 17.37 — 0.806 log(# RANK), R? = 0.999,
(0.00692)  (0.00143)

(10) 2000 -2001: log(SZE) = 17.52 — 0.805 log(# RANK), R? = 0.999.

(0.00718)  (0.00154)
As with the NAS regressions in equations 6 and 7 above, an F test using equa-
tions 9 and 10 confirms that only the intercept has shifted in any significant way.
In fact, the slope of this Hierarchy relation appears to be even more stable than
the NAS Rule over this twenty-year period.

The Rank Sze Rule

Finally we turn to the Rank Size Rule for systems of cities, which asserts
that if all cities are ranked by population size, then the RANK, and SIZE, of
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cities, k, are (approximately) negatively log-linearly related, that is, that for all
cities,

(1) log(SIZE) = 6 + 6 log(RANK).

The classical version of this rule also asserts that 6 = —1.0. For the present case,
a plot of log(SZE,) against log(RANK,) for all cities, k € U, is shown in plot d
of figure 10. Here again, this plot is qualitatively similar to plot ¢ of figure 10 in
Mori, Nishikimi, and Smith (2008), showing that the restriction to cb-choice cities
(and inclusion of Micropolitan Employment Areas) has made little difference.
Log linearity is again most evident in the central range of the plot, while the rel-
ative slopes at each end are much steeper.?” At each extreme it appears that other
socioeconomic mechanisms may be at work (as discussed further in Mori,
Nishikimi, and Smith (2008)).

But our present interest focuses mainly on the relation between the Rank
Size Rule in equation 11 and the NAS Rule. In Mori, Nishikimi, and Smith
(2008), it was shown that in the presence of the classical Hierarchy Principle,
the NAS Rule (with respect to the larger sets of choice cities U;* for industries
i) is asymptotically equivalent to this Rank Size Rule, that is, they satisfy the
same asymptotic power law (see Mori, Nishikimi, and Smith 2008, corollary
1). Hence the above stability results for the NAS Rule in equations 6 and 7,
and for the Hierarchy Principle in equations 9 and 10, suggest that stability
over this twenty-year period may also be exhibited by the Rank Size Rule.
Regressions of log(SZE) on log(RANK) in periods 1980/1981 and 2000/2001
produced the following results:

(12) 1980-1981: log(SIZE) = 16.85— 1.094 log(# RANK), R? = 0.964,
(0.0582)  (0.0120)

(13) 2000-2001: log(SIZE) = 17.11— 1.130 log(# RANK), R? = 0.946.
(0.0786)  (0.0168)

Here again an F test shows that only the intercept has shifted significantly and
hence that the slope of this overall relation has remained fairly stable. The regres-
sion line for 2000/2001 in equation 13 is shown in plot e of figure 10.2

As with the NAS Rule discussed above, this stability of the Rank Size Rule
is even more remarkable in view of the substantial shuffling of population ranks

27. Here, there is a slight kink at cities with populations of about 300,000 and a much sharper
dip at cities below 70,000.

28. Since the data for the Rank Size relation in 1980/1981 strongly overlap the data for 2000/2001,
it is difficult to show both on the same figure. Thus we choose to display only the latter.
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Figure 11. Changein the Ranking of Cities Existing in Both Years
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among cities. For the 246 cities that existed in both 1980 and 2000 (by our defi-
nition of cities), the changes in population ranks of these cities in 2000 are plotted
against their corresponding 1980 ranks in figure 11. As is clear from the figure,
while the largest cities remained relatively stable, most cities actually moved up
in the rankings, with an average jump in rank of 10.25.2° But there is also a great
deal of variation in movement. For example, there are cities like Uozu with large
upward jumps—from 245th (49,512) in 1980 to 123th (134,411) in 2000—and
other cities like Okaya with large downward jumps—ifrom 122th (371,850) in
1980 to 189th (435,367) in 2000.%° In addition to this movement, there were

29. This same phenomenon (largest cities remaining stable) is observed in other countries as
well. For the United States in particular, see, for example, Black and Henderson (2003).

30. The numbers in parentheses are the population levels of the city for 1980 and 2000, respec-
tively. The most significant growths and declines of cities in the studied period seemed to be triggered
by the expansion of Shinkansen (bullet train) lines. For instance, the extension of the Shinkansen
line from Tokyo to Fukuoka in 1975 leads to the population growth of Fukuoka as a new center
of Kyushu region from 1,762,794 to 2,323,604 (31.8 percent) and from sixth to fifth in the popu-
lation rankings, while it also caused the population decline by 6.64 percent and from eighth to
eleventh in the population rankings of Kitakyushu, the traditional regional center of Kyushu,
located 50 km east of Fukuoka. Okayama experienced even more drastic population growth from
744,735 to 1,484,742 (99.4 percent) and moved up from fourteenth to tenth in the size ranking.
There are two major reasons for this disproportionate growth. One is that Okayama became a trans-
shipment point of the extended Shinkansen line between Tokyo and Fukuoka mentioned above.
The other is the completion of the Seto-oh-hashi in 1988, the bridge connecting the main island
to Shikoku island via Okayama.
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Figure 12. Changein the Ranking of Citieswith Boundaries Fixed at 2000
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also changes in the sets of cities themselves (again with respect to our defini-
tion of cities). Most of the reduction in cities from 309 in 1980 to 258 in 2000
was due to the absorption of one city by another. In fact, most cities that exhib-
ited large upward jumps in the rankings grew by absorption of nearby cities.3!

One problem with these observations is that changes in the number of cities
between 1980 and 2000 make it somewhat difficult to interpret the changes in
rankings above. Thus even though these absolute rankings are the ones used in
the regressions of equations 12 and 13, it is useful for our present purposes to
consider changes in the relative rankings of the 246 cities existing in both years.
This can be done by simply ranking these cities from 1 to 246 in 1980 and
recording the changes of these ranks in 2000. But even here it can be argued
that such changes might be due largely to the changes in city boundaries
between 1980 and 2000 (resulting from our city definitions above). Hence it is
useful to consider changes in these relative rankings using the city boundaries
in 2000 for both years.®? These changes in relative rankings are shown in fig-
ure 12. By construction, the average change in rankings of cities is now zero.
But the range of such changes from —32 to 42 again shows wide variation (with

31. For instance, Uozu, with a population of 49,512, moved up 122 ranks by absorbing Kurobe
with a population of 72,259. Similarly, Kitagami with a population of 76,633 moved up 100 ranks
by absorbing Hanamaki with a population of 97,389.

32. See Overman and loannides (2001) for a discussion of the choice of geographical areas for
cities when making intertemporal comparisons of city sizes.
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Figure 13. Changein the Sizes of Cities Existing in Both Years
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a standard deviation of 10.1). Thus even in terms of relative rankings with fixed
boundaries, the changes in rankings over this twenty-year period have been
dramatic.

In addition to changes in rankings, there has also been very uneven growth
among cities. In figure 13, the population growth rates of these 246 cities are plot-
ted against their absolute rankings in 1980. The sizes of these cities increased by
17.5 percent on average, with a standard deviation of 32.4 percent. Note also from
the figure that variation in growth rates appears to be higher for smaller cities.

In figure 14 below, growth rates are plotted using fixed city boundaries from
2000. Here the average growth rate, 1.81 percent, is now much smaller since
the (usually larger) city boundaries in 2000 are used. But even here it is remark-
able that the growth rates of cities range from —36.2 percent to 44.3 percent,
with a standard deviation of 13.1 percent.

Finally, returning to the Rank Size Rule itself, it is of interest to compare
the regression results in equations 12 and 13 with both the classical Rank Size
Rule and the NAS Rule. Notice first that the overall slope of each regression
is close to —1.0, and hence appears to be in rough agreement with the classical
Rank Size Rule. But it is clear for the regression line shown in plot e of figure
10 for 2000-01 data that this slope is in fact a compromise between the slopes
for each of the three data segments in plot d decribed above.? In particular, the

33. This same type of compromise is also exhibited by the regression line for 1980/1981 (not
shown).
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Figure 14. Changein the Sizes of Citieswith Boundaries Fixed at 2000
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slope of the middle range in plot d, for which log linearity is most evident, is
seen to be much flatter and is indeed much closer to that of the NAS regres-
sion in equation 7 above than it is to —1.0.%* Moreover, it can be argued that
this central range is dominant in the sense that the slope of the upper average
relation in plot b essentially mirrors that of this range. In fact, Mori, Nishikimi,
and Smith (2008, Theorem 2) have shown that the log linearity of the rank-size
distribution and that of the upper-average distribution are asymptotically equiv-
alent with the same log slope. So, while no definitive conclusions can be drawn
from such limited observations, they do suggest that the theoretical relations
between the NAS Rule and both the Rank Size Rule and Hierarchy Principle
developed in Mori, Nishikimi, and Smith (2008) are empirically most evident
for cities in this dominant central range.

Concluding Remarks

The main purpose of this paper has been to examine the temporal stability
properties of the NAS Rule under the sharper definition of cluster-based choice
cities for industries proposed by Mori and Smith (2009b). In particular, it was
shown above that for Japanese manufacturing industries between 1981 and

34. A regression using only this middle segment yields a slope of -0.767.
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2001, the stability of this rule under presence-based choice cities continues to
hold for cb-choice cities as well. In addition, it was shown that, as in Mori and
Smith (2009b), similar stability properties are exhibited by the two other reg-
ularities closely related to the NAS Rule, namely the Hierarchy Principle for
industries and the Rank Size Rule for cities.

These stability results are even more remarkable given the substantial shuf-
fling of both industries and city sizes between these two years. For the NAS
Rule in particular, the results in equations 6 and 7 show that in spite of dra-
matic changes in both the cb-choice cities for specific industries and even the
sizes of these cities themselves, the elasticity of substitution between the num-
ber and average size of these ch-choice cities across industries has remained
essentially constant. While the corresponding log-linear relationship for the
Rank Size Rule in equation 11 is not as sharp, the overall elasticity of substi-
tution between city sizes and ranks in equations 12 and 13 has also remained
essentially constant (and slightly larger in magnitude than for the classical
model). Thus, while the underlying adjustment processes that preserve these
relations remain to be established, it would appear that such processes must be
relatively fast in comparison to this twenty-year span.

In addition, the joint stability of these three relations serves to reinforce the
close relationships between them. With respect to the Rank Size Rule in par-
ticular, these relations suggest that rather than considering simple independent
growth models of cities, such as Gibrat’s Law and its extensions (see Gabaix
and loannides 2004), better explanations of the skewed distribution of city sizes
might be given in terms of the colocation behavior of populations and indus-
tries over time.

It should also be noted that while the present results for the NAS Rule
involve only two points in time for a single country (Japan), this regularity
appears to be far more robust. As mentioned at the beginning, the results of
Hsu (2008) suggest that this same regularity can be seen in the United States
as well. More generally, it appears that the NAS Rule is also evident in rela-
tively self-contained subregions of nations. In particular, if one takes patterns
of interregional travel behavior to define relatively self-sustained subsystems
within nations (in the same way that commuting patterns have been used to
define cities), then for Japan there is a natural nesting of four monopolar regional
systems identified by their central cities as “Tokyo” D “Osaka” O “Nagoya,”
and “Tokyo” D “Sapporo”.% Our preliminary investigations show that the NAS
Rule holds with roughly the same slope coefficient for the “Tokyo,” “Osaka,”

35. Data on interprefectural passenger trips using mass transport modes were obtained from
the Ministry of Land, Infrastructure, Transport and Tourism of Japan (2000).
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“Nagoya,” and “Sapporo” regions. These initial findings suggest that interna-
tional comparisons of such regularities would perhaps be most meaningful by
identifying self-contained economically comparable subregions for testing pur-
poses. Such questions will be pursued further in subsequent research.

Finally, it should be emphasized that while the NAS Rule implies a regu-
larity between the number and average size of cb-choice cities for each industry,
it says little about the actual distribution of industries across cities. Hence from
a regional policy perspective, neither the existence nor the stability of NAS by
itself allows specific conclusions to be drawn about this distribution. However,
when taken together with the closely related Hierarchy Principle, there are some
policy implications that can be drawn. Indeed, if the Hierarchy Principle were
to hold exactly, then the set of cb-choice cities for each industry i would be
completely determined by the number of such cities, that is, would consist of
the #U; cities with largest industrial diversities. In such a case, cities k could
only hope to attract new industries i for which k would then qualify as a cb-
choice city for i and all cities with larger industrial diversity were already
ch-choice cities. While such rigid rules are of course unrealistic, they nonethe-
less suggest that in regional systems where these regularities are sufficiently
strong, cities are more likely to attract industries for which this addition would
either create or enhance a meaningful local clustering of that industry and
would be consistent with the current locational hierarchy for that industry. In
particular, this suggests that smaller cities may be more likely to grow by
attracting lower-order industries that would not be too isolated in that city. Such
policy implications will be considered more fully in subsequent work.
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Appendix

Industry Aggregation

There are 152 and 164 classifications in the three-digit manufacturing indus-
tries in 1981 and 2001 defined in the Establishments and Enterprise Census of
Japan (1981, 2001). Industrial classifications have been basically disaggregated
over the twenty-year period. Thus, in the present paper, the classifications in
2001 have been basically aggregated to those in 1981. Besides the conversions
of the classifications between the two periods specified in the census, however,
the following conventions have been adopted to make classifications at these
two time points comparable.

1. Since “forged and cast steel manufacturing” (JSIC316) and “cast iron prod-
uct manufacturing” (JSIC317) in 1981 have been aggregated to “ferrous metal
machine parts and tooling products” (JSIC266) in 2001, we redefined JSIC316
to represent a union of JSIC316 and JSIC317 in 1981 and JSIC266 in 2001.

2. Since the union of “headgear manufacturing” (JSIC213) and “other apparel
and textile accessory manufacturing” (JSIC215) in 1981 is equivalent to the
union of “Japanese style apparel and socks (‘tabi”)” (JSIC155) and “other tex-
tile apparel and accessories” (JSIC156) in 2001, these are labeled JSIC215.

3. Since “wooden footwear manufacturing” (JSIC224) and “other wooden
product manufacturing” (JSIC229) in 1981 have been aggregated to “miscel-
laneous manufacture of wood products, including bamboo and rattan” (JSIC169)
in 2001, we let JSIC229 represent this aggregated classification.



Comments

YannisM . loannides: This paper reconsiders the so-called Number-Average Size
(NAS) Rule by investigating the rule by means of new definitions for cities and
the presence of industries in cities. It is built around an empirical finding with
data from Japan that shows that a regression of the average population size of
cities, where an industry is present, against the number of such cities yields a
very precisely estimated log-linear relationship. This paper differs from previ-
ous work by Mori, Nishikimi, and Smith (2008), which relies on a traditional
definition of a city and of the presence of an industry.

To appreciate this difference, consider that urbanization and industrial con-
centration are often dramatized by means of pictures of countries (or land
masses) from space. Clustering of lights and their brightness is very sugges-
tive of clustering of economic activity. What conclusions can one draw about
firms’ location decisions from such pictures, or from the underlying geocoded
data, when industrial concentration may not observe jurisdictional boundaries?

In the remainder of this comment | first outline the paper and discuss its key
findings, then seek to put them in the perspective of the industrial agglomera-
tion literature. | conclude with a critique of the findings and suggestions for
future research.

Mori and Smith’s paper in this volume reaffirms the validity of the NAS
Rule, which they report first in Mori, Nishikimi, and Smith (2008). Mori and
Smith use “clustered-based” choice cities of industries for two cross sections,
1980/1981 and 2000/2001, of Japanese data. Mori, Nishikimi, and Smith look
only at choice-based cities of each industry, which are those hosting “signifi-
cant” agglomeration of an industry. Mori and Smith use a different definition
of Urban Employment Areas (UEAS) that expands the data to include smaller
urban concentrations. That is, unlike Mori, Nishikimi, and Smith who use only
Metropolitan Employment Areas (MEAS), which are UEAs with central munic-
ipality populations of at least 50,000, Mori and Smith include those with central
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municipality populations of at least 10,000. This broader definition yields 309
cities (UEAS) in 1980 and 258 cities in 2000 (compared with the smaller sets
of 105and 113 MEAs, respectively, used by Mori, Nishikimi, and Smith). Mori
and Smith determine agglomerations of each industry that are significant by
means of a statistical clustering technique, which they develop in two other
papers (Mori and Smith 2009a, 2009b).

Specifically, the measures that are typically used for studies of industrial
agglomeration are based on data collected according to jurisdictional bound-
aries. For the United States, these include states or local jurisdictions. The U.S.
Bureau of the Census provides data at different spatial scales, such as U.S. met-
ropolitan areas, U.S. census regions, and so on. Similar procedures are used
elsewhere, which in the European Union involve NUTS (Nomenclature of Ter-
ritorial Units for Statistics) and are designed to handle various spatial scales.

Mori and Smith use cluster analysis to detect whether the observed spatial
distribution of establishments is not random and may be explained best by using
statistical model selection criteria for finding the “best cluster scheme.” For
each of a number of statistical techniques, such as likelihood-ratio tests, Akaike’s
information criterion, and Schwartz’s Bayesian Information Criterion, the
authors compute the difference between the particular measure when it is based
on the observed distribution and when it is based on complete spatial random-
ness. The best cluster scheme is the one that maximizes this difference.

This sounds straightforward, but there is a difficulty: the method requires
defining spatial partitions, but the number of possible partitions of the space
can be enormous. For this reason, these authors propose a cluster detection pro-
cedure that detects, in general, one cluster per industry. This designates a
partition of the national economic space where an industry’s concentration is
significantly most pronounced.

I wish to explain this process a bit further. | adopt the authors’ notation,
according to which an economy’s continuous (location) space (), is subdivided
into disjoint municipalities, ), (., C Q with municipalities indexed by the set
R={1, ..., kg}. The municipalities partition the economy’s space: U, Q, =
Q). Suppose that establishment locations over space () may be described in terms
of an industry-specific probability distribution function. Location decisions of
different establishments in an industry may be treated as independent random
samples from this unknown distribution. The class of all possible location mod-
els corresponds to the set of probability measures on ().

Suppose next that we identify groups of municipalities within which an indus-
try’s locational activity is more intense, that is possibly disjoint clusters of
municipalities, defined by subsets of the index setR: C; C R j € C={1,...,
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k.}. All clusters make up a cluster scheme, C, which is a partition of the index
set of municipalities, C = (R, C,  Cy).

For example, let the jurisdictions be U.S. states. In that case, a cluster could
be the group of the New England states {Massachusetts, Connecticut, Rhode
Island, New Hampshire, Vermont, Maine}. The areal extent of cluster Cj is the
union of the areas of all of its constituent jurisdictions, VCj = Uk, the entire
land area of New England. The probability that an establishment locates in New
England is Pc()=FRe(Qc,) j€C.

Mori and Smith define choice cities of industries and choice industries of
cities as follows. In the institutional context of Japan, consider Urban Economic
Areas, UEA, C U and cluster schemes for different industries. Let UEA, over-
lap territorially with cluster C; in cluster scheme C, UEA,NC; # J. Then, city
UEA, is said to be a choice city of industry j, that is, industry j establishments
may be found in city k. Let U; be the set of choice cities of industry j. Con-
versely, industry j is a choice industry of city k. Let the set of choice industries
of city k be I,. The more spatially diverse an industry is, the larger the number
of its choice cities U; (the location diversity of industry j), and the less local-
ized it is.

The authors construct cluster schemes for each of the 147 manufacturing
industries for 1981 and 2001. Of these, for eight industries, complete spatial
randomness could not be rejected. Of the remaining 139 industries, the per-
centages of establishments included in clusters range from 39.1 percent to 100
percent (with an average of 94.1 percent) in 2001, while the corresponding per-
centages in 1981 range from 51.8 percent to 100 percent (with an average of
95.7 percent).

Consider the ratio, for each industry, of the mean of employment among all
cluster-based cities (the cities that are included in the industry’s cluster, that is,
the choice cities of that industry) to the mean of employment among those that
are not in its cluster (the nonchoice cities of that industry, where the industry
might be merely present) but do contain positive employment by plants of that
industry. A similar measure can be defined in terms of establishment counts,
instead of employment. Both these measures, when plotted are remarkably reg-
ular; see figures 2 and 3 in Mori and Smith. Both figures suggest that these
magnitudes are skewed to the right. This regularity is tantalizing. It would
behoove the authors to see whether these frequency distributions could be pre-
dicted on the basis of the sampling process that generates the respective measures.

Mori and Smith also show that, over a twenty-year period, industrial loca-
tion decisions are subject to a lot of churning. This is illustrated by figures 4
to 7 in the paper. That is, during 1980/1981-2000/2001, smaller and less diver-
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sified cities tend to stay smaller and less diversified, and larger and more diver-
sified cities also tend to stay larger and more diversified cities. At the same
time, the locations at which agglomeration of industries take place vary quite
a lot. Remarkably then, Mori and Smith find a statistical regularity—that is, a
linear regression, across the three-digit manufacturing industries in their data
set, of the log of the average size of industry choice cities against the log of
their number gives a nearly perfect fit. This is the NAS Rule, pictured in fig-
ure 9, along with the outliers. They also find it to be remarkably stable over
time. This stunning fit, which as the authors state should best be regarded as
“curve fitting,” rather than a genuine statistical model, is indistinguishable from
perfect linearity. Furthermore, Holmes and Hsu (2009) report estimates of the
coefficient of the average size using U.S. data (3-digit NAICS identifier for
MSA and CMSAs in 2000) and the overall fit, at 0.7477 (standard deviation =
0.00255) and R?=0.9991, respectively, that are remarkably close to those of
Mori and Smith.*

The authors also report regressions along the lines of the Rank Size Rule.
Figure 10 plots the logarithm of population size against the logarithm of the
rank, for the same definition of choice-based cities that was used in their NAS
Rule, along with the corresponding linear regression lines. The resulting fits
for the Rank Size Rule are very different, in my opinion, from those of the NAS
Rule. As the authors state, the overall slope of each regression is close to —1.0,
but they are significantly different, as | see it, from the classical Rank Size Rule.
As they put it, “but it is clear for the regression line shown in plot e of figure
10 for 2000/2001 data that this slope is in fact a compromise between the slopes”
for the middle range and the two extreme ones. The regression line cuts through
what is roughly a concave plot.

Here we have a genuine instance of “glass half full” versus “glass half
empty.” The authors state that “while no definitive conclusions can be drawn
from such limited observations,” they do suggest that the theoretical relations
between the NAS Rule and both the Rank Size Rule and Hierarchy Principle
developed in Mori, Nishikimi, and Smith (2008) are empirically most evident
for cities in this dominant central range.” In comparison, Duranton (2007) and
Rossi-Hansberg and Wright (2007) propose good theoretical explanations for
the concavity of the city size distribution.

Specifically, Mori, Nishikimi, and Smith offer an elegant result on equiva-
lence between NAS and Rank Size Rules (see Mori, Nishikimi, and Smith 2008,
Theorem 1). A critical step that allows them to prove their Theorem 1 is that

1. NAICS = North American Industry Classification System; MSA= metropolitan statistical
area; CMSAs = consolidated metropolitan statistical areas; S.D. = standard deviation.
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when cities are indexed, the indexes of cities where an industry is present (its
choice cities) form an interval. Specifically, let industry types be defined by
index i e I, with industry i occupying a measurable subset R, C R of the cities
in R. Let R; be an interval, R; = [0, r;], where r; denotes the rank of the small-
est population units occupied by industry i. This assumption encompasses a
strict version of the Hierarchy Principle. In general, this principle holds that if
an industry is present in a city, it would also be present in all cities that are
larger than itself. Intuitively, there are cities with gas stations only, but a larger
city with an opera will have gas stations, as well.

Let n, denote the number of cities where industry i is present, and the num-
ber of choice cities of industry i as

n = | dr.
R
The average size of choice cities of industry i is

R=@/n)[p(x)dx
R

Cities are ranked by their sizes: rank(r) = p(r). The empirical NAS Rule is
expressed as

IfR =an™®, thenp(r)=ar ® & R =a(1-p)*nP.

Taking logs of both sides in the last equation above gives the log of R as a lin-
ear function of the log of n. Theorem 1 states that for any economy for which
Christaller’s Hierarchy Principle holds, the Rank Size Rule and the NAS Rule
are equivalent.

In contrast, Rossi-Hansberg and Wright (2007) use a complete theory of
urban structure and growth to argue that larger cities likely operate in indus-
tries that experienced a history of above-average productivity shocks, and thus
they can be expected to grow slower than average in the future, while the oppo-
site is true of smaller cities. Furthermore, urban growth rates exhibit reversion
to the mean, which implies “that the log rank-log size relationship will in gen-
eral (apart from particular realizations of the shocks) be concave or, in other
words, that the invariant distribution for city sizes has thinner tails than a Pareto
distribution with coefficient 1.2

The authors’ linking the NAS Rule with the Rank Size Rule does not
strengthen their finding, in my opinion, for two reasons. One is that the Rank

2. Rossi-Hansberg and Wright (2007, p. 612).
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Size Rule might be in the eye of the beholder. A second is that the Rank Size
Rule is not an immutable fact. loannides and others (2008) use international
city size data to show that adoption of information and communication tech-
nologies causes, ceteris paribus, an increased concentration of the city size
distribution and thus a decreased Zipf’s coefficient. Still, this misgiving of mine
should not be held against the significance of the authors’ contribution that is
reported in the paper.

Still, the conceptual interrelationships between the NAS and Rank Size
Rules, on the one hand, and the Hierarchy Principle, on the other, are very
interesting and too tantalizing to ignore. To model them, one could start from
a model of plant location, perhaps along the lines of Ellison and Glaeser
(1997). Such a model assigns probabilities to location decisions of different
firms, from which probabilities can be computed for different realizations of
strings of zeroes and ones. Such strings feature prominently in the authors’
graphical representations of the Hierarchy Principle. Location choices that
depend on industry presence and city size could provide a link from the Hier-
archy Principle, a qualitative relationship, to the NAS and Rank Size Rules.
In this connection, theoretical results by Hsu (2008), however special, are very
promising in that they can provide an overarching theme linking qualitative
and quantitative aspects of location.

I conclude that | am most amazed by and respectful of the authors” NAS
Rule, both as reported here as well as in Mori, Nishikimi, and Smith (2008).
Furthermore, the consistency of the findings across different definitions of
urban areas, not to mention the care with which the search of cluster schemes
is implemented, is also impressive. | am all the more anxious and hopeful to
see that a full theory underlying these findings would be developed. The poten-
tial for informing the design for urban and regional development policies is
also considerable. Policies must respect the fact that industries tend to cluster
and in ways that are related to the size of the urban areas hosting them.

John M. Quigley: The careful and well-documented paper by Tomoya Mori
and Tony Smith makes four distinct and interesting contributions. First, it pre-
sents and explicates a new measure of the regularity of city types within a
country, the so-called Number-Average-Size Rule. Second, it shows how this
new measure is related to a group of standard and well-known economic and
geographic measures of empirical regularity across cities. Third, the paper
demonstrates that the Number-Average-Size measure is generated by agglom-
erative factors in the economic geography of regions, not simply by chance.
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More specifically, it shows that the empirical regularities observed in Japan at
acouple of points in time do not arise from some competing “dartboard model”
or some random set of fluctuations. Fourth, it presents a comprehensive descrip-
tion of the computation of these measures, and the hierarchical significance of
these measures, for all the 3,200 municipalities in Japan.

What isthe new measure of the distribution of city sizes, the Number-Average-
Sze Rule? The rule asserts that the logarithm of city size (that is, population)
is a linear function of the logarithm of the number of industries that are repre-
sented in that city. The threshold for representation is pretty clear, and the
statistical model employed by the authors fits the data remarkably well, at least
for Japanese cities. Essentially all the variation in Japanese city sizes is explained
by the heterogeneity of the industrial composition of those cities. This is true
for two cross sections of municipalities measured two decades apart, in 1980
and in 2001. Moreover, the estimated slopes of the regression relationships are
virtually identical in these cross sections measured twenty years apart.

How is this new measure related to standard measures of the urban hierar-
chy? Seventy-five years ago, Walter Christaller developed a simple principle of
urban hierarchies that was based upon introspection and his close observation
of villages, towns, and cities in Germany. In villages, the grain grown in the sur-
rounding farms was auctioned in local markets. In the next tier of places, towns,
the grain was milled into flour and shipped onto larger towns. But some was
baked into bread and sold in those small towns and also in the villages that sup-
plied the grain in the first place. From these observations came the specific hunch
that all economic activities in a city will also be found in cities of larger sizes.

And from this, Christaller’s famous Rank Size Rule follows. The Rank Size
Rule holds that the logarithm of city size is linearly related to the logarithm of
the rank of that city in the hierarchy of cities. Christaller formulated this law
on the basis of introspection and the observations of rural life. From purely an
empirical viewpoint, the Rank Size Rule has also been remarkably durable. It
has been applied to the urban hierarchy of many countries in many time peri-
ods (see Berliant 2008 for a review). And there has been great attention paid
to theoretical constructs that would justify the remarkable regularities observed.
(See Simon 1955; Gabaix 1999; Gabaix and loannides 2004.)

Specifically, Mori and Smith demonstrate in their paper that a specific weak
formulation of Christaller’s hunch unifies the Number-Average Size Rule and
the Rank Size Rule. Specifically, assume that those industries in cities of a given
industrial diversity will also be found in cities of higher industrial diversity.
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Under this assumption, the authors show that Christaller’s Rank Size Rule is
isomorphic to their Number-Average Size Rule.

More important, the assumption that a large city like Tokyo has A slots for
different industries while a smaller city like Osaka has B slots for different indus-
tries (A > B) facilitates a direct test of the extent to which the joint frequency
distribution of population in cities and the number of industries in those cities
could arise by chance.

The authors take great care to standardize the linkage between population
and industries for Japanese cities—standardization is by characteristics of trans-
port systems and demographics. The empirical analysis demonstrates rather
convincingly that the Number-Average Size Rule does not arise from the ran-
dom or quasi-random location of industries or from quirks in geography or the
transport system.

The authors demonstrate that there have been enormous changes in the hier-
archy of Japanese cities. Below the thirty largest cities, there has been a great
deal of movement—uwith some cities going up the hierarchy and some moving
downward over relatively short periods of time. Despite this vast churning of
cities in the hierarchy, the Number-Average Size Rule operates in any cross
section. This is the most compelling finding in the paper.

My principal criticism of the analysis so far is that it is essentially mechanical.
So far, the authors have not been able to dig into the economic or social behavior
of households and firms that might give rise to these spatial regularities.

If it is true that city size is associated with a more heterogeneous industrial
structure, is economic output similarly associated? Is output per worker, that is,
productivity, associated as well? Can better city organization be inferred from a
city’s deviation from its predicted placement according to the Number-Average
Size Rule? There is a hint of an argument about this in the paper, but it is not
taken very far.

But we could well imagine taking the Number-Average Size Rule seriously
in economic research, not just in spatial or geographical descriptions. Recall,
there are a number of studies that have explored the variations in the Rank Size
Rule across countries—to what extent does the exponential decay parameter
vary across the hierarchy in different countries? With policies? With the polit-
ical economy? With favoritism accorded to the capital city?

One could imagine that the parameter of the Number-Average Size Rule,
the exponential decay, varies across countries—with the level of development
or the extent of active regional policies to attract (or direct) types of industries
to different places. To what extent is this measure of industrial structure con-
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sistent with agglomerative urbanization economies? In Japan or in comparison
with other places?

At this point, the challenge to the authors is to test whether the careful spa-
tial measurement in this paper is useful in understanding the behavior of the
economic and social agents in the urban hierarchy.
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