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Foreword

by Ahsan Kareem

Economic growth and modernization has resulted in greater demand for cable-supported bridges that
are designed to carry large volumes of vehicle traffic and railways over a long span. At the end of year
2010, there were at least ten suspension bridges with a main span over 1,200 m and ten cable-stayed
bridges with a main span over 700 m.

Ambitious cable-supported bridge projects are often constructed along coastal areas and in or near to
cities that are vulnerable to typhoons and high winds; therefore, wind effects on cable-supported
bridges are key issues in their design, construction, operation and maintenance. However, a good
knowledge and understanding of bridge aerodynamics is not widespread amongst university students
and practicing engineers, mainly because of the multi-disciplinary nature of the subject. Another reason
is that there is no book that addresses this topic comprehensively.

In anticipation that more cable-supported bridges and some super-long-span cable-supported bridges
will be designed and built in the 21 century throughout the world, the demand for such a book will
increase as this subject shall be taught at major universities and colleges at least at the postgraduate
level. A comprehensive book like this one on this subject, covering not only the fundamental knowl-
edge but also state-of-the-art developments, will certainly facilitate learning and preparation of students
to face the challenges posed by the bridges of tomorrow.

Dr. You-Lin Xu has conducted teaching, research and consultancy work in the field of wind
engineering and bridge engineering for almost 30 years. He was engaged in wind tunnel studies
and wind-induced vibration control in Australia from 1989 to 1995. Together with his students
and colleagues, he has worked extensively on wind loading and effects on the Tsing Ma suspen-
sion bridge in Hong Kong since 1995 and on the Stonecutters cable-stayed bridge in Hong Kong
since 2003. In recognition of his contribution, he was awarded the Robert H. Scanlan Medal by
the American Society of Civil Engineers in 2012. This medal is awarded to those who make
extraordinary contributions to mechanics and its applications, with special reference to bridge
aeroelasticity. He has taught the subject “Wind Engineering” to MSc students at The Hong Kong
Polytechnic University since 1998.

Essentially, the fundamentals presented in the book are drawn from his lecture notes, and most of the
state-of-the-art developments presented in the book have resulted from their relevant publications in
international journals and conference proceedings. Dr. Xu, in my opinion, is at the right stage of his
career, with the distinguished academic and profession background, to synthesize this interdisciplinary
work into a comprehensive and exhaustive book. I am confident that it will be very well received, both
in academia and in design practice.

The history and latest developments of bridge wind engineering both demonstrate that any progress
made in this subject evolves from the synergy between research and practice. This book does bridge the
gap between the theoretical research and practical application. Covering a comprehensive range of
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topics and the most up to date information on the subject, it will also inspire researchers and academics
to pursue new methodologies and innovative technologies for the design, construction, operation and
maintenance of wind-excited cable-supported bridges.

Ahsan Kareem, NAE, Dist. Mem. ASCE
Robert M Moran Professor of Engineering
NatHaz Modeling Laboratory

University of Notre Dame, Indiana



Foreword

by Hai-Fan Xiang

To meet the social and economic needs for efficient transportation systems, many cable-supported
bridges have been built throughout the world. The Nanpu cable-stayed bridge, with a main span of
423 m, which was successfully built in Shanghai in 1991, marks a milestone in the history of the con-
struction of cable-supported bridges in China. Since then, a high tide of construction of long-span
cable-supported bridges has emerged in China. As of 2012, among the ten longest suspension bridges
of a main span over 1200 m in the world, five are in China. Similarly, there are five cable-stayed bridges
in China among the world’s ten longest cable-stayed bridges with a main span over 700 m.

With accumulated experience and advanced technology, the construction of super-long-span cable-
supported bridges to cross straits has also been planned around the world, such as Messina Strait in
Italy, Qiongzhou Strait in China, Sunda Strait in Indonesia and Tsugaru Strait in Japan. However, as
span length increases, cable-supported bridges are becoming lighter in weight, more slender in stift-
ness, lower in damping and more sensitive to wind-induced vibration. The requirements of functional-
ity, safety, and sustainability of the bridges against wind hazards have presented new challenges to our
wind engineering community. A comprehensive book like this one on this subject, covering not only
the fundamental knowledge but also state-of-the-art developments, will definitely help the learning and
preparation of our students and engineers who face these challenges.

Dr You-Lin Xu graduated from Tongji University, where I have been working for about 60 years. Dr
Xu and his research team at The Hong Kong Polytechnic University have worked extensively on wind
loading and effect on the Tsing Ma suspension bridge in Hong Kong since 1995 and on the Stonecutters
cable-stayed bridge in Hong Kong since 2003. This book is structured to systemically move from intro-
ductory areas through to advanced topics with real-world examples. It should serve well to advance the
research and practice in the field of wind engineering in general, and wind effects on cable-supported
bridges in particular.

This book is actually a summary of the work they have done in the past 17 years. I would give my
warm congratulation to Dr Xu for this excellent work.

Hai-Fan Xiang, Professor Emeritus,
MCAE, Advisory Dean

College of Civil Engineering
Tongji University, Shanghai, China






Preface

The well-known collapse of the original Tacoma Narrows Bridge in 1940 identified the importance of
understanding wind effects on long-span cable-supported bridges. Extensive research and practice have
been carried out since then. The pioneering work of Professors Robert Scanlan and Alan Davenport,
among others in the 1960s and 1970s, laid down a foundation for the subject of bridge wind engineer-
ing. The advanced theories and modern technologies developed in the past 40 years have made it possi-
ble to construct suspension bridges with a main span over 1990 m and cable-stayed bridges with a main
span over 1000 m.

The need to construct super-long-span cable-supported bridges to cross straits and to bring people
together to live and work has become more obvious in this century. However, the great increase in
destructive wind storms due to global climate change has affected many parts of the world, and the
vulnerability of long-span cable-supported bridges to strong winds has been increased significantly.
The demand imposed by this on the functionality, safety and sustainability of super-long-span cable-
supported bridges against wind hazard has presented new challenges to our wind engineering commu-
nity. This was the original incentive of the author in writing this book: to provide the fundamental
knowledge from which modern bridge wind engineering has evolved for our graduate students, and to
present the state-of-the-art development from the past 40 years in the field to both graduate students and
practicing engineers, so that we are better prepared for new challenges in bridge aerodynamics.

Chapter 1 of this book presents the background materials, including basic notions of meteorology,
basic types of wind storms, basic types of cable-supported bridges, wind damage to cable-supported
bridges and history of bridge aerodynamics. Chapter 2 introduces wind characteristics in atmospheric
boundary layer. Chapters 3 to 6 respectively describe mean wind load and aerostatic instability of
bridges, wind-induced vibration and aerodynamic instability of bridges, wind-induced vibration of stay
cables and wind-vehicle-bridge interaction. These contents cover the fundamentals of bridge aerody-
namics, which are suitable as an elective subject for final-year undergraduate students. As three impor-
tant tools in the studies of bridge aerodynamics in addition to theoretical analysis discussed in the
previous chapters, Chapters 7 to 9 respectively introduce wind tunnel technique, computational wind
engineering simulation and wind/structural health monitoring technology.

The materials presented in the first nine chapters are appropriate for graduate student courses.
Special topics, such as buffeting response to skew winds, multiple loading-induced fatigue analysis,
wind-induced vibration control and typhoon wind field simulation, are introduced in Chapters 10 to
13, respectively. These chapters are rather independent of the others and can be used individually. In
Chapter 14, reliability analysis of wind-excited bridges is described, laying down a foundation for the
probabilistic wind-resistant design of long-span cable-supported bridges. As a frontier in this field,
Chapter 15 presents the preliminary study results on non-stationary and nonlinear buffeting responses.
Finally, challenges and prospects of bridge aerodynamics as a scientific but practical subject are high-
lighted in Chapter 16.
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The history and latest developments in bridge wind engineering both demonstrate that any progress
made in this subject stems from the synergy between research and practice. Case studies on real long-
span cable-supported bridges are provided within almost every chapter of this book.

I embarked on the field of wind engineering in 1983 as a master student at Tongji University, China,
and continued my study in this field as a PhD student at University of Sydney in 1989 in Australia. I
have, fortunately, been involved in long-term collaborative research and practice with the Hong Kong
Highways Department since 1995 for wind effects on, and structural health monitoring of, the Tsing
Ma suspension bridge and the Stonecutters cable-stayed bridge in Hong Kong. I have taught the subject
“Wind Engineering” to Master of Science students since 1998 at The Hong Kong Polytechnic Univer-
sity. Most importantly, I have been inspired by the work of many outstanding scholars and engineers in
the past 30 years, and I would like to dedicate this book to them.

In writing the book, I am always reminded that it mainly serves as a textbook for graduate students
and practicing engineers to understand bridge aerodynamics and straddle the gap between theoretical
research and practical application. Its readers are assumed to have some background in structural
analysis, structural dynamics, probability theory, and random vibration.

I would be very happy to receive constructive comments and suggestions from readers.

You-Lin Xu

The Hong Kong Polytechnic University
ceylxu@polyu.edu.hk

August 2012
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1

Wind Storms and
Cable-Supported Bridges

1.1 Preview

Because of their competence for long spans, many cable-supported bridges, including both cable-
stayed bridges and suspension bridges, have been built throughout the world. These long-span cable-
supported bridges are often remarkably flexible, low in damping and light in weight. Therefore, they
can also be susceptible to the action of wind. For example, the Tacoma Narrows suspension bridge,
which had a main span of 853 m and was built to link the Olympic Peninsula with the rest of the state
of Washington, oscillated through large displacements at a wind speed of about 19 m/s and collapsed on
November 7, 1940, only four months and six days after the bridge was opened to the public.

Modern long-span cable-supported bridges carry a large volume of vehicles and may experience
considerable vibration due both to moving vehicles and to turbulent winds. The considerable vibration
of the bridge and the crosswinds may, in turn, affect the running safety of vehicles. Therefore, adequate
treatment of wind effects in design is essential to the safety and functionality of both long-span cable-
supported bridges and vehicles running on the bridges.

In this introductory chapter, the meteorology of wind storms is first introduced to provide informa-
tion on the basic features of wind storms. The basic configuration, structural systems, and aerodynamic
characteristics of both cable-stayed and suspension bridges are then described to facilitate understand-
ing of aerodynamic phenomena and performance of the bridges discussed in the subsequent chapters.
Wind-induced excessive vibration and damage to long-span cable-supported bridges are discussed,
focusing on the lessons learned from them by the engineering profession. Finally, the history of bridge
wind engineering, particularly for cable-supported bridges is outlined to look back to the past and look
forward to the future.

1.2 Basic Notions of Meteorology
1.2.1 Global Wind Circulations

Wind, or the motion of air with respect to the surface of the earth, is fundamentally due to differences in
the amount of solar heat received by the atmosphere over various areas of the earth’s surface because of
the shape of the earth and its position relative to the sun [1]. The differences in solar radiation between

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
© 2013 John Wiley & Sons Singapore Pte Ltd. Published 2013 by John Wiley & Sons Singapore Pte Ltd.
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Figure 1.1 Idealized global circulation.

the poles and the equator produce temperature and pressure differences. These, together with the effects
of the earth’s rotation, the curvature of the path of motion and friction at the earth’s surface, initiate and
break down the air movement into six district circulations, as shown in Figure 1.1.

There are three in each hemisphere: easterly trade wind, westerly wind in the temperate zone, and
polar easterly wind [2]:

* Easterly trade wind: the permanent subtropical high-pressure zone in the Northern Hemisphere ini-
tiates a flow towards the equator with low pressure at ground level. The rotation of the earth creates a
virtual force which is known as the Coriolis force. The Coriolis force is perpendicular to the wind
direction and to the right in the Northern Hemisphere. Thus, the flow is bent westwards and forms a
trade wind. This is called the easterly trade wind, as it comes from the east. The subtropical high-
pressure zone in the Northern Hemisphere is at approximately 30° latitude, because the flow away
from the equator at high altitude cannot penetrate further north due to the Coriolis force.

* Westerly wind in temperate zone: in the layers near the ground of the temperate zone, flow is
directed towards the north by the subtropical high-pressure zone and the polar front low-
pressure zone. Due to the Coriolis force, it is then diverted eastwards and becomes a westerly
wind in the temperate zone. The polar front is a surface where a warm westerly wind flows to
the south of the polar front and a cold easterly wind flows to the north of the front. The
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equilibrium at this front is very sensitive to changes in the temperature, velocity and humidity
of the two air masses.

* Easterly polar wind: from the high pressure at the North Pole, the air flows to the south at low
altitudes. The flow is then diverted to the west and becomes the cold easterly polar wind. The two
main flows — the west wind in the temperate zone and the easterly polar wind — pass along each other
at 50°-60° northern latitude, thereby forming the low pressure polar front.

1.2.2 Pressure Gradient Force

The most important forces acting on a particle of air are pressure gradient force, Coriolis force and
frictional force [3]. The first two of these are particularly important to the upper level air, where the
effect of frictional force is insignificant. Nevertheless, the frictional force must be taken into account
for air near the earth’s surface.
If there is a pressure gradient dp/0Jx at a point in air in a given direction x, there is a resulting force
called the pressure gradient force. The pressure gradient force per unit mass is given by Equation 1.1:
1 op

where p,, is the density of air.

1.2.3  Coriolis Force

Under the pressure gradient force, a particle of air may not flow absolutely in the direction of this force
from a high pressure zone to a low pressure zone, but is deflected to some extent by the Coriolis force
due to the earth’s rotation [3]. The Coriolis force causes a moving particle on the surface of the earth to
veer to the right in the Northern Hemisphere, or to the left in the Southern Hemisphere.

The magnitude and direction of the Coriolis force can be calculated by:

F.=2m(v x w) (1.2)

where:

m is the mass of the particle;

® is the angular velocity vector of the earth;

v is the velocity of the air particle relative to a coordinate system rotating with the earth;
the symbol X represents the cross product operator;

F. is the Coriolis force, which is perpendicular to @ and v, is directed according to the vector multipli-
cation (right-hand) rule and has the magnitude 2m|w||v|sin o, where « is the angle between @ and v.

The term 2w sin ¢ is commonly denoted as the Coriolis parameter f,, where ¢ is the latitude of the air
particle. It follows that the Coriolis force per unit mass acting in a plane parallel to the surface of the
earth on the air particle moving in such a plane with velocity v relative to the earth will have a magni-
tude of f.v. The Coriolis force is zero at the equator and is negligible in magnitude in the equatorial
region, which is within about five degrees either side of the equator. This explains why the typhoons
and other cyclonic storms will not form in the equatorial regions. The Coriolis effect is responsible for
the rotation of cyclonic storms, which will be discussed later.

1.2.4  Geostrophic Wind

At sufficiently great height, wind speed and direction depend on only the horizontal pressure gradient
force and the Coriolis force. The pressure gradient towards a low-pressure zone causes a particle of air
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Figure 1.2 Frictionless wind balances in geostrophic flow (northern hemisphere).

to accelerate along a curve until a state of equilibrium is reached. In this case, the pressure gradient
force (P) and Coriolis force (F,) are of equal magnitude, but in opposite direction, both of which are
perpendicular to the wind direction, which is parallel to the isobars. Figure 1.2 shows the state of equi-
librium in the Northern Hemisphere.

This kind of wind is called geostrophic wind U, [3]. By equating the pressure gradient force (see
Equation 1.1) to the Coriolis force f.v, the geostrophic wind speed can be expressed by:

B 1 \op
Ugeo - _<,0af() a (13)

Clearly, the geostrophic wind speed is proportional to the magnitude of the pressure gradient 9p/dx.

1.2.5 Gradient Wind

Geostrophic wind occurs in cases where the radii of curvature of the isobars are so large that the centrif-
ugal force is negligible. When the isobars have significant curvature, wind speed and direction not only
depend on the pressure gradient force and the Coriolis force, but also on the centrifugal force. The value
of the centrifugal force for per unit air mass (C) is UZ,. /r, where Uy, is the resultant wind velocity and
r is the radius of curvature of the isobars, as shown in Figure 1.3.

The direction of the centrifugal force is always normal to the isobars and away from the center of
curvature of the isobars. The resultant wind velocity is called the gradient wind velocity [3] and can be
found by the following equation in a polar coordinate system:

2

U 1 dp
Uy, +-—8=—"F
Uy r 0, dr

(1.4)

where, if the air mass is in the Northern Hemisphere, the positive or the negative sign is used as the
circulation is cyclonic (around a low-pressure center) or anticyclonic (around a high-pressure center)
respectively. The gradient wind velocity is equal to the geostrophic wind velocity in the particular case in
which the curvature of the isobars is zero. If the radius of curvature is finite, in the Northern Hemisphere:

for f.r 2oy dp
S I\ rdp 1.
U, s (5) o a (1.5)
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Figure 1.3 Frictionless wind balances in cyclonic and anticyclonic flow (northern hemisphere).

for cyclonic winds, and

f{,’r f(,'r 2 rdp
r = ~ A - 1.
Vor =45 (2) Pq dr (16)

for anticyclonic winds.

By examining Equation 1.6, one may see that a maximum value, f.7/2, of U, is obtained when the
term under the square root is zero. Thus, there is an upper limit for anticyclonic winds, and anticyclones
are therefore associated with low wind velocities. By contrast, cyclonic winds have no limits for their
magnitude and give counterclockwise flow in the Northern Hemisphere. The geostrophic wind velocity
can also be expressed in terms of the gradient wind velocity:

Ugeo = Ugr |:1 + ngr:| (1'7)

c

1.2.6  Frictional Effects

Frictional effects cannot be ignored as the earth’s surface is approached. Air flow will be slowed down
by the horizontal resistance of the earth’s surface (frictional forces), and this resistance decreases as the
height from the ground level increases, until it reaches a certain height, above which the friction effects
can be ignored. The bottom part of the earth’s atmosphere, affected by frictional forces, is called the
“atmospheric boundary layer”. The air above this is termed “free atmosphere”, and the height of bound-
ary between the two is termed as “atmospheric boundary layer height”. Atmospheric boundary layer
height varies with the weather conditions, terrain and surface roughness changes. Figure 1.4 shows the
new balance of the four types of forces in the boundary layer [4]. Since long-span cable-supported
bridges are often built in the atmospheric boundary layer, the wind conditions in the boundary layer —
including the boundary layer thickness and the change of wind speed and wind direction with height —
are those most relevant to bridge wind engineering.
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Figure 1.4 Balance of forces in the atmospheric boundary layer (northern hemisphere).

1.3 Basic Types of Wind Storms

Air movement caused by atmospheric difference at different areas of the earth generates global wind
circulations, which are the most large-scale air movements on the earth. However, on more local scales,
atmospheric difference may be caused by many other factors, such as sun elevation angle, atmospheric
transparency, altitude, topography, earth surface physical properties and moisture. All of these can be
the main reasons for local air movement.

Air movement usually includes combinations of different temporal and spatial scales. Spatial
scale ranges from fractions of a meter to several thousand kilometers, while timescale can range
from several seconds to several years. In meteorology, atmospheric motion is usually divided into
several different scales, including microscale (less than 1 km), mesoscale (less than 10%km), synop-
tic scale (less than 10 km) and macroscale (less than 10*km).

1.3.1 Gales from Large Depressions

In the mid-latitudes, from about 40° to 60°, the strongest winds are gales generated by large and deep
depressions (extra-tropical cyclones) [4]. These can also be significant contributors to strong winds in
lower latitudes. The gales are usually large of synoptic scale in horizontal dimension. They can extend
for more than 1000 km and can take several days to pass several countries, in the case of Europe. The
winds tend to be quite turbulent near the ground, as the flow has adjusted to the frictional effects of the
earth’s surface over hundreds of kilometers. The direction of the winds remains quite constant over
many hours.

1.3.2 Monsoons

Since the trade wind caused by the low and high pressure centers is related to the solar heating of the
earth’s surface, the inclination of the earth’s rotation axis to the ecliptic causes a seasonal oscillation of
the trade wind. These seasonal trade winds are called monsoons, and they are caused by the larger
amplitude of the seasonal cycle of land temperature compared to that of nearby oceans.

In summer, the air over the land warms faster and reaches a higher temperature than the air over the
ocean. The hot air over the land tends to rise, creating an area of low pressure and producing wind from
ocean to land. In winter, the land cools off quickly, but the ocean retains heat longer. The cold air over
the land creates a high pressure area which produces wind from land to ocean. Owing to the vast land
mass of the Asian continent, monsoon effects are developed most strongly in Asia, where they have a
considerable influence on the seasonal changes of weather patterns.
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1.3.3 Tropical Cyclones (Hurricanes or Typhoons)

Tropical cyclones are intense cyclonic storms that occur over the tropical oceans, mainly in late sum-
mer and autumn [4]. They derive all their energy from the latent heat of the oceans and require a mini-
mum sea temperature of about 26 °C to sustain them. They will not form within about 5° of the equator,
because of the very small Coriolis force. They are usually at full strength when they are located
between 20° and 30° latitude, but they can travel to higher latitudes if there are warm ocean currents to
sustain them. They rapidly degenerate when they move over land or into cooler waters.

Tropical cyclones, hurricanes and typhoons are different names for the same type of severe storms
occurring in different geographical regions. These encountered in the Far East such (e.g. Hong Kong,
Taiwan, Mainland China, Japan, and the Philippines) are called typhoons. Those occurring in the United
States, including Hawaii, are called hurricanes. Those affecting Australia are called tropical cyclones.

Full-scale tropical cyclones usually develop initially from cyclone eddies that usually last for several
days and no more than a few weeks. Most of these eddies decay and fade away, while only a few
intensify and develop into tropical cyclones. The triggering action that turns a cyclone eddy into a
tropical cyclone is complicated and not well understood. After an eddy matures into a tropical cyclone,
it sucks up from the ocean large quantities of water vapor, which condenses at higher altitudes. This
latent heat of condensation is the prime source of energy supply, which intensifies the cyclone as it
moves across the ocean. If this energy source is being cut off, the tropical cyclone will decay rapidly.
Therefore, cyclone winds are strong only over the ocean and in adjacent coastal areas (within approxi-
mately 100 km of coastlines). The life span of a cyclone is of the order of one to three weeks. As a
tropical cyclone is a large body of rotating air, in the Northern Hemisphere they always rotate in the
counter-clockwise direction due to the Coriolis force generated by the earth’s rotation. In contrast, trop-
ical cyclones in the Southern Hemisphere rotate clockwise.

A tropical cyclone is a large funnel-shaped storm of a three-dimensional vortex structure with a wide
top of the order of 1000 km in diameter and a narrow bottom of the order of 300—500 km in diameter
(see Figure 1.5). The height of the cyclone is of the order of 10-15km. The diameter of a cyclone,
encompassing the region of relatively strong wind, is of the order of 500 km. The center part of a
cyclone, which has a diameter of the order of 30 km, is called the eye; the boundary of the eye is called
the wall. The eye is a region of clear to partly cloudy skies, absent of rain and strong winds. The wall is
aregion packed with high winds and intense rain. While rain falls in the inner region of the wall, warm,
humid air rises in the outer part of the wall to supply energy to the cyclone.

While a tropical cyclone rotates around its center, the cyclone also moves forward as a whole. The
translational speed of the cyclone is the speed at which its center moves. The translational speed can be
anywhere between 0 and 100 km/h. Normally it is between 10-50 km/h.

Figure 1.5 Cross-section of a mature tropical cyclone (Source: Wikipedia (http://zh.wikipedia.org/wiki/File:
Hurricane_structure_graphic.jpg#file), Original upload by a staff of NOAA).
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Outside of the eye of a tropical cyclone, the wind speed at upper level decays with the radial distance
from the storm center. This wind speed can be determined by combining Equation 1.5 with a function
for the pressure gradient, such as one suggested by Holland [5].

Ly :exp<;—?) (1.8)

Pn—Po

where:

Do 1s the central pressure of the tropical cyclone;

Pn 1s the atmospheric pressure at the edge of the storm;
A and B are scaling parameters;

r is the radius from the storm center.

Differentiating Equation 1.8 and substituting it in Equation 1.5 yields:

_ e £\ ApAB (A

where Ap =p, — p, is the pressure difference, which is an indication of the strength of the storm.

The exponent B is found to be in the range 1.0-2.5 and to reduce with increasing central pres-
sure [5]. The parameter A% is, to a good approximation, the radius of maximum winds in the
cyclone [4].

An intensity scale for hurricanes has been proposed by Saffir and Simpson and is reproduced here in
Table 1.1. It should be noted that the estimated wind speeds in hurricanes by using Table 1.1 are usually
obtained from upper level aircraft readings.

1.3.4  Thunderstorms

A thunderstorm is a natural weather phenomenon producing lightning and thunder. It is usually accom-
panied by strong winds, heavy rain and, sometimes, hail. Those that cause hail to fall are called hail-
storms. Thunderstorms can generally form and develop in any geographic location. In subtropical and
temperate mid-latitudes, they usually occur in summer, and sometimes in winter owing to the impact of
a cold front. Compared with extra-tropical cyclones and tropical cyclones, thunderstorms are of small
size in horizontal extent but they are capable of producing severe winds. Thunderstorms contribute
significantly to the strongest gusts recorded in many countries, including the United States, Australia
and South Africa [4].

Table 1.1 Saffir—Simpson hurricane scale

Category Wind speed range (3s gust, m/s) Central pressure (mbar) Damage

1 42~54 >980 Minimal

2 55~62 965~979 Moderate

3 63~74 945~964 Extensive

4 75~88 920~944 Extreme

5 >88 <920 Catastrophic




Wind Storms and Cable-Supported Bridges 9

e | v

Towering Cumulus Stage Mature Stage Dissipating Stage

Figure 1.6 Stages of a thunderstorm’s life (Source: Wikipedia (http://en.wikipedia.org/wiki/File:Thunderstorm_
formation.jpg), Diagram from NOAA National Weather Service training materials).

Thunderstorms also derive their energy from heat. Warm, moist air is convected upwards to mix with
the drier upper air. With evaporation, rapid cooling occurs and the air mass loses its buoyancy and starts
to sink. Severe thunderstorms develop under three main conditions:

1. the humidity of the earth’s low atmosphere is very high;

2. anegative temperature gradient with height greater than the adiabatic rate of the neutral atmosphere;
and

3. alifting mechanism produces the initial rapid convection due to a cold front or a mountain range.

The life cycle of a thunderstorm, regardless of type, mainly go through three stages (Figure 1.6): the
cumulus stage, the mature stage, and the dissipation stage. These three stages take an average of
30 minutes to go through, but more powerful thunderstorms may last for several hours.

1.3.5 Downbursts

A particular type of thunderstorm wind is called a downburst or a thunderstorm downburst. It is gener-
ated by a falling mass of evaporative and cooled air in the parent thunderstorm [6]. As this falling air
mass impinges on ground, it spreads out horizontally in all directions and produce strong winds for a
short period of time — about 5-10 minutes (see Figure 1.7). The horizontal wind speed in a thunder-
storm downburst with respect to the moving storm is similar to that in a jet of fluid impinging on a plain
surface. It varies approximately linearly from the center of impact to a radius where the wind speed
reaches its maximum, and then decays with increasing radius.

Fujita [7] classified downbursts into two groups: microburst and macroburst. A microburst has a
small horizontal scale, of the order of a few hundred meters. On the other hand, a macroburst covers a
larger area, of the order of 1-5km. The forward velocity of the moving downburst can be a significant
component of the total wind speed produced at ground level, and it must be added as a vector compo-
nent to that produced by a jet [4].
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Figure 1.7 Cross section of a downburst.

1.3.6 Tornadoes

Both severe thunderstorms and tropical cyclones can generate tornadoes, with the former being the
more frequent cause. A tornado is a vertical, funnel-shaped vortex created in thunderclouds, and it is
the most destructive type of wind storm (see Figure 1.8). Most tornadoes have a diameter smaller than
400 m, but they can travel for quite long distances (up to 50 km) at an average translational speed of
about 50-60 km/h before dissipating, producing a long, narrow path of destruction.

In contrast to tropical cyclones, the majority of tornadoes last no more than 30 minutes, but the
strongest tornadoes may have a lifespan longer than an hour. Tornadoes are sometimes confused with
downbursts; however, tornadoes can be identified by the appearance of the characteristic funnel vortex.
Tornadoes have been observed in all parts of the world, with the United States being the country most
frequently plagued by tornadoes. The existing field measurement data of tornadoes is quite sparse,
because tornadoes have very rarely passed over weather recording stations, due to their small size. An
intensity scale for tornadoes was proposed by Fujita in 1971 [8].

Figure 1.8 Tornado near Anadarko, Oklahoma (Source: Wikipedia (http://en.wikipedia.org/wiki/File:Dszpics1.jpg),
Author: Daphne Zaras).
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1.3.7 Downslope Winds

A foehn wind is a type of dry downslope wind that occurs in the lee (downwind side) of a mountain
range. It is a rain shadow wind that results from the subsequent adiabatic warming of air that has
dropped most of its moisture on windward slopes. As a consequence of the different adiabatic lapse
rates of moist and dry air, the air on the leeward slopes becomes warmer than equivalent elevations on
the windward slopes. Foehn winds can raise temperatures by as much as 30 °C (54 °F) in just a matter
of hours. Downslope winds have been observed in certain regions, such as those near the Rocky Moun-
tains in the United States, and also in Switzerland.

1.4 Basic Types of Cable-Supported Bridges
1.4.1 Main Features of Cable-Supported Bridges

Bridge engineering has been developed over centuries. According to the structural configuration,
bridges can be mainly categorized into five types: beam bridges; cantilever bridges; arch bridges; truss
bridges; and cable-supported bridges.

Cable-supported bridges are more suitable for longer main spans than any other types of bridges. The
longest cable-stayed bridge in the world is currently the Russky Bridge, located in Vladivostok, Russia,
which opened to the public in 2012 and which has a main span of 1104 m. The longest suspension
bridge in the world, as of 2012, is the Akashi-Kaikyo Bridge in Kobe, Japan, completed in 1998, which
has a main span of 1991 m. The suspension bridge is best suited for extending main span lengths
even farther.

The structural system of a cable-supported bridge normally consists of four main components [9]:

. stiffening girder (deck);
. cable system;

. pylons (towers);

. anchors (anchorages).

AW N~

The stiffening girder in the bridge deck is a major structural component, carrying most of the exter-
nal loadings applied to the bridge. The cable system is used to support the stiffening girder and transfer
the loadings from the stiffening girder to the pylons. The cable anchors in a cable-stayed bridge connect
stay cables to the pylons and the girder. The anchorages in a suspension bridge are fundamental to the
stability of the bridge.

Three kinds of forces operate on a cable-supported bridge, as with any other type of bridge: the dead
load, the live load, and the dynamic load:

* “Dead load” refers to the weight of the bridge itself. It is possible for any kind of bridge to
collapse simply because of the gravitational forces acting on the materials of which the bridge
is made.

* “Live load” refers to the traffic (highway and/or railway) that moves across the bridge, as well as
normal environmental factors such as changes in temperature and precipitation.

* “Dynamic load” refers to environmental factors that go beyond normal weather conditions, factors
such as sudden gusts of wind and earthquakes.

All three factors must be taken into consideration when building a cable-supported bridge.
Cable-supported bridges are distinctly characterized by the configuration of cable system: they can
be suspension bridges, cable-stayed bridges, or hybrid cable-supported bridges.
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Figure 1.9 Main components of a suspension bridge.

1.4.2  Suspension Bridges

A suspension bridge is a type of cable-supported bridge in which the bridge deck (stiffening girder) is
hung below suspension (main) cables on suspenders (hangers) that carry the weight of the deck, upon
which the traffic crosses (see Figure 1.9). Stiffening girders may be I-girders, trusses or box girders. In
long-span suspension bridges, trusses or box girders are typically adopted, but I-girders is not suitable
because of their low torsional rigidity. There are both advantages and disadvantages to trusses and box
girders, involving trade-off in bridge aerodynamics, construction and maintenance [10].

Suspenders, or hangers, connect the stiffening girder to the suspension cables, and they can be either
vertical or diagonal. Generally, suspenders of most suspension bridges are vertical. Diagonal hangers
have been used to increase the damping of the suspended girder. Occasionally, vertical and diagonal
hangers are combined for more stiffness. Suspenders might be steel bars, steel rods, stranded wire
ropes, parallel wire strands or other types. Stranded wire rope is most often used in modern suspension
bridges. In early suspension bridges, chains, eye-bar chains or other materials were used for the main
cables. In modern long-span suspension bridges, cold-drawn and galvanized steel wires have been used
as parallel wire strands and stranded wire ropes that are bundled into a circle to form main cables.

The connections between the main cables and the towers are usually made through saddles, which
support the main cables as they cross over the towers. Saddles are commonly made from fabricated
steel or castings. A cover plate is provided for protection against corrosion and the whole unit is bolted
down to resist movement. The main cables continue beyond the towers to deck-level supports and must
be anchored at each end of the bridge in the ground, since any load applied to the bridge is transformed
into a tension in these main cables.

The anchorage is fundamental to the stability of a suspension bridge. In general, anchorage structure
includes the foundation, anchor block, bent block, cable anchor frames and protective housing. Inside
the anchorages, the cables are spread over a large area to distribute the load evenly and to prevent the
cables from breaking free. Anchorages are classified into gravity or tunnel anchorage system. Gravity
anchorage relies on the mass of the anchorage itself to resist the tension of the main cables. This type is
commonplace in many suspension bridges. Tunnel anchorage takes the tension of the main cables
directly into the ground. Adequate geotechnical conditions are required.

Towers are classified into portal or diagonally braced types, and tower shafts can be either vertical or
inclined. Typically, the center axis of inclined shafts coincides with the center line of the cable at the
top of the tower. Careful examination of the tower configuration is important, in that towers dominate
the bridge aesthetics. The force on the tower needs to be carefully balanced so that the force pulling
inward is equal to the force pulling outward. As a result, the deck weight pulls directly down to the
base of the towers. The towers can be fairly thin, since they are subjected mainly to axial compressive
forces. The deck can also be thin, since it is being supported by a series of hangers. Thus, suspension
bridges are more competitive for longer spans than any other type of bridge.

Suspension bridges are classified into single-span, two-span or three-span suspension bridges with
two towers, and multi-span suspension bridges which have three or more towers. Three-span
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Table 1.2 The top 10 longest suspension bridges in the world (as of September, 2012)

NO Name Main Country/Region ~ Year  Main girder Control Measures
span/m
1 Akashi Kaikyo Bridge 1991 Japan 1998 Trussed Slotted
girder deck/Stabilizer
2 Xihoumen Bridge 1650 China 2009  Box girder Slotted deck
3 Great Belt Bridge 1624 Denmark 1998  Box girder Guide vanes
4 Yi Sun-sin bridge 1535 South Korea 2012 Twin-box
girder
5 Runyang Bridge 1490 China 2005  Box girder Central stabilizer
6 Humber Bridge 1410 England 1981  Box girder Nil
7 Jiangyin Bridge 1385 China 1997  Box girder Nil
8 Tsing Ma Bridge 1377 Hong Kong 1997  Trussed Truss outsourcing
girder
9 Verrazano-Narrows 1298 USA 1964  Trussed Nil
Bridge girder
10 Golden Gate Bridge 1280 USA 1937 Trussed Nil
girder

suspension bridges are the most commonly used. In multi-span suspension bridges, the horizontal dis-
placement of the tower tops might increase, due to the load conditions.

Suspension bridges are typically ranked by the length of their main span. The top ten longest suspen-
sion bridges in the world are listed in Table 1.2.

1.4.3 Cable-Stayed Bridges

A cable-stayed bridge is a type of cable-supported bridge that consists of one or more pylons (towers)
with stay cables supporting the stiffening girder (bridge deck), as shown in Figure 1.10. A multiple-
tower cable-stayed bridge may appear similar to a suspension bridge, but in fact it is very different in
principle. A cable-stayed bridge carries mainly vertical loads acting on the girder. The stay cables pro-
vide intermediate supports for the girder, so that it can span a long distance. The basic structural form
of a cable-stayed bridge is a series of overlapping triangles comprising the pylons, the cables, and the
girder. All of these components are under predominately axial forces, with the cables under tension and
both the pylons and the girder under compression. Axially loaded members are generally more efficient
than flexural members. Moreover, for an almost symmetrical cable-stayed bridge, the horizontal forces
in the girder balance and large ground anchorages are not required. All of these factors contribute to the
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Figure 1.10 Main components of a cable-stayed bridge.
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(a) Harp or parallel cable system
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Figure 1.11 Major stay cable systems for cable-stayed bridges.

economy of a cable-stayed bridge. For spans up to about 1000 m, cable-stayed bridges are more eco-
nomical than suspension bridges [10].

There are three major cable configurations, known as harp, fan and radial systems (see Figure 1.11). A
harp-type cable arrangement offers a very clean and delicate appearance, because an array of parallel
cables will always appear parallel, irrespective of the viewing angle. It also allows an earlier start of girder
construction, because the cable anchors in the pylon begin at a lower elevation. A fan-type cable arrange-
ment can also be very attractive, especially for a single-plane cable system. Because the cable slopes are
steeper, the axial force in the girder, which is an accumulation of all horizontal components of cable forces,
is smaller. This feature is advantageous for longer-span bridges, where compression in the girder may con-
trol the design. A radial arrangement of cables with all cables anchored at a common point at the pylon is
quite efficient, but a good detail is difficult to achieve. Unless it is well treated, it may look clumsy.

The recently adopted design requires that all cables could be individually de-tensioned, dismantled
and replaced under reduced traffic loading. The additional bending moment in the girder will not
increase excessively if the cable spacing is small. The most popular type of cable employed nowadays
uses seven-wire strands. These strands offer good workability and economy, and they can either be
shop-fabricated or site-fabricated. In most cases, corrosion protection is provided by a high-density
polyethylene pipe filled with cement grout. Usually, the stay cables are tensioned to about 40% of their
ultimate strength under permanent load condition. The most important element in a stay cable is the
anchor, which is the weakest point with respect to capacity and fatigue behavior. Strand cables with
bonded sockets have performed very well in this aspect.



Wind Storms and Cable-Supported Bridges 15

Table 1.3 The top 10 longest cable-stayed bridges in the world (as of September, 2012)

NO. Name Main span/m Country/Region Year Control Measures
1 Russky Bridge 1104 Russia 2012
2 Sutong Bridge 1088 China 2008  Scallops/Damper
3 Stonecutters Bridge 1018 Hong Kong 2009 Scallops/Damper
4 Edong Bridge 926 China 2010 Helical strakes /Damper
5 Tatara Bridge 890 Japan 1999 Scallops /Damper
6 Pont de Normandie 856 France 1995  Helical strakes /Damper
7 Jingyue Bridge 816 China 2010  Helical strakes /Damper
8 Incheon Bridge 800 South Korea 2009 Scallops /Damper
9 Zolotoy Rog Bridge 737 Russia 2012

10 Shanghai Yangtze River Bridge 730 China 2009  Helical strakes /Damper

A properly designed and fabricated orthotropic deck is a good solution for a cable-stayed bridge.
However, with increasing labor costs, the orthotropic deck becomes less commercially attractive except
for very long spans. The composite deck with a concrete slab on a steel frame can be a competitive
alternative. Furthermore, many concrete cable-stayed bridges have been completed.

In general, there have been two major developments: cast-in-place construction and precast
construction. Several hybrid structures, with concrete side spans and steel main span, have been
completed. There are two main reasons for the hybrid combination: to have heavier, shorter side
spans to balance the longer main span; or to build the side spans the same way as the connecting
approaches. The transition, however, must be carefully detailed to avoid problems.

The pylons are the most visible elements of a cable-stayed bridge. Free-standing pylons look very
elegant. H-shaped pylons are the most logical shape structurally for a two-plane cable-stayed bridge.
The A shape, the inverted Y and the diamond shape, however, are excellent choices for long-span
cable-stayed bridges with very flexible decks. Cables are anchored at the upper part of the pylon, and
criss-crossing the cables at the pylon is a good idea in a technical sense, being safe, simple, and eco-
nomical. The difficulty is in the geometry. More details on stay cable anchorages at the pylon can be
found in the literature [10].

Cable-stayed bridges are also ranked by the length of their main span. The top ten longest cable-
stayed bridges in the world are listed in Table 1.3.

1.4.4 Hybrid Cable-Supported Bridges

A hybrid cable-supported bridge is a combination of suspension and cable-stayed bridge (also known as
a cable-stayed-suspension bridge or a suspension-cable-stayed bridge). Figure 1.12 shows a

LR

Figure 1.12 Hybrid cable-supported bridge.
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preliminary design of a hybrid cable-supported bridge carrying both highway and railway with a
1500 m main span across the great Belt in Denmark [9]. The suspenders are arranged all along the
bridge deck, with no difference from the general suspension bridge, and a number of stay cables are
added in side spans and main span.

Hybrid cable-supported bridges have some unique features:

1. Compared with the same span suspension bridge, this hybrid system can lower tension forces in the
main cables and reduce the cost of main cables and anchorages in particular, which makes the con-
struction of a suspension bridge in soft ground possible.

2. Compared with the same span cable-stayed bridge, the compressive forces in the stiffening girder
and the tension forces in the stay cables are greatly reduced and the optimal height of the pylons can
be used, which makes longer spans possible in the hybrid system than in cable-stayed bridges.

However, the hybrid cable-supported system is not as widely applied as other two types. This is
mainly because the cable system in this hybrid bridge is a highly indeterminate system which is diffi-
cult to analyze and construct.

1.5 Wind Damage to Cable-Supported Bridges
1.5.1 Suspension Bridges

Compared with other types of bridges, long-span cable-supported bridges are remarkably flexible, low
in damping, light in weight, and therefore susceptible to the action of wind. From 1818 to 1889, wind-
storms worldwide caused ten suspension bridges to collapse or suffer major damage, including three in
the United States (see Table 1.4).

In the half century that followed, such collapses decreased because the importance of making girders
sufficiently stiff was recognized. However, the original Tacoma Narrows suspension bridge, linking the
Olympic Peninsula with the rest of the state of Washington, USA, which had a main span of 853 m,
oscillated through large displacements at a wind speed of about 19 m/s and collapsed on November 7,
1940, only four months and six days after the bridge was opened to the public (see Figure 1.13). The
deck of the original Tacoma Narrows Bridge was stiffened with I-girders formed from built-up plates.
The I-girders had low rigidity in torsion, resulting in aerodynamic instability of the bridge. In the three
years immediately preceding this event, five newly completed bridges exhibited sensitivity to winds
with significant oscillations. As a result, engineering awareness heightened about the potential

Table 1.4 List of the suspension bridges destroyed by winds

Year Name Main span(m) Country Designer

1818 Dyburgh Abbey 79 Scotland Jorn & Willian Smith
1821 Union 139 Scotland Sir Samuel Brown
1834 Scotland 75 German Lossen & Wolf
1836 Brighton Chain Pier 78 Scotland Sir Samuel Brown
1838 Montrose 132 Scotland Sir Samuel Brown
1839 Menai Strait 155 Welsh Tomas Telford
1852 Roche-Beruard 195 France Le Blance

1854 Wheeling 308 US.A Charles Ellet

1864 Lewiston-Queenston 317 US.A Edward Serrell
1879 Tay bridge 75 x4 Scotland Sir Thomas Bouch
1889 Nigara-Clifton 384 US.A Samuelm Keefer

1940 Tacoma Narrows Bridge 853 US.A Leon Moisseiff




Wind Storms and Cable-Supported Bridges 17

Figure 1.13 Collapse of the original Tacoma Narrows Bridge (Source: Wikipedia (http://en.wikipedia.org/wiki/File:
Image-Tacoma_Narrows_Bridgel.gif)).

sensitivity of flexible bridges to winds. Wind tunnel tests for stiffening girders became routine in the
investigation of aerodynamic stability. Truss-type stiffening girders and streamlined box girders, which
give sufficient rigidity and aerodynamic stability, were adopted [10].

1.5.2 Cable-Stayed Bridges

Aerodynamic stability of cable-stayed bridges was a major concern for many bridge engineers in the
early years. This was probably because cable-stayed bridges are extremely slender, and lessons learned
from aerodynamic problems in suspension bridges led engineers to worry about cable-stayed bridges.
Although cable-stayed bridges have been found surprisingly stable aerodynamically, several bridges
have required special treatment against wind action.

The Kessock cable-stayed bridge in UK was planned during the 1970 s as part of the upgrading of the
A9 road during the first North Sea oil boom [11]. The bridge was constructed in the late 1970s and
early 1980 s and opened on 19 July 1982. The bridge has an overall length of 1052 m and it is supported
on twelve supporting piers. The main span has a length of 240 m and is supported by two planes of
cables. The bridge is of steel construction with a steel bridge deck and two steel beams on the two sides.
The overall width of the bridge deck is about 22 m and the depth of the side beams is about 3.3 m. The
bridge is of an open section construction, such that the cross section is of an inverted “U” shape. Other
than the two side girders, there are no longitudinal beams. The lengthwise stiffness of the bridge is all
derived from the overall inverted U section. Figure 1.14 shows the overall bridge.

During the design of the bridge, wind tunnel tests were carried out and the results showed that the
bridge would suffer large amplitude response due to vortex shedding for winds in the region of 20 m/s
[11]. However, this behavior was not considered sufficiently important by the designers, based on the
assumption that the response of prototype bridges is often significantly less than that predicted in the
wind tunnel. However, just before closure of the main span, the structure displayed significant response
to an east wind of 12.5 m/s. Again, in October 1982, soon after opening, peak-to-peak movements in
excess of 300 mm were noted at mid-span. As a result, steps were taken to find a method of reducing
future vibrations. Following further wind tunnel tests, it was proposed to install an array of vanes down
each side of the bridge to prevent the formation of vortices. However, the designers preferred to install
tuned mass dampers to reduce the level of vibration.

In general, the following analyses and wind tunnel tests will be conducted nowadays during the
design and/or the construction of long-span cable-supported bridges:

1. Flutter analysis and section model tests: flutter is the most critical phenomenon in considering the
dynamic stability of long-span cable-supported bridges because of the possibility of collapse.
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Figure 1.14 Photo of Kessock Bridge (Source: Wikipedia (http://en.wikipedia.org/wiki/File:KessockNight_tgr.jpg), this
document under the terms of the GNU Free Documentation License).

2. Buffeting analysis and section model/full aeroelastic model tests: buffeting is a forced vibration
caused by randomly fluctuating wind loads present at all wind speeds.

3. Vortex-induced vibration analysis and section model tests: vortex-induced vibration is a forced
vibration induced by vortex shedding in non-streamlined deck sections.

1.5.3 Stay Cables

Stay cables in cable-stayed bridges are laterally flexible structural members with very low fundamental
frequency. Because of the range of different cable lengths, the collection of stay cables on a
cable-stayed bridge has a practical continuum of fundamental and higher-mode frequencies. Thus, any
excitation mechanism with any arbitrary frequency is likely to find one or more cables with either
a fundamental or higher-mode frequency sympathetic to the excitation. Cables also have very little
inherent damping and are therefore not able to dissipate much of the excitation energy, making
them susceptible to large amplitude build-up. For this reason, stay cables can be somewhat lively by
nature and have been known to be susceptible to excitations, especially during construction, wind and
rain/wind conditions [12].

High-amplitude vibrations in stay cables have been observed under moderate rain combined
with moderate wind conditions, and hence they are referred to as rain and wind-induced vibra-
tions [13]. Peak-to-peak amplitudes of up to 2m have been reported, with typical values of
around 60 cm (Figure 1.15). Vibrations have been observed primarily in the lower cable modes
of vibration, with frequencies ranging approximately from 1-3 Hz. Early reports described the
vibrations simply as transverse in the vertical plane, but detailed observations suggest more com-
plicated elliptical loci.

At several bridges in Japan, the observed vibrations were restricted to a wind velocity range of 6 to
17 m/s [14]. The stay cables of the Brotonne Bridge in France were observed to vibrate only when the
wind direction was 20-30° relative to the bridge longitudinal axis. On the Meiko-Nishi Bridge in Japan,
vibrations were observed with wind direction greater than 45° from the deck, and only on cables that
declined in the direction of the wind [13]. Recognition of this susceptibility of stay cables has led to the
incorporation of some mitigation measures on several of the earlier structures. These included cable
cross-ties that effectively reduce the free length of cables, external dampers that increase cable damping
and aerodynamic modifications of cable surface.
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Figure 1.15 Rain-wind-induced vibration of stay cable (Source: Wind Induced Vibration of Cable Stay Bridges
Workshop April 25-27, 2006 St Louis, MO FREYSSINET LLC (http://www.modot.org/csb/documents/24-New
DevelopmentsinCableStay VibrationSuppression.pdf)).

1.5.4 Road Vehicles Running on Bridge

Wind-induced accidents involving road vehicles of various types have become a topic of increasing
concern in recent years. This is because not only have vehicle numbers dramatically increased, but also
vehicle weights are significantly reduced, owing to the use of more efficient structural design and ligh-
ter materials. When large numbers of road vehicles run on a long-span cable-supported bridge built in a
wind prone region, the bridge will experience considerable vibration due both to moving vehicles and
to turbulent winds [15]. The considerable vibration of the bridge may, in turn, affect the running safety
of road vehicles. Moreover, road vehicles may be briefly shielded from the wind by the bridge tower or
other road vehicles but, when they pass out of such shelter, they enter a sharp-edged crosswind gust and
there is an obvious danger of the vehicles turning over.

On August 11, 2004, seven high-sided road vehicles were overturned by high winds when they ran on
the Humen suspension bridge in China, just before a strong typhoon (see Figure 1.16a). A similar acci-
dent happened with road vehicles running on the Minjiang cable-stayed bridge in China in 2005 (see
Figure 1.16b). Vehicle accidents caused injury, loss of lives, transportation interruptions and economic
loss. Therefore, the safety of road vehicles subjected to crosswind gust when running on an oscillating
cable-supported bridge, and the decision on the threshold of wind speed above which the bridge should
be closed or the vehicle should be slowed down, are important social and economic issues.

1.6 History of Bridge Aerodynamics

Two excellent reviews of bridge aerodynamics were made by Miyata [16] and Xiang et al. [17]. The
origins of cable-supported bridges go back a long way in history. Primitive suspension bridges were
constructed with iron chain cables over 2000 years ago. However, the age of the fully developed sus-
pended span with a horizontal traffic path began in the nineteenth century, with the adoption of the
stiffening girder, which gave rigidity to the bridge in order to distribute the load through the hanger
ropes and thus prevent excessive deformation of the cable. Although some suspension bridges col-
lapsed under wind loads in the nineteenth century, the awareness of the necessity of aerodynamic
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(a) Humen Bridge, China, 2004 (b) Minjiang Bridge, China, 2005

Figure 1.16 Road vehicle accidents on long-span cable-supported bridges. (a) (Source: Chinese news website
(http://news.southcn.com/gdnews/gdpic/200408120258.htm)) (b) (Source: Chinese news website (http://www.fj
xinhuanet.com/news/2005-09/02/cntent_5035207.htm)).

investigations did not come until the original Tacoma Narrows suspension bridge was destroyed by a
relatively low (19 m/s) wind in 1940.

The collapse of the original Tacoma Narrows Bridge had a determinant influence on the establish-
ment of bridge aerodynamics as a scientific subject. Farquharson et al. conducted a series of wind tun-
nel tests on a model of the Tacoma Narrows Bridge [18]. Bleich, in 1948 [19], performed analytical
studies to explore the possibility of torsional flutter of the bridge using the motion-dependent forces
described by Theodorsen for a thin airfoil in the field of aeronautics [20]. Late on, Pugsley made com-
ments on Bleich’s work and pointed out that flutter derivatives of a bridge deck could be measured
through wind tunnel tests [21]. In 1971, Scanlan and Tomko [22] jointly published an important paper
on airfoil and bridge deck flutter derivatives, laying down a foundation for bridge flutter theory and
providing a correct explanation for the cause of collapse of the Tacoma Narrows Bridge.

It is worth to note that, in the early 1960s, Davenport established the Alan G. Davenport Wind Load-
ing Chain (see Figure 1.17) and stated clearly that wind resistant design of structures should be per-
formed through five links: wind climate; terrain effects; aerodynamic effects; dynamic structural
responses; and structural design criteria [23]. Davenport also pioneered the application of statistics and
stochastic vibration theory to the buffeting analysis of long-span bridges in the frequency domain [24].

The quasi-static linear theory was employed in Davenport’s theory to establish the buffeting forces
and aeroelastic damping, and the buffeting response was analyzed mode by mode, based on the strip
theory of aerodynamics. The concept of joint acceptance function was also introduced to consider the
effectiveness of the temporal and spatial cross-correlation of buffeting loading, which was assumed to
be the same as that of wind turbulence. Meanwhile, the concept of aerodynamic admittance was
adopted to take into account the effects of unsteadiness and spatial variation of wind turbulence
surrounding the cross-section of the bridge deck. However, the aerodynamic stiffness and aerodynamic
coupling effects were not considered.

Scanlan and his co-workers believed that the self-excited (aeroelastic) forces would exert an impor-
tant influence on the buffeting response of bridges. In the late 1970s, they proposed their buffeting

; " (Qﬁ ' Aerodynamic namic StructurB\ \Structural Desig ) | Wind Load/
Wind Climat
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Figure 1.17 The Alan G. Davenport wind loading chain.
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response analysis method by simultaneously considering both self-excited forces due to bridge deck
motion and quasi-static aerodynamic forces caused by wind turbulence [25,26]. While the frequency
domain methods were established for buffeting analysis, Lin and his co-workers presented the time-
domain method for predicting buffeting response to turbulent winds using Ito’s stochastic differential
equations [27]. The effects of turbulence on stability of the bridge motion were included in their
theory. In 1983, Lin and Yang [28] further proposed a general framework to handle multi-mode buf-
feting analysis of long-span bridges. With the rapid enhancement of computer capacity and speed,
three-dimensional flutter and buffeting analyses, including multi-mode and inter-mode effects, can
be performed nowadays for long-span cable-supported bridges, either in the time-domain [29,30] or
in the frequency domain [31,33].

Wind flow against a bridge deck may form a stream of alternating vortices that create an alternative
force in a direction normal to the wind flow. This alternative force is called the vortex shedding excita-
tion. Vortex shedding excitation can induce significant, but limited, amplitude of vibration of a long-
span cable-supported bridge in low wind speed and low turbulence conditions.

Much effort has been made to find an expression for forces resulting from vortex shedding [34].
However, since the interaction between the wind and bridge deck is very complex, no completely suc-
cessful model has yet been developed for bridge decks. Nevertheless, the Scanlan model can be used
for calculating the vortex-shedding force at “lock-in” when the vortex shedding frequency matches one
of the natural frequencies of the bridge [3].

Advances in bridge aerodynamics during the past four decades make it possible to build even longer-
span cable-supported bridges. The Akashi Kaikyo suspension bridge, with a main span of 1991 m, was
built in 1998 in Japan, and is the longest suspension bridge in the world at present. The Russky cable-
stayed bridge in Russia, which has a main span of 1104 m was open to the public in 2012 and became
the longest cable-stayed bridge in the world. In Hong Kong, the Tsing Ma suspension bridge, with a
main span of 1377 m, was completed in 1997 and is the longest suspension bridge carrying both high-
ways and railways in the world. The Stonecutters cable-stayed bridge in Hong Kong, with a main span
of 1018 m, was also open to the public in 2009.

On the other hand, the design and construction of long-span cable-supported bridges in the past three
decades have brought many challenging issues to the bridge engineering community. These include
wind-induced or rain-wind-induced vibration of stay cables, buffeting response to skew winds, wind-
vehicle-bridge interaction, wind-induced fatigue, wind-induced vibration control, typhoon wind field
simulation, non-stationary and non-linear flutter and buffeting, probabilistic analysis and reliability
assessment. These challenging issues motivate not only the advancement of both theoretical analyses
and wind tunnel test techniques, but also the development of new technologies, in which computational
fluid dynamic (CFD) simulation and wind/structural health monitoring technology are two examples.
All of these challenging issues and new technologies will be discussed in this book in detail, in addition
to the fundamentals of bridge aerodynamics.

1.7 Organization of this Book

Background materials, including basic notions of meteorology, basic types of wind storms, basic types
of cable-supported bridges, wind damage to cable-supported bridges, and history of bridge aerodynam-
ics, have been provided in this chapter. Chapter 2 introduces wind characteristics in the atmospheric
boundary layer, which is an extension of wind climate as discussed in Chapter 1 and covers the link
“terrain effects” in the Alan G. Davenport wind loading chain. Chapters 3 to 6 describe, respectively,
mean wind load and aerostatic instability of bridges, wind-induced vibration and aerodynamic
instability of bridges, wind-induced vibration of stay cables, and wind-vehicle-bridge interaction.
These contents cover the fundamentals of bridge aerodynamics and are associated with the two
links “aerodynamic effects” and “dynamic structural responses” in the Alan G. Davenport wind
loading chain.
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As three important tools in the studies of bridge aerodynamics, in addition to theoretical analysis
discussed in the previous chapters, Chapters 7 to 9 respectively introduce wind tunnel technique, com-
putational wind engineering simulation and wind/structural health monitoring technology. Special
topics such as buffeting response to skew winds, multiple loading-induced fatigue analysis, wind-
induced vibration control, and typhoon wind field simulation are introduced in Chapters 10 to 13,
respectively. These chapters are rather independent of the others and can be used individually.

In Chapter 14, reliability analysis of wind-excited bridges is described, laying down a foundation for
the probabilistic wind resistant design of long-span cable-supported bridges and covering the last link,
“design criteria”, in the Alan G. Davenport wind loading chain. As a frontier in the field, Chapter 15
presents the preliminary research results on non-stationary and non-linear buffeting responses. Finally,
challenges and prospects of bridge aerodynamics as a scientific but practical subject are highlighted in
Chapter 16.

1.8 Notations

Density of air
Air pressure
Coriolis force
m Mass of air particle

w Angular velocity vector of the earth
v Velocity of air particle

o The angle between w and v

fe Coriolis parameter
¢

U,

SIS

a

The latitude of air particle

eo  Geostrophic wind velocity
s Gradient wind velocity
r Radius of curvature of isobars and radius from storm center
Do Central pressure of a tropical cyclone
Pn Atmospheric pressure at the edge of the storm
A, B Scaling parameters
P Pressure gradient force per unit mass
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Wind Characteristics 1n
Atmospheric Boundary Layer

2.1 Preview

As discussed in Chapter 1, frictional forces play an important role in the balance of forces on the mov-
ing air when it approaches the earth’s surface. Frictional forces caused by the ground surface roughness
will reduce wind speed until it reaches zero on the ground and, at the same time, will introduce turbu-
lence near the ground surface. The wind region affected by the ground surface roughness is referred as
the “atmospheric boundary layer”. The depth of the atmospheric boundary layer may range from a few
hundred meters to several kilometers, depending upon wind type, wind intensity, surface roughness and
angle of latitude.

Since long-span cable-supported bridges are all placed on the ground, it is important to know turbu-
lent wind characteristics in the atmospheric boundary layer. Therefore, this chapter will focus on turbu-
lent wind characteristics near the ground surface. Turbulent winds are highly irregular and, accordingly,
they are treated statistically rather than deterministically in this chapter. Turbulent wind is first defined
based on the observation of measurement wind data in the field. Mean wind speeds and profiles are then
introduced, followed by the characterization of turbulent winds in terms of theory of statistics and prob-
ability. For the design purpose of bridges, extreme wind speeds are discussed, the way of predicting
design wind speed is provided and wind directional effects are pointed out. By taking the Tsing Ma
suspension bridge in Hong Kong as an example, wind characteristics on the bridge site are finally dem-
onstrated through extensive analyses of wind data recorded on the site.

2.2 Turbulent Winds in Atmospheric Boundary Layer

There are many different instruments used to measure winds, and they are collectively known as ane-
mometers. The most common anemometer is the cup anemometer, which is simply three or four cup-
shaped objects mounted on the arms of a center shaft, as shown in Figure 2.1a. The cups catch the wind
and are spun around as a result. The speed at which the cups rotate is used to determine wind speed.
Another common mechanical velocity anemometer is the windmill anemometer or propeller anemome-
ter, in which a propeller is mounted on a nacelle which allows the windmill to rotate into the wind
direction (Figure 2.1b). The wind speed is determined by how fast the propeller is spinning. The other
forms of anemometers include ultrasonic anemometers (Figure 2.1c), hot-wire anemometers and laser
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(a) Cup anemometer (b) Propeller anemometer c) Ultrasonic anemometer

Figure 2.1 Three types of anemometers (a) Cup anemometer (Source: (http://en.wikipedia.org/wiki/File:Wea00920
.jpg), Original uploader was Dhaluza at en.wikipedia) (b) Propeller anemometer (Source: (http://en.wikipedia.org/wiki/
File:Wind_speed_and_direction_instrument_-_NOAA jp), Original from NOAA Photo Library) (c) Ultrasonic anemo-
meter (Source: (http://en.wikipedia.org/wiki/File:WindMaster.jpg), Original uploader was Gillinstruments at en.
wikipedia).
Doppler anemometers. Further information on the measurement of wind and structures can be found in
Chapter 9 of this book.

Figure 2.2 shows wind speeds recorded at three heights on a tall mast during a period of strong wind
produced by gales and measured by sensitive cup anemometers. The records show the main character-
istics of fully-developed boundary layer wind [1,2]:

. the increase of the average wind speed as the height increases;
. the gusty or turbulent nature of the wind at all heights;

. the broad range of frequencies in the turbulent wind; and

. some similarity in the patterns of gusts at all heights.

DWW N —

Within the atmospheric boundary layer and over a flat homogeneous terrain, the wind speed can
normally be decomposed into a mean wind speed in the mean wind direction and three perpendicular
turbulence components in a sufficiently long averaging time — say, ten minutes. With the x-axis in the

45

——12m ----64m ----- 153m |

40 1
354 4k ;
30 -
25 4/
20 -

15 A

Wind speed at height z (m)

10 A

5

0 1 2 3 4 5
Time (minutes)

Figure 2.2 Wind speeds at three heights during gales.


http://en.wikipedia.org/wiki/File:Wea00920.jpg
http://en.wikipedia.org/wiki/File:Wea00920.jpg
http://en.wikipedia.org/wiki/File:Wind_speed_and_direction_instrument_-_NOAA.jp
http://en.wikipedia.org/wiki/File:Wind_speed_and_direction_instrument_-_NOAA.jp
http://en.wikipedia.org/wiki/File:WindMaster.jpg

Wind Characteristics in Atmospheric Boundary Layer 27

direction of the mean wind speed, the y-axis being horizontal and the z-axis being vertical with positive
upwards, the wind velocities at a given point (x, y, z) and a given time ¢ can be expressed as:

U(z) + u(x,y,z,t) (in the longitudinal direction) (2.1)
v(x,y,z,¢) (in the lateral direction) (2.2)
w(x,y,z,¢) (in the vertical direction) (2.3)

where:

U(z) is the mean wind speed depending on the height z above the ground;

u, v and w are the fluctuating parts of the wind in the x-, y- and z-directions, in which u is the turbulence
component in the wind direction or the longitudinal direction;

v is the horizontal turbulence component perpendicular to the wind direction;

w is the vertical turbulence component perpendicular to # and v.

The above decomposition implies that the direction of the wind does not change along the height
above the ground. Actually, though, the mean wind speed may change in direction slightly with height,
which is known as the Ekman Spiral [2]. Furthermore, the thermal state of the atmosphere may influ-
ence the actual mean wind speed and turbulent components. However, the thermal effects can be
ignored if the mean wind speed is large than 10 m/s. At higher wind speeds, mechanically generated
wind conditions are normally far more important than thermal effects [3].

Define U(x, y, z, t) as the instantaneous wind speed time history recorded from an anemometer in the
mean wind direction and T is the averaging time. The mean wind speed U(z), shown in Equation 2.1,
can be calculated by:

() :% /O Ulx,y, 2, 0)dt (2.4)

The turbulence component in the longitudinal direction can be calculated by:
u(x,y,z,t) = U(x,y,z,t) = U(z) (2.5)

Obviously, the mean wind speed depends on the averaging time T. The commonly-used averaging
time for mean wind speed is either ten minutes or one hour. Figure 2.3 shows the relations among the
instantaneous wind speed, the mean wind speed and the turbulence wind component in the longitudinal
direction. The turbulence component can be treated mathematically as a stationary random process
with a zero mean value for winds over a flat homogeneous terrain. Thus, the wind in the atmospheric
boundary layer may be represented by the wind profile for the mean wind speed, and the additional
turbulence components as stationary random processes.

2.3 Mean Wind Speed Profiles

For different types of strong winds, mean wind speed profiles are different. This section will introduce
mean wind speed profiles mainly for monsoons, extra-tropical cyclones and tropical cyclones. Since
downbursts may produce severe winds for short periods and are transient in nature, it is meaningless to
define a mean wind speed for this type of event. For monsoons and extra-tropical cyclones, the mean
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Figure 2.3 Instantaneous, mean and turbulence wind in longitudinal direction.

wind speed profile within the atmospheric boundary layer can be represented by either the so-called
“logarithmic law” or the “power law”’.

2.3.1 The “Logarithmic Law”

In strong wind conditions, the most accurate mathematical expression for the mean wind profile due to
monsoons and extra-tropical cyclones is the “logarithmic law”. The logarithmic law was originally
derived for the turbulent boundary layer on a flat plate, but it has been found to be valid in an
unmodified form for strong winds in the atmospheric boundary layer near the ground. In consideration

. . . . . . dU z .
of wind shear in strong winds above the ground, a non-dimensional wind shear — — can be consid-
Uy

ered, in which u, = /7,/p, is known as the friction velocity, 7y is the surface shear stress denoting the
retarding force per unit area exerted by the ground surface on the flow, and p, is the air density. The
non-dimensional wind shear is a constant.

diu z 1

sz 2.6

dzu. k (26)

The integration of Equation 2.6 then yields the usual form of the logarithmic law for the mean wind

speed U(z) at any height z:

U(s) = %u In <i> (2.7)
where:

zo is the surface roughness length, which is an effective height of surface roughness elements;
k is von Karman’s constant and has been found experimentally to have a value about 0.4.

Clearly, the mean wind speed varies with height. The mean wind speed is zero at the surface and it
increases with height above the ground in the atmospheric boundary layer. The magnitude at the top of
the boundary layer is referred to as the gradient speed. Outside the boundary layer, i.e. in the free



Wind Characteristics in Atmospheric Boundary Layer 29

zA o
Q)
Q
=1
| =
=}
I 2
| o T g
2 | > <
Q ! =3
3 — ™ 3 =
[%2] 8 3
2B —— g% |58
= / o o=
——/ |33 |i8
s =
/ o 5 0
Q o 2o
—y S< g
—/ o | o
7/ < Q
- <
: -
y Wind direction X

Figure 2.4 Mean wind speed profile in atmospheric boundary layer.

atmosphere, the wind flows approximately with the gradient speed without turbulence. Figure 2.4
shows a typical mean wind speed profile in the atmospheric boundary layer and above.

Applying Equation 2.7 to the mean wind speeds at two different heights, z; and z,, gives the relation-
ship of the two mean wind speeds:

U(z) _In[z1/20] (2.8)

U(Zl) ln[Zz/Z()]

It is normally accepted that the logarithmic law described by Equation 2.7 is not a good model for
mean wind speed profile when the height z is over 100 m. Therefore, a revised logarithmic mean wind
speed profile is proposed by Deaves and Harris [4], which can be expressed as:

2 3 4
— Uy Z—1Zp Z—1Zp Z—Zp Z—Zp Z—Zp
=—1 I5(—— ) - 1. - 1. 2 2.
U(z) k|:n = +5 S(HG> SS(HG> 33(HG)+0 5<Hc)](9)

where:

zj, is the zero-plane displacement for urban areas and it is zero for a flat terrain;
Hg is the equilibrium boundary layer height given by:
Uy

"6,

Hg (2.10)

where f, is the Coriolis parameter.

It can be seen from Equations 2.7 and 2.9 that surface roughness has a profound effect on the mean
wind speed in the atmospheric boundary layer. The rougher a terrain is, the more it retards the wind in
the atmospheric boundary layer. The value of surface roughness length z, is between 1/20 and 1/30 of
the average height of the roughness elements on the ground. The surface roughness can also be meas-
ured by the surface drag coefficient «, which is a non-dimensional surface shear stress, defined as:

2
K= 1”2 :i‘; (2.11)
Uy Uy

where U is the mean wind speed at 10 m height.
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Table 2.1 Terrain types and roughness-related parameters

Terrain Surface roughness Surface drag Power law Boundary layer
type length zy (m) coefficient k exponent o height § (m)
Very flat terrain (snow, desert) 0.001-0.005 0.002-0.003 0.12 300
Open terrain (grassland, few trees) 0.01-0.05 0.003-0.006 0.16 350
Suburban terrain (buildings 3—5 m) 0.1-0.5 0.0075-0.02 0.22 400
Dense urban (buildings 10-30 m) 1-5 0.03-0.3 0.30 450

By applying Equations 2.7 and 2.11 for z equal to 10 m, a relationship between the surface drag
coefficient « and the surface roughness length z, can be determined and expressed as:

The approximate value of surface roughness length z, and surface drag coefficient « for various ter-
rain types is given in Table 2.1.

2.3.2 The “Power Law”

Although the logarithmic law has a sound theoretical basis, it cannot be used to evaluate mean wind
speeds at a height z below the zero-plane displacement z;, and it is less easy to integrate. To avoid some
of these problems, wind engineers have often preferred to use the power law. The power law is an
empirical formula for mean wind speed profile. For mean wind speed U(z) at any height z, the power
law can be written as:

Uz) =T, (i)u (2.13)
where:

U, is the wind speed at any reference height z;;
« is the power law exponent, which depends on surface roughness and other considerations. In practice,
the power law exponent is often regarded as equivalent to the surface roughness length z,.

Since the power law is valid for any value of z within the atmospheric boundary layer §, we can set
U, = U, at z; =4, which results in:

U(z) =1, (g) (2.14)

where § is the height of the boundary layer above the ground; and U, is the mean wind speed at height §
above the ground. In general, the rougher a surface is, the higher the values of « and § and the smaller
the velocity U(z) is at any given height z. Table 2.1 also provides the values of o and § for monsoons
and extra-tropical cyclones.

2.3.3 Mean Wind Speed Profile Over Ocean

Since higher winds over the ocean create higher waves and, therefore, higher surface drag coefficients,
the surface drag coefficients are dependent on mean wind speed. Using dimensional argument,
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Charnock proposed a mean wind speed profile over the ocean [5], which implies that the roughness
length z, should be given by [2]:

a kU] 2
) (215)

where a is an empirical constant lying between 0.01 and 0.02.

2.3.4 Mean Wind Speed Profile in Tropical Cyclone

Extreme winds experienced in tropical cyclones (typhoons and hurricanes) are of significant concern to
bridge engineers, since these winds are notorious for their damaging effects on bridges.

The mean wind profiles in a typhoon may be different from those in a monsoon or extra-tropical
cyclone in the atmospheric boundary layer, and this is still not well understood. A number of mean
wind speed profiles have been obtained during typhoons by using the GPS dropwindsonde, an instru-
ment which was developed by the National Center for Atmospheric Research in the middle 1990s in a
joint effort with NOAA and the German Aerospace Research Establishment [6]. The results indicate a
steep logarithmic-type profile up to a certain height (60-200 m), followed by a layer of strong convec-
tion, with nearly constant mean wind speed [2]. More investigations on the mean wind speed profile in
tropical cyclones are required.

2.4 Wind Turbulence

In order to describe a turbulent flow, statistical methods must be applied. The three turbulence
components are treated as stationary random processes mathematically and are described by means
of their standard deviations, time scales and integral length scales, power spectral density functions
that define the frequency distribution, and normalized co-spectra that specify the wind spatial
correlation.

2.4.1 Standard Deviations

Mathematically, the standard deviations o,, o, and o,, for the turbulence components in the longitudinal
direction, lateral horizontal direction, and vertical direction can be written as:

_ Tu 2
0w = T/O (1)dt (2.16)
_ L TV 2
oy = T/o (1)°dt (2.17)
oy = %/O.Tw(t)zdz (2.18)

where u(t), v(t), and w(¢) are the turbulence components in the longitudinal direction, lateral horizontal
direction and vertical direction respectively. Since the mean value of each turbulence component is
zero, the above standard deviation is equal to its root-mean-square (RMS) value.
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2.4.2 Turbulence Intensities

The turbulence intensity is often used to describe the intensity of turbulence. It is defined as the ratio of
the standard deviation of each turbulence component to the mean wind speed of the same averaging
time. Thus, the turbulence intensities /,(z), 1,(z) and 1,,(z) for turbulence component in the longitudinal
direction, lateral direction and vertical direction can be expressed as:

Q
N
P
[N
K

e =35 (2.19)
I,(z) = (177((22)) (2.20)
L(2) = % ((ZZ)) (2.21)

Normally, the turbulence intensity increases with surface roughness and decreases with height. It also
varies with the duration (averaging time) used in determining the mean wind speed U(z) and the stan-
dard deviation.

For gales (extra-tropical cyclones) near the ground, field measurements have found that the standard
deviation of longitudinal turbulence component o, is roughly equal to 2.5u,. For the lateral and vertical
turbulence components, the standard deviation of lateral and vertical component is approximately equal
to 2.20u, and 1.4u, respectively. As a result, the turbulence intensity /,, I, and I,, can be given by the
following equations [2].

2.5u, B 1
I, = (u*/04)ln(z/20) N ln(Z/Z()) (222)
2.2u, 083
" (1. /0.4)In(z/z0)  In(z/zp) (2.23)
_ 1.4u, 0.56 (220

b = 0 a)n(z/70) ~ Inz/=0)

Thus, the turbulence intensity is related to the surface roughness, as measured by the surface rough-
ness length z,. For a rural terrain, with a roughness length of 0.04 m, the longitudinal, lateral and verti-
cal turbulence intensities for various height above the ground are given in Table 2.2. It can be seen that
the turbulence intensity decreases with height above the ground. The turbulence intensities in tropical

Table 2.2 Longitudinal, lateral and vertical turbulence intensities for
rural terrain (zo = 0.04 m)

Height z (m) 1, I, I,
2 0.26 0.23 0.14
5 0.21 0.19 0.12
10 0.18 0.16 0.10
20 0.16 0.14 0.09
50 0.14 0.12 0.08

100 0.13 0.11 0.07
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Figure 2.5 Typical variation of autocorrelation R(7).

cyclones (typhoons and hurricanes) are generally believed to be higher than those in gales in temperate
regions due to convective “squall-like” turbulence [2].

2.4.3 Time Scales and Integral Length Scales

The autocorrelation function R(z, 7) of the longitudinal turbulence component u is defined as the nor-
malized mean value of the product of the turbulence components u at time ¢ and at time ¢ + 7:
1 T
R0 =2 [ {u(z0) - u(z, 0+ 0)}di/o2(2) (225)
0

The autocorrelation function gives the correlation of the turbulence component u with itself at a time
7 later. Figure 2.5 shows a typical shape of R(z, 7). Note that the autocorrelation function may oscillate
about the t-axis after a time 7, that corresponds to the time when R(z, ) has first reached zero.

The autocorrelation function depends on height z above the ground and on time difference 7. The
turbulence component # may be said to have an average period of large eddies in flow, which is called
the time scale 7,(z). The formal definition of time scale 7,,(z) is:

T.(z) = /000 R(z,t)dt (2.26)

The cross-correlation function between the turbulence component u at the two points separated lon-
gitudinally by a distance 7, and measured simultaneously is defined as:

1T
flzyry) = f/o {u(z,x,t) - u(z, x +ry, t)}dt/cri(z) (2.27)

The cross-correlation gives the correlation of v with itself at a distance x =r, apart.

If all the eddies in a turbulent flow are carried downstream by a constant mean wind speed U
(Taylor’s hypothesis), it can be proven that 9/9¢ = Ud/dx, and R(z, T) =f(z, r,) for r, = Ut. This
indicates that a statistical description of temporal turbulence variations could be based on spatial wind
velocity field characteristics, and vice versa.

Corresponding to the time scale, there is an integral length scale. Integral length scales are a measure
of the sizes of the vortices in the wind or, in other words, the average size of a gust in a given direction.
As an example, L is the integral length scale for the longitudinal turbulence component # measured in
the longitudinal direction X, and it is formally defined as:

L, = /Ooof(z, ry)dry (2.28)



34 Wind Effects on Cable-Supported Bridges

1000 T 10
—— Curve of value B [
o & - - - Curve of value m|..ii:
100 = 1
. = - T £
o e g
: i : g
a A7 N
> 10 £ kol
1 0.01
1E-3 0.01 0.1 1 10

Surface roughness length zy (m)

Figure 2.6 Values of B and m as functions of surface roughness.

Thus, the longitudinal integral length scale is equal to the time scale multiplied by the mean wind
speed:
Li(2) = UET() (229)

Normally, full-scale measurements are used to estimate integral length scales. The integral length
scales depend on the height z above the ground and the surface roughness, i.e. surface roughness length
zo. The mean wind speed may also influence the integral length scales on site.

Counihan has suggested the following purely empirical expression for the longitudinal integral
length scale at height z in the range of 10-240m [7].

LY = Bz" (2.30)

where B and m depend on the surface roughness length zy, as shown in Figure 2.6. z and L; are
stated in meters. According to Counihan [7], integral length scales decrease with increasing sur-
face roughness.

In total, nine integral length scales can be defined similarly as shown in Equation 2.28. The remain-
ing integral length scales are often expressed as a function of the longitudinal integral length scale L.
The integral length scales L}, and L; for the longitudinal turbulence component « in the lateral direction
y and vertical direction z are approximately 1/3 to 1/2 of the integral length scale L;.

2.4.4 Probability Density Functions

It is known that turbulence winds in the atmospheric boundary layer are generally random in nature,
and therefore they must be described by the statistical method. Measurements have shown that the
turbulence winds in the atmospheric boundary layer due to monsoons and extra-tropical cyclones fol-
low closely the Gaussian distribution, which can be described as:

1 1 (u - U) ?
exp|—=
\V2mao, P 2 Oy
where f(u) is the probability density function of the longitudinal turbulence component u. This function
has the characteristic bell shape as shown in Figure 2.7. It is defined by only the mean value U and

standard deviation o,. The probability density functions of the lateral and vertical turbulence compo-
nents in monsoons and extra-tropical cyclones can be similarly defined.

flu) =

(2.31)
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Figure 2.7 Gaussian probability density function.

2.4.5 Power Spectral Density Functions

Turbulence winds consist of a large number of eddies or velocity waves which have different ampli-
tudes and frequencies. The power spectral density function, usually abbreviated to wind spectrum, is
used to describe the distribution of turbulence with frequency,

The spectrum of turbulence winds can be measured by processing the electronic signal from an ane-
mometer. The signal is first stripped of its mean value, i.e. the direct current (DC) component. Only the
fluctuating part — the alternating current (AC) component — is kept and analyzed for determining the
wind spectrum. The spectrum can be obtained with a spectrometer, which connects the signal (the AC
component) to a set of electronic band pass filters, each having a narrow band width and a different
filter frequency. The signal that has passed through each filter is measured by an RMS-meter for its
intensity. Finally, the spectrometer plots the spectrum as a function of filter frequency #.

An alternate method to obtain a wind spectrum is to perform a Fourier analysis of signals on a digital
computer. Most modern computers, including personal computers, can perform such an analysis and
can plot the resulting spectrum using special software.

The wind spectrum shown in Figure 2.8 illustrates certain special features of all turbulence spectra.
Due to the DC cut-off in turbulence measurements, all spectra pass through the origin of their coordi-
nates. They all increase rapidly to reach a peak at a certain frequency, corresponding to the frequency of
the strongest eddy in the wind. After passing the peak, spectral curves decrease gradually, approaching

von Karman spectrum
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Figure 2.8 Normalized von Karman spectrum of longitudinal turbulence component.
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zero value when the frequency approaches infinity. The spectral peak for the turbulence in natural
winds is usually at rather low frequencies, of the order of 1 cycle per minute.

There are many mathematical forms that have been used for wind spectrum in meteorology and
wind engineering. The most common and mathematically correct wind spectrum for longitudinal
turbulence component is the von Karman-Harris form [8,9], which can be expressed in a non-
dimensional form as:

nS,(n) _ 4x . nﬁj(z) (232)
on  (1+70.8x2)"° U(z)

where S, () is the longitudinal turbulence wind spectrum. The von Karman spectrum for longitudinal
turbulence component is shown in Figure 2.8. It can be seen that the curve of the non-dimensional wind
spectrum has a peak, and the value of integral length scale L} determines the value of /U at which the
peak occurs. The integral length scale varies with both terrain roughness and height above the ground.
The other orthogonal components of wind turbulence have spectral densities with somewhat different
characteristics [2]. For long-span cable-supported bridges, the wind spectrum of vertical turbulence
component is the most important. A commonly-used wind spectrum of vertical turbulence component
was proposed by Busch and Panofsky in the form [10]:
nS,,(n) 2.15f nz

2 eiig] 1T

(2.33)

where S,,(n) is the vertical turbulence wind spectrum. The Busch and Panofsky spectrum for vertical
turbulence component is shown in Figure 2.9.

2.4.6 Covariance and Correlation

Covariance and correlation are two important properties of turbulence wind, reflecting the statistical
relation of fluctuating wind velocities between two points in space.

For example, consider the wind speed at two different heights on a bridge tower. The covariance
between the turbulence winds at two different heights, z; and z,, is defined as follows:

u(z)u(z) = %/0 [U(z1,0) = U(z1)][U(z2, 1) — U(z2)]dt (2.34)
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Figure 2.9 Normalized wind spectrum of vertical turbulence component.
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Figure 2.10 Correlation coefficient of longitudinal turbulence component.

Thus, the covariance is the product of the turbulence winds at two different heights averaged over
time. Note that in the special case when z; is equal to z,, the right hand side is then equal to the variance
of the turbulence wind at the single height.

The correlation coefficient p is then defined by the following equation:

b u(z1)u(zz) (2.35)
ou(z1) - ou(22)

When z, is equal to z,, the value of p is +1. It can be shown that p must lie between —1 and +1. A
value of 0 indicates no correlation and this usually occurs when heights z; and z, are widely separated.

A mathematical function which is useful for describing the correlation p is the exponential decay
function:

p = expl—Clz1 — 2] (2.36)

This function is equal to +1 when z; is equal to z,, and it tends to zero when |z; — z»| becomes very
large. Figure 2.10 shows the correlation coefficient with C equal to (1/40)m ™' and some measurement
results recorded at a height of 13.5m [11].

2.4.7 Cross-Spectrum and Coherence

The normalized cross-spectrum describes the statistical dependence of the turbulence components at
two points at a given frequency n. This dependence is due to the spatial dimension of the vortices in the
wind field. It is important for considering the resonant response of bridges to wind.

The spatial distribution of the longitudinal turbulence component is often described by the normal-
ized dimensionless cross-spectrum Sy, which can be expressed as:

SN _ Suu(P17P27n) (237)
Su(Plyn)Su(P%n)

where S,,(P1, P2, n) is the cross-spectrum of the two longitudinal turbulence components at points P,
and P,, respectively, and it is a complex quantity. S, is the power (auto) spectrum of longitudinal turbu-
lence component in the point specified by the argument of P, or P,.
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The normalized cross-spectrum is a complex variable, with real and imaginary components. The real
part of the normalized cross-spectrum is called the normalized co-spectrum, ,,, and the imaginary part
is called the normalized quad-spectrum, ¢,. The root-coherence function is defined as the absolute
value of the normalized cross-spectrum, v/Coh = |Sy|. The normalized co-spectrum may be regarded
as a frequency-dependent covariance, whereas the root-coherence is approximately equivalent to a fre-
quency-dependent correlation coefficient.

The normalized co-spectrum and the root-coherence function are identical when the phase spectrum
(quad-spectrum) is zero. The normalized co-spectrum v, decreases with the increasing distance r
between the two points considered. This decrease depends on the size of the vortices, and a measure of
size is the ratio of the mean wind speed to the frequency U/n.

On a purely empirical basis, Davenport suggested an exponential expression as the normalized
co-spectrum with a phase-spectrum of zero [12,13]:

v, (r,n) = exp (*Cr%> (2.38)

where:

C is a non-dimensional decay constant that determines the spatial extent of the correlation in the turbu-
lence, used to fit measured data, and a typical range of values for atmospheric turbulence is 10 to 20;
r is the spatial distance between two points.

Equation 2.38 does not allow negative values — a theoretical problem [2].
For two points with transverse separation (ry, r.), Davenport extended the expression to allow for
different normalized co-spectrum decays horizontally and vertically, respectively [14]:

% (Cyry)> + (czr;)2) (2.39)

Wu(”w Iz, n) = exp (_

where:

. . . . 1 —

U is the mean wind speed at the two points considered, equal to 3 [U(z1) + U(z)]:
ry and r. are the lateral and vertical spatial distance;

C, and C. are non-dimensional decay constants.

When choosing numerical values for the decay constants, due consideration must be given to the fact
that surface pressures are better correlated than the turbulence in the undisturbed wind field. Typical
values are C, =10 and C. = 10.

Thus, the cross-spectrum of two longitudinal turbulence components can be expressed as:

Suu(P1,P2,1) = \/Su(P1,1)Su(Pa, 1) - exp (fCr%) (2.40)

Suu(Pl>P27n) = Su(Pl7n)Su(P27n) : exp(—%

(Cyry)z + (Czrz)z) (2.41)

2.4.8 Gust Wind Speed and Gust Factor

Gust is the rapid fluctuation or instantaneous velocity of wind. Long-span cable-supported bridges are
sensitive to peak gusts of a duration of the order of 2-3 seconds. Therefore, the use of any mean wind
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speed that has a much longer duration than 2-3 seconds without taking into account gust effect is
inadequate for bridge design. One must design bridges to withstand the gust wind speed rather than the
mean wind speed. Gust wind speed can be related to the mean wind speed in terms of the gust factor,
which is defined as:

(2.42)

where:

G, is the gust factor;
Ug is the gust wind speed;
U is the mean wind speed.

Both the gust wind speed and the gust factor are the functions of gust duration ¢ and the averaging
time 7 for the mean wind speed. On the other hand, if the longitudinal wind velocity has a Gaussian
probability distribution, the expected peak gust wind speed is given approximately by:

Ug =T + go, (2.43)

where g is the peak factor equal to about 3.5.
Based on measurements in typhoons and Equation 2.43, the following expression for gust factor G
has been proposed [15]:

G,(f) = 1 +0.51, In(T/1) (2.44)

where:

1, is the longitudinal turbulence intensity;
T is the averaging time for the mean wind speed;
t is the gust duration.

Thus, knowing the turbulence intensity of the site, the gust wind speed for any gust duration can be
obtained by multiplying the mean wind speed with the gust factor G, calculated from Equation 2.44.

Since gusts are the results of the effects of eddies and vortices in the atmospheric turbulence, it can
be visualized that a certain gust has a certain size of influence; the smaller the size of the gust, the
shorter will be its duration and the higher will be the gust wind speed. A larger sized gust has a longer
duration and, hence, a lower average gust wind speed. A smaller gust has a higher gust wind speed but,
because of its small physical dimensions, it can only produce high wind pressure on a small area of a
bridge. In other words, a small gust can only create high wind loading on a small local area of
the bridge, so it would be wrong to design the whole bridge based on this gust wind speed. The whole
bridge should be designed to take into account the speed of a gust which is just big enough to affect the
whole bridge simultaneously. Thus, the size of a bridge is a factor affecting its own wind loading.

There are two different ways in which the effect of gusts is being dealt with in the different codes of
practice. The first is to use the mean wind speed as the basis, then multiply by the gust factor to obtain
the design gust wind speed. The second method is to use the peak gust recording of the meteorology
stations as the basis. The period of this peak gust depends on the anemometer type and, in most cases, a
response time of 2—3 seconds is thought to be appropriate. For the design of bridges, which takes a gust
of longer duration to encompass, this 2-3 second gust wind speed has to be multiplied by a reduction
factor to give the appropriate loading.



40 Wind Effects on Cable-Supported Bridges

2.5 Terrain and Topographic Effects
2.5.1 Change of Surface Roughness

All of the equations given above are for fully developed mean wind speed profiles that are for wind
which has blown over a considerable distance of terrain with the same surface roughness. When winds
in a fully developed boundary layer encounter a change of surface roughness, a process of adjustment
in the boundary layer flow properties develops. For example, consider the change of terrain from
smooth to rough. Due to the greater surface roughness at location 2 than at location 1, winds must slow
down from 1 to 2, resulting in a rise in streamlines (see Figure 2.11).

This expansion of streamlines causes an increase in the boundary-layer thickness from §; to 8, and an
increase in the power-law exponent from o to a,. The gradient wind speed U,, however, remains

unchanged. That is:
U,=0,(2) ©=7/(2) (2.45)
“\ 8 )

from which one has:

Uz Z o ) 1 “

—==1(Z=) (= 2.46

U <52) (Z 1) (240)
In the transitional area between the two profiles, the relationship between the development height

and the fetch distance is complicated. Wind tunnel tests, computational simulations and field measure-
ments may be required to investigate such cases.

2.5.2  Amplification of Wind by Hills

Besides surface roughness of the terrain, the wind speed at a given site is also affected by natural and
man-made local topography in the form of ridges, cliffs, and hills. This is particularly true when long-
span cable-supported bridges are built to cross mountains. This local effect can sometimes be very
strong, such that the wind speed distribution deviates far away from the wind speed profile expected for
the type of terrain. In general, this problem is complicated and necessitates wind tunnel tests, computa-
tional simulations and field measurements.
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Figure 2.11 Change of wind speed profile with terrain roughness.
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Amplification effect \

Figure 2.12  Effects of hill on wind field.

Ordinarily, the wind speed increases on the windward slope of a hill or a mountain peak, reaching a
maximum at or near the summit (see Figure 2.12). Two major factors contribute to this amplification of
wind. First, mountains and hills restrict the passage of wind, causing the streamline of the wind to
converge on the windward slope. Since wind speed is inversely proportional to the spacing between
streamlines of a two-dimensional flow, the wind speed continuously accelerates as the wind
approaches a mountain (hill) top. This effect, due to the compression of streamlines, is most profound
for two-dimensional mountains (hills) with winds perpendicular to ridgelines. This explains why two-
dimensional mountains (hills) generally encounter greater amplification of wind than three-dimensional
mountains (hills). Second, the height of mountains (hills) brings the gradient wind closer to surface,
resulting in a reduction of the gradient height, which causes an increase in the wind speed within the
boundary layer.

Generally, the wind speed above hills increases rapidly with height in a region very close to the
surface (see Figure 2.13). Outside this small surface layer, the increase is at a rate less than for wind
above flat surfaces, resulting in a decrease in the « value of the power law. In some cases, the wind
speed above a hill may first increase with height until it reaches a maximum at certain height. Above
this height, wind speed decreases with height instead of increasing. Such a profile cannot be repre-
sented adequately by the power law or the logarithmic velocity profiles, which are for winds above flat
areas.

From wind tunnel studies and field measurements, it is known that for a two-dimensional hill with
perpendicular to ridgeline, maximum amplification of wind occurs when the windward slope is approx-
imately 1:3.5 (vertical : horizontal) and when the surface of the windward slope is smooth. Such a hill
can cause surface wind speed to double at the hill top. This points to the great importance of consider-
ing the topographic effect of wind when designing bridges on mountains or hills.

U(z) +AU(z)

Figure 2.13  Velocity profile over the crest of a hill.
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2.5.3 Amplification Factor and Speed-up Ratio

Amplification factor or speed-up ratio is used in the wind codes of many countries. The amplification of
winds by hills, mountains and so on can be quantified by using the amplification factor A, defined as:

A= Z/ ((ZZ)) (2.47)
where:
U'(z) is the amplified wind speed at height z above the surface of a hill or slope;
U(z) is the speed of the approaching wind at the same height z above the ground.
A value of A =2 means the wind speed is doubled by the hill.
Furthermore, the speed-up ratio or fractional speed-up ratio § is defined as follows:
() —
f— U’ (zl)](Z)U(z) _ AJJ(S) (2.48)
Obviously,
A=pB+1 (2.49)

The range of 8 is normally between 0 and 1.0, and the range of A is between 1.0 and 2.0.

2.5.4 Funneling Effect

Another type of topography that will induce speed-up effect is the narrow pass or gap. As the wind is
squeezed through the narrower flow section, the funneling effect produces a higher wind speed (see
Figure 2.14). The speed-up for wind in narrow passes is more difficult to evaluate than flow over slopes.

Figure 2.14 Speed-up of wind through canyons.
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Parameters such as longitudinal gradient of the pass, slopes and the heights of the two sides will all
affect the wind speed profile.

The effect of topographic features on wind near the earth’s surface in tropical cyclones is much less
clearly understood than those in the well-developed boundary layers of large-scale synoptic systems [2].
Some discussions on this topic can be found in Chapter 13 (Typhoon Wind Field Simulation).

2.6 Design Wind Speeds

The determination of design wind speeds is an important step of the calculation of design wind loads
for a bridge. However, wind is a random process, and wind speed fluctuates in a random manner. Thus,
the determination of design wind speeds is the most uncertain part of the calculation of design wind
loads, which should be determined based on the concept of probability in conjunction with the recorded
historical wind speed data, as a result of the work of Davenport [12—14]. This section focuses on the
prediction of extreme wind speeds for the design of bridges in terms of extreme value analysis.

2.6.1 Exceedance Probability and Return Period

The basic probability of maximum winds needed for bridge design is the exceedance probability Pg,
which is the probability that a given wind speed will be exceeded within a one-year period. The recip-
rocal of exceedance probability is called the return period, namely:

1

Tpr =—
R Py

(2.50)

where Pg and Ty are the exceedance probability and the return period, respectively.

If the annual maximum is being considered, the return period is measured in years. Thus, a 50-year
return period wind speed has a probability of exceedance of 0.02 in any one year. Normally, the exceed-
ance probability Pg can be determined based on annual maximum wind data. Table 2.3 lists the annual
maximum hourly mean wind speeds recorded at the Hong Kong Royal Observatory Station from 1970
to 1999. It can be observed that the values differ very much from year to year for a specified site.

To estimate the exceedance probability Pg, one can arrange these values into descending order and a
rank number 7 is given to each value, such that i =1 for the highest value data. The exceedance proba-
bility P can then be written as

i
N+1

Pr = (2~51)

Table 2.3 Annual maximum hourly mean wind speeds recorded at the Hong Kong Royal Observatory Station

Year Mean wind speed (m/s) Year Mean wind speed (m/s) Year Mean wind speed (m/s)
1970 20.5 1980 21.5 1990 22.0
1971 36.0 1981 20.0 1991 29.0
1972 19.5 1982 20.0 1992 26.0
1973 24.5 1983 44.0 1993 30.0
1974 22.5 1984 24.5 1994 20.6
1975 32.5 1985 22.0 1995 28.8
1976 26.0 1986 29.0 1996 27.0
1977 23.0 1987 23.5 1997 30.5
1978 29.5 1988 19.0 1998 22.5

1979 38.5 1989 26.0 1999 42.0
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Table 2.4 Exceedance probabilities of hourly mean wind speed for wind date in Table 2.3

Rank  Year Mean wind Exceedance Rank  Year Mean wind Exceedance

speed probability speed probability
1 1983 44.0 0.0323 16 1973 24.5 0.5484
2 1999 42.0 0.0645 17 1984 24.5 0.5484
3 1979 38.5 0.0968 18 1987 23.5 0.5806
4 1971 36.0 0.1290 19 1977 23.0 0.6129
5 1975 32.5 0.1613 20 1974 22.5 0.6774
6 1997 30.5 0.1935 21 1998 22.5 0.6774
7 1993 30.0 0.2258 22 1985 22.0 0.7419
8 1978 29.5 0.2581 23 1990 22.0 0.7419
9 1986 29.0 0.3226 24 1980 21.5 0.7742
10 1991 29.0 0.3226 25 1994 20.6 0.8065
11 1995 28.8 0.3548 26 1970 20.5 0.8387
12 1996 27.0 0.3871 27 1981 20.0 0.9032
13 1976 26.0 0.4839 28 1982 20.0 0.9032
14 1989 26.0 0.4839 29 1972 19.5 0.9355
15 1992 26.0 0.4839 30 1988 19.0 0.9677

“For the years with same mean wind speed, the larger exceedance probability was used.

where:

i is the rank number;
N is the total number of years.

Note that i/(N + 1) instead of i/N is used, to avoid Pr =1 (certainty) for i = N. The exceedance prob-
abilities of the hourly mean wind speed for the wind date listed in Table 2.3 are calculated using Equa-
tion 2.51 and are listed in Table 2.4.

2.6.2 Probability Distribution Function

In most cases, maximum wind data are often limited, so the predication of exceedance probability
based on the measured wind data may not be reliable. Knowing the correct probability law (probability
density functions and probability distribution functions) of high winds makes prediction more realistic,
especially for large values of wind speeds.

The probability density function f{U) of wind speed U is the probability per unit wind speed. From
this definition, the probability for wind speed between any value U and an infinitesimally larger value
U+dUis fAU)dU.

The probability for wind speed to be less than U, designated as the probability distribution function
F(U), is:

U
F(U) = /O FU)dU (2.52)

from which:

f(U) = (2.53)
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Thus, the exceedance probability Pg is related to the probability distribution function F(U) or proba-
bility density function f{U), and it can be written as:

Pe(U) =1 — F(U) = 1 — /Uf(U)dU (2.54)
JO

This equation shows that the exceedance probability can be calculated easily from either the proba-
bility distribution function or the probability density function.

2.6.3 Generalized Extreme Value Distribution

There are three asymptotic extreme value distributions identified by Fisher and Tippett [16]. These
distributions are asymptotic in the sense that they are the correct distributions for the largest of an
infinite population of independent random variables of known probability distribution. However, there
will be a finite number in a population in reality due to lack of measured wind data. Physical reasoning
has sometimes been used to justify the use of one or other of the three asymptotic extreme value distri-
butions [2]. The generalized extreme value (GEV) distribution introduced by Jenkinson [17] combines
the three extreme value distributions into a single mathematical form:

F(U) = exp{ ~[1 = &(U - ) /a]*} (2.55)

where:

a is the scale factor;
w is the location parameter;
& is the shape factor.

When £ tends to 0, the generalized extreme value distribution is known as Type I Extreme Value
Distribution, or the Gumbel Distribution; when & < 0, the generalized extreme value distribution is
called Type II Extreme Value Distribution, or the Frechet Distribution; and when & > 0, the generalized
extreme value distribution is known as Type III Extreme Value Distribution, which is one form of the
Weibull Distribution.

2.6.4 Extreme Wind Estimation by the Gumbel Distribution

Gumbel [18] gave an easily usable methodology for fitting recorded annual maximum wind speeds to
the Type I extreme value distribution. The Type I extreme value distribution or the Gumbel distribution
takes the form of Equation 2.56 for the cumulative distribution function F(U):

F(U) = exp{—exp[-n(U — p)[} (2.56)
where U is the annual maximum wind speed; u is the mode of the distribution (the location parameter);
and 7 is the dispersion of the distribution (equals to 1/a).

Furthermore, the Type I extreme value distribution can be rewritten into a form of:

F(U) = exp[—exp(—y)] (2.57)
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y=n(U—p) (2.58)

where y is the reduced variant. The probability density function of this distribution can be obtained by
the differentiation of the probability distribution function:

f(U) = exp(—y)exp[—exp(—y)] (2.59)

The two parameters, the mode © and the dispersion 7 in the Type I extreme value distribution, can be
determined using the recorded annual maximum wind speed data. That is, combining Equations 2.51,
2.54 and 2.59 leads to:

i

1—
N+1

= exp[—exp(—y;)] (2.60)

From Equation 2.60, the reduced variate y; for the ith highest wind speed U, can be calculated. It is
noted that the relationship between y; and U; should be linear:

yi=nUi—n) (2.61)
Then plot U; against y; to obtain a set of data. Finally, by using a curve-fitting technique, the mode u
and the dispersion 7 can be obtained and the Type I extreme value distribution expressed by Equation 2.56

can be determined. Furthermore, substituting Equation 2.56 to Equation 2.54 and then to Equation 2.50
yields the design wind speed U, corresponding to a return period 7Ty (in years):

vens ol n(i-)]) e

For large values of return period, Tg, Equation 2.62 can be written as:
1
Urp+-InTg (2.63)
n

2.6.5 Extreme Wind Estimation by the Method of Moments

By using Equation 2.56, the mean value and variance of the Type I extreme value distribution can be
expressed as:

U= [ " vdrw) = 0‘5272 +u (2.64)
B -
o= ¢/_Oo [U-U|"dF(U) = s (2.65)

where:

U is the mean value of U;
o is the standard deviation of U.
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Then, by combining Equations 2.64 and 2.65, the mode . and the dispersion 7 can be obtained as:

1.28255
== (2.66)
n =T — 0.450050 (2.67)

Finally, by substituting Equations 2.66 and 2.67 into Equations 2.56, 2.54 and 2.50, it can be
proved that the design wind speed U corresponding to a return period T (in years) can be
expressed as:

U=T+0.78[InTx — 0.577)o (2.68)

As a result, Equations 2.66, 2.67 and 2.68 can be used to determine the dispersion 7, the mode p and
the extreme wind speed U corresponding to a return period T.

2.6.6 Design Lifespan and Risk

Knowing the extreme distribution of the annual maximum wind speed is only the first step in solving
our design wind speed problem. The second step is to select a wind speed with a return period appropri-
ate to our design problem. To begin with, let us say that the design life of our bridge is N years. The
probability that the wind speed will not exceed U, in any one single year is F(Uy). By assuming the
probabilities are statistically independent of each other in N years, then the probability that this same
value U, will not be exceeded in these N years is:

Pl = 1 - HN (2.69)

and the chance or risk that it will be exceeded in the N years will be:

N
R=1-[FU)" =1- {1 - TLJ (2.70)

where R is the associated risk of having a wind speed higher than Uj in the N years.

Let us assume that a return period of 50 years is used. Thus, for a bridge with an expected life of
50 years, the risk we are taking is 63%. This shows that the use of a 50-year return period wind speed
to design bridges results in a high probability of the design wind load being exceeded within the life-
time of the bridges. This, however, need not worry the reader, since having a wind higher than the
design wind speed does not necessarily mean that the bridge will collapse or even suffer damage. Due
to the use of required safety factors such as load factors in bridge design, a bridge is usually able to
resist wind speeds higher than the design wind speed. Furthermore, designs are normally made by
assuming that the wind is perpendicular to the bridge — the worst case possible. In reality, even when a
bridge is hit by a wind higher than the design value, the wind may not be from the worst direction.
Therefore, the probability that a bridge designed using a 50-year return-period wind will be destroyed
or seriously damaged by wind within 50 years is much less than 63%.

On the other hand, if the life span of a bridge and the accepted risk are both fixed, then we have to
use other values for the return period and its corresponding wind speed. For example, if the expected
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life of a bridge is 50 years and the accepted risk is limited to 40%, the return period Tk can be calcu-
lated as follows:
1

TR = ——~ = 98.4 years 2.71
Tioa-pY @)

Then, by using Equations 2.62 or 2.68, the corresponding design wind speed can be determined.

2.6.7 Parent Wind Distribution

For some design applications, it is necessary to have information on the distribution of the complete
population of wind speeds at a site. An example is the estimation of fatigue damage for which account
must be taken of damage accumulation over a range of wind storms [2]. The complete population of
wind speeds is usually fitted to the parent wind distribution, which is one form of the Weibull type:

k—1 k
F(U) = klik exp {_ (%) } (2.72)

where:

¢ is the scale factor;
k is the shape factor.

The probability of exceedance of any given wind speed is given by the following equation:

1 — F(U) = exp [— (l—;)k} (2.73)

Typical values of ¢ are 3-10 m/s, and k is usually falls within the range of 1.3-2.0.

2.7 Directional Preference of High Winds

With increased knowledge of bridge aerodynamics, the variation of bridge response is known as a func-
tion of wind direction as well as wind speed. In addition, extreme wind speeds reported by most
weather stations have preferred wind directions. The wind speed in a particular directional range for a
given return period will be different from those in the other directional ranges.

To take wind directional effects into account, several methods have been proposed [19]. A simple
method is presented in this section, which may be applied to any type of structure, including bridges
subjected to aerodynamic amplification of aeroelastic effects. This method is to find the extreme value
distribution of wind speed in each directional sector.

Assuming that there is no correlation between extreme wind speeds at any directional sectors [20],
the cumulative probability distribution of the largest annual wind effect will be equal to the product of
the cumulative probabilities of the equivalent wind speeds in each of the directional sectors [21]. The
joint cumulative probability of all wind directional wind speeds can be expressed as:

PE(V< U) :PE(Vl < U,V2 < U,...,VN < U)
(2.74)
:PE(Vl < U)PE(VZ < U)PE(VN < U)

where:

Pp(v< U)and Pe(vi < U,v, < U,...,vy < U) is the probability that a wind speed U is not exceeded
for all wind directions;
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Pg(v; < U) is the probability that a wind speed U is not exceeded for wind direction i,
i=1,2,3 ..., N

The following tentative conclusions from related researches can be drawn as the directional prefer-
ence of high winds.

1. Knowing the preferred wind direction at any location facilitates the development of effective strate-
gies for mitigating wind damage.

2. Knowing the preferred wind direction, a bridge can be designed with its longitudinal axis parallel to
that direction. This results in reduced wind loads on the bridge.

3. Because the high winds at any location may come from different directions, the probability of a
certain wind speed being exceeded in a given direction is always smaller than the probability of
exceeding the same wind speed without considering wind direction. This means that the common
practice of disregarding wind direction in the determination of exceedance probability results in a
conservative design.

2.8 Case Study: Tsing Ma Bridge Site

The Tsing Ma Bridge in Hong Kong is the longest suspension bridge in the world carrying both high-
way and railway, with an overall length of 2132 m and a main span of 1377 m between the Tsing Yi
tower in the east and the Ma Wan tower in the west (see Figure 2.15). The Tsing Ma Bridge is also
located in one of the most active typhoon-prone regions in the world. A comprehensive Wind And
Structural Health Monitoring System (WASHMS) and a Global Positioning System-On-Structure
Instrumentation System (GPS-OSIS) were installed in the Tsing Ma Bridge by the Hong Kong High-
ways Department in 1997 and 2000, respectively [22,23].

Hong Kong is situated at latitude N22.2° and longitude E114.1° and it is on the southeastern coast of
China, facing the South China Sea. The weather system of Hong Kong is influenced by the land mass to
its north as well as by the ocean to its south and east. Two types of wind conditions dominate Hong
Kong: monsoon wind, prevailing in the months from November to April, and typhoon wind predomi-
nating in the summer. The local topography surrounding the bridge is quite unique and complex as it
includes sea, islands and mountains from 69-500 m high (see Figure 2.16). The alignment of the bridge
deck deviates for 17° counterclockwise from the east-west axis (see Figure 2.17). The complex topog-
raphy makes wind characteristics at the bridge site very complicated.

The WASHMS installed in the bridge makes it possible to investigate wind characteristics at the
bridge site and to gain a better understanding of wind loading on the bridge. Wind data recorded by the
WASHMS have been analyzed, and wind characteristics such as mean wind speed, mean wind direc-
tion, turbulence components, turbulence intensities, integral scales and wind spectra have been
obtained for both monsoon winds and typhoon winds. It is impossible to cover all the research activities

WI-TET-01 WI-TPT-01
WI-TBN-01

) 4

Anchorage __ I al Anchorage

Ma Wan Island Tsing Yi Island
- Ma Wan Tower Tsing Yi Tower _sing vilsiand.

Figure 2.15 Tsing Ma suspension bridge and distribution of anemometers (from [25]) (Reproduced with
permission from Taylor & Francis).
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Figure 2.16 Local topography of Hong Kong (from [25]) (Reproduced with permission from Taylor & Francis)

and present all the research results here. Only wind characteristics of typhoons and the joint probability
density function for monsoons at the bridge site are briefly introduced in this section

2.8.1 Anemometers in WASHMS

The WASHMS of the bridge includes a total of six anemometers, with two at the middle of the main
span, two at the middle of the Ma Wan side span and one of each on the Tsing Yi tower and Ma Wan

Figure 2.17 Alignment of Tsing Ma Bridge (from [25]) (Reproduced with permission from Taylor & Francis)
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Figure 2.18 Deck cross-section and sensor positions (from [25]) (Reproduced with permission from Taylor &
Francis).

tower (see Figure 2.15). To prevent disturbance from the bridge deck, the anemometers at the deck level
were respectively installed on the north side and south side of the bridge deck via a 8.965 m long boom
from the leading edge of the deck (see Figure 2.18).

The anemometers installed on the north side and south side of the bridge deck at the middle of
main span, respectively specified as WI-TIN-01 and WI-TJS-01, are the digital type Gill Wind
Master ultrasonic anemometers. Those located at the two sides of the bridge deck near the mid-
dle of the Ma Wan approach span, specified as WI-TBN-01 on the north side and WI-TBS-01 on
the south side, are analog mechanical anemometers. Each analog anemometer consists of a hori-
zontal component (RM Young 05106) with two channels, giving the horizontal resultant wind
speed and its azimuth, and a vertical component (RM Young 27106) with one channel, providing
the vertical wind speed. Another two analog mechanical anemometers which have a horizontal
component only are arranged at 11 m above the top of each bridge tower. They are specified
as WI-TPT-01 for the Tsing Yi tower and WI-TET-01 for the Ma Wan tower. The sampling
frequency of measurement of wind speeds was set as 2.56 Hz.

2.8.2 Typhoon Wind Characteristics

To understand typhoon wind characteristics at the bridge site, typhoons with signal No. 3 and above
hoisted by the Hong Kong Observatory (HKO) during the period from July 1997 to September 2005
were targeted. A total of 247 hourly typhoon data records were correspondingly retrieved. Four major
steps were then taken for the data pre-processing of original data records. After the data pre-processing,
a total of 147 hourly typhoon wind records were of acceptable quality for subsequent statistical analysis.

To understand the mean wind speed and mean wind direction of typhoon events experienced at the
Tsing Ma bridge site, the wind records were further split into the four groups in terms of mean wind
speed. These wind speed groups included:

1. less than 10 m/s;

2. between 10 and 18 m/s;
3. between 18 and 45.8 m/s;
4. greater than 45.8 m/s.

The latter three groups represent the stages 1, 2 and 3 specified in the high wind management system
for the bridge. Figure 2.19 shows the polar plot of the ten-minute mean wind direction for typhoon
events. It can be seen that almost 23% of the records are taken from the north direction. This observa-
tion is consistent with that made by the HKO.
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Figure 2.19 Polar plot of mean wind direction.

Figure 2.20 displays the polar plot of the ten-minute mean wind speed for typhoon events. It can be
observed that wind speeds within the range from 10-18 m/s are dominant for typhoon events. This
indicates that stage 1 of the high wind management system was hoisted during most of the typhoons at
the bridge during the period concerned. Among the 16 direction sectors, the southwest direction shows
the maximum ten-minute mean wind speed of 22.67 m/s.

The mean wind incidence is defined as the angle between the mean wind velocity and the horizontal
plane. The positive mean wind incidence means the wind is blowing upward.

Figure 2.21 displays the polar plot of the ten-minute mean wind incidence recorded at the deck level of
the bridge for typhoon events. All the wind incidences are within £10° at the 95% upper and lower limits

NNW N NNE

<10 m/s

<18 m/s

<45.8 m/s

SSwW ) SSE

>45.8 m/s

Figure 2.20 Polar plot of mean wind speed.
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Figure 2.21 Polar plot of mean wind incidence.

of wind incidences under a mean wind speed of 20 m/s. However, the wind incidences measured in the
easterly directions are much more scattered than those in other directions, which may be because easterly
wind directions are almost parallel to the longitudinal direction of the bridge deck. There is a possibility
that the flow of air could be disrupted by the bridge deck. It can also be seen that wind incidences tend to
be approximately zero for the open-sea area. The mean values of ten-minute mean wind incidences were
recorded as 0.33°, 0.09° and 0.52° in the southeast, south-southeast and south directions, respectively.
Figure 2.22 shows the polar plot of the ten-minute turbulence intensity in the longitudinal direction at
the deck level of the bridge for typhoon events. It can be seen that the turbulence intensities measured
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Figure 2.22 Polar plot of longitudinal turbulence intensity.
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Figure 2.23 Wind spectra of typhoon sample 1 from over-land fetch.

in the northeasterly and easterly directions vary within a larger range than those measured in other
directions. The northeasterly direction shows the most turbulent winds for typhoon events. The mean
values of the longitudinal, lateral and vertical turbulence intensities in this direction are 38.6, 36.2 and
26.1%, respectively. In contrast, the least turbulent winds are in the southerly direction, which has mean
longitudinal, lateral and vertical turbulence intensities of 8.6, 8.4 and 5.3%, respectively. The average
ratio of the lateral to longitudinal turbulence intensities is 0.903 and the ratio of the vertical to longitu-
dinal turbulence intensities is 0.703.

The alongwind, crosswind and upwind power spectra and the integral length scales derived by the
curve-fitting method from four selected typhoon samples were investigated in detail. Figure 2.23 shows
the alongwind and crosswind power spectra for one selected typhoon sample. The measured integral
length scales for the overland exposure vary between 94.81 m and 188.52 m (the average value being
136.75m) for L;, between 31.34 m and 54.55 m (the average value being 44.96 m) for L;, and between
33.18 m and 43.04 m (the average value being 37.93 m) for L.

In contrast, for the open-sea fetch the measured integral length scales range between 110.66 m and
539.66 m (the average value being 280.76 m) for L;, between 43.74 m and 149.18 m (the average value
being 83.85m) for L, and between 29.15m and 60.04 m (the average value being 40.91 m) for L;. It
seems that the integral length scales of Ly, L and L7, from the open-sea fetch are larger than those from
the overland fetch. This observation appears to be consistent with a comment in the literature that the
length scale is a decreasing function of terrain roughness [19].

2.8.3 Monsoon Wind and Joint Probability Density Function

The joint probability density function of wind speed and wind direction is essential when assess-
ing wind-induced fatigue damage to the bridge. A practical joint probability distribution function
has been adopted for a complete population of wind speed and wind direction, based on two
assumptions:

1. The distribution of the component of wind speed for any given wind direction follows the Weibull
distribution.

2. The interdependence of wind distribution in different wind directions can be reflected by the relative
frequency of occurrence of wind.
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0<0<2m;

Py(0) is the relative frequency of occurrence of wind in wind direction 6.

The occurrence frequency Py(6), as well as the distribution parameters, k(6) and ¢(6), can be esti-
mated using wind data recorded at the bridge site. Wind records of hourly mean wind speed and direc-
tion within the period between 1 January 2000 and 31 December 2005, from the anemometer installed
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Figure 2.24 Weibull distribution of hourly mean wind speed (from [24]) (Reproduced with permission from Multi-
Science Publishing Co Ltd).



56 Wind Effects on Cable-Supported Bridges

on the top of the Ma Wan tower, were used to ascertain the joint probability density function of hourly
mean wind speed and direction. The height of the anemometer is 214 m above the sea level. Wind
records having an hourly mean wind speed lower than 1 m/sec were removed in order to avoid any
adverse effect on the statistics. As a result, 19775 hourly monsoon records were available for calcula-
tion of the joint probability density function of wind speed and direction. The number of hourly
typhoon wind records during this period was so small that the corresponding joint probability density
function could not be obtained at present.

All the monsoon records were classified into 16 sectors of the compass with an interval of A§ =22.5°
according to the hourly mean wind direction (see Figure 2.24). In each sector, mean wind speed was
further divided into 16 ranges from zero to 32 m/sec, with an interval of AU =2 m/sec. This led to a
total of 256 cells, and the relative frequency of hourly mean wind speed and wind direction in each cell
was calculated. Based on the relative frequencies of wind speed and wind direction calculated, the
theoretical expression of joint probability density function was deduced, based on Equation 2.76. The
Weibull function was used to fit the histogram of hourly mean wind speed for each wind direction, and
the typical results in the east, south and west directions are depicted in Figure 2.24a—c, respectively.

202.5 180.0 157.5 202.5 180.0 157.5

202.5 180.0 157.5

(c) Weibull shape parameter

Figure 2.25 Relative frequency of wind direction and Weibull scale and shape parameters (from [24])
(Reproduced with permission from Multi-Science Publishing Co Ltd).
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The Weibull function was also applied to the complete wind records without considering wind direc-
tion, as shown in Figure 2.24d. The results show that the Weibull function also fits the complete wind
data adequately. The relative frequency of wind direction and the scale and shape parameters of the
Weibull function obtained are given in polar plot in Figure 2.25a—c, respectively. It can be seen that the
dominant monsoon direction is the east and that the scale and shape parameters do not vary signifi-

cantly with wind direction. Further details can be found in the literature [24,25].

2.9

Notations

Amplification factor

Constant value depend on the roughness length z,
Non-dimensional decay constant

Scale factor

Empirical constant

Scale factor for Weibull type

Shape factor for Weibull type

Constant value depend on the roughness length z,
Frequency

Shear velocity or friction velocity

Air density

Correlation coefficient

Power-law exponent

Fractional speed-up ratio

Standard deviations for turbulence components
Location parameter

Shape factor

Dispersion

Upper cutoff frequency

Normalized co-spectrum

Normalized quad-spectrum

Surface drag coefficient

Atmospheric boundary layer height

Wind direction

Surface shear stress

Von Karman’s constant

Coriolis parameter

Peak factor

Turbulence component in longitudinal direction
Spatial distance

Horizontal turbulence component perpendicular to the wind direction
Vertical turbulence component perpendicular to # and v
Reduced variate

Surface roughness length

Zero-plane displacement

Gust factor

Equilibrium boundary layer height

Integral length scale for the longitudinal turbulence component ©
Total number of years
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R Accepted risk
T Averaging time
Tr Return period
Ug Gust speed
fz,ry) Cross correlation function in two points separated by a distance 7,
fV) Probability density function
F(V) Probability distribution function
1(z) Turbulence intensity
Pg Exceedance probability
k(0) Distribution parameter
c(0) Distribution parameter
Py(6) Relative frequency of occurrence of wind in wind direction 6
U(z) Mean wind speed
U(x,y,z,t) Measured instantaneous wind velocity time history
S(n) Turbulence wind spectrum
Sy Dimensionless normalized cross-spectrum
S(Py, P5,n)  Cross-spectrum at points Py and P,
R(z,7) Autocorrelation function
T,(2) Integral time scale
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3

Mean Wind Load and
Aerostatic Instability

3.1 Preview

As discussed in Chapter 2, wind velocity can normally be decomposed into a mean wind speed and
three perpendicular turbulence components. The theory of random vibration manifests that the mean
value of a structural response to an excitation in the form of a stationary random process is constant
and proportional to the mean value of the excitation process. Therefore, to facilitate wind-resistant
design of a long-span bridge, it is often assumed that the total bridge response is the sum of a mean
response and a random response with a zero mean. The mean response depends on the mean wind load
which, in turn, counts on the mean wind speed.

The mean wind load is an important load that should be considered in the design of long-span
bridges. Because a long-span bridge is usually flexible, the mean wind loads on the bridge deck, towers
and cables can cause considerable displacements. Moreover, aerostatic instability due to the mean wind
load may occur, which can cause the bridge to collapse and should be prevented in the design stage.

This chapter first introduces the formulation of mean wind load and the concept of wind force coef-
ficients. The torsional divergence and its critical wind speed of a long-span bridge are then discussed,
based on a 2-D bridge deck section model. The 3-D non-linear aerostatic instability analysis, consider-
ing lateral-torsional divergence, follows, based on the finite element method (FEM). The finite element
method-based mean wind response analysis is finally discussed and applied to the Stonecutters cable-
stayed bridge as a case study.

In wind-resistant design of a long-span bridge, an accurate finite element model of the bridge is
essential to facilitate effective analyses of various wind load effects on the bridge. The methods for
analyzing both aerostatic instability and mean wind response, which will be introduced in this chapter,
are also established on the finite element method. Therefore, the finite element modeling technique for
long-span bridges is discussed in this chapter to some extent.

3.2 Mean Wind Load and Force Coefficients
3.2.1 Bernoulli’s Equation and Wind Pressure

The region outside the boundary layer in the case of the airfoil, and the outer region of the bluff-body
flow are regions of inviscid (zero viscosity) and irrotational (zero vorticity) flow [1]. In these regions,
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Figure 3.1 Mean wind load in wind coordinate system and structural coordinate system.
the pressure p and velocity U, in the fluid are related by Bernoulli’s equation:

1
EpUZ + p = const. (3.1)

where:

p is the air density;
U, is the wind speed at a point on the streamline;
p is the instantaneous wind pressure at the chosen point.

Bernoulli’s equation states that for an inviscid and irrotational flow, an increase in the speed of the
fluid occurs simultaneously with a decrease in pressure.

By using Equation 3.1 and considering the atmospheric pressure p, and velocity U in the region
outside the influence of the bluff-body, one may have:

1
P=py=50(U" - Uj) (3.2)

For a bridge deck section immersed in a wind field (see Figure 3.1), some points on the deck surface
are the stagnation points where U, is zero. If the atmospheric (ambient) pressure is regarded as zero
pressure, wind pressure at the stagnation pint is equal to V5 pU?, which is known as the dynamic pres-
sure. However, most of the points on the deck surface are not stagnation points and, consequently, the
distribution of wind pressure on the deck surfaces is non-uniform.

3.2.2 Mean Wind Load

Conventionally, the mean wind load is expressed with respect to the wind coordinate system, as shown
in Figure 3.1. In a typical 2-D analysis, the mean wind load can be split into three parts: the drag force
Fp in the mean wind direction, the lift force F, perpendicular to the mean wind direction, and the
moment M with respect to the centroid of the section. The drag force equals the integral of wind
pressures in the alongwind direction (the mean wind direction); the lift force equals the integral of
wind pressures on the section in the acrosswind direction perpendicular to the alongwind direction; and
the moment is the torsion, which is equal to the total resultant wind force times a moment distance with
respect to the centroid of the section.

The mean wind load can also be expressed with respect to the structural coordinate system, as shown
in Figure 3.1. In this system, the mean wind load can be split into the vertical force, Fy, the horizontal
force, Fy, and the moment, M. The vertical force equals the integral of wind pressures in the vertical
direction; the horizontal force equals the integral of wind pressures in the horizontal direction; and the
moment is the same as is expressed in the wind coordinate system.
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Wind forces can be transformed from the wind coordinate system to the structural coordinate system

using the following equation:
Fy\ _ [ cos(a) sin(e) Fr (3.3)
Fy ) \ —sin(a) cos(a) /) \ Fp ’

where « is the angle of attack of the incoming flow.

3.2.3 Wind Force Coefficients

The determination of wind forces on a bluff-body is quite difficult because they are dependent on a
number of variables related to the geometry of the body and to the upwind flow characteristics. There-
fore, geometrically scaled models are often used in practice to obtain pressure (or force) coefficients
through wind tunnel tests, and these force coefficients are then applied to full-scale prototype struc-
tures. The pressure or force coefficients are non-dimensional quantities.

For a bridge deck section, three non-dimensional mean wind force coefficients, which are seen as the
functions of an angle « of attack, are usually defined as follows:

Fola) = % pUPBCp(a) (3.42)
Fi(@) =3 pU*BC(a) (3.40)
M(a) = %pUzBZCM(oe) (3.4¢)

where:

Cp(@), Cr(o) and Cyy(w) are the drag, lift and moment coefficients, respectively;

U is the incoming wind flow velocity;

« is the wind angle of attack;

B is the characteristic dimension of the structural section. In the case of a bridge deck, B is usually
taken as the width of deck section.

Figure 3.2 shows wind force coefficients of a box girder section obtained from wind tunnel tests [2].
With these coefficients, the mean wind forces on the bridge girder can be determined according to its
section size. Details on wind tunnel tests can be found in Chapter 7 of this book.

The utility of mean wind force coefficients of a bridge girder section is not limited in the determina-
tion of mean wind load. The coefficients and their derivatives with respect to the angle of attack are also
used to determine buffeting forces and galloping stability [3,4]. Mean wind force coefficients are
also called aerodynamic coefficients.

3.3 Torsional Divergence

Torsional divergence of long-span bridges was first observed in a full bridge wind tunnel test in 1967
[5]. The phenomenon of torsional divergence is characterized by torsional instability, a monotonically
increasing rotation until failure at a critical wind speed. This phenomenon is non-oscillatory and can
be described in a quasi-steady manner in terms of aerodynamic coefficients. Like most instabilities,
torsional divergence occurs abruptly at the critical wind velocity and can cause a bridge to collapse.
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Figure 3.2 Aerodynamic coefficients of a box girder section.

To clearly demonstrate how the non-linear coupling between wind forces and bridge deck motion leads
to torsional divergence, a simple one-dimensional (1-D) torsional divergence analysis is introduced in this
section. The solution for the critical wind velocity of 1-D torsional divergence can be given straightfor-
wardly in terms of aerodynamic moment coefficient as a function of wind angle of attack.
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Figure 3.3 Calculation model for torsional divergence.

Let us consider a single degree of freedom (1-D) model, as shown in Figure 3.3. The torsional
equilibrium equation of the bridge girder section can be written as:

1
Ko =3 pUB*Cy(a) (3.5)

where:

K, is the torsional stiffness of the bridge girder;
C), s the aerodynamic moment coefficient.

The substitution of a linear expansion of Cy(@) as Cy () = Cp(0) + C};(0) - « into Equation 3.5
yields:

1 1
(Ka -3 pUszc;u(O))a =5 pUB2Cy(0) (3.6)

The term —pU?B%C}),(0)/2 represents the negative torsional stiffness due to the interaction between
the wind moment and the bridge rotation. It is obvious that the negative torsional stiffness increases
with wind speed. If the total torsional stiffness becomes zero or negative, then the torsional displace-
ment of the bridge girder becomes divergent.

The critical wind speed for torsional divergence is therefore the wind speed that makes the total
stiffness equal to zero:

K, — % pU?B2C},(0) =0 (3.7)

As a result, the critical wind speed for torsional divergence can be given as:

2K,

Uy =\|—F5=—— 3.8
pB*C,(0) (33)
The torsional stiffness of the bridge girder can be expressed as:
Ky = @2 I, = 27f,)* - mir? (3.9)

where:

w, represents the torsional circular frequency of the bridge girder;
I, represents the mass moment of inertia of the bridge girder;
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f. represents the torsional frequency of the bridge girder;
m is the mass of the bridge girder;
r represents the mass radius of the bridge girder.

As a result, the critical wind speed for torsional divergence can be given by [6]:

Ucr = KcrfaB (3'10)

Ko = \/g“ (g)z'c'Ml(O) (3.11)

where b= 0.5B and p = m/(7 pb?).

It should be noted that real torsional divergence of a long-span bridge is usually coupled with its
lateral displacement, because of large drag force acting on the bridge. Moreover, geometric non-linearity
cannot be neglected in aerostatic divergence analysis of long-span bridges, because of large displace-
ments. All of these issues have to be, and can be, addressed through 3-D aerostatic instability analysis.

3.4 3-D Aerostatic Instability Analysis

Aerostatic instability of long-span bridges usually takes place in the pattern of lateral-torsional diver-
gence. Aerostatic instability was investigated by Boonyapinyo et al. [7] and Nagai et al. [8] for long-
span cable-stayed bridges and by Cheng et al. [9] and Zhang et al. [10] for long-span suspension
bridges. The results from these researches show that the incorporation of displacement-dependent wind
forces and the geometric non-linearity in the analysis results in a significant reduction in the critical
wind velocity for non-linear aerostatic instability.

An iterative method for 3-D non-linear aerostatic instability analysis, based on the finite element
model of a long-span bridge, is introduced in this section. Both geometric non-linearity and non-
uniformly distributed displacement-dependent wind forces are considered in this method.

In general, aerostatic instability analysis is all about forming and solving the following equation:

(K(8){6} = {F(e, U)} (3.12)
where:
[K(8)] is the total structural stiffness matrix in which both linear stiffness and geometric stiffness are
included;
{8} is the displacement vector of the bridge structure;
{F(a, U)} is the wind force vector acting on the bridge structure, which is usually expressed as

equivalent nodal forces as they are functions of both mean wind speed and wind angle of attack.

The iteration form of Equation (3.12) can be expressed as:

(Kol + [Ke(8-1)]) - {48} = {Fje;, Uk)} = {Fjmi (1, Un) } (3.13)
where:

[Ke] and [K,(8;_1)] are the elastic-linear stiffness matrix and the geometric stiffness matrix at the (j — 1)
step, respectively;
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Ag; is the displacement increment at the j step;

{Fj(etj, Ux)} and {F;_(ej_1, Ux)} are the wind force vectors at the j step and the (j — 1) step, which
correspond to the wind angle of attack at the j step and the (j — 1) step, respectively, but the mean
wind speed at the k step.

The Euclidean norm of the aerostatic coefficients of lift, drag and pitch moment is taken as
convergence criterion, which can be expressed as:

N 1/2

> [Crley) — Culey)]

J=1

<& (k=D,LM) (3.14)

=z

1 [Chloj—1)]

J

where:

N is the total node number;
Cy (k=D, L, M) are the aecrodynamic force coefficients;
g, is the allowable tolerance.

The procedure of a 3-D aerostatic instability analysis can be summarized as follows:

1. Assume an initial wind velocity U, an initial wind angle of attack «, an initial displacement
vector {8y}, and decide a wind speed increment AU
2. Calculate the total stiffness matrix using the initial displacement vector {§} and decide wind forces
on the bridge using the initial wind speed U with the initial wind angle of attack o.
3. Solve the global equilibrium equation (3.12) to obtain the displacement vector {§} using a numeri-
cal method such as the Newton-Raphson method.
. Obtain the torsional angles of bridge deck elements from the displacement vector {4}.
. Calculate the effective angle of attack « for each element.
. Check if the Euclidean norm of Equation 3.14 is less than the prescribed tolerance.
. If Equation 3.14 is not satisfied, then go to step (2) with the new effective angle of attack and the
new displacement vector.
. If Equation 3.14 is satisfied, increase wind speed by AU and go to step (2).
9. Keep the iteration of steps (2) to (8) until the solution of Equation 3.12 at step (3) becomes
divergent.
10. Return to step (8) using a slightly small wind speed increment AU.
11. Keep the iteration of steps (2) to (10) until the difference of wind speed increment AU between the
previous and current steps is less than the preset threshold. The final wind speed is then the critical
wind speed for 3-D aerostatic instability of a long-span bridge.

~N N B

e

3.5 Finite Element Modeling of Long-Span Cable-Supported Bridges

The finite element model of a long-span bridge is essential to facilitate aerostatic instability analysis. It
is also an essential model for mean wind response analysis which will be presented in the next section,
for vortex-induced vibration analysis, buffeting analysis, and flutter analysis in Chapter 4, and for wind-
vehicle-bridge coupling analysis in other chapters. In this connection, this section provides a concise
introduction to finite element modeling technique for long-span cable-supported bridges. The further
details on this topic can be found in many books [e.g. 11,12].
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3.5.1 Theoretical Background

By the finite element approach, the bridge structure is assumed to be divided into a system of discrete
elements which are interconnected only at a finite number of nodal points. The mass and stiffness
matrices of the entire bridge are then formed by evaluating the properties of the individual finite ele-
ments and superimposing them appropriately [11].

Within an element, each node holds specific degrees of freedom (DOFs), depending on the problem
described. Under external loads, the deflected shape of an element follows specific displacement func-
tion which satisfies nodal and internal continuity requirements. Based on the load-displacement rela-
tion, the element stiffness matrix can be established.

For mass property, the simplest method is to assume that the mass is concentrated at the nodes,
at which the translational displacements are defined and rotational inertia is null. This is referred
as lumped mass, and the matrix has a diagonal form. Following a similar method and the same
displacement function in deriving the element stiffness matrix, the consistent mass matrix can
also be calculated.

The concentrated load acting on the nodes can be directly applied. Other loads, such as distributed
forces, can be evaluated in a similar manner as deriving the consistent mass matrix with the same dis-
placement function.

In engineering practice, the mass and stiffness matrices and load vector are automatically computed
by structural analysis computer software. However, it is utmost important for users to understand the
theories, assumptions and limitations of numerical modeling using the finite element method, as well
as the limitations of the computation algorithms.

There have been numerous studies on the finite element modeling of long-span cable-supported
bridges to facilitate static and dynamic analyses [12]. Most of the studies are based on a simplified
spine beam model of equivalent sectional properties to the actual structural components [13]. Such a
simplified model is effective in capturing the dynamic characteristics and global structural behavior of
the bridge without heavy computational effort. However, local structural behavior, such as stress and
strain concentration at joints which is prone to cause local damage in static and/or dynamic loading
conditions, cannot be estimated directly. In this regard, a delicate finite element model, with finer
details in highlighting local behaviors of the bridge components, is needed.

The rapid development of information technology and improvements in speed and memory capacity
of personnel computers (PC) have made it possible to establish a more detailed finite element model for
a long-span cable-supported bridge. However, a finer finite element model will cost more computa-
tional resources including computational time and storage memory.

In general, a simplified spine beam finite element model of a bridge helps understanding of the global
behaviors of the structure, preliminary design, aerodynamic analysis and so on. A fine model with solid
and/or shell elements can be used for stress analysis, so that the computed stresses can be directly
compared with the measured ones [14,15]. To trade off the computational efficiency and capability,
one can establish a multi-scale model to cater for the objectives.

3.5.2  Spine Beam Model

In a spine beam model, components of a long-span cable-supported bridge are modeled by line ele-
ments including beam elements, truss elements, and rigid links. Pylons and piers are usually modeled
with beam elements based on their geometric properties. Cables or suspenders are often modeled by
truss elements, and the geometric non-linearity due to cable tension is taken into consideration. In a
suspension bridge, the static equilibrium profile of the main cable needs to be calculated iteratively,
based on the static horizontal tensions and the unit weight of both the cable and deck given in the
design. In a cable-stayed bridge, the static equilibrium profile of the bridge also needs to be calculated
iteratively, based on the tension forces in the stay cables and the weight of the bridge deck. The bridge
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deck, however, is more challenging to model. Usually, there are two approaches that can be employed
to simplify the complicated bridge deck into a series of beam elements.

In the first approach, the deck is modeled as a central beam (the spine beam). The equivalent cross-
sectional area of the deck is calculated by summing up all cross-sectional areas. In the case of a com-
posite section, the areas should be converted to that of one single material, according to the modular
ratio. The neutral axes and moments of inertia about the vertical and transverse axes are also deter-
mined in a similar way. The calculation of the torsional stiffness of the deck section should consider
both pure and warping torsional constants. The mass moment of inertia of the deck should include those
of all members, according to their distances from the centroid of the section.

For a more complicated deck, with a number of structural members, especially with diagonally
placed braces and irregular members, an alternative to the equivalent sectional property method is to
use the equivalent displacement method. As an example, Figure 3.4(a) shows a detailed finite element
model of a typical 18 m long segment of the deck of the Tsing Ma Bridge. The segment is then simpli-
fied to an equivalent beam element with 12 DOFs, as shown in Figure 3.4(b), each corresponding to a
generalized displacement and a generalized force. The resulting element stiffness matrix has a size of
12 x 12. A positive unit displacement is imposed on one DOF of the segment, while all other possible
displacements in the three-dimensional model are prevented. The resultant generalized forces of the
segment, representing the stiffness coefficients, are then calculated. Note that, in the section model,
beam elements, shell elements and solid elements can be employed, although Figure 3.4(a) has beam
elements and shell elements only.

Constraints, usually spring elements, rigid links or direct coupling of nodal displacements, are neces-
sary to connect different parts of the model together and to enforce certain types of rigid-body features.
For example, the nodes of the deck, bearings and towers do not coincide with each other. Rigid links are
usually used to restrain their motions in different directions, depending on the bearing types and bound-
ary conditions. Rigid links are also used to connect the spine beam with cables, as shown in Figure 3.5
in the spin beam model. Figure 3.6 displays a complete spin beam model of the Tsing Ma suspension
bridge in Hong Kong. Further details on how to build the spin beam model of the Tsing Ma Bridge can
be found in Xu et al. (1997) [13].

3.5.3 Multi-Scale Model

To capture the local responses of some critical members and/or to obtain more accurate results, the
entire bridge can be modeled with different types of elements. The ever-increasing capacity of
computers makes this multi-scale modeling more and more popular. In such a multi-scale model [16],
the components of interest can be modeled with shell elements or solid elements and other components
still with line elements. Special care must be taken at the interface between a solid element, a shell
element and a beam element, because they have different DOFs. Multi-point constraints (MPC) are
needed to connect the different elements in order to avoid displacement incompatibility among the
nodes. Various MPC equations for beam to shell, shell to solid and beam to solid connections have
been developed in terms of total energy principle and implemented in the commercial software [17].
Figure 3.7(a) shows a typical 18 m long segment of the Tsing Ma suspension bridge deck. The deck
of the Tsing Ma Bridge is quite complicated in geometry and consists of deck plates and cross-frames.
Figure 3.7(b) displays a multi-scale model of the same 18 m long segment. The plate is modeled with shell
elements and the cross-frames with beam type. Since the nodes of the beam elements modeling cross-
frames do not coincide with the nodes of the shell elements located in the middle plane of the plate, MPCs
are needed to connect them to avoid displacement incompatibility among the nodes. There are totally
130 nodes, with 188 beam elements, 24 shell elements and 50 MPCs in this typical multi-scale model.
The towers, piers, cables and suspenders of the Tsing Ma Bridge are relatively simple in geometry,
and thus beam elements may be sufficient to model them. Integrating the bridge components with the
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Figure 3.4 One segment of the deck system of Tsing Ma Bridge (from [12]) (Reproduced with permission
from Taylor & Francis).

proper modeling of the connections and boundary conditions enables the global multi-scale model of
the Tsing Ma Bridge to be established, as shown in Figure 3.8. The establishment of this multi-scale
bridge model involves 12 898 nodes, 21 946 elements (2 906 shell elements and 19 040 beam elements)
and 4788 MPCs. Further details on the establishment of the multi-scale model of the Tsing Ma Bridge
can be found in Chapter 11.

In the establishment of the Tsing Ma global bridge model, the coordinates of the bridge structure are
taken from as-built drawings. Therefore, the configuration of the bridge model is the target one. The
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Figure 3.5 Connection between the spine beam element and the suspender cable element (from [12]) (Reproduced
with permission from Taylor & Francis).

process for finding the target configuration of the bridge in the equilibrium state under dead loads is
referred to as “shape-finding”. This task is accordingly performed through iteration to form the final
global bridge model for the subsequent model updating, static analysis and dynamic analysis. Two
types of system identification techniques, the input-output methods and output-only methods, and the
vibration-based FE model updating using the identified dynamic characteristics of the bridge, can be
found in Xu et al. (2012) [12]. The subsequent static analysis can be found in Section 3.6 of this chapter
and the subsequent dynamic analysis can be found in Chapter 4 and other chapters.

3.5.4 Modeling of Cables

Special attention should be paid to modeling of cables in considering the sag effect and the initial ten-
sion force under full dead loads. The sag effect of a cable is considered using the following equivalent
elastic modulus for the straight truss element to replace the actual modulus of the cable:

£
(p.Agl)*AE
BT

E (3.15)

eq —

where:

E,, is the equivalent modulus of elasticity;
E is the effective modulus of elasticity of cable;

Figure 3.6 Spin beam finite element model of the Tsing Ma Bridge.
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Figure 3.7 A typical 18 m long deck module at the main span (from [12]) (Reproduced with permission
from Taylor & Francis).
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Figure 3.8 Multi-scale finite element model of the Tsing Ma Bridge (from [12]) (Reproduced with permission
from Taylor & Francis).
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p. is the effective material density of the cable;

g the gravity acceleration;

[ is the horizontal projected length of the element;
A the effective cross-sectional area;

T is the mean cable tension.

The elastic stiffness matrix of the cable element in the three-dimensional local coordinate is given by:

1 00 —1 00

000 000

AEq| 0 0 0 0 0 0
Kl=7"|-100 1 00 (3.16)

000 000

000 000

where L. is the chord length of the cable. Furthermore, a geometric stiffness matrix of the cable element
should be included for consideration of the cable tension force:

0000 O O
0100 -1 O
T(o 010 0 -1
[Ke] “L./00 OO0 0 O (3.17)
0100 -1 O
0010 0 -1
The tangent stiffness matrix of the cable element in the local coordinate is then obtained by:
K] = [Ke] + [K] (3.18)

The tangent stiffness matrix of the cable system of the bridge in the global coordinate can be
assembled from the element tangent stiffness matrices.

3.6 Mean Wind Response Analysis
3.6.1 Determination of Reference Position

Before the mean wind response of a long-span cable-supported bridge is determined, a geometrically
non-linear static analysis of the bridge, in which only the gravity forces of bridge components and the
initial tension forces of cables are included, needs to be performed to determine a reference position of
the bridge at its complete stage. The mean wind response is then computed with respect to this refer-
ence position, which is also required in the 3-D aerostatic instability analysis.

Geometrically non-linear phenomena in the static analysis of the bridge mainly results from stress-
stiffening effect. The stress-stiffening effect is introduced in Section 3.5.4, where the tangent stiffness
matrix of the cable system of the bridge in the global coordinate is formed. This effect is also important
in the bridge deck and towers, especially for a long-span cable-stayed bridge, due to high compressive
forces caused by tension forces in cables and dead loads.

3.6.2 Mean Wind Response Analysis

Under the action of incident wind, there are three major components of the wind forces acting on the
bridge: the mean wind force due to mean wind; buffeting force due to turbulent wind; and self-excited
force due to aeroelastic interaction between bridge motion and wind velocity. The response of the
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bridge is traditionally divided into response to mean wind (mean wind response) and response to buffet-
ing force and self-excited force (buffeting response).

The mean wind response can be determined through a 3-D finite element-based static analysis, while
the buffeting response can be determined using a 3-D finite element-based dynamic analysis by taking
the deformed position of the bridge under the mean wind load as a reference position. The theoretical
background of the 3-D finite element-based coupled buffeting analysis of a long-span cable-supported
bridge is given in Chapter 4.

The mean wind load on a bridge component can be determined by the aerodynamic coefficient and
mean wind speed at the component according to Equation 3.4, and then converted to the relevant nodes
of the bridge model. The mean wind load on a stay cable can be converted to its two ends. Since long-
span cable-supported bridges are often very flexible, their displacements under strong winds can be so
large that small displacement assumption is no longer valid and that mean wind load is displacement-
dependent, because aerodynamic coefficients vary with the effective angle of attack.

The situation can be more complicated because the torsional displacements of deck segments
vary along the bridge deck. Therefore, the 3-D finite element-based mean wind response analysis
is actually a non-linear static analysis with iterations, which is similar to the 3-D aerostatic inst-
ability analysis, but wind speed concerned in the mean wind response analysis is relatively lower
than that in the instability analysis.

3.7 Case Study: Stonecutters Bridge
3.7.1 Main Features of Stonecutters Bridge

The Stonecutters Bridge, stretching from the Tsing Yi Island to the Stonecutters Island, is a cable-
stayed bridge with a total length of 1596 m and a main span of 1018 m. Both the east and west side
spans consist of four sub-spans of 69.25m, 70m, 70m and 79.75 m, respectively. The configuration of
the bridge is shown in Figure 3.9.

Each bridge tower consists of a reinforced concrete structure from the base to level +175 m and then
a composite steel and concrete structure. The stay cables are anchored in a steel box inside the tower
within the height from level +175 m to level 4+293 m. The top 5 m of the towers, from level +293 m to
level 4298 m, is primarily designed as an architectural lighting feature. The towers are founded on
piled foundations composed of bored piles of 2.8 m diameter.

The bridge deck is made of steel in the main span. The steel deck consists of two streamlined twin
girders supported by stay cables. At the location of the stay cables in the main span, the two longitudi-
nal girders are interconnected by a series of cross-girders.

The two side spans are generally in concrete with the transition from steel deck to concrete deck
located 49.75m into the side spans. The concrete deck also consists of twin girders connected by
concrete cross-girders.
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|
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: }
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Figure 3.9 Configuration of Stonecutters Bridge.
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Figure 3.10 Isometric view of Stonecutters bridge model and global coordinate system.

The pier shafts in the two side spans are all monolithically connected to the bridge deck through
cross-heads. The three intermediate pier shafts are of single rectangular tapered shape, while the pier at
each end of the bridge has two rectangular shafts to increase stiffness of the side spans.

The stay cables are of the parallel wire strand type, made up of 7 mm wires. The length of the longest
stay cable is about 540 m. More detailed information on the configuration of the Stonecutters Bridge
can be found in [18].

3.7.2  Finite Element Modeling of Stonecutters Bridge

The global coordinate system used in the modeling of the entire bridge is selected as a right-hand coor-
dinate system as shown in Figure 3.10. The spin beam finite element model is used for the bridge.

A typical cross-section of the steel deck is shown in Figure 3.11, while a typical cross-section of
the concrete deck is shown in Figure 3.12. In the 3-D finite element model of the bridge, two longi-
tudinal beams are used to represent the two longitudinal girders of the bridge deck. The centre of
each longitudinal beam is located at the gravity centre of the corresponding longitudinal girder.
Beam elements with six degrees of freedom at each node are used to model the longitudinal girders.
Section properties of the beam elements are calculated based on the cross-sections of the longitudi-
nal girders. Minor local elements, such as additional stiffeners near stay anchorages, are not

Figure 3.11 A typical cross-section of longitudinal steel girders.
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Figure 3.12 A typical cross-section of longitudinal concrete girders.

included in the calculation of section properties. Transverse elements in the longitudinal girders are
also not included in the global finite element model, but their masses are taken into consideration as
additional lumped masses at nodes.

Each cross-girder is modeled as a cross-beam, with the same kind of beam elements used to model
the longitudinal girders. The end of each cross-beam is connected to the longitudinal beams through
rigid arms. The effects of superimposed dead loads (e.g. the weight of road surfacing, services loads
etc.), and the masses of transverse elements in the bridge components on bridge dynamic character-
istics, are considered in terms of additional masses and mass moments of inertia lumped and distributed
at the nodes of the longitudinal steel girders for steel part of the bridge deck and at the middle nodes of
the concrete cross-girders for the concrete part of the bridge deck. Section layouts of both steel and
concrete decks in the finite element model are shown in Figure. 3.13.

Each bridge tower is represented by a three-dimensional cantilever beam, which is divided into
49 beam elements. There are a total of nine elements, from level 3.2m to level 77.75 m. The beam
element properties are calculated based on a super-elliptic cross-section with a constant wall thickness
of 2m. From level 77.75m to level 175.0 m, there are a total of ten elements, the properties of which
are computed based on a circular cross-section. The wall thickness of the circular cross-section varies
from 2.0m at level 77.75m to 1.4 m at level 175.0 m.

The material of the two towers below level 175.0 m is concrete. The mass and the mass moment of
inertia per unit length are calculated based on the material property and the middle cross-sections of
each element. From level 175.0 m to level 293.0 m, the tower is basically a circular composite structure
with an inner concrete ring, the latter being covered with a 20 mm stainless steel skin plate. From level
195.65m to level 280.5 m, a cable anchor is present inside the tower and can be seen as a hollow steel
box. Figure 3.14 shows a typical composite cross-section of the upper tower for calculation of equiv-
alent section properties.

In the calculation of equivalent section properties of a composite cross-section with concrete
ring, stainless steel skin and anchor steel box, the plane assumption is adopted and the concrete
material properties are taken as the reference properties. The equivalent material density is used for
the elements in this range, which is equal to the total mass of the upper tower divided by the total
volume of the upper tower. The additional masses from the stay anchorages are also taken into
consideration. From level 293.0 m to level 298.0 m, the tower is of circular cross-section and made
of steel, with 20 mm thickness. Only one element is used to model this part of the tower. The sec-
tion properties are calculated based on the cross-section at level 293.0 m. Local elements in the
towers, such as openings, lift shafts and staircases, are not taken into consideration because the
global effects will be insignificant.

All supporting piers in the two side spans are reinforced concrete structures. Hollow boxes with
internal walls are used to represent the concrete pier shafts. Each pier shaft is modeled by nine three-
dimensional beam elements in order to consider the sloping outer surface of the pier shaft. Thus, for the
end pier with two shafts, there are a total of 18 beam elements.
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Figure 3.13 Connection between the cross-girder and longitudinal beams of the deck.

In the dynamic characteristics analysis, the stay cables connected to the towers and the longitudinal
girders are modeled using spatial truss elements with three degrees of freedom at each end of the ele-
ment. In consideration of the complexity of the 3-D finite element-based buffeting analysis of the entire
bridge, and to focus on the global buffeting behavior of the bridge, each stay cable may have to be
modeled as single truss element. Nevertheless, such a simple modeling of the cable should not affect the
global static and dynamic characteristics of the bridge significantly. The equivalent modulus of a stay
cable should be used to consider the effect of cable sag and tension load approximately. The equivalent
elasticity modulus of the cable is calculated using Equation 3.15. In order to avoid local cable modes in
the dynamic characteristics analysis, the mass of each stay cable is lumped at the end nodes of the cable.

20mm stainless steel skin

Cable anchor box

Concrete wall

Figure 3.14 A typical composite cross-section of the upper tower.
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For intermediate piers, the ends of each cross-girder (cross-head) are rigidly connected to the two
longitudinal girders. The middle point of the cross-girder is then rigidly connected to the top of the pier
shaft. The additional mass is placed at the middle point of the cross-girder to take account of the com-
plicated geometry of the connection. For the end piers with two pier shafts, the ends of each cross-
girder are rigidly connected to the two longitudinal girders. The top end of each pier shaft is then
rigidly connected to the longitudinal girder. The mass property at the connection is adjusted in terms of
additional mass at the middle point of the cross-girder.

The bridge deck is connected to the two towers through longitudinal hydraulic buffers and lateral
pressure bearings. The functionality of the hydraulic buffers relies on the speed of the piston. For fast
longitudinal movements of the bridge deck, the buffers will restrain the movements. Therefore, the
hydraulic buffers are modeled as rigid bars, each with two pin-ends connecting the bridge deck to the
tower. As the lateral pressure bearing is of contact pressure type, which functions non-linearly in a real
situation, the lateral pressure bearings at the tower are simplified into master-slave couplings between
the tower and the deck in the lateral direction only. The end nodes of stay cables are connected to the
towers and to the longitudinal girders of the bridge deck using rigid connections. More detail informa-
tion on the finite element modeling of the Stonecutters Bridge can be found in [18].

3.7.3 Aerodynamic Coefficients of Bridge Components

The aerodynamic coefficients of the Stonecutters bridge deck at the complete stage, without traffic, are
provided by the Hong Kong Highways Department, based on the section model tests in a wind tunnel
for the entire bridge deck in turbulent flow. The drag, lift and moment coefficients for the cross-section
of the entire bridge deck at zero degrees of incidence are Cp =0.073, C, = —0.155, and Cy, = —0.018.
The derivatives of the drag, lift, and moment aerodynamic coefficients with wind angle of attack at zero
degree are dCp/do = 0.069, dCr/do =2.510 and dCy/da =0.539.

The drag coefficient of the bridge tower is taken as Cp = 0.9 along the entire height of the tower and
normalized by the actual width of the tower perpendicular to the wind direction. The drag coefficient of
the piers is taken as Cp = 1.1 for wind perpendicular to the bridge longitudinal axis and normalized by
the actual width of the piers perpendicular to the wind direction. The drag coefficient of the stay cables
is taken as Cp = 0.8 for wind perpendicular to the bridge longitudinal axis and normalized by the actual
diameter of the stay cables. The aerodynamic lift force and moment on towers and stay cables are
neglected in mean wind response analysis.

3.7.4 Mean Wind Response Analysis

The mean wind response can be determined through a 3-D finite element-based static analysis. For
brevity, only the response caused by mean wind from the SW (southwest) direction is presented in this
section.

The mean wind velocity is considered to be perpendicular to the bridge longitudinal axis, with zero
angle of attack from the southwest direction. The bridge is in its complete stage without traffic.

The mean wind speed at the middle point of the main span of the bridge deck (+86 m) is taken as the
reference mean wind velocity V.. The wind responses of the bridge are computed from 10 m/s to
100 m/s at an interval of reference mean wind speed of 10 m/s plus the design mean wind speed at the
reference point.

Before the mean wind response of the bridge is determined, a geometrically non-linear static analysis
of the bridge, in which only the gravity forces of bridge components and the initial forces of cables are
included, is performed to determine a reference position of the bridge at its complete stage. The mean
wind response is then computed with respect to the reference position.
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Table 3.1 Mean wind displacement responses of the bridge at key locations (SW direction, V.., = 55 m/s)

Location Longitudinal Vertical Lateral Around x-axis Around y-axis Around z-axis
(m) (m) (m) (rad) (rad) (rad)
D1-windward —2E-04 —0.297 —0.592 —0.002 —3E-06 3E-06
D1-leeward —8E-05 —0.369 —0.592 —0.002 —3E-06 —7E-05
D2-windward 0.019 —0.089 —0.388 —0.003 0.001 —8E-04
D2-leeward —0.017 —0.189 —0.387 —0.003 0.001 —8E-04
D5-windward 0.008 0.016 —0.042 —0.001 2E-04 2E-04
D5-leeward 7E-04 —0.015 —0.042 —0.001 2E-04 —8E-05
T1-Tower-top 0.065 —0.006 —1.071 —0.007 6E-05 —3E-04

The mean wind load on a bridge component can be determined by the aerodynamic coefficient and
mean wind speed at the component and then converted to the relevant nodes of the bridge model. The
mean wind load on a stay cable is converted to its two ends. The mean wind loads on bridge compo-
nents may be affected by deformation of the bridge components. For instance, the rotation of the bridge
deck may affect the mean wind loads on the bridge deck. Such non-linearity of mean wind loads is also
considered in the determination of mean wind response of the bridge in this study.

The basic value of the ten-minute reference wind velocity at 10 m height above ground is 37 m/s for
wind from the SW direction. The basic value of the ten-minute reference wind velocity at the deck level
Vareris thus 55 m/s, according to the mean wind speed profile specified in the design memorandum. The
mean wind displacement responses of the complete bridge are computed, and those at the following key
locations are listed in Table 3.1 for the basic mean wind velocity of 55 m/s:

(1) at middle point of main span (point D1 in Figure 3.15);

(ii) at quarter-point of main span (point D2 in Figure 3.15);
(iii) at middle point of side-spans (point D5 in Figure 3.15); and
(iv) at tower-top (point T1 in Figure 3.15).

The mean lateral, vertical and torsional displacement responses of the windward deck at the middle
point of main span are —0.592m, —0.297 m and —0.002 rad, respectively. The mean lateral, vertical
and torsional displacements of the leeward deck at the middle point of main span are —0.592m,
—0.369m and —0.002 rad, respectively. There is a difference in the vertical displacement response
between the two girders because of the existence of the torsional displacement response.

The lateral and torsional displacement responses of the two girders are almost the same. The mean
lateral displacement at the top of the tower reaches —1.071 m. The signs of the displacement responses
comply with the global coordinate of the bridge as shown in Figure 3.10. More detailed information on
the mean wind response analysis of the Stonecutters Bridge can be found in [19].

Figure 3.15 Key locations of Stonecutters Bridge in the computation.
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3.8 Notations

A Effective cross-sectional area

B Deck section width

b Half deck width

Cp Drag force coefficient

Cy Lift force coefficient

Cuy Moment coefficient

E Effective modulus of elasticity of cable
Eeq Equivalent modulus of elasticity
Fp Drag force

Fr Lift force

Fy Horizontal wind force

Fy Vertical wind force

{F(e, U)}  Wind force vector

fa Torsional frequency

g Gravity acceleration

I, Mass moment of inertia

[K/] Tangent stiffness matrix

[K.] Elastic stiffness matrix

[K,] Geometric stiffness matrix
[K(8)] Total structure stiffness matrix
K, Torsional stiffness

Ji Horizontal projected length of cable element
L. Chord length of the cable

M Aerodynamic moment

N Total node number

P Instantaneous wind pressure

R Mass radius

T Mean cable tension

U Mean wind velocity

AU Wind velocity increment
U Critical wind speed
Virer Reference mean wind velocity of bridge deck
o Incident angle
{§} Displacement vector of structure nodes
€k Allowable tolerance
0 (1) Air density
(ii) Effective density of cable
Wy Torsional circular frequency
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4

Wind-Induced Vibration and
Aerodynamic Instability

4.1 Preview

Besides mean wind load and aerostatic instability, as discussed in Chapter 3, there are several mecha-
nisms, in various wind speed ranges, that can excite dynamic response and aerodynamic instability of
long-span cable-supported bridges. Wind-induced vibration is an important source of loads on bridge
structures, whereas wind-induced aerodynamic instability is very dangerous to bridge structures and
may cause the bridge to collapse.

This chapter is going to introduce four types of wind-induced vibration and aerodynamic instability
problems that all need to be considered in the design of a long-span cable-supported bridge:

* Vortex shedding excitation usually occurs at low wind speeds and low turbulence conditions, but it
can cause considerable vibration of the bridge deck. The interaction of the bridge with vortex flow
may result in the so-called “lock-in” phenomenon that leads to excessive bridge vibration. Vortex-
induced response of the bridge should be controlled to a certain limit to ensure normal operation and
to avoid fatigue damage to the bridge.

¢ Galloping instability is caused by self-excited forces, and it occurs in vertical modes of the bridge
deck. Galloping happens when the bridge deck continuously absorbs energy from the incoming wind
flow and the vibration becomes divergent. It happens abruptly and can cause the bridge to collapse,
so it should be avoided in the design of the bridge.

 Flutter instabilities of several types occur at very high wind speeds for bridge decks, as a result of
self-excited aerodynamic forces. Flutter always involves torsional motions and may also involve ver-
tical bending motions so it, too, should be avoided in the design of bridges. It is flutter that caused the
collapse of the original Tacoma Narrows Bridge.

e Buffeting excitation is caused by fluctuating forces induced by turbulence. It occurs over a wide
range of wind speeds and normally increases monotonically with increasing wind speed. Excessive
buffeting may cause fatigue problem in bridge components and affect functionality of the bridge.
The buffeting should be considered in the design stage.

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
© 2013 John Wiley & Sons Singapore Pte Ltd. Published 2013 by John Wiley & Sons Singapore Pte Ltd.
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4.2 Vortex-Induced Vibration
4.2.1 Reynolds Number and Vortex Shedding

Vortex-induced vibrations are motions induced on a structure which is interacting with an exter-
nal flow and are produced by vortex shedding of the flow [1]. The phenomenon that vortices are
shed alternately from opposite sides of a circular cylinder is one of the classical open-flow prob-
lems in fluid mechanics. At very low Reynolds numbers, the streamlines of the resulting flow
around the cylinder are perfectly symmetric, as expected from the potential theory [2]. However,
as the Reynolds number increases, the flow becomes asymmetric and the so-called Karman vortex
street occurs, as shown in Figure 4.1.

The flow pattern of incompressible flow around a long circular cylinder perpendicular to the flow
depends on the Reynolds number. The Reynolds number is an important parameter in all branches of
fluid mechanics and is defined as the ratio of fluid inertia forces to viscous forces:

__pVD
"

Re (4.1)

where:

Re is the Reynolds number;

p is the density of the fluid;

Vis the velocity of the fluid relative to the cylinder;
D is the cylinder diameter;

w is the dynamic viscosity of the fluid.

The flow pattern around a cylinder in different ranges of Reynolds number is shown in Figure 4.2 [3].
For a Reynolds number greater than approximately 30, but less than about 5000, regular shedding of
vortices from the two sides of the cylinder occurs, forming a Karman vortex street or vortex trail down-
stream from the cylinder, as shown in Figure 4.2a. The flow in this case is unsteady but laminar. As the
Reynolds number exceeds approximately 5000, the wake downstream of the cylinder becomes turbu-
lent, whereas the flow around the cylinder upstream of the wake remains laminar. The wake becomes
more and more turbulent as the Reynolds number increases.

Figure 4.1 Karman vortex street (Source: Wikipedia (http://en.wikipedia.org/wiki/File: Vortex-street-animation.gif),
Reproduced with permission from original author: Cesareo de La Rosa Siqueira).
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Figure 4.2 Change of flow pattern with Reynolds number.

Before reaching the critical Reynolds number (2 x 10%), flow separation occurs on the two sides of
the cylinder at points A and B, as shown in Figure 4.2b. The width of the wake is rather wider than the
cylinder diameter, and vortex shedding is rather regular. As the Reynolds number exceeds 2 x 10°, the
flow separation points suddenly shift downstream from A and B to A’ and B’, respectively, as shown in
Figure 4.2c. This causes a narrower wake and a sudden decrease in drag. The vortex shedding during
this stage becomes rather random. Finally, when the Reynolds number exceeds approximately 4 x 10°,
the vortex shedding restores some regularity.

From the foregoing discussion, it can be seen that there are three distinctly different ranges of
Reynolds number with distinctly different characteristics in vortex shedding, as listed in Table 4.1.
Note that in the literature of vortex shedding, the supercritical range is sometimes referred to as
critical range, and the hypercritical range is sometimes referred to as transcritical range. The terms
used in this chapter are consistent with the use of subsonic, supersonic and hypersonic in studying
compressible flow.

4.2.2  Strouhal Number and Lock-In

The Strouhal number, which is named after a Czech scientist, represents the vortex shedding character-
istic of a structure and relates the frequency of shedding to the velocity of the flow and a characteristic
dimension of the structure (e.g. diameter in the case of a cylinder). Using the Strouhal number, the
frequency of vortex shedding can be determined by:

U

fs =5 ) (4.2)

Table 4.1 Ranges of Reynolds number and shedding characteristics

Range Reynolds number Shedding characteristics
Subcritical 30-2x10° Regular (constant frequency)
Supercritical 2% 10°—4x 10° Random (variable frequency)

Hypercritical >4 % 10° Regular (constant frequency)
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where:

[s: 1s the vortex shedding frequency of a structure at rest;

D is the characteristic dimension, usually the across wind width, of the structure;
U is the velocity of the ambient wind flow;

S, is the Strouhal number.

For a cylinder, the Strouhal number is 0.2 over a wide range of flow velocities.

Assuming that U is slowly increasing from zero, then f;, will increase according to Equation 4.2. As
each vortex is shed from a structure, a strong crosswind force is induced towards the side of the shed
vortex. In this way, the alternate shedding of vortices induces a nearly harmonic cross-wind force.
Thus, resonance will first occur when f;, becomes equal to the lowest natural frequency of the structure
with respect to vibrations in the acrosswind direction or torsion. Further increase of U will cause reso-
nance to occur when f;, is equal to the next natural frequency, and so on.

Theoretically, resonance can occur at any natural frequency of the structure [4]. When reso-
nance occurs, the vibration of the structure can be sufficiently large so that the structural vibra-
tion can control the frequency of vortex shedding, resulting in a phenomenon known as “lock-in”,
as shown in Figure 4.3. The lock-in means that the resonance can sustain through a certain range
of wind velocity [5]. Finally, when wind speed is increased to above that causing lock-in, the
frequency of shedding will be controlled by the wind again, rather than the structural frequency.
The wind speed referring to lock-in is sometimes called the critical wind speed.

4.2.3 Vortex-Induced Vibration

In a long-span cable-supported bridge, the phenomenon of lock-in happens when vortex shedding fre-
quency becomes close to one of the natural frequencies of a bridge component, such as a bridge deck or
cable. When it happens, large vibration occurs and becomes an important source of fatigue damage.
Therefore, the amplitude of vortex-induced vibrations should be restrained to certain limit in bridge
design, and the general mechanism of vortex-induced bridge response should be explored.

Lock-In Region

Structure Natural
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Figure 4.3 Lock-in phenomenon in vortex-induced vibration.
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However, because of complex geometrical shapes of structures, the flow patterns around the struc-
tures and their relevant responses are also complex. Consequently, vortex-induced vibration has been
investigated for simplified structural sections only, such as 2-D rectangular and circular cylinders, and
mainly in wind tunnels and in smooth flows.

The governing equation for a structure under vortex-induced load is:

MX + CX + KX = Lyg (4.3)
where:

M, C, and K are the structural mass, damping, and stiffness matrix, respectively;
X, X, X are the nodal displacement, velocity, and acceleration response vector; respectively;
L, is the vortex-induced lift force.

At the very beginning, due to the complexity of fluid-structure interaction, simplified analytical mod-
els are used to simulate vortex-induced force. Vortex-induced force is assumed to be simple harmonic,
as the phenomenon is very similar to a simple harmonic vibration. As a result, the governing equation
of vortex induced vibration of a SDOF structure can be written as:

1
m(§ + 20,9 + w]y) = 5 pU°DCysin(wst + ) (4.4)

where:

m is the mass of the structure;

y is the vertical displacement;

& is the structural damping ratio;

w, is the structural natural frequency;
C; is the lift force coefficient;

wy 18 the vortex shedding frequency;
¢ is the phase angle.

When w; = w,, the solution of Equation 4.4 gives the lock-in response of the structure as:

- DCL,OUZ - DCL
Ymax = 4}’}’15&)3 - 16772Sc . S?

(4.5)

where S, = 752 is the Scruton number, which is an important non-dimensional structural mass-damping
P

parameter for analysis of wind-induced structural response. Generally speaking, vortex-induced vibra-
tions tend to be mitigated by increasing the Scruton number.

The simple harmonic model of vortex-induced force does not take into account motion-induced
forces. One method to consider motion-induced force in modeling vortex-induced force is to assume
that the structure is a Van der Pol oscillator. Therefore, the lift force coefficient C; is time-dependent
and should satisfy the following equation:

é‘L+a1CL+a2Cz+a3CL = auy (4.6)

where @; (=1 —4) are the parameters to be determined by experiments.
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A more engineering-oriented model was proposed by Simiu and Scanlan in 1986 [6], in which vor-
tex-induced force can be expressed as:

. .
Lys(1) =50U°D ¥, (K) % 4+, (K)% + CL(K)sin(wpt + ¢) (4.7)

where:

K = wB/U is the reduced frequency;
Y1(K), Y»(K) and C;(K) are all the functions of the reduced frequency K at lock-in, to be determined by
experiments.

A simple harmonic part of the vortex-induced force is included in Equation 4.7 so that the maximum
vibration amplitude, which is usually the most important for engineering applications, can be easily
calculated. Besides, in the Simiu and Scanlan model, motion-induced stiffness and damping are consid-
ered linear.

In 1990, Ehsan and Scanlan [7] revised the above model by adding a non-linear aeroelastic damping
coefficient. The revised model can be expressed as:

% + Y2 (K) ly—) + Co(K)sin(wnt + ¢) (4.8)

1 y?
Lys(t) == pUD|Y(K)( 1 — &>
vs(t) 20 [ 1( )< SDZ)
where ¢ is the non-linear aeroelastic damping parameter.
The aeroelastic parameters, Y» and C;, are usually ignored, since they have negligible effects on the
response of lock-in. Y, and ¢ can be extracted from wind tunnel test results of steady-state amplitudes of
the model at lock-in based on the following equation:

Yo _,

Y, —87-S.-8]"?
- {—' i ’} (4.9)

& Y]
where:

vo/D is the reduced amplitude;

Yo is the vibration amplitude of the vertical displacement;

S. = mé&/pD? is the Scruton number;

S, = f,D/U is the Strouhal number;

fn =f 1s the vortex-shedding frequency or the natural frequency.

Once these parameters are obtained, the vortex shedding force acting on the bridge deck per unit
length can be obtained by Equation 4.8. The vortex shedding analysis of the bridge can then be per-
formed and vortex shedding-induced response of the bridge can be determined by using Equation 4.3,
considering the spatial correlation of vortex shedding-induced forces along the bridge deck and
employing the mode superposition method [8].

4.3 Galloping Instability
4.3.1 Galloping Mechanism

“Galloping” is the term used to describe large amplitude vibrations occurring in a direction normal to
the mean wind at frequencies much lower than those of vortex shedding from the structure [9].
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Galloping is a common instability mode for transmission lines that have non-circular cross-sections due
to particular reasons. It can happen to some forms of bridges, usually those with light weight, but it is
not a typical instability mode for long-span cable-supported bridges.

Galloping usually occurs at very low reduced frequencies, Bw/U, where B is the typical chord or
deck width dimension, e is the frequency of vibration and U is the mean free stream velocity. Because
the reduced frequency is low, the aerodynamic pressure or force on the bridge deck can be assumed to
vary with the incoming velocity in the same manner as for steady flow (the quasi-steady assumption).
Therefore, mean or average static aerodynamic data (lift and drag coefficients) can be used to assess the
susceptibility of a particular bridge deck to the galloping phenomena.

When a steady wind flow passes an oscillating structure, the effective angle of attack changes with
the motion of the structure, even if the incoming flow has a fixed angle of attack. The changing effec-
tive angle of attack results in the change of aerodynamic forces and leads to self-excited forces. Con-
sider a 2-D steady flow passing a structure section, as shown in Figure 4.4.

Although the incoming flow velocity U is horizontal, the actual wind velocity acting on the structure
is U,, with an effective angle of attack «, because of the motion of the structure in the y-direction.
Based on the quasi-steady assumption, the drag and lift forces can be expressed as:

D(a) = % pUBCp () (4.10a)
L) = % pUBCr() (4.10b)

where:

D(«) and L(«) are the drag and lift forces on the structure section, respectively;

U, is the wind velocity with effective angle of attack o;

B =2b is the bridge deck width;

Cp(a) and C; () are the drag and lift coefficients of the structure section, respectively.

The vertical force in the y-direction can then be calculated:

Fy(a) = %pUﬁB(CD(a) sina + Cr(a) cos @)
(4.11)

1
= E,oUzB(CD(ot) tan o + Cr(«) sec )

y
dy/dt

Figure 4.4 Schematic diagram for 2-D steady flow-induced galloping.
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Assume that the oscillation is small, thus « ~ RN Applying Taylor’s expansion to Equation 4.11
and considering only the first two terms yields:

OF, 1 1 dcy, y
Fy(a) = Fy(0) +—2| -a=-pU’BC,+-pU*B(——+C . 4.12
(@) it )+8a we0 *=32° L+2p do oo weo U (412)
Neglecting the static components yields:
1 acy, y
Fy(a) == pUB(——+C = 4.13
y(a) 2 r ( do * D) a=0 U ( )

which is a quasi-steady expression of aerodynamic force acting on the structure section in the
y-direction.

4.3.2  Criterion for Galloping Instability

The governing equation of vertical vibration of the SDOF structure can be written as:

.. . 1 dcC
my + ¢y + ky :—,oU2B(—L+ CD)

2 Ja (4.14)

Q=

a=0
where:

¢ is the damping coefficient of the structure;
k is the stiffness coefficient.

The right side of the above equation represents the aerodynamic damping force. Galloping happens
when the negative aerodynamic damping force exceeds the structural damping force. It is obvious that
if galloping instability is to occur, at least the following equation should be satisfied:

The above equation can be used to judge the galloping instability of a flexible structure. Clearly,
circular cylinders cannot gallop. This equation is called the Glauert-Hartog criterion. A more exact
condition (sufficient condition) of galloping is:

d
licp<—— (4.16)
@ P

4.3.3 Wake Galloping

Wake galloping is a phenomenon in which oscillations of a downstream cylinder are induced by the
flow in the turbulent wake of an upstream cylinder. Consider two cylinders separated at a few diameters
away from each other with one cylinder in the wake of the other, as shown in Figure 4.5. Due to the
circulation of the flow inside the wake (clockwise for the upper half of the wake in Figure 4.5 and
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Figure 4.5 Wake galloping (from [3]).

counterclockwise of the lower half), the cylinder located in the upper half of the wake, if allowed to
move, will oscillate in a clockwise, elliptic path as shown in Figure 4.5. Likewise, a cylinder free to
move in the lower half would oscillate in the counterclockwise direction. Such oscillation or vibration
is wake galloping [3].

Wake galloping can happen to stay cables in a cable-stayed bridge, or to the hangers of a suspension
bridge. It occurs at high wind speeds and leads to large amplitude oscillations. These oscillations have
been found to cause fatigue of the outer strands of hangers at end clamps on suspension bridges, and
similar fatigue problems are a theoretical possibility on cable-stayed bridges. Nevertheless, wake
galloping occurs only under conditions where the frequency of vibration of the downstream cylinder is
low compared to the vortex-shedding frequencies of both the downstream and upstream cylinders. In
such cases, when the downstream cylinder is located a few diameters behind the upstream cylinder, it
enters a region of galloping instability. Researches show that the instability region is about 8D-20D,
where D is the diameter of the upstream cylinder.

4.4 Flutter Analysis
4.4.1 Introduction

Flutter is a self-feeding and potentially destructive vibration to a long-span cable-supported bridge
where aerodynamic forces on the bridge deck couple with its motion. If the energy input by the aerody-
namic forces due to strong winds in a cycle is larger than that dissipated by the damping in the bridge
structure system, the amplitude of vibration of the bridge deck will increase. This increasing vibration
will then amplify the aerodynamic forces, resulting in self-excited forces and self-exciting oscillations.
The vibration amplitude of the bridge deck can build up until it results in the collapse of the bridge. One
famous example of flutter phenomena was the collapse of the original Tacoma Narrows Bridge in 1940.

The term of classical flutter is originally applied to thin airfoils in the aircraft industry. It means an
aeroelastic phenomenon in which two degrees of freedom (DOFs) of a structure, torsional and vertical,
couple together in a flow-driven, unstable oscillation. It is also called 2-D flutter. Single degree of free-
dom (1-D) flutter may manifest itself in a vertical or torsional mode of vibration of a structure, but
torsional action is more serious by far. The celebrated failure of the original Tacoma Narrows Bridge
exhibited two forms of 1-D flutter — initially a non-catastrophic vertical flutter and then, at a higher
wind speed, a large-amplitude torsional flutter [9]. For modern long-span cable-supported bridges, flut-
ter instability may involve multiple modes of vibration.
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Figure 4.6 2-D structures for flutter analysis.

4.4.2 Self-Excited Forces and Aerodynamic Derivatives

Equation 4.13 gives the self-excited force in a 1-D case, in which only the first two terms are considered
in Taylor’s expansion and the static component is not considered. In a more general way, by consider-
ing only the first two terms in Taylor’s expansion and by ignoring the static components, the self-
excited forces on a 2-D structure involving both vertical and torsional vibrations (see Figure 4.6a) can
be written as:

Le=""2h+226 4.1

: E h+ 5% + o h+ 3 (4.17a)
aMSL’ . ({)MSP 7 aMSP 8MS€

My, = % &+ Y h+ B a+ o h (4.17b)

where:

L, and M, are the self-excited lift and moment on the structure respectively;
h and « are the vertical and torsional displacements of the structure, respectively.

The self-excited lift and moment are non-linear functions of the vertical and torsional displacements
and their derivatives. However, the incipient flutter condition, which separates the stable and unstable
regimes, may be treated as having only small amplitude. With such assumptions, Scanlan and Tomko
[10] introduced aerodynamic derivatives to express the self-excited forces as:

1 _—
L = EpUzlse

L h , By . h
KH| =+ KH; =+ K*Hya + K*Hj B} (4.18a)

1 — h W h
My, :E,oUsz KA15+KA27+K2A§(1+K2AZE (4.18b)

where:

U is the mean wind velocity;
H; and A} (i=1-4) are the aerodynamic derivatives.

The aerodynamic derivatives can be obtained from either wind tunnel tests or computational fluid
dynamics (CFD) simulation, which will be introduced in Chapters 7 and 8, respectively.
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4.4.3  Theodorsen Circulatory Function

The theoretical expressions for self-excited lift and moment on a flat plate airfoil subject to sinusoidal
motions (see Figure 4.6b) are given by Theodorsen [11]:

Ly = npb{—bh —20C(k)h — [1 + C(k)|Ubé — ZUZC(k)a} (4.192)
Mg, = npbz{UC(k)h - l’%"’ + {— % + % C(k)} Ubi + UZC(k)a} (4.19b)

where:

b is the half of the plate width;
C(k) is the Theodorsen cyclical function, which can be expressed as:

Clk) = F(k) + iG(k) (4.20)

The functions F(K) and G(K) are the real and imaginary parts of the function C(k), as shown
in Figure 4.7, which can be expressed mathematically in terms of the Bessel function of the first
and second kind.

In consideration of sinusoidal displacements of the flat plate airfoil in Equation 4.19 and then by
comparing this equation with Equation 4.18, the aerodynamic derivatives of the flat plate airfoil can be
found as:

H(K) = == Aj(K) = = (4.21a)
H3(K) = % 1+ F(k) +2GT(") AY(K) = —% 1 - F(k) - ZGT(") (4.21b)
1.0
08 r
0.6 [ Ak
04r
02r
0.0 G(k)
o K/,/' . .
0.0 1.0 2.0 3.0 4.0 5.0 6.0

Reduced frequency, k

Figure 4.7 Real and imaginary parts of the Theodorsen function.
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e T KGR T _kG(k) c
i) = 575 [P0 =50 a0y = = 5 [Fbo - <50 (4210
Hj(K)_g{quZGT(k)} AZ(K)=fﬂjl(€k) (4.21d)

where k= K/2.

4.4.4 1-D Flutter Analysis

The 1-D flutter analysis considered here is the pure torsional motion of the bridge deck. The governing
equation of motion of the bridge deck for 1-D flutter analysis can be derived from Equation 4.18b as:

T7 * B(X *
pU*B? {KAZ -+ K2A3a] (4.22)

N =

1(@ + 260,000 + @} ,0) =

where:

I represents the mass moment of inertia of the structure;

&y 1s the structural damping ratio in the torsional vibration;

oy 18 the structural circular natural frequency in the torsional vibration.
Thus, the total stiffness ., for the wind-structure system is:

1
ko = I, — 3 pU*B*K*A;(K) (4.23)

From the above equation, one can get the vibration frequency for the wind-structure system as:

pB4 w? weB ,084 weoB
- | = P2 Pu g (DB | = P2 g (@0 424
Da ‘”"0\/ 20 o, 3( g )@ 2 B\ T (424)

In a similar way, the total damping &, for the wind-structure system can be expressed as:

1 T7 *
ba = ko000 — 5 pUB’KA;(K) (4.25)

It is clear that if A} is negative, the total damping is positive and the torsional vibration of the struc-
ture is stable. If bridge decks have positive A3, the total damping may be negative. This causes flutter to
occur and vibration amplitude will increase until the structure collapses. Therefore, the critical condi-
tion can be expressed as:

1
2000 = 5 oUB KA;(K) (4.26)

Because K = w,B/U, the above equation can be rewritten as:

w.B 4] W0y
A*( ) =g, 2 427
2 Ucr ,OB4 EOa @ ( )

Using Equations 4.27 and 4.24, the critical flutter wind speed for pure torsional motion can be calcu-
lated directly.
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4.4.5 2-D Flutter Analysis

2-D flutter analysis aims to calculate the critical flutter wind speed for an ideal structure with two
degrees of freedom — normally, one in the vertical direction and the other in the torsional direction.

Although a long-span cable-supported bridge is a complicated structure in which flutter may involve
multiple modes of vibration, the first vertical mode of vibration and the first torsional mode of vibration
are often considered to be most important. Moreover, in terms of the modal decomposition method, the
first vertical mode and the first torsional mode can be simplified into a 2-D system. Therefore, a simpli-
fied 2-D flutter analysis can be performed for a real bridge by assuming that only the first vertical and
torsional modes participate in the coupled flutter, although the critical wind speed derived from such a
flutter analysis may be over-estimated due to the simplification.

It can be seen from Equation 4.18a that the self-excited forces are coupled in the vertical and tor-
sional directions. Due to this coupling effect, a bridge can have flutter instability even if its girder sec-
tion has a negative aerodynamic damping derivative A in the torsional direction.

The governing equation of motion of the structure for 2-D flutter analysis can be written as:

.. . 1
M(h + 2&g,wonh + w}yh) = 5 pU’B

*h *BO{ 2 py* 2 *h

1 h Ba h
16 + ggonuds + @) = 5 pU°B” | KA] = + KA} 7“ + KA+ KA

5 (4.28b)

where:

M represents the structural mass;
&op denotes the structural damping ratio in the vertical direction;
oy, denotes the structural natural frequency in the vertical direction.

Let X = [ «]", for brevity. By considering the structure and air as an integrated system and trans-
posing the terms on the right side of Equation 4.28 to the left side, Equation 4.28 can be rewritten as:

X+CX+KX=0 (4.29)
where:
B2L 3
2&,won — P2 = opH PBL La)aH*
0h M 1 M 2
Ce _ X . (4303)
pB°L " ) pB°L A
Twh 1 %_()awOa - T a1y
B’L B3L
ofy — ey Wl
K¢ = 1 o (4.30D)
pTw%AI Why — ’OTwiAf;

C¢ and K° are the damping and stiffness matrix of the coupled wind-structure system respec-
tively; w;, and w, denote the frequency of the vibration system in the vertical and torsional direc-
tion respectively.

Letting Y = [X X]T, the governing equation can be written in the state space as:

Y =AY (4.31)
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Figure 4.8 Flow chart of 2-D flutter analysis.

where:
A= ( 0 _ICE,) is the state matrix;

_K"
I denotes the unit matrix.

The real parts of the eigenvalues of the matrix A (—&w;, i = h, ) represent the modal damping of the

coupled system, while the imaginary parts of the eigenvalues of A (/1 — E?L!)j, i=h, ) represent the

modal frequencies of the coupled system. Through an iterative eigenvalue analysis of A, the critical
flutter wind speed for a 2-D coupled system can be calculated. The procedure of a 2-D flutter analysis
is shown in Figure 4.8.

4.4.6 3-D Flutter Analysis in the Frequency Domain

The main purpose of a flutter analysis is to determine the critical flutter wind speed for a specific
bridge. It is usually conducted in the frequency domain for calculation efficiency. The theoretical
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backgrounds of coupled flutter analysis of long-span cable-supported bridges can be found in the litera-
ture [12-16] and are briefly introduced in this section. It is assumed that the buffeting forces have no
influence on aerodynamic stability and are excluded in the flutter analysis. As a result, the governing
equation of motion of a bridge deck under self-excited forces is given by:

MX +CX + KX =F,, (4.32)

where:
M, C, and K are the structural mass, damping, and stiffness matrix, respectively;
X, X, X are the nodal displacement, velocity, and acceleration vector, respectively;

F indicates the nodal equivalent force vector; the subscript se represents the self-excited force.

The self-excited vertical and lateral forces and self-excited moment acting on the bridge deck per
unit length are expressed often in terms of Scanlan’s format as follows:

1 h Ba h ;
Ly (t) = 5 oU” (2B) (KHT 7t KH;, =+ K*Hyo + K°H;, 7+ KH: % + K*H}, Z) (4.33a)

1 -2 *p *Bd * *h *].7 *p

Dy(1) =5 pU (2B) (KP1 GHEP T+ K*Pia + K*H; 5 KH G+ K*H;, B (4.33b)
1—2 o) *h *Bd 2 A% Z*h *p 244 P

Msg(l) :E,OU (23 ) KAIE—FKAZ?—FK A30l+K A4E+KASE+K AGE (4330)

where:

h, p, and « are the vertical, lateral, and torsional displacements of the bridge deck, respectively;

the over-dot denotes the partial differentiation with respect to time ;

H}, P, A} (i=1—6) are the non-dimensional aerodynamic derivatives (flutter derivatives) which can
be obtained from wind tunnel tests.

At present, a two-degrees-of-freedom section model of the bridge deck is widely used to iden-
tify the flutter derivatives H; and A; (i=1—4). The drag components associated with the lateral
motion and some coupling terms are generally negligible. If these flutter derivatives are not avail-
able from the wind tunnel tests, the empirical expressions based on the quasi-steady theory can
be used in the analysis:

1 / 1 /

* 1 % %
Pl:—ECD, Pzzﬁclﬁ P3 :WCD (4343)
P*—]C’ H*—]C Al = 1C (4.34Db)
STok T ST ST oM '
P, =P;=Hy=A;=0 (4.34c¢)

where:

Cy, Cp, and C), are the aerodynamic lift, drag, and moment coefficients referring to the deck width B,
respectively;
C;) =dC D / do.
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By using a complex notation, the self-excited forces on the bridge deck per unit length may be
expressed as:

Ly (1) = 0 0B*(Cpih + Crpp + BCra@) (4.35a)
Dy.(1) = 0 pB*(Cpyh + Cpyp + BCpya) (4.35b)
M. (1) = & pB*(BCyiph + BCarpp + B*Cot) (4.35¢)

where C,, (r=D, L, M; s =h, p, «) are the complex flutter derivatives of self-excited forces.
The relationships between the real and complex flutter derivatives can be found as:

Cup = H +iH;, Cpp=Hj,+iH3, Cpy = H;+ iH;} (4.36a)
Con = Pg+ iP5, Cpy =Py +iPj, Cpy = P35 +iP; (4.36b)
Cun = A} +iA%, Cyp = A} +iAL,  Cuy = A} + A} (4.36¢)

In a 3-D finite element-based flutter analysis, the distributed self-excited forces acting on an element
of a bridge deck need to be converted into equivalent nodal loads at two ends of the element.

F¢, = 0’A° X¢ (4.37)
where:

the subscript e represents the local coordinates of the element;
A¢, is a 12 x 12 aeroelastic matrix.

For an element with length L, the aeroelastic matrix is

e _|A 0
Ase - l: 0 Al (438)
where:
ro 0 0 0 0 07
0 CLh CLp BCLa 0 0
1 0 C C BCp, 0 O
A, = pB’L phe e P (4.39)
2 0 BCyi BCyp, B Cys 0 0
0 0 0 0 0 0
LO 0 0 0 0 0]

Since aeroelastic (self-excited) forces are non-conservative, the aeroelastic matrix of the element is
generally unsymmetric and it is a function of the reduced frequency. When the aeroelastic matrix of the
element is transformed into the global coordinate system and is assembled, one may have:

Fse = szseX (440)
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where A, is the aeroelastic matrix of the bridge, and it is a complex matrix. The governing equation of
motion of the bridge for flutter analysis can then be expressed as:

MX + CX + KX = 0’A X (4.41)

Let X equal R ¢*, where R is the complex modal response amplitude vector of the system. Denote
the complex frequency s = (—£& + i)w (where & and w are the damping ratio and circular frequency of
the complex mode of vibration, respectively, and > = —1). The governing equation of motion can be
written as:

(M + sC + K — 0*A,)Re =0 (4.42)

The complex mode response of the system can be given approximately by the first m modes of
vibration:

R =dq (4.43)
where:

® is the matrix of mode shapes, obtained from the modal analysis of the structure;
q is the vector of generalized coordinates.

Applying the above linear transformation to Equation 4.41 yields:
[s*T — w*Ay + sC + Alge” = 0 (4.44)
where A is the diagonal eigenvalue matrix obtained from modal analysis; and the matrix A, =
®'A,®and C = ®'CP.

Considering the fact that the damping ratios of the system (positive or negative) are small, the
approximate relation > = —s? exists. As a result, one may have:

[s*(1+Ay) +5C 4+ Alge’ = 0 (4.45)

The above equation can be further expressed in the following state-space format:

(A —sD)Ye" =0 (4.46)
where:
0 I
Y:{q}, A:{ - _} (4.47a)
sq —-MA -—-MC
M= (I+A,)" (4.47b)

Thus, to have a non-trivial solution, the following equation must be satisfied, leading to a standard
eigenvalue problem:

AY = sY (4.48)
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where the characteristic matrix A is a 2m X 2 m complex matrix and a function of reduced frequency K
(or reduced velocity) only. Thus, the above equation can be solved for only two variables, s and K.

For a given K, standard linear eigensolvers are available to find the 2m sets of eigenvalues s and
corresponding eigenvectors Y from Equation 4.48:

s=(-E+ow (4.49a)
q=a+bi (4.49b)

The m eigenvalues with positive imaginary part are the complex frequencies of the system, and the
upper half vector q in the corresponding eigenvector Y is the complex mode shape of the system. In a
prescribed complex mode shape, the magnitude and phase of the kth natural mode are given as:

lgi| = \/a} + b} (4.50a)

¢ = tan"(by /a;) (4.50b)

If the damping ratios of all complex modes are positive, the system is stable; if at least one damping
ratio is equal to zero, the system is neutrally stable; if at least one damping ratio is negative, the system
is unstable. Therefore, the flutter analysis described above is able to find the critical state through
searching the reduced frequency K. The corresponding circular frequency is the flutter circular fre-
quency wyand the critical wind speed U,, is then equal to Bw/K. At the critical wind speed, the general-
ized modal coordinate vector q(7) and the nodal displacement vector of the bridge can be expressed as:

q(1) = {lq,lsin (et + ¢;) } (4.51)

X(1) = > @,lq;lsin(wyt + ¢;) = Xo sin(wy + ) (4.52)

i=1
where:
@, is the ith natural mode shape;
wyis the flutter circular frequency;
Xy and ¢; are the amplitude and phase of X(7);
m is the number of participating modes.
It is clear that the coupled flutter motion is three-dimensional and that the phase shift exists among

mode components. The total energy in the characteristic motion (flutter motion) of the bridge at the
lowest critical wind speed is:

1 . T . 1 [ 2
EZE{Xmax} M{Xmax} :wazlkhl (4'53)
im
The energy in the ith natural mode of vibration of the bridge is expressed as:
1 2
Ei =3 oflq) (4.54)
The ratio of the ith modal energy over the total energy E;/E is defined as the modal energy ratio e;.

Clearly, the modal energy ratio provides a uniform measurement of the contribution of a particular
vibration mode to the flutter instability of the whole bridge.
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4.4.7 Flutter Analysis in the Time Domain

Flutter analysis has been predominantly conducted in the frequency domain for computational effi-
ciency particularly because self-excited forces are functions of reduced frequency.

However, the frequency domain approach is restricted to linear structures excited by the sta-
tionary wind loads without considering aerodynamic and/or structural non-linearities. Schemes
for time-domain coupled multimode flutter analysis have been proposed by introducing the
unsteady self-excited forces in terms of rational function approximations [17]. The advantages of
the time-domain approach are that an iterative solution for determining flutter conditions is
unnecessary because the equations of motion are independent of frequency, and aerodynamic
non-linearities can be taken into account in flutter analysis. The time-domain modeling of self-
excited forces is also used in the time-domain buffeting analysis, which will be introduced in
Section 4.7 in detail.

4.5 Buffeting Analysis in the Frequency Domain
4.5.1 Background

When a long-span cable-supported bridge is immersed in a wind field, the bridge will be sub-
jected to static and dynamic wind forces caused by mean and fluctuating wind speeds, respec-
tively. Buffeting action on a long-span bridge is a random vibration caused by fluctuating winds
that appear within a wide range of wind speeds. In wind resistance design of a long-span bridge,
consideration of the buffeting responses is normally dominant in order to determine the size of
structural members. In addition to buffeting action, the self-excited forces induced by wind-struc-
ture interaction is also important for predicting the buffeting response of long-span bridges, as
the additional energy injected into the oscillating structure by self-excited forces increases the
magnitude of vibrations. To model the action of buffeting wind load, the buffeting forces result-
ing from turbulent wind and the self-excited forces due to the wind-bridge interaction should be
taken into account. The buffeting response prediction can be performed in both the frequency
domain [18-21] and the time domain [17,22,23].

4.5.2 Buffeting Forces and Aerodynamic Admittances

Under the quasi-steady assumption, the transient aerodynamic forces on the bridge deck per unit length
can be written as:

Lo(t) = % T2 (1)Co(ato + Aa) - B (4.55a)
Du(t) = % pU>(1)Cplao + Aa) - B (4.55b)
Ma(t) = 3 9T (1)l + Bct) - B (4.55¢)

where:

the subscript o denotes that the force is expressed in the transient wind axis;
a is the attack angle of mean wind speed U;
Aw is the additional attack angle induced by fluctuation (see Figure 4.9).
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transient wind axis

| /’ mean wind axis

S o

Figure 4.9 Wind and buffeting forces on bridge deck.

The aerodynamic coefficients can be expressed in terms of the Taylor’s expansion to the first two
terms:

Crlag + Aa) = Cr(ap) + Cplap) - At (4.56a)
Cp(ap + Aa) = Cp(ap) + Cpy(a) - A (4.56b)
Cu (o + Aa) = Cy(ag) + Chy(ao) - A (4.56¢)

Equation 4.55a can be transformed into the mean wind speed axis as:

L(1) = Ly () - cos(Act) + Dg (1) - sin(Aa) (4.57a)
D(t) = Dy(t) - cos(Aa) — Ly (1) - sin(Ac) (4.57b)
M(1) = Mq(1) (4.57¢)

Assuming that A« is very small, then sin(Aa) ~ « and cos(Ax) = 1—Ad?/2. Equation 4.57 becomes:

L(1) = %pUZB {CL(ao) . (2%[)) + (C(er0) + Cp (o)) %} + l,OUZBCL(O:O) (4.58a)

2
D(t) = %pUZB [CD(aO) . (2“75’)) + Chy(ao) %} + %pUZBCD(aO) (4.58b)
M(t) = % pU’B [CM(QO) . <2”_l§t)> + C)y () - %} + % pU*B*Cyy (o) (4.58¢)

It is obvious that the second terms on the right side of the above equation are static forces. Therefore,
the buffeting forces can be written as:

14(0) = 308 Cufe) - (257 + (Cylon) + Colen)) 57| (4.59%)
Di(0) = 3o0%8 | Coten) - (2570) + e 17 (4.590)
Ms(1) = 3 oU%B | Cutan) - (252 + Cita) - 1| (4.59¢)
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The quasi-steady buffeting theory assumes that the wind loads are fully correlated along the bridge
span. Such an assumption can only be satisfied when the turbulence has a larger scale than the bridge
width, otherwise the incomplete span-wise correlation should be taken into account when modeling buf-
feting forces. Davenport used six aerodynamic admittance functions to represent the span-wise correla-
tion of wind loads [18]. After the modification, the buffeting forces can be written as:

1 u w
L =1 o0B [mm Y1 (€Lt Coltun ﬁ} (4.60a)
1 u , w
D, =-pU B|2C =+C = 4.60b
b 2 |: D XDu U + DXDw U:| ( )
1 u w
My = EpU Bz [ZCMXMu ﬁ + C;VIXMW ﬁ:| (4600)

where:

C;, =dC,/da, C, =dCp/da,and C}; = dCy /da;

XLus XLws XDus XDws Xaus Xanw are the aerodynamic admittance functions, which are functions of the
reduced frequency and dependent on the geometrical configuration of the cross section of the bridge
deck;

u and w are the longitudinal and vertical turbulences, respectively.

How to determine the aerodynamic admittance functions is a key issue in buffeting analysis. One
conventional way is to compare measured wind spectra and buffeting force spectra and then obtain the
empirical aerodynamic admittance functions by the following equations:

_ 4 SLth (x7 K) o 4 SL/,L,7 (x7 K)
XrLu (K) - pzszz Suu (x7 K) XLw (K) - p2U232 Sww (X, K) (46 1 a)
4 S x, K 4 S x, K
Kou(K) = ——— - =2 oK) p(K) = S (x, ) (4.61b)
pZU 32 S"“(x’ K) ,OZU 32 SWW(X, K)
4 S x, K 4 S x, K
XMH(K) : Mth( ) XMM(K) ) Mth( ) (4610)

— pQUZ Bt Su(x,K) - ,o2U2 B Suw(x,K)

where:

Si,i, (x, K) is the buffeting force spectrum (i =L, D, and M);
Sj7(x, K) is the wind spectrum (j = u, w).

4.5.3 3-D Buffeting Analysis in the Frequency Domain

The main purpose of buffeting analysis is to calculate the dynamic response of a bridge under both self-
excited and buffeting forces. It can be conducted in either frequency domain or time domain. This section
will introduce buffeting analysis in the frequency domain, which offers better computational efficiency
because the analysis can be carried in the selected mode. The governing equation of motion of a bridge
excited by fluctuating winds with respect to the static equilibrium position can be given in a matrix form by:

MX + CX + KX = F,, + F, + F; (4.62)
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where:

F indicates the nodal equivalent force vector;
the subscript se, b and s represents the self-excited force, buffeting force and mean wind force compo-
nents, respectively.

The mean deformation of the bridge caused by the mean wind forces can be readily determined
using the mean wind speeds and the other parameters determined by wind tunnel tests as introduced
in Chapter 3. The formulation of self-excited force F, is already mentioned in the above section, as
expressed by Equation 4.40. The vertical and lateral buffeting forces and buffeting moment acting on
the bridge deck per unit length due to wind fluctuations are given in Equation 4.60. If the aerody-
namic admittance functions are taken as units, the buffeting forces aforementioned can be expressed
as follows:

Fj = 0.50U(Cptt + Cppyw) (4.63)
where:
Ly 2C, CIL + Cp
Fy={ Dy 9, Cp=B{ 2Cp p, Cpu=B{ C) (4.64)
M, 2BCy BC),

When the element is small enough, it can be assumed that the longitudinal and vertical wind fluc-
tuations are distributed linearly on the element:

_ _{ E ui _ e
u= [1 - L]{uz} — Au (4.652)
XX w1 e
=1 —-—= = = N
W [ ; L]{WZ} Aw (4.65b)

where:

x and L are the axial location and the length of the element, respectively;
the subscripts 1 and 2 indicate the two ends of the element.

The consistent buffeting forces at the element ends in the local coordinate system can be obtained by
the following definite integral:

F = / B'F,dx = 0.5pU / B” Cp,Adxu’ + / B'Cp, Adxw’ | = 0.5pU(Aj,u° + Aj w°)
L L L
(4.66)

where:

A7, and A} are the buffeting force matrices of the element corresponding to the longitudinal and
vertical wind fluctuations, respectively;



Wind-Induced Vibration and Aerodynamic Instability 105

B is the matrix of interpolated functions:

0 3
B=10 0 —N| 0 N; o 0 0 -N; 0 —-Ns O (4.67)
0

where:
R R R T MO (B P
M:%(l—%); N5:1—%; N6:% (4.68b)

The matrices A7, and A7 can be derived as:

[0 21C, 21Cp 20BCy —3LCp 3LCp
. _—BLL0 9C, 9Cp 10BCy —2LCp 2LC,

™30 0 9C, 9Cp 10BCy 2LCp —2LC.]T (4.69)
0 21C, 21Cp 20BCy 3LCp —3LCL]
{0 21(C, + Cp) 21C),, 20BC,, —3LC, 3L(C,+ Cp)
. BL |0 9(C,+Cp) 9C, 10BC, —2LC, 2L(C,+ Cp)
60 0 9(C, +Cp) 9C,  10BC, 2LCh, —2L(C, +Cp) ]’ (4.70)
21(C, +Cp) 21C, 20BC,, 3LC, —3L(C,+Cp)

The local nodal buffeting forces can be converted into the global coordinate system using the coordi-
nate transformation matrix. As a result, the global nodal buffeting force vector can be obtained as:

Fy = 0.500(Apu1 + Apy,w) (4.71)

where:

A, and A,,, are the global buffeting force matrices;
u and w are the r-row nodal fluctuating wind vectors for the longitudinal and vertical components,
respectively, where r is the number of nodes subjected to wind fluctuations.

Apart from the bridge deck, the buffeting forces also act on the bridge towers, the cables and other
components. These forces can be determined using a similar way to the determination of the forces
acting on the bridge deck. It is thus possible to have a buffeting analysis of the bridge as a whole, rather
than the bridge deck only. Based on the preceding discussion, the governing equation of motion of the
bridge as a whole can be written as:

MX + CX + KX — 0’A, X = F, (4.72)

The buffeting response of the bridge is dominant by the first m modes of vibration and thus a linear
transformation is introduced as:

X = dq (4.73)
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where:

® is the matrix of mode shapes, which are obtained from the modal analysis;
q is the m vector of generalized coordinates.

The equation of motion of the bridge can be then expressed as:

q+ éq +Aq— wzxseq =Qy (474)

where:
A is the diagonal eigenvalue matrix obtained from the dynamic characteristic analysis;
C=d'Ch; A,, = PTA, . P; Q, = Apu+ Ay,w (Ay, = BPTAy, and A, = PTA,,) are the general-

ized buffeting force vector.

According to the random vibration theory, the power spectral density (PSD) matrices of the vectors
of generalized modal response q and nodal displacement X have the following relations:

Sy(w) = H'()Sg, (0)H' (o) (4.75)
Sx(w) = ®H' (0)Sg, (0)H" (0)®" (4.76)
where H(w) is the transfer function matrix:

H(o) = [-0*(I1+ Ay) + ioC + A] ™! (4.77)

in which the subscript * and T denote the complex conjugate and transpose, respectively.
The PSD matrix of the generalized buffeting forces is given by:

So, (@) = 0250’7 (ApSuAy, + ApSiAp,) (4.78)

where S, and S,,,, are the PSD matrices of u and w components, respectively.

If the aerodynamic admittance functions are taken into consideration, the above PSD matrix includes
the aerodynamic admittance functions. The power spectra of wind components u and w are functions of
the circular frequency w. The cross-spectral density functions of the wind component between two
points can be expressed in a conventional form [24]:

Suu(ww) (Zl y 22, a)) = \/Suu(ww) (Zl 3 a))suu(ww) (ZZa a))eifu("‘) (479)

where:

zy and z, denote the two points;
Suueww)(Z, @) 1s the auto spectra identified from the wind characteristics study;
e/ is the coherence function of fluctuating winds given by the wind characteristics study.
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The components of the matrices S, and S, can be expressed as:

m m

ZZH ®)Son, (0)Hji() (4.80)

=1 /=1

m m

ZZ‘szSq” (pll (481)

The variances of the ith generalized modal response and nodal displacement are thus given by:

02":/0 Sy (@)dw (4.82)

o0 m m o0
7= [ se@ido =33 ([ S @do o (45
k=1

Figure 4.10 provides the flow chart of 3-D finite element based buffeting analysis for a long-span
bridge.

4.6 Simulation of Stationary Wind Field

In order to carry out the buffeting analysis in the time domain, the stationary wind field of turbulent
winds should be simulated, and this is generally represented by turbulence wind components u(?), v(¢)
and w(#). Among various simulation methods, the spectral representation methods appear to be most
widely used because they are fast and conceptually straightforward. In this section, the simulation of a
stationary wind field mainly concerns the simulation of one-dimensional, multivariate, stationary sto-
chastic process, and the algorithm of the spectral representation method proposed by Shinozuka and Jan
[25] and Deodatis [26] is introduced.

Consider a set of n one-dimensional stationary stochastic process {u](-)(t) 1Wj=1,2, ..., n)with zero
as the mean value, where the superscript O denotes the target function. The two-sided target cross-spec-
tral density function S°(w) of the stochastic process is given by:

Shi(@) Shw) - ), ()

LR ) e )
)= | . . (4.84)

According to Shinozuka and Jan [25] and Deodatis [26], the stochastic process { OO G=1,2, ...,
n) can be simulated by the following series:

N

J
1) =2VA0 > > [Hjm(@m)cos(@mit — Om(wm) + ¢ (4.85)

m=1 I=1

where:

N is a sufficiently large number;
Aw = wy/N is the frequency increment;
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Figure 4.10 Flow chart of 3-D finite element based buffeting analysis for a long-span bridge.

wyp 1s the upper cutoff frequency, with the condition that, when @ > w,,, the value of S%w) is trivial;

¢, 1s the sequence of independent random phase angles, uniformly distributed over the interval
[0, 27];

wm 18 the double-indexing frequency:
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Hj(w) is a typical element of the matrix H(w), which is defined as Cholesky decomposition of cross-
spectral density matrix $°(w):

$°(w) = H(w)H"™ (@) (4.87)
Hy(w) 0 - 0

H(w) = | Ple) Hale) o 0 (4.88)
Hy(®) Hp(w) - Hp(o)

0;m(w) is the complex angle of Hj,,(w) and is given by:

Qjm(w) = tan ! {%} (489)

where Im[H},,(w)] and Re[H},,(w)] are the imaginary and real parts of the complex function Hj, (),
respectively.

It has been proved that both ensemble and temporal auto- and cross- correlation functions of any
sample function obtained by Equation 4.85 will approach to the target auto- and cross-correlation func-
tions as Aw — 0 and N — oo.

In order to avoid aliasing, the time step At has to obey the condition:

2
Ar< T (4.90)
2w,
The period of the sample functions expressed by Equation 4.85 is:
2nn 2nN
To=—= 491
S (4.91)

The ergodicity of the results of Equation 4.85 has been proved by Deodatis [26]. One can be confi-
dent that the one-dimensional stationary, multivariate, Gaussian stochastic process can be simulated
quite well by means of Equation 4.85, when the cross-spectral density matrix is given and the values of
the parameters N, w,,, and Aw are properly chosen.

However, the number of wind velocity processes to be simulated is often very large in the buffeting
analysis of long-span cable-supported bridges, when the stochastic wind loads on all major structural
components such as bridge deck, cables, and towers shall be taken into consideration. It is difficult to
do the simulation using the traditional method above, so an improved algorithm of the spectral repre-
sentation method, which is considered suitable for the simulation of wind velocity filed on long-span
cable-supported bridges, has been proposed by Ding et al. [27]. An interpolation approximation is
introduced to simplify the computation of the lower triangular matrix with the Cholesky decomposition
of the cross-spectral density matrix. Fast Fourier transform technique is used to further enhance the
efficiency of computation in the simulation of stationary wind field.

4.7 Buffeting Analysis in the Time Domain

The buffeting response of a bridge induced by both self-excited and buffeting forces can also be calcu-
lated in the time domain. Compared to the frequency domain approach, time domain analysis offers the
benefit of capturing the effects of non-linearities of both structural and aerodynamic origins and also
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the influence of non-stationary features in the approaching wind in the analysis [17]. The theoretical
background of time domain buffeting analysis is introduced in this section.
The self-excited forces per unit span can be expressed in terms of convolution integrals [28]:

L (1) = %pﬁz /j [IL“/,( 7)h(t) + ILW(Z o)p(t) + 1, (t — r)oz(r)]dr (4.92a)
D) =500 [ o (= h(2) + T (1~ Op(®) + Ip (— Da(@)]dr  (492b)
M (1) = %pﬁz /t [Iu,,, (t = 0)h(z) + Ing,,, (1 = T)p(T) + In,,, (1 — T)ee(7) ] dT (4.92¢)

where 1, is the impulse function of the self-excited forces, in which the subscript represents the corre-
sponding force component.

The impulse functions can be obtained using the flutter derivatives measured from wind tunnel tests
and the rational function approximation approach [17].

The relationship between the impulse functions and flutter derivatives in the frequency domain can
be obtained by taking the Fourier transform of Equation 4.92 and comparing with Equation 4.33:

L = 2K°(H} +iH7}); Ip,, =2k (Hy + iH%); Ip,, = 2k°b(H + i) (4.93a)

=2k*(Pg +iP3); Ip,, = 2k* (P, +iP}); Ip,, = 2k*b(P; + iP}) (4.93b)

Dyen

L, = 2K°b(A} +iA}); T, = 2Kb(A; +iAL); Ty, = 2K°D7 (A} + iA3) (4.93c)
where the over-bar denotes the Fourier transform operator and b = 0.5B.

From the classical airfoil theory, the aerodynamic transfer functions in Equation 4.93 (the Fourier
transform of the impulse functions) can be reasonably approximated by the rational functions. The
frequency independent coefficients of the rational functions can then be determined by the non-linear
least-squares method, using the flutter derivatives at different reduced frequencies. The impulse func-
tions can be finally obtained by the inverse Laplace transform [17,29].

Because the aerodynamic derivatives are normally obtained from wind tunnel tests at discrete values
of the reduced frequency k, some numerical methods are needed to extend these discrete values into
continuous functions of the reduced frequency for time domain analysis.

Similarly, the buffeting forces per unit length can be expressed in terms of convolution integrals
involving the aerodynamic impulse functions and fluctuating wind velocities:

Ly(t) = 7% o0 [ t _IL,m(t —7) LU’) 1, (1—7) W(Uf )} dr (4.942)
Dy(1) =~ 390" [ - )(T) + Iy (1= 7) %} dr (4.94b)
Mb(l) = 7%[)@2 /j _IM,NI(Z* )LU)+1MIW( T) %] dr (4.940)

where /) is the impulse function of the buffeting force with the subscript representing the correspond-
ing force component.
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Similar to the self-excited forces, the impulse functions of the buffeting forces can be obtained
by the inverse Laplace transform of the aerodynamic transfer functions, whereas the aerodynamic
transfer functions of the buffeting forces can be related to aerodynamic coefficients and aerody-
namic admittances as:

TL/,H = 4bCLXLh“; TL,,,. = Zb(C/L —+ CD)XL;,,‘ (4953)
TD,)“ = 4bCDXD;,H; TD,W = ZbC/DXD,m. (495b)
Iu,, = 80> Cuixu,,; Ipy, = 46°Chyxu,, (4.95¢)

Self-excited forces are usually assumed to be fully correlated. Thus, the self-excited force for an
entire beam element can be expressed as:

L5 (1) = L, ()L (4.96a)
D, (1) = D5, (1)L (4.96b)
M, (1) = MG, ()L (4.96¢)

where the superscript ¢ indicates the center of the element.
The span-wise correlation of the buffeting forces in an element should be considered, and the buftet-
ing forces for an entire beam element can be expressed as:

1500 =L [ it D10 41— 0L (0] (4.97)

D30 =L [ U= 0D8,(0) + (¢~ 0D (0] (4.970)
0

M) =L /0 [at (1 — TMS, () + Jaay, (1 — DMy (D)]de (4.97¢)

where:

Lj, and Lj  are the first and second terms in Equation 4.94a at the center of the element;
Jy is the impulse function, whose Fourier transform counterpart is referred to as the joint acceptance
function:

. 1 L L
Jihu - P/ / cohy,, (x1, %2, 0)dx;dx; (4.98)
0 0

where:

S
cohy,, (x1,x2, w) = L,,éx177(xwz)7c®
L

bu

(4.99)

It is the span-wise coherence of the buffeting lift force component; Sz, (x1, X2, ®) is the cross-spec-
tra between the buffeting forces at two different positions x; and x,; and Sr¢, (w) is the auto-spectral
density of the buffeting force at the center of the element.

Once the local nodal self-excited forces and buffeting forces are obtained from Equation 4.96 and
Equation 4.97, they can be converted into the global coordinate system using the coordinate transfor-
mation matrix. As a result, the global nodal buffeting force and self-excited force vectors Fy, and F,,
in Equation 4.62 can be obtained. The solution of the equation of motion (Equation 4.62) in the
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time domain can be obtained by the Newmark-Beta method. Because the self-excited forces are
dependent on the motion, iteration is needed for each time-step until certain convergence criterion is
satisfied [29].

4.8 Effective Static Loading Distributions
4.8.1 Gust Response Factor and Peak Factor

Gust response factor G is a commonly used term in wind engineering and may be defined as the ratio of
the expected maximum response of the structure in a defined period (e.g. ten minutes or one hour) to
the mean or time-averaged response in the same time period [30-32]. Clearly, this term really has
meaning only in stationary or near-stationary winds. The expected maximum response of the structure
can be buffeting-induced maximum bending moment, deflection, or stress. It can be written as:

X =X+ go, (4.100)

where:

X and X are the maximum and mean response of the structure;

o 1s the standard deviation of the structural response;

g is a peak factor which depends on the frequency range of the response and the time interval for which
the maximum value is calculated.

From Equation 4.100, the gust response factor can be expressed as:

X oy
G=—=1+0g2 4.101
7 8% (4.101)
For a stationary Gaussian response to wind, Davenport [33] derived the following expression for the
peak factor g:
0.577
=+/2log,(VT) + ———xv 4.102
g BT + s (4.102)

where:

v is the cycling rate or effective frequency for the response (often conservatively taken as the natural
frequency of the structure);
T is the time period over which the maximum value is required.

For building structures, alongwind-induced responses are often estimated in terms of the sum of
three components: mean component, background component and resonant component. Accordingly,
the gust response factor can be expressed as:

G= :1+2ga:l}'\/B+R (4.103)

Il >

where:

0, 1s the standard deviation of turbulent wind in along-wind direction;

B is the background factor representing the quasi-static response caused by gusts below the first natural
frequency of the structure;

R is the resonant factor describing the resonant response caused by gusts near the first natural frequency
of the structure.
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Equations 4.101 and 4.103 are used in many codes and standards for wind loading and, partic-
ularly, for alongwind dynamic loading of building structures. This is an approximate approach
which works reasonably well for some structures and load effects, such as the base bending
moment of tall buildings. However, in other cases it gives significant errors and should be used
with caution [32].

4.8.2 Effective Static Loading Distributions

Effective static loading distributions are those loadings that produce the correct expected values
of peak load effects generated by the fluctuating wind loading. For building structures, effective
static peak loading distributions can be derived from three components: mean components, back-
ground component and resonant component. The main advantage of the effective static loading
distribution approach is that the distributions can be applied to a static structural analysis com-
puter program for use in final structural design and can be used relatively easily by engineers and
incorporated in design codes and standards. The following introduction on this topic refers to
Holmes’s book [32].

By taking alongwind (drag) response of a long-span bridge deck as an example, and regarding the
bridge deck as a continuous beam, the mean wind force per unit length on the bridge deck can be
written as:

F(x) = 397 (B Co(x) (4.104)

The mean value of any load effect can be obtained by integrating the local force with the influence
line along the length of the bridge deck. If the purpose is to derive an effective static loading, Equation
4.104 is already in the correct form.

The background wind loading is the quasi-static loading produced by fluctuations due to turbulence,
but with frequencies too low to excite any resonant response. The load-response correlation formula
derived by Kasperski and Niemann [34] can be used to derive the effective background fluctuating
loading distribution. In the form of a continuous distribution, this term can be written as:

fp(x) = gBP(X)Up(x) (4.105)
where:

gp is the peak factor for the background response;

0,(x) is the standard deviation of the fluctuating load at position x;

p(x) is the correlation coefficient between the fluctuating load at position x and the load effect of
interest [32]:

o) = SO G () B (4.106)

VP00 T 7 el (o (52 Bl B

where:

1,(x) is the influence line for the load effect r, as a function of position x;
f'(x) is the fluctuating alongwind force on the bridge deck;

f(x)f'(x1) is the covariance for the fluctuating alongwind forces at positions x and x;.
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The equivalent load distribution for the resonant response in the first mode of vibration can be repre-
sented as a distribution of inertial forces over the length of the bridge deck:

Fr(x) = gem(x)(2mm)*\/ d? ¢ (x) (4.107)

where:

Jr(x) is the equivalent load distribution for the resonant response at position x;
gr 1s the peak factor for resonant response;

m(x) is the mass per unit length at position x;

ny is the first mode natural frequency;

v @” is the standard deviation of modal coordinate (resonant contribution only);
¢, (x) is the first mode shape.

Determining the standard deviation of modal coordinate due to the resonant contribution only
requires knowledge of the spectral density of the fluctuating forces, the correlation of those forces at
the natural frequency and the modal damping and stiffness. The total effective loading distribution can
be obtained by:

Fe(x) = F(X) + Whack £ 5(X) + Wres fr(x) (4.108)

where wy,,., and w,, are the weight factors for background and resonant response, respectively.
Assuming that the fluctuating background and resonant components are uncorrelated with each
other, the weight factors can be calculated by:

b = e gZBU"’B o (4.109a)
\/88%rp T 8RO R

8 Rat',R

[2 2 2 2
8898 T 8ROrr

(4.109b)

| Wres | =

where:

o,p and o,y are the standard deviation of the background response and the resonant response,
respectively;
the subscript  means the load effect consistent with the response.

The method of effective static loading distribution approach described above can be applied to com-
mon bridges in principle. However, for long-span cable-supported bridges, it is often the case that sev-
eral modes of vibration must be considered. Holmes [35] proposed a method of combining inertial
force distributions from more than one resonant mode of vibration. By neglecting the background
response, the total effective loading distribution for the peak load effect, r, is [32]:

Fop(x) =F () +m(x) Y Wg(x) (4.110)
=1

where W; is the peak inertial force in the mode ;.
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4.9 Case Study: Stonecutters Bridge
4.9.1 Dynamic and Aerodynamic Characteristics of Stonecutters Bridge

The finite element modeling technique for long-span cable-supported bridges and its application for
developing a 3D finite element model of the Stonecutters Bridge have been introduced in Chapter 3.
The frequency domain flutter and buffeting analyses of the Stonecutters Bridge are introduced in this
section as a case study using that model [16,36].

The first 50 natural modes of the bridge were obtained from the modal analysis of the finite element
model. The first 50 natural frequencies, as well as the corresponding mode shape descriptions, are listed
in Table 4.2. It can be seen from this table that the first 50 natural frequencies of the bridge range from
0.145Hz to 1.447 Hz. The lowest natural frequency of 0.145 Hz corresponds to the first horizontal
mode of vibration, in which the motion of the bridge deck is almost in symmetry in the main span. The
first vertical vibration mode dominated by the bridge deck is almost symmetric in the main span at a
natural frequency of 0.201. The first torsional mode of vibration dominated by the bridge deck is almost
symmetric in the main span at a natural frequency of 0.425 Hz.

The aerodynamic coefficients of the Stonecutters bridge deck without traffic were obtained from the
section model tests in a wind tunnel. The drag, lift, and moment coefficients for the cross section of the
entire bridge deck at zero degree of attack angle are Cp=0.073, C;, = —0.155 and Cy; = —0.018. The
derivatives of the drag, lift, and moment aerodynamic coefficients with wind angle of attack at zero
degree are dCp/da =0.069, dC;/da =2.510 and dC,,/dee =0.539. These aerodynamic coefficients are
normalized by the overall deck width of 53.3 m.

The drag coefficient of the bridge tower is taken as Cp = 0.9 along the entire height of the tower and
is normalized by the actual width of the tower perpendicular to the wind direction. The drag coefficient
of the piers is taken as Cp = 1.1 for wind perpendicular to the bridge longitudinal axis and is normal-
ized by the actual width of the piers perpendicular to the wind direction. The drag coefficient of the stay
cables is taken as Cp = 0.8 for wind perpendicular to the bridge longitudinal axis and is normalized by
the actual diameter of the stay cables. As the cross sections of the stay cables, towers and piers are
symmetric, their aerodynamic lift and moment coefficients for wind perpendicular to the bridge longi-
tudinal axis are taken as zero.

The flutter derivatives of the Stonecutters Bridge deck without traffic were also obtained from the
section model tests in a wind tunnel. Only the flutter derivatives H} and A (i =1 — 4) are available, and
they are listed in Table 4.3 and plotted in Figure 4.11. Since the flutter derivatives related to the lateral
motion of the bridge deck and the flutter derivatives H5, Hy, A;‘, Ag are not available, they are calcu-
lated based on the quasi-steady theory in terms of the aerodynamic coefficients:

1 1 o
PIZ—ECL» Pzzﬁc/m PSZWC/D (4.111a)
o Lo gl 1 4.111b
Py=5oCh Hy=1Cr As=—2Cy (4.111b)

P,=P,=H,=A;=0 (4.111c)

The flutter derivatives and the aerodynamic coefficients mentioned above are assumed to be uniform
along the bridge deck in the both flutter and buffeting analysis.

4.9.2  Flutter Analysis of Stonecutters Bridge

The aerodynamically coupled flutter analysis is carried out in the complex frequency domain using in-
house software packages with theoretical background, as introduced in Section 4.4. By using the modal
coordinates of the bridge, the governing equation of the bridge for the flutter analysis is converted into a
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Table 4.2 Dynamic characteristics of Stonecutters Bridge

Mode no. Natural frequency (Hz) Period (sec) Mode shape description
1 0.145 6.875 1.symmetric horizontal, deck
2 0.190 5.260 1.asymmetric horizontal, towers
3 0.197 5.073 1.symmetric horizontal, towers
4 0.201 4.968 1.symmetric vertical, deck
5 0.246 4.072 l.asymmetric vertical, deck
6 0.302 3.311 2.asymmetric vertical, deck
7 0.311 3.217 2.symmetric vertical, deck
8 0.361 2.772 1.asymmetric horizontal, deck
9 0.376 2.660 3.asymmetric vertical, deck
10 0.422 2.372 3. symmetric vertical, deck
11 0.425 2.354 1.symmetric torsional, deck
12 0.444 2.250 Horizontal, deck and piers, west side span
13 0.452 2214 Horizontal, deck and piers, east side span
14 0.490 2.040 4.asymmetric vertical, deck
15 0.525 1.903 2.symmetric horizontal, towers
16 0.535 1.869 4.symmetric vertical, deck
17 0.579 1.728 2.asymmetric horizontal, towers
18 0.591 1.693 1.asymmetric torsional, deck
19 0.592 1.688 5.symmetric vertical, deck
20 0.620 1.613 S.asymmetric vertical, deck
21 0.682 1.466 2.symmetric torsional, deck
22 0.694 1.440 6.symmetric vertical, deck
23 0.729 1.372 Symmetric horizontal and torsional, deck
24 0.768 1.303 6.asymmetric vertical, deck
25 0.827 1.209 2.asymmetric torsional, deck
26 0.842 1.188 7.symmetric vertical, deck
27 0.900 1.111 Horizontal, deck and piers, west & east side spans
28 0.907 1.103 Horizontal, deck and piers, west & east side spans
29 0912 1.096 7.asymmetric vertical, deck
30 0.948 1.055 3.symmetric torsional, deck
31 0.969 1.032 Asymmetric horizontal, deck and tower
32 0.973 1.027 8.symmetric vertical, deck
33 1.003 0.998 1.asymmetric longitudinal, tower
34 1.034 0.967 Symmetric longitudinal, deck and tower
35 1.049 0.953 8.asymmetric vertical, deck
36 1.072 0.933 3.asymmetric torsional, deck
37 1.129 0.886 9.symmetric vertical, deck
38 1.132 0.884 Symmetric horizontal, deck
39 1.193 0.839 4.symmetric torsional, deck
40 1.216 0.822 9.asymmetric vertical, deck
41 1.245 0.803 Asymmetric horizontal, deck and tower
42 1.254 0.797 10. symmetric vertical, deck
43 1.265 0.791 10.asymmetric vertical, deck
44 1.298 0.771 4.asymmetric torsional, deck
45 1.314 0.761 Symmetric vertical, towers and deck
46 1.345 0.744 Asymmetric vertical, towers and deck
47 1.364 0.733 11.symmetric vertical, deck
48 1.379 0.725 5.symmetric torsional, deck
49 1.407 0.711 11.asymmetric vertical, deck
50 1.447 0.691 Symmetric horizontal, deck and tower
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Table 4.3 Flutter derivatives of the Stonecutters Bridge deck

(a) Flutter derivatives H}, H}A}, A}

UIfB H; H; A A
0.00 0.000 0.000 0.000 0.000
2.35 ~0.280 ~0.020 0.040 0.044
3.50 -0.390 0.000 0.110 0.080
471 ~0.550 ~0.080 0.170 0.100
5.88 —0.760 —0.170 0.240 0.120
6.93 ~1.020 ~0.330 0310 0.140
8.08 ~1.310 —0.430 0.360 0.160
9.18 ~1.570 ~0.470 0.400 0.124

10.44 ~1.830 —0.450 0.430 0.064

11.56 ~2.040 ~0.470 0.460 0.050

13.00 ~2.370 ~0.500 0.500 0.036

(b) Flutter derivatives H3, H3 A3, A

UlfB H; H} A3 A
0.00 0.000 0.000 0.000 0.000
2.02 ~0210 ~0.320 —0.037 —0.014
2.88 ~0.390 —0.430 —0.083 0.024
3.81 —0.440 ~0.590 ~0.119 0.069
5.00 ~0.360 —0.900 —0.172 0.131
6.32 ~0.180 —1.440 —0.237 0.204
7.41 0.120 —2.110 ~0339 0.308
9.52 0.380 ~2.850 —0.403 0.415

10.93 0.580 ~3.920 ~0.419 0.569

13.44 ~2.750 —6.600 —0.543 0.956

complex characteristic equation with only two variables. A single parameter-searching method is then
used to find the lowest critical wind speed without choosing participating modes beforehand. The major
participating modes of vibration causing the flutter instability and the phase angles between the partici-
pating modes of vibration can also be found.

The effects of the towers, pier shafts and stay cables on the flutter instability of the bridge are also
taken into consideration. The flutter derivatives for these bridge components are calculated based on the
quasi-steady theory. Since the cross-sections of the tower, pier shafts and stay cables are basically cir-
cular, only the drag coefficients are needed to calculate the flutter derivatives required. Since the
method used for flutter analysis has no limit on the number of modes, the first 50 modes of vibration of
the bridge are employed as the participating modes for the flutter analysis of the bridge.

The lowest critical wind speed for the bridge is computed as being 230.4 m/s at a reduced velocity of
13.08 and a flutter frequency of 0.331 Hz. Such a high wind speed will not appear in practice. There-
fore, the computed critical wind speed is of theoretical interest only, and it indicates no flutter
instability problem for the concerned bridge.

Corresponding to the lowest critical wind speed or the flutter frequency, a flutter eigenvector can be
found. From this, one may observe the distribution of modal motion and modal energy over all the
participating modes of vibration and the distribution of modal phase angle among all the participating
modes of vibration. From these distributions, the dominant modes of vibration causing the flutter
instability can then be identified.
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Figure 4.11 Flutter derivatives of Stonecutters bridge deck without traffic.
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Figure 4.12 Modal information of the bridge at the lowest critical wind speed.

Figure 4.12 shows the distribution of relative modal amplitude, modal energy ratio and modal phase
angle over the 50 participating modes of vibration, respectively. It is noted that vibration modes 4 (first
symmetric vertical mode) and 11 (first symmetric torsional mode) are the two major participating
modes dominating the flutter instability of the bridge, with almost the same phase angle. Although the
lateral vibration modes of the bridge deck also participate in the flutter motion, the degree of their

participation

s is very small.
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Figure 4.13 Relative amplitudes of deck motion along the bridge longitudinal axis.

Apart from the modal information, Figure 4.13 shows the relative amplitudes of the vertical, lateral
and torsional displacement responses (flutter motion) of the bridge deck along the bridge longitudinal
axis at the lowest critical wind speed. Note again that the vertical and torsional vibrations dominate the
flutter motion of the bridge deck. More details can be found in the literature [16].

4.9.3  Buffeting Analysis of Stonecutters Bridge

The 3-D finite element-based buffeting analysis is to determine the total buffeting response of the
Stonecutters Bridge to wind loads specified in the design memorandum [36]. The mean wind velocity
is considered to be perpendicular to the bridge longitudinal axis, with zero angle of attack from either
the southwest (SW) direction or the northeast (NE) direction. For the sake of brevity, only the NE
direction, in which the terrain is considered as a overland fetch, is concerned in this case study.

The 3-D finite element-based coupled buffeting response analysis of the Stonecutters Bridge is car-
ried out in the frequency domain, with the theoretical background introduced in Section 4.5. Both struc-
tural and aeroelastic couplings between modes of vibration and the interaction between the bridge deck,
towers and cables are naturally included in the buffeting analysis. Varying structural properties along
the bridge deck are taken into consideration. The structural damping ratio of the bridge is assumed to be
0.36% for each mode of vibration in the buffeting analysis, according to the design specification. This
level of structural damping is considered a realistic value. The first 50 modes of vibration (excluding
local cable modes) are included in the buffeting analysis.

The one-hour mean wind velocity profile U(z) in m/s for wind from the NE direction is taken as:

_ 0.29
U(z) = 0.66 - 35 - (%) (4.112)

The ten-minute mean wind velocity profile U(z) in m/s for wind from the NE direction is taken as:

Uio(z) = Uio(10) - (li())mg (4.113)
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The ten-minute mean wind velocity U;o(10) at 10 m height above ground is defined as the reference
wind velocity, and its basic value is 24.5 m/s for wind from the NE direction. The longitudinal turbulent
intensity /,, for wind from the NE direction is given by the following expression:

o 10\ 2
I, ==—"—=0.37- (—) (4.114)
10 Z) z

V4

where o, is also assumed to be constant with height.
For lateral (v) and vertical (w) turbulence intensities, the following relationships are assumed, based
on analysis of typhoon data recorded at the Tsing Ma Bridge for the overland fetch:

I,=1.00-1,; I,=0.75-1, (4.115)

The power spectra of the longitudinal (i), lateral (v) and vertical (w) turbulent wind components are
defined according to the von Kdarman spectral model.
For longitudinal turbulent wind component:

4 Lu f
f'SMU(f) _ UIO(Z) 4]16
o2 215/6 (4.116)
u . f
1+708- (_“ )
10(2)
For lateral and vertical turbulent wind components:
Lw Ty 1 755 (_Li S ) 2
£ S (F) Uio(2) Uio(z)
2 = 7 (4.117)
a\uw L, - f 2 /
14283 (J’w )
U 10 (Z )
where:
S:(f) is the wind energy spectrum for turbulent wind components 7;
f1is the frequency in Hz;
L; is the integral length scale for turbulent wind component 7.
Turbulence integral scale is specified in the design memorandum as:
2045
L= Liso - (%) (4.118)

where L;s( represents the length scale at 50 m height above ground for turbulent wind component 7, and
Ly,so=160m, L,50=L,50/3, L,,50 = L,50/6 are specified for all wind directions.

The root coherence, which defines the statistical dependency between the turbulent wind components
at two different points, is given by the following expression:

m:exp(—C D'f) (4.119)

Tiolz)
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Table 4.4 Values of the decay factor C

Lateral separation Longitudinal separation Vertical separation
Longitudinal turbulent wind component 8 2 8
Lateral turbulent wind component 4 4 8
Vertical turbulent wind component 8 4 4

where the parameter C is the decay factor; and the parameter D is the distance between the two points.
The values of the decay factor C for all 9 coherences are listed in Table 4.4.

Since the basic value of the ten-minute mean wind speed at 10 m height above ground is 24.4 m/s for
wind from the N-E direction, the corresponding basic value of the ten-minute mean wind speed at the
middle point of the main span of the bridge deck is 46 m/s. The mean wind response of the complete
bridge is then computed for the deck-reference mean wind velocity of 46 m/s.

The mean wind displacement responses of the bridge are computed, and those at the key locations
are listed in Table 4.5. The positions of the key locations are the same as shown in Figure 3.14. It is
noted that the mean lateral, vertical and torsional displacement responses of the windward deck at the
middle point of main span are —0.449 m, —0.202 m and —0.002 rad, respectively. The mean lateral,
vertical and torsional displacements of the leeward deck at the middle point of main span are
—0.449m, —0.268m and —0.002rad, respectively. The mean lateral and vertical displacement
responses for wind from the NE direction are relatively smaller compared with those for wind from the
SW direction (as introduced in Chapter 3), because of smaller design mean wind speed. The mean
lateral displacement at the top of the tower reaches —0.869 m. For other mean wind speeds, the mean
wind displacement responses of the bridge at the key locations are also computed. Figure 4.14 shows
the mean displacement responses of the windward deck at the middle of main span versus NE mean
wind speed.

The coupled buffeting responses of the bridge are computed using the mean wind speed at the
middle point of the main span of the bridge deck as a reference mean wind speed of 46 m/s as
well. By using the Sears function as admittance functions for the bridge deck, the buffeting peak
responses of the bridge are computed and the peak displacement and acceleration responses at the
key locations are listed in Table 4.6 and Table 4.7, respectively, for the basic mean wind velocity
of 46 m/s.

The peak buffeting response refers to the standard deviation buffeting response multiplied by a peak
factor. The peak factor of the buffeting response is taken as 3.5 for the purposes of this case study. The
total wind response, then, refers to the mean wind response plus the peak buffeting response.

Table 4.5 Mean wind displacement responses of the bridge at key locations (NE direction, V.., = 46 m/s)

Location Longitudinal Vertical Lateral Around Around Around
(m) (m) (m) x-axis (rad) y-axis (rad) z-axis (rad)
D1-windward —1E-04 —0.202 —0.449 —0.002 —2E-06 —1E-06
D1-leeward —4E-05 —0.268 —0.449 —0.002 —2E-06 —7E-05
D2-windward 0.014 —0.054 —0.294 —0.003 1E-03 —6E-04
D2-leeward —0.013 —0.138 —0.294 —0.002 1E-03 —6E-04
D5-windward 0.006 0.013 —0.033 —9E-04 2E-04 1E-04
D5-leeward 2E-04 —0.012 —0.033 —9E-04 2E-04 —7E-05

T1-tower-top 0.046 —0.004 —0.869 —0.006 SE-05 —2E-04
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Table 4.6 Buffeting peak displacement responses of the bridge at key locations (NE direction, V.= 46 m/s, Sears
admittance)

Location Longitudinal Vertical Lateral Around Around Around
(m) (m) (m) x-axis (rad) y-axis (rad) z-axis (rad)
D1-windward 0.051 1.322 0.848 0.008 7TE-04 0.008
D1-leeward 0.051 1.219 0.848 0.008 7E-04 0.008
D2-windward 0.057 0.505 0.529 0.006 0.002 0.004
D2-leeward 0.057 0.444 0.529 0.007 0.002 0.004
D5-windward 0.053 0.029 0.088 0.002 3E-04 2E-04
D5-leeward 0.053 0.029 0.088 0.002 3E-04 2E-04
T1-tower-top 0.257 0.009 1.519 0.009 1E-04 0.002

Note that the lateral, vertical and torsional buffeting peak displacement responses of the wind-
ward deck at the middle point of main span are 0.848 m, 1.322m and 0.008 rad, respectively. The
lateral, vertical and torsional buffeting peak displacement responses of the leeward deck at the
middle point of main span are 0.848 m, 1.219m and 0.008 rad, respectively. The lateral buffeting
peak displacement response at the top of the tower reaches 1.519 m. The lateral and vertical buf-
feting peak acceleration responses of the windward deck at the middle point of main span are
0.783 m/s> and 2.111 m/s>, respectively, while the lateral buffeting peak acceleration response at
the top of the tower reaches 2.146 m/s>.

The buffeting peak displacement and acceleration responses of the bridge at the key locations are
also computed for other wind speeds from the NE direction using the Sears function and the unit admit-
tance, respectively. Figures 4.14 and 4.15 display the variations of the buffeting peak (maximum) dis-
placement and acceleration responses, respectively, of the windward deck at the middle of main span,
versus NE mean wind speed.

The total wind response of the complete bridge is equal to the sum of the absolute mean wind
response and the buffeting peak response of the bridge. For the Sears function used as admittance func-
tions for the bridge deck under the N-E wind, the total wind responses of the bridge are computed. The
total displacement responses at the key locations are listed in Table 4.8 for the basic mean wind veloc-
ity of 46 m/s.

Table 4.7 Buffeting peak acceleration responses of the bridge at key locations (NE direction, V..,= 46 m/s, Sears
admittance)

Location Longitudinal Vertical Lateral Around Around Around
(m/s?) (m/s?) (m/s?) x-axis (rad) y-axis (rad)  z-axis (rad)
D1-windward 0.186 2.111 0.783 0.034 0.002 0.028
D1-leeward 0.186 2.130 0.783 0.034 0.002 0.028
D2-windward 0.195 1.582 0.546 0.026 0.003 0.025
D2-leeward 0.195 1.609 0.546 0.026 0.003 0.025
D5-windward 0.221 0.048 0.180 0.003 0.001 0.002
D5-leeward 0.221 0.049 0.180 0.003 0.001 0.002

T1-tower-top 0.493 0.020 2.146 0.016 SE-04 0.008
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Table 4.8 Total displacement responses of the bridge at key locations (NE direction, 4., =46 m/s, Sears

admittance)

Location Longitudinal Vertical Lateral Around Around Around
(m) (m) (m) x-axis (rad) y-axis (rad) z-axis (rad)
D1-windward 0.051 1.523 1.297 0.010 TE-04 0.008
D1-leeward 0.051 1.487 1.297 0.010 7E-04 0.008
D2-windward 0.071 0.559 0.822 0.009 0.003 0.005
D2-leeward 0.070 0.583 0.822 0.009 0.003 0.005
D5-windward 0.059 0.042 0.122 0.003 5E-04 4E-04
D5-leeward 0.053 0.041 0.122 0.003 5E-04 3E-04
T1-tower-top 0.303 0.013 2.388 0.015 2E-04 0.003
4.10 Notations
a; Parameters to be determined by experiments
a’ Standard deviation of modal coordinate
A State matrix
Ay, Global buffeting force matrices corresponding to the longitudinal wind fluctuation
Ay, Global buffeting force matrices corresponding to the vertical wind fluctuation
b Buffeting force matrices of element corresponding to the longitudinal wind fluctuation
v Buffeting force matrices of element corresponding to the vertical wind fluctuation
Aj (i=1-6)  Aerodynamic derivatives
Ay Complex aeroelastic matrix of the bridge
b Half of the plate width
B (1) Typical chord or deck width dimension
(ii) Matrix of interpolated function (Equation 4.66)
(iii) Background factor representing the quasi-static response caused by gusts below
the first natural frequency of the structure (Equation 4.103)
c Damping coefficient of the structure
Vcoh Root coherence
C Decay factor
C Structural damping matrix
Cp Drag force coefficient
Cy Lift force coefficient
Cuy Moment coefficient
Cr(K) Function of the reduced frequency K at lock-in
C(k) Theodorsen cyclical function
Cyy Complex flutter derivatives of self-excited forces
ce Damping matrix of the coupled wind-structure system
D (1) Cylinder diameter (Equation 4.1)
(ii) Characteristic dimension (Equation 4.2)
(iii) Bridge deck width (Equation 4.10)
(iv) Distance between the two points (Equation 4.119)
D(x) Aerodynamic drag force
E Total energy in the characteristic motion of the bridge at the lowest critical wind speed
f Frequency

f5(x)

Load-response correlation formula
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P (i=1-6)

Total effective loading distribution

Vortex shedding frequency

Vortex-shedding frequency or the natural frequency

Equivalent load distribution for the resonant response at position x
Mean wind force per unit length on the bridge deck

Fluctuating along-wind force on the bridge deck

Covariance for the fluctuating along-wind forces at positions x and x;
Nodal equivalent force vector

Global nodal self-excited force vector

Global nodal buffeting force vector

Static force

Real part of Theodorsen cyclical function

Vertical force in the y-direction

Peak factor

Peak factor for background response

Peak factor for resonant response

Gust response factor

Imaginary part of Theodorsen cyclical function

Vertical displacement of structure or bridge deck

Aerodynamic derivatives

(i) Transfer function matrix (Equation 4.77)

(ii) Cholesky decomposition of cross-spectral density matrix S%w) (Equation 4.86)
(1) Mass moment of inertia of the structure (Equation 4.22)

(ii) Unit matrix (Equation 4.31)

Impulse function of the self-excited forces

Influence line for the load effect r

Longitudinal, lateral and vertical turbulence intensity, respectively
Impulse function whose Fourier transform counterparts are referred to as the joint
acceptance function

Stiffness coefficient

Total stiffness for the wind-structure system

Structural stiffness matrix

Reduced frequency

Stiffness matrix of the coupled wind-structure system

Aerodynamic lift force

Self-excited lift force

Vortex-induced lift force

Integral length scale at 50m height above ground for turbulent wind component i
Longitudinal, lateral and vertical turbulence integral scale, respectively
Structural mass matrix

Aerodynamic pitching moment

Self-excited moment

(i) Mass of the structure

(i) Number of participating mode

Sufficiently large number

Number of points in the wind field

First mode natural frequency

Lateral displacement of the bridge deck

Aerodynamic derivatives

Generalized modal response
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Q, Generalized buffeting force vector

Re Reynolds number

R (i) Complex modal response amplitude vector (Equation 4.41)
(ii) Resonant factor describing the resonant response (Equation 4.103)

K Complex frequency

S (i) PSD matrix (Equation 4.78)
(ii) Cross-spectra (Equation 4.79)

S%w) Cross-spectral density matrix

S, Strouhal number

S. Scruton number

Si () Wind energy spectrum for turbulent wind components 7

Sw) Two-side target cross-spectral density function

Siyi, (X, K) Buffeting force spectrum

Sii(x,K) Wind spectrum

S1,,(x1,x2,0)  Cross-spectra between the buffeting forces at two different positions x; and x,

Ste, (w) Auto-spectral density of the buffeting force at the center of the element

T Time period over which the m