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Foreword
by Ahsan Kareem

Economic growth and modernization has resulted in greater demand for cable-supported bridges that

are designed to carry large volumes of vehicle traffic and railways over a long span. At the end of year

2010, there were at least ten suspension bridges with a main span over 1,200m and ten cable-stayed

bridges with a main span over 700m.

Ambitious cable-supported bridge projects are often constructed along coastal areas and in or near to

cities that are vulnerable to typhoons and high winds; therefore, wind effects on cable-supported

bridges are key issues in their design, construction, operation and maintenance. However, a good

knowledge and understanding of bridge aerodynamics is not widespread amongst university students

and practicing engineers, mainly because of the multi-disciplinary nature of the subject. Another reason

is that there is no book that addresses this topic comprehensively.

In anticipation that more cable-supported bridges and some super-long-span cable-supported bridges

will be designed and built in the 21 century throughout the world, the demand for such a book will

increase as this subject shall be taught at major universities and colleges at least at the postgraduate

level. A comprehensive book like this one on this subject, covering not only the fundamental knowl-

edge but also state-of-the-art developments, will certainly facilitate learning and preparation of students

to face the challenges posed by the bridges of tomorrow.

Dr. You-Lin Xu has conducted teaching, research and consultancy work in the field of wind

engineering and bridge engineering for almost 30 years. He was engaged in wind tunnel studies

and wind-induced vibration control in Australia from 1989 to 1995. Together with his students

and colleagues, he has worked extensively on wind loading and effects on the Tsing Ma suspen-

sion bridge in Hong Kong since 1995 and on the Stonecutters cable-stayed bridge in Hong Kong

since 2003. In recognition of his contribution, he was awarded the Robert H. Scanlan Medal by

the American Society of Civil Engineers in 2012. This medal is awarded to those who make

extraordinary contributions to mechanics and its applications, with special reference to bridge

aeroelasticity. He has taught the subject “Wind Engineering” to MSc students at The Hong Kong

Polytechnic University since 1998.

Essentially, the fundamentals presented in the book are drawn from his lecture notes, and most of the

state-of-the-art developments presented in the book have resulted from their relevant publications in

international journals and conference proceedings. Dr. Xu, in my opinion, is at the right stage of his

career, with the distinguished academic and profession background, to synthesize this interdisciplinary

work into a comprehensive and exhaustive book. I am confident that it will be very well received, both

in academia and in design practice.

The history and latest developments of bridge wind engineering both demonstrate that any progress

made in this subject evolves from the synergy between research and practice. This book does bridge the

gap between the theoretical research and practical application. Covering a comprehensive range of



topics and the most up to date information on the subject, it will also inspire researchers and academics

to pursue new methodologies and innovative technologies for the design, construction, operation and

maintenance of wind-excited cable-supported bridges.

Ahsan Kareem, NAE, Dist. Mem. ASCE

Robert M Moran Professor of Engineering

NatHaz Modeling Laboratory

University of Notre Dame, Indiana
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Foreword
by Hai-Fan Xiang

To meet the social and economic needs for efficient transportation systems, many cable-supported

bridges have been built throughout the world. The Nanpu cable-stayed bridge, with a main span of

423m, which was successfully built in Shanghai in 1991, marks a milestone in the history of the con-

struction of cable-supported bridges in China. Since then, a high tide of construction of long-span

cable-supported bridges has emerged in China. As of 2012, among the ten longest suspension bridges

of a main span over 1200m in the world, five are in China. Similarly, there are five cable-stayed bridges

in China among the world’s ten longest cable-stayed bridges with a main span over 700m.

With accumulated experience and advanced technology, the construction of super-long-span cable-

supported bridges to cross straits has also been planned around the world, such as Messina Strait in

Italy, Qiongzhou Strait in China, Sunda Strait in Indonesia and Tsugaru Strait in Japan. However, as

span length increases, cable-supported bridges are becoming lighter in weight, more slender in stiff-

ness, lower in damping and more sensitive to wind-induced vibration. The requirements of functional-

ity, safety, and sustainability of the bridges against wind hazards have presented new challenges to our

wind engineering community. A comprehensive book like this one on this subject, covering not only

the fundamental knowledge but also state-of-the-art developments, will definitely help the learning and

preparation of our students and engineers who face these challenges.

Dr You-Lin Xu graduated from Tongji University, where I have been working for about 60 years. Dr

Xu and his research team at The Hong Kong Polytechnic University have worked extensively on wind

loading and effect on the Tsing Ma suspension bridge in Hong Kong since 1995 and on the Stonecutters

cable-stayed bridge in Hong Kong since 2003. This book is structured to systemically move from intro-

ductory areas through to advanced topics with real-world examples. It should serve well to advance the

research and practice in the field of wind engineering in general, and wind effects on cable-supported

bridges in particular.

This book is actually a summary of the work they have done in the past 17 years. I would give my

warm congratulation to Dr Xu for this excellent work.

Hai-Fan Xiang, Professor Emeritus,

MCAE, Advisory Dean

College of Civil Engineering

Tongji University, Shanghai, China





Preface

The well-known collapse of the original Tacoma Narrows Bridge in 1940 identified the importance of

understanding wind effects on long-span cable-supported bridges. Extensive research and practice have

been carried out since then. The pioneering work of Professors Robert Scanlan and Alan Davenport,

among others in the 1960s and 1970s, laid down a foundation for the subject of bridge wind engineer-

ing. The advanced theories and modern technologies developed in the past 40 years have made it possi-

ble to construct suspension bridges with a main span over 1990m and cable-stayed bridges with a main

span over 1000 m.

The need to construct super-long-span cable-supported bridges to cross straits and to bring people

together to live and work has become more obvious in this century. However, the great increase in

destructive wind storms due to global climate change has affected many parts of the world, and the

vulnerability of long-span cable-supported bridges to strong winds has been increased significantly.

The demand imposed by this on the functionality, safety and sustainability of super-long-span cable-

supported bridges against wind hazard has presented new challenges to our wind engineering commu-

nity. This was the original incentive of the author in writing this book: to provide the fundamental

knowledge from which modern bridge wind engineering has evolved for our graduate students, and to

present the state-of-the-art development from the past 40 years in the field to both graduate students and

practicing engineers, so that we are better prepared for new challenges in bridge aerodynamics.

Chapter 1 of this book presents the background materials, including basic notions of meteorology,

basic types of wind storms, basic types of cable-supported bridges, wind damage to cable-supported

bridges and history of bridge aerodynamics. Chapter 2 introduces wind characteristics in atmospheric

boundary layer. Chapters 3 to 6 respectively describe mean wind load and aerostatic instability of

bridges, wind-induced vibration and aerodynamic instability of bridges, wind-induced vibration of stay

cables and wind-vehicle-bridge interaction. These contents cover the fundamentals of bridge aerody-

namics, which are suitable as an elective subject for final-year undergraduate students. As three impor-

tant tools in the studies of bridge aerodynamics in addition to theoretical analysis discussed in the

previous chapters, Chapters 7 to 9 respectively introduce wind tunnel technique, computational wind

engineering simulation and wind/structural health monitoring technology.

The materials presented in the first nine chapters are appropriate for graduate student courses.

Special topics, such as buffeting response to skew winds, multiple loading-induced fatigue analysis,

wind-induced vibration control and typhoon wind field simulation, are introduced in Chapters 10 to

13, respectively. These chapters are rather independent of the others and can be used individually. In

Chapter 14, reliability analysis of wind-excited bridges is described, laying down a foundation for the

probabilistic wind-resistant design of long-span cable-supported bridges. As a frontier in this field,

Chapter 15 presents the preliminary study results on non-stationary and nonlinear buffeting responses.

Finally, challenges and prospects of bridge aerodynamics as a scientific but practical subject are high-

lighted in Chapter 16.



The history and latest developments in bridge wind engineering both demonstrate that any progress

made in this subject stems from the synergy between research and practice. Case studies on real long-

span cable-supported bridges are provided within almost every chapter of this book.

I embarked on the field of wind engineering in 1983 as a master student at Tongji University, China,

and continued my study in this field as a PhD student at University of Sydney in 1989 in Australia. I

have, fortunately, been involved in long-term collaborative research and practice with the Hong Kong

Highways Department since 1995 for wind effects on, and structural health monitoring of, the Tsing

Ma suspension bridge and the Stonecutters cable-stayed bridge in Hong Kong. I have taught the subject

“Wind Engineering” to Master of Science students since 1998 at The Hong Kong Polytechnic Univer-

sity. Most importantly, I have been inspired by the work of many outstanding scholars and engineers in

the past 30 years, and I would like to dedicate this book to them.

In writing the book, I am always reminded that it mainly serves as a textbook for graduate students

and practicing engineers to understand bridge aerodynamics and straddle the gap between theoretical

research and practical application. Its readers are assumed to have some background in structural

analysis, structural dynamics, probability theory, and random vibration.

I would be very happy to receive constructive comments and suggestions from readers.

You-Lin Xu

The Hong Kong Polytechnic University

ceylxu@polyu.edu.hk

August 2012
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1

Wind Storms and
Cable-Supported Bridges

1.1 Preview

Because of their competence for long spans, many cable-supported bridges, including both cable-

stayed bridges and suspension bridges, have been built throughout the world. These long-span cable-

supported bridges are often remarkably flexible, low in damping and light in weight. Therefore, they

can also be susceptible to the action of wind. For example, the Tacoma Narrows suspension bridge,

which had a main span of 853m and was built to link the Olympic Peninsula with the rest of the state

of Washington, oscillated through large displacements at a wind speed of about 19m/s and collapsed on

November 7, 1940, only four months and six days after the bridge was opened to the public.

Modern long-span cable-supported bridges carry a large volume of vehicles and may experience

considerable vibration due both to moving vehicles and to turbulent winds. The considerable vibration

of the bridge and the crosswinds may, in turn, affect the running safety of vehicles. Therefore, adequate

treatment of wind effects in design is essential to the safety and functionality of both long-span cable-

supported bridges and vehicles running on the bridges.

In this introductory chapter, the meteorology of wind storms is first introduced to provide informa-

tion on the basic features of wind storms. The basic configuration, structural systems, and aerodynamic

characteristics of both cable-stayed and suspension bridges are then described to facilitate understand-

ing of aerodynamic phenomena and performance of the bridges discussed in the subsequent chapters.

Wind-induced excessive vibration and damage to long-span cable-supported bridges are discussed,

focusing on the lessons learned from them by the engineering profession. Finally, the history of bridge

wind engineering, particularly for cable-supported bridges is outlined to look back to the past and look

forward to the future.

1.2 Basic Notions of Meteorology

1.2.1 Global Wind Circulations

Wind, or the motion of air with respect to the surface of the earth, is fundamentally due to differences in

the amount of solar heat received by the atmosphere over various areas of the earth’s surface because of

the shape of the earth and its position relative to the sun [1]. The differences in solar radiation between

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
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the poles and the equator produce temperature and pressure differences. These, together with the effects

of the earth’s rotation, the curvature of the path of motion and friction at the earth’s surface, initiate and

break down the air movement into six district circulations, as shown in Figure 1.1.

There are three in each hemisphere: easterly trade wind, westerly wind in the temperate zone, and

polar easterly wind [2]:

� Easterly trade wind: the permanent subtropical high-pressure zone in the Northern Hemisphere ini-

tiates a flow towards the equator with low pressure at ground level. The rotation of the earth creates a

virtual force which is known as the Coriolis force. The Coriolis force is perpendicular to the wind

direction and to the right in the Northern Hemisphere. Thus, the flow is bent westwards and forms a

trade wind. This is called the easterly trade wind, as it comes from the east. The subtropical high-

pressure zone in the Northern Hemisphere is at approximately 30� latitude, because the flow away

from the equator at high altitude cannot penetrate further north due to the Coriolis force.
� Westerly wind in temperate zone: in the layers near the ground of the temperate zone, flow is

directed towards the north by the subtropical high-pressure zone and the polar front low-

pressure zone. Due to the Coriolis force, it is then diverted eastwards and becomes a westerly

wind in the temperate zone. The polar front is a surface where a warm westerly wind flows to

the south of the polar front and a cold easterly wind flows to the north of the front. The

Figure 1.1 Idealized global circulation.
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equilibrium at this front is very sensitive to changes in the temperature, velocity and humidity

of the two air masses.
� Easterly polar wind: from the high pressure at the North Pole, the air flows to the south at low

altitudes. The flow is then diverted to the west and becomes the cold easterly polar wind. The two

main flows – the west wind in the temperate zone and the easterly polar wind – pass along each other

at 50�–60� northern latitude, thereby forming the low pressure polar front.

1.2.2 Pressure Gradient Force

The most important forces acting on a particle of air are pressure gradient force, Coriolis force and

frictional force [3]. The first two of these are particularly important to the upper level air, where the

effect of frictional force is insignificant. Nevertheless, the frictional force must be taken into account

for air near the earth’s surface.

If there is a pressure gradient @p=@x at a point in air in a given direction x, there is a resulting force

called the pressure gradient force. The pressure gradient force per unit mass is given by Equation 1.1:

P ¼ � 1

ra

@p

@x
ð1:1Þ

where ra is the density of air.

1.2.3 Coriolis Force

Under the pressure gradient force, a particle of air may not flow absolutely in the direction of this force

from a high pressure zone to a low pressure zone, but is deflected to some extent by the Coriolis force

due to the earth’s rotation [3]. The Coriolis force causes a moving particle on the surface of the earth to

veer to the right in the Northern Hemisphere, or to the left in the Southern Hemisphere.

The magnitude and direction of the Coriolis force can be calculated by:

Fc ¼ 2mðv� vÞ ð1:2Þ
where:

m is the mass of the particle;

v is the angular velocity vector of the earth;

v is the velocity of the air particle relative to a coordinate system rotating with the earth;

the symbol � represents the cross product operator;

Fc is the Coriolis force, which is perpendicular to v and v, is directed according to the vector multipli-

cation (right-hand) rule and has the magnitude 2mjvjjnjsin a, where a is the angle between v and v.

The term 2v sinf is commonly denoted as the Coriolis parameter fc, where f is the latitude of the air

particle. It follows that the Coriolis force per unit mass acting in a plane parallel to the surface of the

earth on the air particle moving in such a plane with velocity v relative to the earth will have a magni-

tude of fcv. The Coriolis force is zero at the equator and is negligible in magnitude in the equatorial

region, which is within about five degrees either side of the equator. This explains why the typhoons

and other cyclonic storms will not form in the equatorial regions. The Coriolis effect is responsible for

the rotation of cyclonic storms, which will be discussed later.

1.2.4 Geostrophic Wind

At sufficiently great height, wind speed and direction depend on only the horizontal pressure gradient

force and the Coriolis force. The pressure gradient towards a low-pressure zone causes a particle of air
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to accelerate along a curve until a state of equilibrium is reached. In this case, the pressure gradient

force (P) and Coriolis force (Fc) are of equal magnitude, but in opposite direction, both of which are

perpendicular to the wind direction, which is parallel to the isobars. Figure 1.2 shows the state of equi-

librium in the Northern Hemisphere.

This kind of wind is called geostrophic wind Ugeo [3]. By equating the pressure gradient force (see

Equation 1.1) to the Coriolis force fcv, the geostrophic wind speed can be expressed by:

Ugeo ¼ � 1

raf c

� �
@p

@x
ð1:3Þ

Clearly, the geostrophic wind speed is proportional to the magnitude of the pressure gradient @p=@x.

1.2.5 Gradient Wind

Geostrophic wind occurs in cases where the radii of curvature of the isobars are so large that the centrif-

ugal force is negligible. When the isobars have significant curvature, wind speed and direction not only

depend on the pressure gradient force and the Coriolis force, but also on the centrifugal force. The value

of the centrifugal force for per unit air mass (C) is U2
gr=r, where Ugr is the resultant wind velocity and

r is the radius of curvature of the isobars, as shown in Figure 1.3.

The direction of the centrifugal force is always normal to the isobars and away from the center of

curvature of the isobars. The resultant wind velocity is called the gradient wind velocity [3] and can be

found by the following equation in a polar coordinate system:

f cUgr �
U2

gr

r
¼ 1

ra

dp

dr
ð1:4Þ

where, if the air mass is in the Northern Hemisphere, the positive or the negative sign is used as the

circulation is cyclonic (around a low-pressure center) or anticyclonic (around a high-pressure center)

respectively. The gradient wind velocity is equal to the geostrophic wind velocity in the particular case in

which the curvature of the isobars is zero. If the radius of curvature is finite, in the Northern Hemisphere:

Ugr ¼ � f cr

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f cr

2

� �2

þ r

ra

dp

dr

s
ð1:5Þ

Isobar

Coriolis force

Wind velocity Ugeo

High pressure

Low pressure

Pressure gradient force

Transient trajcrtory
of air particle

Figure 1.2 Frictionless wind balances in geostrophic flow (northern hemisphere).
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for cyclonic winds, and

Ugr ¼ þ f cr

2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f cr

2

� �2

� r

ra

dp

dr

s
ð1:6Þ

for anticyclonic winds.

By examining Equation 1.6, one may see that a maximum value, fcr/2, of Ugr is obtained when the

term under the square root is zero. Thus, there is an upper limit for anticyclonic winds, and anticyclones

are therefore associated with low wind velocities. By contrast, cyclonic winds have no limits for their

magnitude and give counterclockwise flow in the Northern Hemisphere. The geostrophic wind velocity

can also be expressed in terms of the gradient wind velocity:

Ugeo ¼ Ugr 1þ Ugr

f cr

� �
ð1:7Þ

1.2.6 Frictional Effects

Frictional effects cannot be ignored as the earth’s surface is approached. Air flow will be slowed down

by the horizontal resistance of the earth’s surface (frictional forces), and this resistance decreases as the

height from the ground level increases, until it reaches a certain height, above which the friction effects

can be ignored. The bottom part of the earth’s atmosphere, affected by frictional forces, is called the

“atmospheric boundary layer”. The air above this is termed “free atmosphere”, and the height of bound-

ary between the two is termed as “atmospheric boundary layer height”. Atmospheric boundary layer

height varies with the weather conditions, terrain and surface roughness changes. Figure 1.4 shows the

new balance of the four types of forces in the boundary layer [4]. Since long-span cable-supported

bridges are often built in the atmospheric boundary layer, the wind conditions in the boundary layer –

including the boundary layer thickness and the change of wind speed and wind direction with height –

are those most relevant to bridge wind engineering.

Isobar

Coriolis force

Wind velocity Ugr

High pressure

Cyclonic wind

Pressure
gradient force

Low pressure

Anticyclonic wind

Centrifugal
force

Isobar

Coriolis
force

Wind velocity Ugr

Pressure gradient force

Centrifugal
force

Low pressure

High pressure

Figure 1.3 Frictionless wind balances in cyclonic and anticyclonic flow (northern hemisphere).
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1.3 Basic Types of Wind Storms

Air movement caused by atmospheric difference at different areas of the earth generates global wind

circulations, which are the most large-scale air movements on the earth. However, on more local scales,

atmospheric difference may be caused by many other factors, such as sun elevation angle, atmospheric

transparency, altitude, topography, earth surface physical properties and moisture. All of these can be

the main reasons for local air movement.

Air movement usually includes combinations of different temporal and spatial scales. Spatial

scale ranges from fractions of a meter to several thousand kilometers, while timescale can range

from several seconds to several years. In meteorology, atmospheric motion is usually divided into

several different scales, including microscale (less than 1 km), mesoscale (less than 102 km), synop-

tic scale (less than 103 km) and macroscale (less than 104 km).

1.3.1 Gales from Large Depressions

In the mid-latitudes, from about 40� to 60�, the strongest winds are gales generated by large and deep

depressions (extra-tropical cyclones) [4]. These can also be significant contributors to strong winds in

lower latitudes. The gales are usually large of synoptic scale in horizontal dimension. They can extend

for more than 1000 km and can take several days to pass several countries, in the case of Europe. The

winds tend to be quite turbulent near the ground, as the flow has adjusted to the frictional effects of the

earth’s surface over hundreds of kilometers. The direction of the winds remains quite constant over

many hours.

1.3.2 Monsoons

Since the trade wind caused by the low and high pressure centers is related to the solar heating of the

earth’s surface, the inclination of the earth’s rotation axis to the ecliptic causes a seasonal oscillation of

the trade wind. These seasonal trade winds are called monsoons, and they are caused by the larger

amplitude of the seasonal cycle of land temperature compared to that of nearby oceans.

In summer, the air over the land warms faster and reaches a higher temperature than the air over the

ocean. The hot air over the land tends to rise, creating an area of low pressure and producing wind from

ocean to land. In winter, the land cools off quickly, but the ocean retains heat longer. The cold air over

the land creates a high pressure area which produces wind from land to ocean. Owing to the vast land

mass of the Asian continent, monsoon effects are developed most strongly in Asia, where they have a

considerable influence on the seasonal changes of weather patterns.

High pressure

Low pressure

Isobar

Pressure gradient force
Wind velocity U

Coriolis force

Net friction

Figure 1.4 Balance of forces in the atmospheric boundary layer (northern hemisphere).
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1.3.3 Tropical Cyclones (Hurricanes or Typhoons)

Tropical cyclones are intense cyclonic storms that occur over the tropical oceans, mainly in late sum-

mer and autumn [4]. They derive all their energy from the latent heat of the oceans and require a mini-

mum sea temperature of about 26 �C to sustain them. They will not form within about 5� of the equator,
because of the very small Coriolis force. They are usually at full strength when they are located

between 20� and 30� latitude, but they can travel to higher latitudes if there are warm ocean currents to

sustain them. They rapidly degenerate when they move over land or into cooler waters.

Tropical cyclones, hurricanes and typhoons are different names for the same type of severe storms

occurring in different geographical regions. These encountered in the Far East such (e.g. Hong Kong,

Taiwan, Mainland China, Japan, and the Philippines) are called typhoons. Those occurring in the United

States, including Hawaii, are called hurricanes. Those affecting Australia are called tropical cyclones.

Full-scale tropical cyclones usually develop initially from cyclone eddies that usually last for several

days and no more than a few weeks. Most of these eddies decay and fade away, while only a few

intensify and develop into tropical cyclones. The triggering action that turns a cyclone eddy into a

tropical cyclone is complicated and not well understood. After an eddy matures into a tropical cyclone,

it sucks up from the ocean large quantities of water vapor, which condenses at higher altitudes. This

latent heat of condensation is the prime source of energy supply, which intensifies the cyclone as it

moves across the ocean. If this energy source is being cut off, the tropical cyclone will decay rapidly.

Therefore, cyclone winds are strong only over the ocean and in adjacent coastal areas (within approxi-

mately 100 km of coastlines). The life span of a cyclone is of the order of one to three weeks. As a

tropical cyclone is a large body of rotating air, in the Northern Hemisphere they always rotate in the

counter-clockwise direction due to the Coriolis force generated by the earth’s rotation. In contrast, trop-

ical cyclones in the Southern Hemisphere rotate clockwise.

A tropical cyclone is a large funnel-shaped storm of a three-dimensional vortex structure with a wide

top of the order of 1000 km in diameter and a narrow bottom of the order of 300–500 km in diameter

(see Figure 1.5). The height of the cyclone is of the order of 10–15 km. The diameter of a cyclone,

encompassing the region of relatively strong wind, is of the order of 500 km. The center part of a

cyclone, which has a diameter of the order of 30 km, is called the eye; the boundary of the eye is called

the wall. The eye is a region of clear to partly cloudy skies, absent of rain and strong winds. The wall is

a region packed with high winds and intense rain. While rain falls in the inner region of the wall, warm,

humid air rises in the outer part of the wall to supply energy to the cyclone.

While a tropical cyclone rotates around its center, the cyclone also moves forward as a whole. The

translational speed of the cyclone is the speed at which its center moves. The translational speed can be

anywhere between 0 and 100 km/h. Normally it is between 10–50 km/h.

Figure 1.5 Cross-section of a mature tropical cyclone (Source: Wikipedia (http://zh.wikipedia.org/wiki/File:

Hurricane_structure_graphic.jpg#file), Original upload by a staff of NOAA).
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Outside of the eye of a tropical cyclone, the wind speed at upper level decays with the radial distance

from the storm center. This wind speed can be determined by combining Equation 1.5 with a function

for the pressure gradient, such as one suggested by Holland [5].

p� po
pn � po

¼ exp
�A

rB

� �
ð1:8Þ

where:

po is the central pressure of the tropical cyclone;

pn is the atmospheric pressure at the edge of the storm;

A and B are scaling parameters;

r is the radius from the storm center.

Differentiating Equation 1.8 and substituting it in Equation 1.5 yields:

Ugr ¼ � f cr

2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f cr

2

� �2

þ Dp

ra

AB

rB
exp � A

rB

� �s
ð1:9Þ

where Dp¼ pn� po is the pressure difference, which is an indication of the strength of the storm.

The exponent B is found to be in the range 1.0–2.5 and to reduce with increasing central pres-

sure [5]. The parameter A1/B is, to a good approximation, the radius of maximum winds in the

cyclone [4].

An intensity scale for hurricanes has been proposed by Saffir and Simpson and is reproduced here in

Table 1.1. It should be noted that the estimated wind speeds in hurricanes by using Table 1.1 are usually

obtained from upper level aircraft readings.

1.3.4 Thunderstorms

A thunderstorm is a natural weather phenomenon producing lightning and thunder. It is usually accom-

panied by strong winds, heavy rain and, sometimes, hail. Those that cause hail to fall are called hail-

storms. Thunderstorms can generally form and develop in any geographic location. In subtropical and

temperate mid-latitudes, they usually occur in summer, and sometimes in winter owing to the impact of

a cold front. Compared with extra-tropical cyclones and tropical cyclones, thunderstorms are of small

size in horizontal extent but they are capable of producing severe winds. Thunderstorms contribute

significantly to the strongest gusts recorded in many countries, including the United States, Australia

and South Africa [4].

Table 1.1 Saffir–Simpson hurricane scale

Category Wind speed range (3s gust, m/s) Central pressure (mbar) Damage

1 42�54 >980 Minimal

2 55�62 965�979 Moderate

3 63�74 945�964 Extensive

4 75�88 920�944 Extreme

5 >88 <920 Catastrophic
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Thunderstorms also derive their energy from heat. Warm, moist air is convected upwards to mix with

the drier upper air. With evaporation, rapid cooling occurs and the air mass loses its buoyancy and starts

to sink. Severe thunderstorms develop under three main conditions:

1. the humidity of the earth’s low atmosphere is very high;

2. a negative temperature gradient with height greater than the adiabatic rate of the neutral atmosphere;

and

3. a lifting mechanism produces the initial rapid convection due to a cold front or a mountain range.

The life cycle of a thunderstorm, regardless of type, mainly go through three stages (Figure 1.6): the

cumulus stage, the mature stage, and the dissipation stage. These three stages take an average of

30 minutes to go through, but more powerful thunderstorms may last for several hours.

1.3.5 Downbursts

A particular type of thunderstorm wind is called a downburst or a thunderstorm downburst. It is gener-

ated by a falling mass of evaporative and cooled air in the parent thunderstorm [6]. As this falling air

mass impinges on ground, it spreads out horizontally in all directions and produce strong winds for a

short period of time – about 5–10 minutes (see Figure 1.7). The horizontal wind speed in a thunder-

storm downburst with respect to the moving storm is similar to that in a jet of fluid impinging on a plain

surface. It varies approximately linearly from the center of impact to a radius where the wind speed

reaches its maximum, and then decays with increasing radius.

Fujita [7] classified downbursts into two groups: microburst and macroburst. A microburst has a

small horizontal scale, of the order of a few hundred meters. On the other hand, a macroburst covers a

larger area, of the order of 1–5 km. The forward velocity of the moving downburst can be a significant

component of the total wind speed produced at ground level, and it must be added as a vector compo-

nent to that produced by a jet [4].

Figure 1.6 Stages of a thunderstorm’s life (Source: Wikipedia (http://en.wikipedia.org/wiki/File:Thunderstorm_

formation.jpg), Diagram from NOAA National Weather Service training materials).
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1.3.6 Tornadoes

Both severe thunderstorms and tropical cyclones can generate tornadoes, with the former being the

more frequent cause. A tornado is a vertical, funnel-shaped vortex created in thunderclouds, and it is

the most destructive type of wind storm (see Figure 1.8). Most tornadoes have a diameter smaller than

400m, but they can travel for quite long distances (up to 50 km) at an average translational speed of

about 50–60 km/h before dissipating, producing a long, narrow path of destruction.

In contrast to tropical cyclones, the majority of tornadoes last no more than 30 minutes, but the

strongest tornadoes may have a lifespan longer than an hour. Tornadoes are sometimes confused with

downbursts; however, tornadoes can be identified by the appearance of the characteristic funnel vortex.

Tornadoes have been observed in all parts of the world, with the United States being the country most

frequently plagued by tornadoes. The existing field measurement data of tornadoes is quite sparse,

because tornadoes have very rarely passed over weather recording stations, due to their small size. An

intensity scale for tornadoes was proposed by Fujita in 1971 [8].

Figure 1.7 Cross section of a downburst.

Figure 1.8 Tornado near Anadarko, Oklahoma (Source: Wikipedia (http://en.wikipedia.org/wiki/File:Dszpics1.jpg),

Author: Daphne Zaras).
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1.3.7 Downslope Winds

A foehn wind is a type of dry downslope wind that occurs in the lee (downwind side) of a mountain

range. It is a rain shadow wind that results from the subsequent adiabatic warming of air that has

dropped most of its moisture on windward slopes. As a consequence of the different adiabatic lapse

rates of moist and dry air, the air on the leeward slopes becomes warmer than equivalent elevations on

the windward slopes. Foehn winds can raise temperatures by as much as 30 �C (54 �F) in just a matter

of hours. Downslope winds have been observed in certain regions, such as those near the Rocky Moun-

tains in the United States, and also in Switzerland.

1.4 Basic Types of Cable-Supported Bridges

1.4.1 Main Features of Cable-Supported Bridges

Bridge engineering has been developed over centuries. According to the structural configuration,

bridges can be mainly categorized into five types: beam bridges; cantilever bridges; arch bridges; truss

bridges; and cable-supported bridges.

Cable-supported bridges are more suitable for longer main spans than any other types of bridges. The

longest cable-stayed bridge in the world is currently the Russky Bridge, located in Vladivostok, Russia,

which opened to the public in 2012 and which has a main span of 1104 m. The longest suspension

bridge in the world, as of 2012, is the Akashi-Kaikyo Bridge in Kobe, Japan, completed in 1998, which

has a main span of 1991m. The suspension bridge is best suited for extending main span lengths

even farther.

The structural system of a cable-supported bridge normally consists of four main components [9]:

1. stiffening girder (deck);

2. cable system;

3. pylons (towers);

4. anchors (anchorages).

The stiffening girder in the bridge deck is a major structural component, carrying most of the exter-

nal loadings applied to the bridge. The cable system is used to support the stiffening girder and transfer

the loadings from the stiffening girder to the pylons. The cable anchors in a cable-stayed bridge connect

stay cables to the pylons and the girder. The anchorages in a suspension bridge are fundamental to the

stability of the bridge.

Three kinds of forces operate on a cable-supported bridge, as with any other type of bridge: the dead

load, the live load, and the dynamic load:

� “Dead load” refers to the weight of the bridge itself. It is possible for any kind of bridge to

collapse simply because of the gravitational forces acting on the materials of which the bridge

is made.
� “Live load” refers to the traffic (highway and/or railway) that moves across the bridge, as well as

normal environmental factors such as changes in temperature and precipitation.
� “Dynamic load” refers to environmental factors that go beyond normal weather conditions, factors

such as sudden gusts of wind and earthquakes.

All three factors must be taken into consideration when building a cable-supported bridge.

Cable-supported bridges are distinctly characterized by the configuration of cable system: they can

be suspension bridges, cable-stayed bridges, or hybrid cable-supported bridges.
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1.4.2 Suspension Bridges

A suspension bridge is a type of cable-supported bridge in which the bridge deck (stiffening girder) is

hung below suspension (main) cables on suspenders (hangers) that carry the weight of the deck, upon

which the traffic crosses (see Figure 1.9). Stiffening girders may be I-girders, trusses or box girders. In

long-span suspension bridges, trusses or box girders are typically adopted, but I-girders is not suitable

because of their low torsional rigidity. There are both advantages and disadvantages to trusses and box

girders, involving trade-off in bridge aerodynamics, construction and maintenance [10].

Suspenders, or hangers, connect the stiffening girder to the suspension cables, and they can be either

vertical or diagonal. Generally, suspenders of most suspension bridges are vertical. Diagonal hangers

have been used to increase the damping of the suspended girder. Occasionally, vertical and diagonal

hangers are combined for more stiffness. Suspenders might be steel bars, steel rods, stranded wire

ropes, parallel wire strands or other types. Stranded wire rope is most often used in modern suspension

bridges. In early suspension bridges, chains, eye-bar chains or other materials were used for the main

cables. In modern long-span suspension bridges, cold-drawn and galvanized steel wires have been used

as parallel wire strands and stranded wire ropes that are bundled into a circle to form main cables.

The connections between the main cables and the towers are usually made through saddles, which

support the main cables as they cross over the towers. Saddles are commonly made from fabricated

steel or castings. A cover plate is provided for protection against corrosion and the whole unit is bolted

down to resist movement. The main cables continue beyond the towers to deck-level supports and must

be anchored at each end of the bridge in the ground, since any load applied to the bridge is transformed

into a tension in these main cables.

The anchorage is fundamental to the stability of a suspension bridge. In general, anchorage structure

includes the foundation, anchor block, bent block, cable anchor frames and protective housing. Inside

the anchorages, the cables are spread over a large area to distribute the load evenly and to prevent the

cables from breaking free. Anchorages are classified into gravity or tunnel anchorage system. Gravity

anchorage relies on the mass of the anchorage itself to resist the tension of the main cables. This type is

commonplace in many suspension bridges. Tunnel anchorage takes the tension of the main cables

directly into the ground. Adequate geotechnical conditions are required.

Towers are classified into portal or diagonally braced types, and tower shafts can be either vertical or

inclined. Typically, the center axis of inclined shafts coincides with the center line of the cable at the

top of the tower. Careful examination of the tower configuration is important, in that towers dominate

the bridge aesthetics. The force on the tower needs to be carefully balanced so that the force pulling

inward is equal to the force pulling outward. As a result, the deck weight pulls directly down to the

base of the towers. The towers can be fairly thin, since they are subjected mainly to axial compressive

forces. The deck can also be thin, since it is being supported by a series of hangers. Thus, suspension

bridges are more competitive for longer spans than any other type of bridge.

Suspension bridges are classified into single-span, two-span or three-span suspension bridges with

two towers, and multi-span suspension bridges which have three or more towers. Three-span

Main Suspension Cables

Anchor Block Towers

Saddles
Suspenders

Deck

Figure 1.9 Main components of a suspension bridge.
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suspension bridges are the most commonly used. In multi-span suspension bridges, the horizontal dis-

placement of the tower tops might increase, due to the load conditions.

Suspension bridges are typically ranked by the length of their main span. The top ten longest suspen-

sion bridges in the world are listed in Table 1.2.

1.4.3 Cable-Stayed Bridges

A cable-stayed bridge is a type of cable-supported bridge that consists of one or more pylons (towers)

with stay cables supporting the stiffening girder (bridge deck), as shown in Figure 1.10. A multiple-

tower cable-stayed bridge may appear similar to a suspension bridge, but in fact it is very different in

principle. A cable-stayed bridge carries mainly vertical loads acting on the girder. The stay cables pro-

vide intermediate supports for the girder, so that it can span a long distance. The basic structural form

of a cable-stayed bridge is a series of overlapping triangles comprising the pylons, the cables, and the

girder. All of these components are under predominately axial forces, with the cables under tension and

both the pylons and the girder under compression. Axially loaded members are generally more efficient

than flexural members. Moreover, for an almost symmetrical cable-stayed bridge, the horizontal forces

in the girder balance and large ground anchorages are not required. All of these factors contribute to the

Table 1.2 The top 10 longest suspension bridges in the world (as of September, 2012)

NO Name Main

span/m

Country/Region Year Main girder Control Measures

1 Akashi Kaiky�o Bridge 1991 Japan 1998 Trussed

girder

Slotted

deck/Stabilizer

2 Xihoumen Bridge 1650 China 2009 Box girder Slotted deck

3 Great Belt Bridge 1624 Denmark 1998 Box girder Guide vanes

4 Yi Sun-sin bridge 1535 South Korea 2012 Twin-box

girder

5 Runyang Bridge 1490 China 2005 Box girder Central stabilizer

6 Humber Bridge 1410 England 1981 Box girder Nil

7 Jiangyin Bridge 1385 China 1997 Box girder Nil

8 Tsing Ma Bridge 1377 Hong Kong 1997 Trussed

girder

Truss outsourcing

9 Verrazano-Narrows

Bridge

1298 USA 1964 Trussed

girder

Nil

10 Golden Gate Bridge 1280 USA 1937 Trussed

girder

Nil

Stay cables

Towers Deck

Figure 1.10 Main components of a cable-stayed bridge.
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economy of a cable-stayed bridge. For spans up to about 1000m, cable-stayed bridges are more eco-

nomical than suspension bridges [10].

There are three major cable configurations, known as harp, fan and radial systems (see Figure 1.11). A

harp-type cable arrangement offers a very clean and delicate appearance, because an array of parallel

cables will always appear parallel, irrespective of the viewing angle. It also allows an earlier start of girder

construction, because the cable anchors in the pylon begin at a lower elevation. A fan-type cable arrange-

ment can also be very attractive, especially for a single-plane cable system. Because the cable slopes are

steeper, the axial force in the girder, which is an accumulation of all horizontal components of cable forces,

is smaller. This feature is advantageous for longer-span bridges, where compression in the girder may con-

trol the design. A radial arrangement of cables with all cables anchored at a common point at the pylon is

quite efficient, but a good detail is difficult to achieve. Unless it is well treated, it may look clumsy.

The recently adopted design requires that all cables could be individually de-tensioned, dismantled

and replaced under reduced traffic loading. The additional bending moment in the girder will not

increase excessively if the cable spacing is small. The most popular type of cable employed nowadays

uses seven-wire strands. These strands offer good workability and economy, and they can either be

shop-fabricated or site-fabricated. In most cases, corrosion protection is provided by a high-density

polyethylene pipe filled with cement grout. Usually, the stay cables are tensioned to about 40% of their

ultimate strength under permanent load condition. The most important element in a stay cable is the

anchor, which is the weakest point with respect to capacity and fatigue behavior. Strand cables with

bonded sockets have performed very well in this aspect.

(a) Harp or parallel cable system 

(b) Fan or intermediate cable system                

(c) Radial or converging cable system  

Figure 1.11 Major stay cable systems for cable-stayed bridges.
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A properly designed and fabricated orthotropic deck is a good solution for a cable-stayed bridge.

However, with increasing labor costs, the orthotropic deck becomes less commercially attractive except

for very long spans. The composite deck with a concrete slab on a steel frame can be a competitive

alternative. Furthermore, many concrete cable-stayed bridges have been completed.

In general, there have been two major developments: cast-in-place construction and precast

construction. Several hybrid structures, with concrete side spans and steel main span, have been

completed. There are two main reasons for the hybrid combination: to have heavier, shorter side

spans to balance the longer main span; or to build the side spans the same way as the connecting

approaches. The transition, however, must be carefully detailed to avoid problems.

The pylons are the most visible elements of a cable-stayed bridge. Free-standing pylons look very

elegant. H-shaped pylons are the most logical shape structurally for a two-plane cable-stayed bridge.

The A shape, the inverted Y and the diamond shape, however, are excellent choices for long-span

cable-stayed bridges with very flexible decks. Cables are anchored at the upper part of the pylon, and

criss-crossing the cables at the pylon is a good idea in a technical sense, being safe, simple, and eco-

nomical. The difficulty is in the geometry. More details on stay cable anchorages at the pylon can be

found in the literature [10].

Cable-stayed bridges are also ranked by the length of their main span. The top ten longest cable-

stayed bridges in the world are listed in Table 1.3.

1.4.4 Hybrid Cable-Supported Bridges

A hybrid cable-supported bridge is a combination of suspension and cable-stayed bridge (also known as

a cable-stayed-suspension bridge or a suspension-cable-stayed bridge). Figure 1.12 shows a

Table 1.3 The top 10 longest cable-stayed bridges in the world (as of September, 2012)

NO. Name Main span/m Country/Region Year Control Measures

1 Russky Bridge 1104 Russia 2012

2 Sutong Bridge 1088 China 2008 Scallops/Damper

3 Stonecutters Bridge 1018 Hong Kong 2009 Scallops/Damper

4 Edong Bridge 926 China 2010 Helical strakes /Damper

5 Tatara Bridge 890 Japan 1999 Scallops /Damper

6 Pont de Normandie 856 France 1995 Helical strakes /Damper

7 Jingyue Bridge 816 China 2010 Helical strakes /Damper

8 Incheon Bridge 800 South Korea 2009 Scallops /Damper

9 Zolotoy Rog Bridge 737 Russia 2012

10 Shanghai Yangtze River Bridge 730 China 2009 Helical strakes /Damper

Figure 1.12 Hybrid cable-supported bridge.
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preliminary design of a hybrid cable-supported bridge carrying both highway and railway with a

1500m main span across the great Belt in Denmark [9]. The suspenders are arranged all along the

bridge deck, with no difference from the general suspension bridge, and a number of stay cables are

added in side spans and main span.

Hybrid cable-supported bridges have some unique features:

1. Compared with the same span suspension bridge, this hybrid system can lower tension forces in the

main cables and reduce the cost of main cables and anchorages in particular, which makes the con-

struction of a suspension bridge in soft ground possible.

2. Compared with the same span cable-stayed bridge, the compressive forces in the stiffening girder

and the tension forces in the stay cables are greatly reduced and the optimal height of the pylons can

be used, which makes longer spans possible in the hybrid system than in cable-stayed bridges.

However, the hybrid cable-supported system is not as widely applied as other two types. This is

mainly because the cable system in this hybrid bridge is a highly indeterminate system which is diffi-

cult to analyze and construct.

1.5 Wind Damage to Cable-Supported Bridges

1.5.1 Suspension Bridges

Compared with other types of bridges, long-span cable-supported bridges are remarkably flexible, low

in damping, light in weight, and therefore susceptible to the action of wind. From 1818 to 1889, wind-

storms worldwide caused ten suspension bridges to collapse or suffer major damage, including three in

the United States (see Table 1.4).

In the half century that followed, such collapses decreased because the importance of making girders

sufficiently stiff was recognized. However, the original Tacoma Narrows suspension bridge, linking the

Olympic Peninsula with the rest of the state of Washington, USA, which had a main span of 853m,

oscillated through large displacements at a wind speed of about 19m/s and collapsed on November 7,

1940, only four months and six days after the bridge was opened to the public (see Figure 1.13). The

deck of the original Tacoma Narrows Bridge was stiffened with I-girders formed from built-up plates.

The I-girders had low rigidity in torsion, resulting in aerodynamic instability of the bridge. In the three

years immediately preceding this event, five newly completed bridges exhibited sensitivity to winds

with significant oscillations. As a result, engineering awareness heightened about the potential

Table 1.4 List of the suspension bridges destroyed by winds

Year Name Main span(m) Country Designer

1818 Dyburgh Abbey 79 Scotland Jorn & Willian Smith

1821 Union 139 Scotland Sir Samuel Brown

1834 Scotland 75 German Lossen & Wolf

1836 Brighton Chain Pier 78 Scotland Sir Samuel Brown

1838 Montrose 132 Scotland Sir Samuel Brown

1839 Menai Strait 155 Welsh Tomas Telford

1852 Roche-Beruard 195 France Le Blance

1854 Wheeling 308 U.S.A Charles Ellet

1864 Lewiston-Queenston 317 U.S.A Edward Serrell

1879 Tay bridge 75� 4 Scotland Sir Thomas Bouch

1889 Nigara-Clifton 384 U.S.A Samuelm Keefer

1940 Tacoma Narrows Bridge 853 U.S.A Leon Moisseiff
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sensitivity of flexible bridges to winds. Wind tunnel tests for stiffening girders became routine in the

investigation of aerodynamic stability. Truss-type stiffening girders and streamlined box girders, which

give sufficient rigidity and aerodynamic stability, were adopted [10].

1.5.2 Cable-Stayed Bridges

Aerodynamic stability of cable-stayed bridges was a major concern for many bridge engineers in the

early years. This was probably because cable-stayed bridges are extremely slender, and lessons learned

from aerodynamic problems in suspension bridges led engineers to worry about cable-stayed bridges.

Although cable-stayed bridges have been found surprisingly stable aerodynamically, several bridges

have required special treatment against wind action.

The Kessock cable-stayed bridge in UK was planned during the 1970 s as part of the upgrading of the

A9 road during the first North Sea oil boom [11]. The bridge was constructed in the late 1970 s and

early 1980 s and opened on 19 July 1982. The bridge has an overall length of 1052m and it is supported

on twelve supporting piers. The main span has a length of 240m and is supported by two planes of

cables. The bridge is of steel construction with a steel bridge deck and two steel beams on the two sides.

The overall width of the bridge deck is about 22m and the depth of the side beams is about 3.3m. The

bridge is of an open section construction, such that the cross section is of an inverted “U” shape. Other

than the two side girders, there are no longitudinal beams. The lengthwise stiffness of the bridge is all

derived from the overall inverted U section. Figure 1.14 shows the overall bridge.

During the design of the bridge, wind tunnel tests were carried out and the results showed that the

bridge would suffer large amplitude response due to vortex shedding for winds in the region of 20m/s

[11]. However, this behavior was not considered sufficiently important by the designers, based on the

assumption that the response of prototype bridges is often significantly less than that predicted in the

wind tunnel. However, just before closure of the main span, the structure displayed significant response

to an east wind of 12.5m/s. Again, in October 1982, soon after opening, peak-to-peak movements in

excess of 300mm were noted at mid-span. As a result, steps were taken to find a method of reducing

future vibrations. Following further wind tunnel tests, it was proposed to install an array of vanes down

each side of the bridge to prevent the formation of vortices. However, the designers preferred to install

tuned mass dampers to reduce the level of vibration.

In general, the following analyses and wind tunnel tests will be conducted nowadays during the

design and/or the construction of long-span cable-supported bridges:

1. Flutter analysis and section model tests: flutter is the most critical phenomenon in considering the

dynamic stability of long-span cable-supported bridges because of the possibility of collapse.

Figure 1.13 Collapse of the original Tacoma Narrows Bridge (Source: Wikipedia (http://en.wikipedia.org/wiki/File:

Image-Tacoma_Narrows_Bridge1.gif )).
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2. Buffeting analysis and section model/full aeroelastic model tests: buffeting is a forced vibration

caused by randomly fluctuating wind loads present at all wind speeds.

3. Vortex-induced vibration analysis and section model tests: vortex-induced vibration is a forced

vibration induced by vortex shedding in non-streamlined deck sections.

1.5.3 Stay Cables

Stay cables in cable-stayed bridges are laterally flexible structural members with very low fundamental

frequency. Because of the range of different cable lengths, the collection of stay cables on a

cable-stayed bridge has a practical continuum of fundamental and higher-mode frequencies. Thus, any

excitation mechanism with any arbitrary frequency is likely to find one or more cables with either

a fundamental or higher-mode frequency sympathetic to the excitation. Cables also have very little

inherent damping and are therefore not able to dissipate much of the excitation energy, making

them susceptible to large amplitude build-up. For this reason, stay cables can be somewhat lively by

nature and have been known to be susceptible to excitations, especially during construction, wind and

rain/wind conditions [12].

High-amplitude vibrations in stay cables have been observed under moderate rain combined

with moderate wind conditions, and hence they are referred to as rain and wind-induced vibra-

tions [13]. Peak-to-peak amplitudes of up to 2 m have been reported, with typical values of

around 60 cm (Figure 1.15). Vibrations have been observed primarily in the lower cable modes

of vibration, with frequencies ranging approximately from 1–3 Hz. Early reports described the

vibrations simply as transverse in the vertical plane, but detailed observations suggest more com-

plicated elliptical loci.

At several bridges in Japan, the observed vibrations were restricted to a wind velocity range of 6 to

17m/s [14]. The stay cables of the Brotonne Bridge in France were observed to vibrate only when the

wind direction was 20–30� relative to the bridge longitudinal axis. On the Meiko-Nishi Bridge in Japan,

vibrations were observed with wind direction greater than 45� from the deck, and only on cables that

declined in the direction of the wind [13]. Recognition of this susceptibility of stay cables has led to the

incorporation of some mitigation measures on several of the earlier structures. These included cable

cross-ties that effectively reduce the free length of cables, external dampers that increase cable damping

and aerodynamic modifications of cable surface.

Figure 1.14 Phot o of Kesso ck Bri dge (Source: Wi ki pedi a ( ht tp: / /en .wik ip ed ia. org /wi ki /F il e : Kessock Nig ht_ tg r.j pg ) , thi s

document under the terms of the GNU Free Documentation License).
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1.5.4 Road Vehicles Running on Bridge

Wind-induced accidents involving road vehicles of various types have become a topic of increasing

concern in recent years. This is because not only have vehicle numbers dramatically increased, but also

vehicle weights are significantly reduced, owing to the use of more efficient structural design and ligh-

ter materials. When large numbers of road vehicles run on a long-span cable-supported bridge built in a

wind prone region, the bridge will experience considerable vibration due both to moving vehicles and

to turbulent winds [15]. The considerable vibration of the bridge may, in turn, affect the running safety

of road vehicles. Moreover, road vehicles may be briefly shielded from the wind by the bridge tower or

other road vehicles but, when they pass out of such shelter, they enter a sharp-edged crosswind gust and

there is an obvious danger of the vehicles turning over.

On August 11, 2004, seven high-sided road vehicles were overturned by high winds when they ran on

the Humen suspension bridge in China, just before a strong typhoon (see Figure 1.16a). A similar acci-

dent happened with road vehicles running on the Minjiang cable-stayed bridge in China in 2005 (see

Figure 1.16b). Vehicle accidents caused injury, loss of lives, transportation interruptions and economic

loss. Therefore, the safety of road vehicles subjected to crosswind gust when running on an oscillating

cable-supported bridge, and the decision on the threshold of wind speed above which the bridge should

be closed or the vehicle should be slowed down, are important social and economic issues.

1.6 History of Bridge Aerodynamics

Two excellent reviews of bridge aerodynamics were made by Miyata [16] and Xiang et al. [17]. The

origins of cable-supported bridges go back a long way in history. Primitive suspension bridges were

constructed with iron chain cables over 2000 years ago. However, the age of the fully developed sus-

pended span with a horizontal traffic path began in the nineteenth century, with the adoption of the

stiffening girder, which gave rigidity to the bridge in order to distribute the load through the hanger

ropes and thus prevent excessive deformation of the cable. Although some suspension bridges col-

lapsed under wind loads in the nineteenth century, the awareness of the necessity of aerodynamic

Figure 1.15 Rain-wind-induced vibration of stay cable (Source: Wind Induced Vibration of Cable Stay Bridges

Workshop April 25–27, 2006 St Louis, MO FREYSSINET LLC (http://www.modot.org/csb/documents/24-New

DevelopmentsinCableStayVibrationSuppression.pdf)).
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investigations did not come until the original Tacoma Narrows suspension bridge was destroyed by a

relatively low (19m/s) wind in 1940.

The collapse of the original Tacoma Narrows Bridge had a determinant influence on the establish-

ment of bridge aerodynamics as a scientific subject. Farquharson et al. conducted a series of wind tun-

nel tests on a model of the Tacoma Narrows Bridge [18]. Bleich, in 1948 [19], performed analytical

studies to explore the possibility of torsional flutter of the bridge using the motion-dependent forces

described by Theodorsen for a thin airfoil in the field of aeronautics [20]. Late on, Pugsley made com-

ments on Bleich’s work and pointed out that flutter derivatives of a bridge deck could be measured

through wind tunnel tests [21]. In 1971, Scanlan and Tomko [22] jointly published an important paper

on airfoil and bridge deck flutter derivatives, laying down a foundation for bridge flutter theory and

providing a correct explanation for the cause of collapse of the Tacoma Narrows Bridge.

It is worth to note that, in the early 1960s, Davenport established the Alan G. Davenport Wind Load-

ing Chain (see Figure 1.17) and stated clearly that wind resistant design of structures should be per-

formed through five links: wind climate; terrain effects; aerodynamic effects; dynamic structural

responses; and structural design criteria [23]. Davenport also pioneered the application of statistics and

stochastic vibration theory to the buffeting analysis of long-span bridges in the frequency domain [24].

The quasi-static linear theory was employed in Davenport’s theory to establish the buffeting forces

and aeroelastic damping, and the buffeting response was analyzed mode by mode, based on the strip

theory of aerodynamics. The concept of joint acceptance function was also introduced to consider the

effectiveness of the temporal and spatial cross-correlation of buffeting loading, which was assumed to

be the same as that of wind turbulence. Meanwhile, the concept of aerodynamic admittance was

adopted to take into account the effects of unsteadiness and spatial variation of wind turbulence

surrounding the cross-section of the bridge deck. However, the aerodynamic stiffness and aerodynamic

coupling effects were not considered.

Scanlan and his co-workers believed that the self-excited (aeroelastic) forces would exert an impor-

tant influence on the buffeting response of bridges. In the late 1970s, they proposed their buffeting

Wind Climate Terrain Effects
Aerodynamic 

Effects
Dynamic Structural 

Response
Structural Design 

Criteria

Wind Load/ 
Response

Figure 1.17 The Alan G. Davenport wind loading chain.

Figure 1.16 Road vehicle accidents on long-span cable-supported bridges. (a) (Source: Chinese news website

(http://news.southcn.com/gdnews/gdpic/200408120258.htm)) (b) (Source: Chinese news website (http://www.fj

.xinhuanet.com/news/2005-09/02/cntent_5035207.htm)).
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response analysis method by simultaneously considering both self-excited forces due to bridge deck

motion and quasi-static aerodynamic forces caused by wind turbulence [25,26]. While the frequency

domain methods were established for buffeting analysis, Lin and his co-workers presented the time-

domain method for predicting buffeting response to turbulent winds using Ito’s stochastic differential

equations [27]. The effects of turbulence on stability of the bridge motion were included in their

theory. In 1983, Lin and Yang [28] further proposed a general framework to handle multi-mode buf-

feting analysis of long-span bridges. With the rapid enhancement of computer capacity and speed,

three-dimensional flutter and buffeting analyses, including multi-mode and inter-mode effects, can

be performed nowadays for long-span cable-supported bridges, either in the time-domain [29,30] or

in the frequency domain [31,33].

Wind flow against a bridge deck may form a stream of alternating vortices that create an alternative

force in a direction normal to the wind flow. This alternative force is called the vortex shedding excita-

tion. Vortex shedding excitation can induce significant, but limited, amplitude of vibration of a long-

span cable-supported bridge in low wind speed and low turbulence conditions.

Much effort has been made to find an expression for forces resulting from vortex shedding [34].

However, since the interaction between the wind and bridge deck is very complex, no completely suc-

cessful model has yet been developed for bridge decks. Nevertheless, the Scanlan model can be used

for calculating the vortex-shedding force at “lock-in” when the vortex shedding frequency matches one

of the natural frequencies of the bridge [3].

Advances in bridge aerodynamics during the past four decades make it possible to build even longer-

span cable-supported bridges. The Akashi Kaikyo suspension bridge, with a main span of 1991m, was

built in 1998 in Japan, and is the longest suspension bridge in the world at present. The Russky cable-

stayed bridge in Russia, which has a main span of 1104 m was open to the public in 2012 and became

the longest cable-stayed bridge in the world. In Hong Kong, the Tsing Ma suspension bridge, with a

main span of 1377m, was completed in 1997 and is the longest suspension bridge carrying both high-

ways and railways in the world. The Stonecutters cable-stayed bridge in Hong Kong, with a main span

of 1018m, was also open to the public in 2009.

On the other hand, the design and construction of long-span cable-supported bridges in the past three

decades have brought many challenging issues to the bridge engineering community. These include

wind-induced or rain-wind-induced vibration of stay cables, buffeting response to skew winds, wind-

vehicle-bridge interaction, wind-induced fatigue, wind-induced vibration control, typhoon wind field

simulation, non-stationary and non-linear flutter and buffeting, probabilistic analysis and reliability

assessment. These challenging issues motivate not only the advancement of both theoretical analyses

and wind tunnel test techniques, but also the development of new technologies, in which computational

fluid dynamic (CFD) simulation and wind/structural health monitoring technology are two examples.

All of these challenging issues and new technologies will be discussed in this book in detail, in addition

to the fundamentals of bridge aerodynamics.

1.7 Organization of this Book

Background materials, including basic notions of meteorology, basic types of wind storms, basic types

of cable-supported bridges, wind damage to cable-supported bridges, and history of bridge aerodynam-

ics, have been provided in this chapter. Chapter 2 introduces wind characteristics in the atmospheric

boundary layer, which is an extension of wind climate as discussed in Chapter 1 and covers the link

“terrain effects” in the Alan G. Davenport wind loading chain. Chapters 3 to 6 describe, respectively,

mean wind load and aerostatic instability of bridges, wind-induced vibration and aerodynamic

instability of bridges, wind-induced vibration of stay cables, and wind-vehicle-bridge interaction.

These contents cover the fundamentals of bridge aerodynamics and are associated with the two

links “aerodynamic effects” and “dynamic structural responses” in the Alan G. Davenport wind

loading chain.
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As three important tools in the studies of bridge aerodynamics, in addition to theoretical analysis

discussed in the previous chapters, Chapters 7 to 9 respectively introduce wind tunnel technique, com-

putational wind engineering simulation and wind/structural health monitoring technology. Special

topics such as buffeting response to skew winds, multiple loading-induced fatigue analysis, wind-

induced vibration control, and typhoon wind field simulation are introduced in Chapters 10 to 13,

respectively. These chapters are rather independent of the others and can be used individually.

In Chapter 14, reliability analysis of wind-excited bridges is described, laying down a foundation for

the probabilistic wind resistant design of long-span cable-supported bridges and covering the last link,

“design criteria”, in the Alan G. Davenport wind loading chain. As a frontier in the field, Chapter 15

presents the preliminary research results on non-stationary and non-linear buffeting responses. Finally,

challenges and prospects of bridge aerodynamics as a scientific but practical subject are highlighted in

Chapter 16.

1.8 Notations

ra Density of air

p Air pressure

Fc Coriolis force

m Mass of air particle

v Angular velocity vector of the earth

v Velocity of air particle

a The angle between v and n
fc Coriolis parameter

f The latitude of air particle

Ugeo Geostrophic wind velocity

Ugr Gradient wind velocity

r Radius of curvature of isobars and radius from storm center

p0 Central pressure of a tropical cyclone

pn Atmospheric pressure at the edge of the storm

A, B Scaling parameters

P Pressure gradient force per unit mass
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2

Wind Characteristics in
Atmospheric Boundary Layer

2.1 Preview

As discussed in Chapter 1, frictional forces play an important role in the balance of forces on the mov-

ing air when it approaches the earth’s surface. Frictional forces caused by the ground surface roughness

will reduce wind speed until it reaches zero on the ground and, at the same time, will introduce turbu-

lence near the ground surface. The wind region affected by the ground surface roughness is referred as

the “atmospheric boundary layer”. The depth of the atmospheric boundary layer may range from a few

hundred meters to several kilometers, depending upon wind type, wind intensity, surface roughness and

angle of latitude.

Since long-span cable-supported bridges are all placed on the ground, it is important to know turbu-

lent wind characteristics in the atmospheric boundary layer. Therefore, this chapter will focus on turbu-

lent wind characteristics near the ground surface. Turbulent winds are highly irregular and, accordingly,

they are treated statistically rather than deterministically in this chapter. Turbulent wind is first defined

based on the observation of measurement wind data in the field. Mean wind speeds and profiles are then

introduced, followed by the characterization of turbulent winds in terms of theory of statistics and prob-

ability. For the design purpose of bridges, extreme wind speeds are discussed, the way of predicting

design wind speed is provided and wind directional effects are pointed out. By taking the Tsing Ma

suspension bridge in Hong Kong as an example, wind characteristics on the bridge site are finally dem-

onstrated through extensive analyses of wind data recorded on the site.

2.2 Turbulent Winds in Atmospheric Boundary Layer

There are many different instruments used to measure winds, and they are collectively known as ane-

mometers. The most common anemometer is the cup anemometer, which is simply three or four cup-

shaped objects mounted on the arms of a center shaft, as shown in Figure 2.1a. The cups catch the wind

and are spun around as a result. The speed at which the cups rotate is used to determine wind speed.

Another common mechanical velocity anemometer is the windmill anemometer or propeller anemome-

ter, in which a propeller is mounted on a nacelle which allows the windmill to rotate into the wind

direction (Figure 2.1b). The wind speed is determined by how fast the propeller is spinning. The other

forms of anemometers include ultrasonic anemometers (Figure 2.1c), hot-wire anemometers and laser
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Doppler anemometers. Further information on the measurement of wind and structures can be found in

Chapter 9 of this book.

Figure 2.2 shows wind speeds recorded at three heights on a tall mast during a period of strong wind

produced by gales and measured by sensitive cup anemometers. The records show the main character-

istics of fully-developed boundary layer wind [1,2]:

1. the increase of the average wind speed as the height increases;

2. the gusty or turbulent nature of the wind at all heights;

3. the broad range of frequencies in the turbulent wind; and

4. some similarity in the patterns of gusts at all heights.

Within the atmospheric boundary layer and over a flat homogeneous terrain, the wind speed can

normally be decomposed into a mean wind speed in the mean wind direction and three perpendicular

turbulence components in a sufficiently long averaging time – say, ten minutes. With the x-axis in the

Figure 2.1 Three types of a nemometers (a) Cup anemometer (Sour ce: ( ht tp:// en.wikipedia.org/ wiki /Fil e: Wea00920

.jpg), O ri ginal uploader w as Dhaluza a t e n.wikipedia) (b) P ropeller a nemometer ( Source: (ht tp:// en.wikipedia.org/ wiki /

Fil e: Wind_speed_and_directi on_instrum ent_-_NOAA.jp), O rigi nal f rom N OAA Photo Library) (c) Ultrasoni c anemo-

meter ( Source: ( http: //en.wiki pedia.org/wiki/F ile:Wi ndMaster.jpg), O ri gi nal uploader was Gil linstruments a t e n.

wikipedia).
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Figure 2.2 Wind speeds at three heights during gales.
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direction of the mean wind speed, the y-axis being horizontal and the z-axis being vertical with positive

upwards, the wind velocities at a given point (x, y, z) and a given time t can be expressed as:

UðzÞ þ uðx; y; z; tÞ ðin the longitudinal directionÞ ð2:1Þ

vðx; y; z; tÞ ðin the lateral directionÞ ð2:2Þ

wðx; y; z; tÞ ðin the vertical directionÞ ð2:3Þ

where:

UðzÞ is the mean wind speed depending on the height z above the ground;

u, v and w are the fluctuating parts of the wind in the x-, y- and z-directions, in which u is the turbulence

component in the wind direction or the longitudinal direction;

v is the horizontal turbulence component perpendicular to the wind direction;

w is the vertical turbulence component perpendicular to u and v.

The above decomposition implies that the direction of the wind does not change along the height

above the ground. Actually, though, the mean wind speed may change in direction slightly with height,

which is known as the Ekman Spiral [2]. Furthermore, the thermal state of the atmosphere may influ-

ence the actual mean wind speed and turbulent components. However, the thermal effects can be

ignored if the mean wind speed is large than 10m/s. At higher wind speeds, mechanically generated

wind conditions are normally far more important than thermal effects [3].

Define U(x, y, z, t) as the instantaneous wind speed time history recorded from an anemometer in the

mean wind direction and T is the averaging time. The mean wind speed U (z), shown in Equation 2.1,

can be calculated by:

UðzÞ ¼ 1

T

Z T

0

Uðx; y; z; tÞdt ð2:4Þ

The turbulence component in the longitudinal direction can be calculated by:

uðx; y; z; tÞ ¼ Uðx; y; z; tÞ � UðzÞ ð2:5Þ

Obviously, the mean wind speed depends on the averaging time T. The commonly-used averaging

time for mean wind speed is either ten minutes or one hour. Figure 2.3 shows the relations among the

instantaneous wind speed, the mean wind speed and the turbulence wind component in the longitudinal

direction. The turbulence component can be treated mathematically as a stationary random process

with a zero mean value for winds over a flat homogeneous terrain. Thus, the wind in the atmospheric

boundary layer may be represented by the wind profile for the mean wind speed, and the additional

turbulence components as stationary random processes.

2.3 Mean Wind Speed Profiles

For different types of strong winds, mean wind speed profiles are different. This section will introduce

mean wind speed profiles mainly for monsoons, extra-tropical cyclones and tropical cyclones. Since

downbursts may produce severe winds for short periods and are transient in nature, it is meaningless to

define a mean wind speed for this type of event. For monsoons and extra-tropical cyclones, the mean
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wind speed profile within the atmospheric boundary layer can be represented by either the so-called

“logarithmic law” or the “power law”.

2.3.1 The “Logarithmic Law”

In strong wind conditions, the most accurate mathematical expression for the mean wind profile due to

monsoons and extra-tropical cyclones is the “logarithmic law”. The logarithmic law was originally

derived for the turbulent boundary layer on a flat plate, but it has been found to be valid in an

unmodified form for strong winds in the atmospheric boundary layer near the ground. In consideration

of wind shear in strong winds above the ground, a non-dimensional wind shear
dU

dz

z

u�
can be consid-

ered, in which u� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
to=ra

p
is known as the friction velocity, t0 is the surface shear stress denoting the

retarding force per unit area exerted by the ground surface on the flow, and ra is the air density. The

non-dimensional wind shear is a constant.

dU

dz

z

u�
¼ 1

k
ð2:6Þ

The integration of Equation 2.6 then yields the usual form of the logarithmic law for the mean wind

speed UðzÞ at any height z:

UðzÞ ¼ 1

k
u� ln

z

z0

� �
ð2:7Þ

where:

z0 is the surface roughness length, which is an effective height of surface roughness elements;

k is von Karman’s constant and has been found experimentally to have a value about 0.4.

Clearly, the mean wind speed varies with height. The mean wind speed is zero at the surface and it

increases with height above the ground in the atmospheric boundary layer. The magnitude at the top of

the boundary layer is referred to as the gradient speed. Outside the boundary layer, i.e. in the free
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Figure 2.3 Instantaneous, mean and turbulence wind in longitudinal direction.
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atmosphere, the wind flows approximately with the gradient speed without turbulence. Figure 2.4

shows a typical mean wind speed profile in the atmospheric boundary layer and above.

Applying Equation 2.7 to the mean wind speeds at two different heights, z1 and z2, gives the relation-

ship of the two mean wind speeds:

U z2ð Þ
U z1ð Þ ¼

ln z1=z0½ �
ln z2=z0½ � ð2:8Þ

It is normally accepted that the logarithmic law described by Equation 2.7 is not a good model for

mean wind speed profile when the height z is over 100 m. Therefore, a revised logarithmic mean wind

speed profile is proposed by Deaves and Harris [4], which can be expressed as:

U zð Þ ¼ u�
k

ln
z� zh

z0
þ 5:75

z� zh

HG

� �
� 1:88

z� zh

HG

� �2

� 1:33
z� zh

HG

� �3

þ 0:25
z� zh

HG

� �4
" #

ð2:9Þ

where:

zh is the zero-plane displacement for urban areas and it is zero for a flat terrain;

HG is the equilibrium boundary layer height given by:

HG ¼ u�
6f c

ð2:10Þ
where fc is the Coriolis parameter.

It can be seen from Equations 2.7 and 2.9 that surface roughness has a profound effect on the mean

wind speed in the atmospheric boundary layer. The rougher a terrain is, the more it retards the wind in

the atmospheric boundary layer. The value of surface roughness length z0 is between 1/20 and 1/30 of

the average height of the roughness elements on the ground. The surface roughness can also be meas-

ured by the surface drag coefficient k, which is a non-dimensional surface shear stress, defined as:

k ¼ t0

rU
2

10

¼ u2�
U

2

10

ð2:11Þ

where U10 is the mean wind speed at 10m height.
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Figure 2.4 Mean wind speed profile in atmospheric boundary layer.
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By applying Equations 2.7 and 2.11 for z equal to 10m, a relationship between the surface drag

coefficient k and the surface roughness length z0 can be determined and expressed as:

k ¼ k

ln 10=z0ð Þ
� �2

ð2:12Þ

The approximate value of surface roughness length z0 and surface drag coefficient k for various ter-

rain types is given in Table 2.1.

2.3.2 The “Power Law”

Although the logarithmic law has a sound theoretical basis, it cannot be used to evaluate mean wind

speeds at a height z below the zero-plane displacement zh and it is less easy to integrate. To avoid some

of these problems, wind engineers have often preferred to use the power law. The power law is an

empirical formula for mean wind speed profile. For mean wind speed UðzÞ at any height z, the power

law can be written as:

UðzÞ ¼ U1

z

z1

� �a

ð2:13Þ

where:

U1 is the wind speed at any reference height z1;

a is the power law exponent, which depends on surface roughness and other considerations. In practice,

the power law exponent is often regarded as equivalent to the surface roughness length z0.

Since the power law is valid for any value of z within the atmospheric boundary layer d, we can set

U1 ¼ Ug at z1¼ d, which results in:

UðzÞ ¼ Ug

z

d

� �a
ð2:14Þ

where d is the height of the boundary layer above the ground; and Ug is the mean wind speed at height d

above the ground. In general, the rougher a surface is, the higher the values of a and d and the smaller

the velocity UðzÞ is at any given height z. Table 2.1 also provides the values of a and d for monsoons

and extra-tropical cyclones.

2.3.3 Mean Wind Speed Profile Over Ocean

Since higher winds over the ocean create higher waves and, therefore, higher surface drag coefficients,

the surface drag coefficients are dependent on mean wind speed. Using dimensional argument,

Table 2.1 Terrain types and roughness-related parameters

Terrain

type

Surface roughness

length z0 (m)

Surface drag

coefficient k

Power law

exponent a

Boundary layer

height d (m)

Very flat terrain (snow, desert) 0.001–0.005 0.002–0.003 0.12 300

Open terrain (grassland, few trees) 0.01–0.05 0.003–0.006 0.16 350

Suburban terrain (buildings 3–5m) 0.1–0.5 0.0075–0.02 0.22 400

Dense urban (buildings 10–30m) 1–5 0.03–0.3 0.30 450
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Charnock proposed a mean wind speed profile over the ocean [5], which implies that the roughness

length z0 should be given by [2]:

zo ¼ a0

g

kU10

lnð10=zoÞ
� �2

ð2:15Þ

where a0 is an empirical constant lying between 0.01 and 0.02.

2.3.4 Mean Wind Speed Profile in Tropical Cyclone

Extreme winds experienced in tropical cyclones (typhoons and hurricanes) are of significant concern to

bridge engineers, since these winds are notorious for their damaging effects on bridges.

The mean wind profiles in a typhoon may be different from those in a monsoon or extra-tropical

cyclone in the atmospheric boundary layer, and this is still not well understood. A number of mean

wind speed profiles have been obtained during typhoons by using the GPS dropwindsonde, an instru-

ment which was developed by the National Center for Atmospheric Research in the middle 1990s in a

joint effort with NOAA and the German Aerospace Research Establishment [6]. The results indicate a

steep logarithmic-type profile up to a certain height (60–200m), followed by a layer of strong convec-

tion, with nearly constant mean wind speed [2]. More investigations on the mean wind speed profile in

tropical cyclones are required.

2.4 Wind Turbulence

In order to describe a turbulent flow, statistical methods must be applied. The three turbulence

components are treated as stationary random processes mathematically and are described by means

of their standard deviations, time scales and integral length scales, power spectral density functions

that define the frequency distribution, and normalized co-spectra that specify the wind spatial

correlation.

2.4.1 Standard Deviations

Mathematically, the standard deviations su, sv and sw for the turbulence components in the longitudinal

direction, lateral horizontal direction, and vertical direction can be written as:

su ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T

Z T

0

uðtÞ2dt
s

ð2:16Þ

sv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T

Z T

0

vðtÞ2dt
s

ð2:17Þ

sw ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

T

Z T

0

wðtÞ2dt
s

ð2:18Þ

where u(t), v(t), and w(t) are the turbulence components in the longitudinal direction, lateral horizontal

direction and vertical direction respectively. Since the mean value of each turbulence component is

zero, the above standard deviation is equal to its root-mean-square (RMS) value.
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2.4.2 Turbulence Intensities

The turbulence intensity is often used to describe the intensity of turbulence. It is defined as the ratio of

the standard deviation of each turbulence component to the mean wind speed of the same averaging

time. Thus, the turbulence intensities Iu(z), Iv(z) and Iw(z) for turbulence component in the longitudinal

direction, lateral direction and vertical direction can be expressed as:

IuðzÞ ¼ suðzÞ
UðzÞ ð2:19Þ

IvðzÞ ¼ svðzÞ
UðzÞ ð2:20Þ

IwðzÞ ¼ swðzÞ
UðzÞ ð2:21Þ

Normally, the turbulence intensity increases with surface roughness and decreases with height. It also

varies with the duration (averaging time) used in determining the mean wind speed UðzÞ and the stan-

dard deviation.

For gales (extra-tropical cyclones) near the ground, field measurements have found that the standard

deviation of longitudinal turbulence component su is roughly equal to 2.5u�. For the lateral and vertical
turbulence components, the standard deviation of lateral and vertical component is approximately equal

to 2.20u� and 1.4u� respectively. As a result, the turbulence intensity Iu, Iv and Iw can be given by the

following equations [2].

Iu ¼ 2:5u�
u�=0:4ð Þln z=z0ð Þ ¼

1

ln z=z0ð Þ ð2:22Þ

Iv ¼ 2:2u�
u�=0:4ð Þln z=z0ð Þ ¼

0:88

ln z=z0ð Þ ð2:23Þ

Iw ¼ 1:4u�
u�=0:4ð Þln z=z0ð Þ ¼

0:56

ln z=z0ð Þ ð2:24Þ

Thus, the turbulence intensity is related to the surface roughness, as measured by the surface rough-

ness length z0. For a rural terrain, with a roughness length of 0.04m, the longitudinal, lateral and verti-

cal turbulence intensities for various height above the ground are given in Table 2.2. It can be seen that

the turbulence intensity decreases with height above the ground. The turbulence intensities in tropical

Table 2.2 Longitudinal, lateral and vertical turbulence intensities for

rural terrain (z0¼ 0.04m)

Height z (m) Iu Iv Iw

2 0.26 0.23 0.14

5 0.21 0.19 0.12

10 0.18 0.16 0.10

20 0.16 0.14 0.09

50 0.14 0.12 0.08

100 0.13 0.11 0.07
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cyclones (typhoons and hurricanes) are generally believed to be higher than those in gales in temperate

regions due to convective “squall-like” turbulence [2].

2.4.3 Time Scales and Integral Length Scales

The autocorrelation function R(z, t) of the longitudinal turbulence component u is defined as the nor-

malized mean value of the product of the turbulence components u at time t and at time tþ t:

Rðz; tÞ ¼ 1

T

Z T

0

uðz; tÞ � uðz; tþ tÞgf dt=s2
uðzÞ ð2:25Þ

The autocorrelation function gives the correlation of the turbulence component u with itself at a time

t later. Figure 2.5 shows a typical shape of R(z, t). Note that the autocorrelation function may oscillate

about the t-axis after a time t0 that corresponds to the time when R(z, t) has first reached zero.

The autocorrelation function depends on height z above the ground and on time difference t. The

turbulence component u may be said to have an average period of large eddies in flow, which is called

the time scale Tu(z). The formal definition of time scale Tu(z) is:

TuðzÞ ¼
Z 1

0

Rðz; tÞdt ð2:26Þ

The cross-correlation function between the turbulence component u at the two points separated lon-

gitudinally by a distance rx and measured simultaneously is defined as:

f ðz; rxÞ ¼ 1

T

Z T

0

fuðz; x; tÞ � uðz; xþ rx; tÞgdt=s2
uðzÞ ð2:27Þ

The cross-correlation gives the correlation of u with itself at a distance x¼ rx apart.

If all the eddies in a turbulent flow are carried downstream by a constant mean wind speed U

(Taylor’s hypothesis), it can be proven that @=@t ¼ U@=@x, and R(z, t)¼ f(z, rx) for rx ¼ Ut. This

indicates that a statistical description of temporal turbulence variations could be based on spatial wind

velocity field characteristics, and vice versa.

Corresponding to the time scale, there is an integral length scale. Integral length scales are a measure

of the sizes of the vortices in the wind or, in other words, the average size of a gust in a given direction.

As an example, Lxu is the integral length scale for the longitudinal turbulence component u measured in

the longitudinal direction x, and it is formally defined as:

Lxu ¼
Z 1

0

f ðz; rxÞdrx ð2:28Þ
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Figure 2.5 Typical variation of autocorrelation R(t).
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Thus, the longitudinal integral length scale is equal to the time scale multiplied by the mean wind

speed:

LxuðzÞ ¼ UðzÞTuðzÞ ð2:29Þ
Normally, full-scale measurements are used to estimate integral length scales. The integral length

scales depend on the height z above the ground and the surface roughness, i.e. surface roughness length

z0. The mean wind speed may also influence the integral length scales on site.

Counihan has suggested the following purely empirical expression for the longitudinal integral

length scale at height z in the range of 10–240m [7].

Lxu ¼ Bzm ð2:30Þ

where B and m depend on the surface roughness length z0, as shown in Figure 2.6. z and Lxu are

stated in meters. According to Counihan [7], integral length scales decrease with increasing sur-

face roughness.

In total, nine integral length scales can be defined similarly as shown in Equation 2.28. The remain-

ing integral length scales are often expressed as a function of the longitudinal integral length scale Lxu .

The integral length scales Lyu and L
z
u for the longitudinal turbulence component u in the lateral direction

y and vertical direction z are approximately 1/3 to 1/2 of the integral length scale Lxu .

2.4.4 Probability Density Functions

It is known that turbulence winds in the atmospheric boundary layer are generally random in nature,

and therefore they must be described by the statistical method. Measurements have shown that the

turbulence winds in the atmospheric boundary layer due to monsoons and extra-tropical cyclones fol-

low closely the Gaussian distribution, which can be described as:

f ðuÞ ¼ 1ffiffiffiffiffiffi
2p

p
su

exp � 1

2

u� U

su

� �2
" #

ð2:31Þ

where f(u) is the probability density function of the longitudinal turbulence component u. This function

has the characteristic bell shape as shown in Figure 2.7. It is defined by only the mean value U and

standard deviation su. The probability density functions of the lateral and vertical turbulence compo-

nents in monsoons and extra-tropical cyclones can be similarly defined.
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Figure 2.6 Values of B and m as functions of surface roughness.
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2.4.5 Power Spectral Density Functions

Turbulence winds consist of a large number of eddies or velocity waves which have different ampli-

tudes and frequencies. The power spectral density function, usually abbreviated to wind spectrum, is

used to describe the distribution of turbulence with frequency,

The spectrum of turbulence winds can be measured by processing the electronic signal from an ane-

mometer. The signal is first stripped of its mean value, i.e. the direct current (DC) component. Only the

fluctuating part – the alternating current (AC) component – is kept and analyzed for determining the

wind spectrum. The spectrum can be obtained with a spectrometer, which connects the signal (the AC

component) to a set of electronic band pass filters, each having a narrow band width and a different

filter frequency. The signal that has passed through each filter is measured by an RMS-meter for its

intensity. Finally, the spectrometer plots the spectrum as a function of filter frequency n.

An alternate method to obtain a wind spectrum is to perform a Fourier analysis of signals on a digital

computer. Most modern computers, including personal computers, can perform such an analysis and

can plot the resulting spectrum using special software.

The wind spectrum shown in Figure 2.8 illustrates certain special features of all turbulence spectra.

Due to the DC cut-off in turbulence measurements, all spectra pass through the origin of their coordi-

nates. They all increase rapidly to reach a peak at a certain frequency, corresponding to the frequency of

the strongest eddy in the wind. After passing the peak, spectral curves decrease gradually, approaching
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Figure 2.7 Gaussian probability density function.
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zero value when the frequency approaches infinity. The spectral peak for the turbulence in natural

winds is usually at rather low frequencies, of the order of 1 cycle per minute.

There are many mathematical forms that have been used for wind spectrum in meteorology and

wind engineering. The most common and mathematically correct wind spectrum for longitudinal

turbulence component is the von Karman-Harris form [8,9], which can be expressed in a non-

dimensional form as:

nSuðnÞ
s2
u

¼ 4x

1þ 70:8x2ð Þ5=6
x ¼ nLxu zð Þ

UðzÞ ð2:32Þ

where SuðnÞ is the longitudinal turbulence wind spectrum. The von Karman spectrum for longitudinal

turbulence component is shown in Figure 2.8. It can be seen that the curve of the non-dimensional wind

spectrum has a peak, and the value of integral length scale Lxu determines the value of n=U at which the

peak occurs. The integral length scale varies with both terrain roughness and height above the ground.

The other orthogonal components of wind turbulence have spectral densities with somewhat different

characteristics [2]. For long-span cable-supported bridges, the wind spectrum of vertical turbulence

component is the most important. A commonly-used wind spectrum of vertical turbulence component

was proposed by Busch and Panofsky in the form [10]:

nSwðnÞ
s2
w

¼ 2:15f

1þ 11:16f 5=3
	 
 f ¼ nz

UðzÞ ð2:33Þ

where SwðnÞ is the vertical turbulence wind spectrum. The Busch and Panofsky spectrum for vertical

turbulence component is shown in Figure 2.9.

2.4.6 Covariance and Correlation

Covariance and correlation are two important properties of turbulence wind, reflecting the statistical

relation of fluctuating wind velocities between two points in space.

For example, consider the wind speed at two different heights on a bridge tower. The covariance

between the turbulence winds at two different heights, z1 and z2, is defined as follows:

uðz1Þuðz2Þ ¼ 1

T

Z T

0

Uðz1; tÞ � Uðz1Þ
	 


Uðz2; tÞ � Uðz2Þ
	 


dt ð2:34Þ
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Thus, the covariance is the product of the turbulence winds at two different heights averaged over

time. Note that in the special case when z1 is equal to z2, the right hand side is then equal to the variance

of the turbulence wind at the single height.

The correlation coefficient r is then defined by the following equation:

r ¼ uðz1Þuðz2Þ
suðz1Þ � suðz2Þ ð2:35Þ

When z1 is equal to z2, the value of r is þ1. It can be shown that r must lie between �1 and þ1. A

value of 0 indicates no correlation and this usually occurs when heights z1 and z2 are widely separated.

A mathematical function which is useful for describing the correlation r is the exponential decay

function:

r ¼ exp �C z1 � z2j j½ � ð2:36Þ
This function is equal to þ1 when z1 is equal to z2, and it tends to zero when z1 � z2j j becomes very

large. Figure 2.10 shows the correlation coefficient with C equal to (1/40)m�1 and some measurement

results recorded at a height of 13.5m [11].

2.4.7 Cross-Spectrum and Coherence

The normalized cross-spectrum describes the statistical dependence of the turbulence components at

two points at a given frequency n. This dependence is due to the spatial dimension of the vortices in the

wind field. It is important for considering the resonant response of bridges to wind.

The spatial distribution of the longitudinal turbulence component is often described by the normal-

ized dimensionless cross-spectrum SN, which can be expressed as:

SN ¼ SuuðP1;P2; nÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SuðP1; nÞSuðP2; nÞ

p ð2:37Þ

where SuuðP1;P2; nÞ is the cross-spectrum of the two longitudinal turbulence components at points P1

and P2, respectively, and it is a complex quantity. Su is the power (auto) spectrum of longitudinal turbu-

lence component in the point specified by the argument of P1 or P2.
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The normalized cross-spectrum is a complex variable, with real and imaginary components. The real

part of the normalized cross-spectrum is called the normalized co-spectrum, cu, and the imaginary part

is called the normalized quad-spectrum, wu. The root-coherence function is defined as the absolute

value of the normalized cross-spectrum,
ffiffiffiffiffiffiffiffi
Coh

p ¼ SNj j. The normalized co-spectrum may be regarded

as a frequency-dependent covariance, whereas the root-coherence is approximately equivalent to a fre-

quency-dependent correlation coefficient.

The normalized co-spectrum and the root-coherence function are identical when the phase spectrum

(quad-spectrum) is zero. The normalized co-spectrum cu decreases with the increasing distance r

between the two points considered. This decrease depends on the size of the vortices, and a measure of

size is the ratio of the mean wind speed to the frequency U=n.
On a purely empirical basis, Davenport suggested an exponential expression as the normalized

co-spectrum with a phase-spectrum of zero [12,13]:

cuðr; nÞ ¼ exp �Cr
n

U

� �
ð2:38Þ

where:

C is a non-dimensional decay constant that determines the spatial extent of the correlation in the turbu-

lence, used to fit measured data, and a typical range of values for atmospheric turbulence is 10 to 20;

r is the spatial distance between two points.

Equation 2.38 does not allow negative values – a theoretical problem [2].

For two points with transverse separation (ry, rz), Davenport extended the expression to allow for

different normalized co-spectrum decays horizontally and vertically, respectively [14]:

cuðry; rz; nÞ ¼ exp � n

U

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðCyryÞ2 þ ðCzrzÞ2

q� �
ð2:39Þ

where:

U is the mean wind speed at the two points considered, equal to
1

2
Uðz1Þ þ Uðz2Þ
	 


;

ry and rz are the lateral and vertical spatial distance;

Cy and Cz are non-dimensional decay constants.

When choosing numerical values for the decay constants, due consideration must be given to the fact

that surface pressures are better correlated than the turbulence in the undisturbed wind field. Typical

values are Cy¼ 10 and Cz¼ 10.

Thus, the cross-spectrum of two longitudinal turbulence components can be expressed as:

SuuðP1;P2; nÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SuðP1; nÞSuðP2; nÞ

p
� exp �Cr

n

U

� �
ð2:40Þ

SuuðP1;P2; nÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SuðP1; nÞSuðP2; nÞ

p
� exp � n

U

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðCyryÞ2 þ ðCzrzÞ2

q� �
ð2:41Þ

2.4.8 Gust Wind Speed and Gust Factor

Gust is the rapid fluctuation or instantaneous velocity of wind. Long-span cable-supported bridges are

sensitive to peak gusts of a duration of the order of 2–3 seconds. Therefore, the use of any mean wind
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speed that has a much longer duration than 2–3 seconds without taking into account gust effect is

inadequate for bridge design. One must design bridges to withstand the gust wind speed rather than the

mean wind speed. Gust wind speed can be related to the mean wind speed in terms of the gust factor,

which is defined as:

Gv ¼ UG

U
ð2:42Þ

where:

Gv is the gust factor;

UG is the gust wind speed;

U is the mean wind speed.

Both the gust wind speed and the gust factor are the functions of gust duration t and the averaging

time T for the mean wind speed. On the other hand, if the longitudinal wind velocity has a Gaussian

probability distribution, the expected peak gust wind speed is given approximately by:

UG ¼ U þ gsu ð2:43Þ

where g is the peak factor equal to about 3.5.

Based on measurements in typhoons and Equation 2.43, the following expression for gust factor G

has been proposed [15]:

GvðtÞ ¼ 1þ 0:5Iu ln T=tð Þ ð2:44Þ
where:

Iu is the longitudinal turbulence intensity;

T is the averaging time for the mean wind speed;

t is the gust duration.

Thus, knowing the turbulence intensity of the site, the gust wind speed for any gust duration can be

obtained by multiplying the mean wind speed with the gust factor Gv calculated from Equation 2.44.

Since gusts are the results of the effects of eddies and vortices in the atmospheric turbulence, it can

be visualized that a certain gust has a certain size of influence; the smaller the size of the gust, the

shorter will be its duration and the higher will be the gust wind speed. A larger sized gust has a longer

duration and, hence, a lower average gust wind speed. A smaller gust has a higher gust wind speed but,

because of its small physical dimensions, it can only produce high wind pressure on a small area of a

bridge. In other words, a small gust can only create high wind loading on a small local area of

the bridge, so it would be wrong to design the whole bridge based on this gust wind speed. The whole

bridge should be designed to take into account the speed of a gust which is just big enough to affect the

whole bridge simultaneously. Thus, the size of a bridge is a factor affecting its own wind loading.

There are two different ways in which the effect of gusts is being dealt with in the different codes of

practice. The first is to use the mean wind speed as the basis, then multiply by the gust factor to obtain

the design gust wind speed. The second method is to use the peak gust recording of the meteorology

stations as the basis. The period of this peak gust depends on the anemometer type and, in most cases, a

response time of 2–3 seconds is thought to be appropriate. For the design of bridges, which takes a gust

of longer duration to encompass, this 2–3 second gust wind speed has to be multiplied by a reduction

factor to give the appropriate loading.
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2.5 Terrain and Topographic Effects

2.5.1 Change of Surface Roughness

All of the equations given above are for fully developed mean wind speed profiles that are for wind

which has blown over a considerable distance of terrain with the same surface roughness. When winds

in a fully developed boundary layer encounter a change of surface roughness, a process of adjustment

in the boundary layer flow properties develops. For example, consider the change of terrain from

smooth to rough. Due to the greater surface roughness at location 2 than at location 1, winds must slow

down from 1 to 2, resulting in a rise in streamlines (see Figure 2.11).

This expansion of streamlines causes an increase in the boundary-layer thickness from d1 to d2 and an

increase in the power-law exponent from a1 to a2. The gradient wind speed Ug, however, remains

unchanged. That is:

U1 ¼ Ug

z1

d1

� �a1

U2 ¼ Ug

z2

d2

� �a2

ð2:45Þ

from which one has:

U2

U1

¼ z2

d2

� �a2

:
d1

z1

� �a1

ð2:46Þ

In the transitional area between the two profiles, the relationship between the development height

and the fetch distance is complicated. Wind tunnel tests, computational simulations and field measure-

ments may be required to investigate such cases.

2.5.2 Amplification of Wind by Hills

Besides surface roughness of the terrain, the wind speed at a given site is also affected by natural and

man-made local topography in the form of ridges, cliffs, and hills. This is particularly true when long-

span cable-supported bridges are built to cross mountains. This local effect can sometimes be very

strong, such that the wind speed distribution deviates far away from the wind speed profile expected for

the type of terrain. In general, this problem is complicated and necessitates wind tunnel tests, computa-

tional simulations and field measurements.
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Figure 2.11 Change of wind speed profile with terrain roughness.
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Ordinarily, the wind speed increases on the windward slope of a hill or a mountain peak, reaching a

maximum at or near the summit (see Figure 2.12). Two major factors contribute to this amplification of

wind. First, mountains and hills restrict the passage of wind, causing the streamline of the wind to

converge on the windward slope. Since wind speed is inversely proportional to the spacing between

streamlines of a two-dimensional flow, the wind speed continuously accelerates as the wind

approaches a mountain (hill) top. This effect, due to the compression of streamlines, is most profound

for two-dimensional mountains (hills) with winds perpendicular to ridgelines. This explains why two-

dimensional mountains (hills) generally encounter greater amplification of wind than three-dimensional

mountains (hills). Second, the height of mountains (hills) brings the gradient wind closer to surface,

resulting in a reduction of the gradient height, which causes an increase in the wind speed within the

boundary layer.

Generally, the wind speed above hills increases rapidly with height in a region very close to the

surface (see Figure 2.13). Outside this small surface layer, the increase is at a rate less than for wind

above flat surfaces, resulting in a decrease in the a value of the power law. In some cases, the wind

speed above a hill may first increase with height until it reaches a maximum at certain height. Above

this height, wind speed decreases with height instead of increasing. Such a profile cannot be repre-

sented adequately by the power law or the logarithmic velocity profiles, which are for winds above flat

areas.

From wind tunnel studies and field measurements, it is known that for a two-dimensional hill with

perpendicular to ridgeline, maximum amplification of wind occurs when the windward slope is approx-

imately 1 : 3.5 (vertical : horizontal) and when the surface of the windward slope is smooth. Such a hill

can cause surface wind speed to double at the hill top. This points to the great importance of consider-

ing the topographic effect of wind when designing bridges on mountains or hills.

Figure 2.12 Effects of hill on wind field.

Figure 2.13 Velocity profile over the crest of a hill.
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2.5.3 Amplification Factor and Speed-up Ratio

Amplification factor or speed-up ratio is used in the wind codes of many countries. The amplification of

winds by hills, mountains and so on can be quantified by using the amplification factor A, defined as:

A ¼ U0ðzÞ
UðzÞ ð2:47Þ

where:

U0(z) is the amplified wind speed at height z above the surface of a hill or slope;

U(z) is the speed of the approaching wind at the same height z above the ground.

A value of A¼ 2 means the wind speed is doubled by the hill.

Furthermore, the speed-up ratio or fractional speed-up ratio b is defined as follows:

b ¼ U0ðzÞ � UðzÞ
UðzÞ ¼ DUðzÞ

UðzÞ ð2:48Þ

Obviously,

A ¼ bþ 1 ð2:49Þ

The range of b is normally between 0 and 1.0, and the range of A is between 1.0 and 2.0.

2.5.4 Funneling Effect

Another type of topography that will induce speed-up effect is the narrow pass or gap. As the wind is

squeezed through the narrower flow section, the funneling effect produces a higher wind speed (see

Figure 2.14). The speed-up for wind in narrow passes is more difficult to evaluate than flow over slopes.

Figure 2.14 Speed-up of wind through canyons.
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Parameters such as longitudinal gradient of the pass, slopes and the heights of the two sides will all

affect the wind speed profile.

The effect of topographic features on wind near the earth’s surface in tropical cyclones is much less

clearly understood than those in the well-developed boundary layers of large-scale synoptic systems [2].

Some discussions on this topic can be found in Chapter 13 (Typhoon Wind Field Simulation).

2.6 Design Wind Speeds

The determination of design wind speeds is an important step of the calculation of design wind loads

for a bridge. However, wind is a random process, and wind speed fluctuates in a random manner. Thus,

the determination of design wind speeds is the most uncertain part of the calculation of design wind

loads, which should be determined based on the concept of probability in conjunction with the recorded

historical wind speed data, as a result of the work of Davenport [12–14]. This section focuses on the

prediction of extreme wind speeds for the design of bridges in terms of extreme value analysis.

2.6.1 Exceedance Probability and Return Period

The basic probability of maximum winds needed for bridge design is the exceedance probability PE,

which is the probability that a given wind speed will be exceeded within a one-year period. The recip-

rocal of exceedance probability is called the return period, namely:

TR ¼ 1

PE

ð2:50Þ

where PE and TR are the exceedance probability and the return period, respectively.

If the annual maximum is being considered, the return period is measured in years. Thus, a 50-year

return period wind speed has a probability of exceedance of 0.02 in any one year. Normally, the exceed-

ance probability PE can be determined based on annual maximum wind data. Table 2.3 lists the annual

maximum hourly mean wind speeds recorded at the Hong Kong Royal Observatory Station from 1970

to 1999. It can be observed that the values differ very much from year to year for a specified site.

To estimate the exceedance probability PE, one can arrange these values into descending order and a

rank number i is given to each value, such that i¼ 1 for the highest value data. The exceedance proba-

bility PE can then be written as

PE ¼ i

N þ 1
ð2:51Þ

Table 2.3 Annual maximum hourly mean wind speeds recorded at the Hong Kong Royal Observatory Station

Year Mean wind speed (m/s) Year Mean wind speed (m/s) Year Mean wind speed (m/s)

1970 20.5 1980 21.5 1990 22.0

1971 36.0 1981 20.0 1991 29.0

1972 19.5 1982 20.0 1992 26.0

1973 24.5 1983 44.0 1993 30.0

1974 22.5 1984 24.5 1994 20.6

1975 32.5 1985 22.0 1995 28.8

1976 26.0 1986 29.0 1996 27.0

1977 23.0 1987 23.5 1997 30.5

1978 29.5 1988 19.0 1998 22.5

1979 38.5 1989 26.0 1999 42.0
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where:

i is the rank number;

N is the total number of years.

Note that i/(Nþ 1) instead of i/N is used, to avoid PE¼ 1 (certainty) for i¼N. The exceedance prob-

abilities of the hourly mean wind speed for the wind date listed in Table 2.3 are calculated using Equa-

tion 2.51 and are listed in Table 2.4.

2.6.2 Probability Distribution Function

In most cases, maximum wind data are often limited, so the predication of exceedance probability

based on the measured wind data may not be reliable. Knowing the correct probability law (probability

density functions and probability distribution functions) of high winds makes prediction more realistic,

especially for large values of wind speeds.

The probability density function f(U) of wind speed U is the probability per unit wind speed. From

this definition, the probability for wind speed between any value U and an infinitesimally larger value

Uþ dU is f(U)dU.

The probability for wind speed to be less than U, designated as the probability distribution function

F(U), is:

FðUÞ ¼
Z U

0

f ðUÞdU ð2:52Þ

from which:

f ðUÞ ¼ dFðUÞ
dU

ð2:53Þ

Table 2.4 Exceedance probabilities of hourly mean wind speed for wind date in Table 2.3

Rank Year Mean wind

speed

Exceedance

probability

Rank Year Mean wind

speed

Exceedance

probability

1 1983 44.0 0.0323 16 1973 24.5 0.5484

2 1999 42.0 0.0645 17 1984 24.5 0.5484

3 1979 38.5 0.0968 18 1987 23.5 0.5806

4 1971 36.0 0.1290 19 1977 23.0 0.6129

5 1975 32.5 0.1613 20 1974 22.5 0.6774

6 1997 30.5 0.1935 21 1998 22.5 0.6774

7 1993 30.0 0.2258 22 1985 22.0 0.7419

8 1978 29.5 0.2581 23 1990 22.0 0.7419

9 1986 29.0 0.3226 24 1980 21.5 0.7742

10 1991 29.0 0.3226 25 1994 20.6 0.8065

11 1995 28.8 0.3548 26 1970 20.5 0.8387

12 1996 27.0 0.3871 27 1981 20.0 0.9032

13 1976 26.0 0.4839 28 1982 20.0 0.9032

14 1989 26.0 0.4839 29 1972 19.5 0.9355

15 1992 26.0 0.4839 30 1988 19.0 0.9677

�For the years with same mean wind speed, the larger exceedance probability was used.
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Thus, the exceedance probability PE is related to the probability distribution function F(U) or proba-

bility density function f(U), and it can be written as:

PEðUÞ ¼ 1� FðUÞ ¼ 1�
Z U

0

f ðUÞdU ð2:54Þ

This equation shows that the exceedance probability can be calculated easily from either the proba-

bility distribution function or the probability density function.

2.6.3 Generalized Extreme Value Distribution

There are three asymptotic extreme value distributions identified by Fisher and Tippett [16]. These

distributions are asymptotic in the sense that they are the correct distributions for the largest of an

infinite population of independent random variables of known probability distribution. However, there

will be a finite number in a population in reality due to lack of measured wind data. Physical reasoning

has sometimes been used to justify the use of one or other of the three asymptotic extreme value distri-

butions [2]. The generalized extreme value (GEV) distribution introduced by Jenkinson [17] combines

the three extreme value distributions into a single mathematical form:

FðUÞ ¼ exp � 1� j U � mð Þ=a½ �1=j
n o

ð2:55Þ

where:

a is the scale factor;

m is the location parameter;

j is the shape factor.

When j tends to 0, the generalized extreme value distribution is known as Type I Extreme Value

Distribution, or the Gumbel Distribution; when j< 0, the generalized extreme value distribution is

called Type II Extreme Value Distribution, or the Frechet Distribution; and when j> 0, the generalized

extreme value distribution is known as Type III Extreme Value Distribution, which is one form of the

Weibull Distribution.

2.6.4 Extreme Wind Estimation by the Gumbel Distribution

Gumbel [18] gave an easily usable methodology for fitting recorded annual maximum wind speeds to

the Type I extreme value distribution. The Type I extreme value distribution or the Gumbel distribution

takes the form of Equation 2.56 for the cumulative distribution function F(U):

FðUÞ ¼ exp �exp �h U � mð Þ½ �f g ð2:56Þ

where U is the annual maximum wind speed; m is the mode of the distribution (the location parameter);

and h is the dispersion of the distribution (equals to 1/a).

Furthermore, the Type I extreme value distribution can be rewritten into a form of:

FðUÞ ¼ exp �exp �yð Þ½ � ð2:57Þ
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y ¼ h U � mð Þ ð2:58Þ

where y is the reduced variant. The probability density function of this distribution can be obtained by

the differentiation of the probability distribution function:

f ðUÞ ¼ exp �yð Þexp �exp �yð Þ½ � ð2:59Þ

The two parameters, the mode m and the dispersion h in the Type I extreme value distribution, can be

determined using the recorded annual maximum wind speed data. That is, combining Equations 2.51,

2.54 and 2.59 leads to:

1� i

N þ 1
¼ exp �expð�yiÞ½ � ð2:60Þ

From Equation 2.60, the reduced variate yi for the ith highest wind speed Ui can be calculated. It is

noted that the relationship between yi and Ui should be linear:

yi ¼ h Ui � mð Þ ð2:61Þ

Then plot Ui against yi to obtain a set of data. Finally, by using a curve-fitting technique, the mode m

and the dispersion h can be obtained and the Type I extreme value distribution expressed by Equation 2.56

can be determined. Furthermore, substituting Equation 2.56 to Equation 2.54 and then to Equation 2.50

yields the design wind speed U, corresponding to a return period TR (in years):

U ¼ mþ 1

h
�ln �ln 1� 1

TR

� �� �� �
ð2:62Þ

For large values of return period, TR, Equation 2.62 can be written as:

U � mþ 1

h
ln TR ð2:63Þ

2.6.5 Extreme Wind Estimation by the Method of Moments

By using Equation 2.56, the mean value and variance of the Type I extreme value distribution can be

expressed as:

U ¼
Z 1

�1
UdF Uð Þ ¼ 0:5772

h
þ m ð2:64Þ

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ 1

�1
U � U
	 
2

dFðUÞ
s

¼ p

h
ffiffiffi
6

p ð2:65Þ

where:

U is the mean value of U;

s is the standard deviation of U.
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Then, by combining Equations 2.64 and 2.65, the mode m and the dispersion h can be obtained as:

h ¼ 1:28255

s
ð2:66Þ

m ¼ U � 0:45005s ð2:67Þ

Finally, by substituting Equations 2.66 and 2.67 into Equations 2.56, 2.54 and 2.50, it can be

proved that the design wind speed U corresponding to a return period TR (in years) can be

expressed as:

U ¼ U þ 0:78 ln TR � 0:577½ �s ð2:68Þ

As a result, Equations 2.66, 2.67 and 2.68 can be used to determine the dispersion h, the mode m and

the extreme wind speed U corresponding to a return period TR.

2.6.6 Design Lifespan and Risk

Knowing the extreme distribution of the annual maximum wind speed is only the first step in solving

our design wind speed problem. The second step is to select a wind speed with a return period appropri-

ate to our design problem. To begin with, let us say that the design life of our bridge is N years. The

probability that the wind speed will not exceed U0 in any one single year is F(U0). By assuming the

probabilities are statistically independent of each other in N years, then the probability that this same

value U0 will not be exceeded in these N years is:

F U0ð Þ½ �N ¼ 1� 1

TR

� �N
ð2:69Þ

and the chance or risk that it will be exceeded in the N years will be:

R ¼ 1� F U0ð Þ½ �N ¼ 1� 1� 1

TR

� �N
ð2:70Þ

where R is the associated risk of having a wind speed higher than U0 in the N years.

Let us assume that a return period of 50 years is used. Thus, for a bridge with an expected life of

50 years, the risk we are taking is 63%. This shows that the use of a 50-year return period wind speed

to design bridges results in a high probability of the design wind load being exceeded within the life-

time of the bridges. This, however, need not worry the reader, since having a wind higher than the

design wind speed does not necessarily mean that the bridge will collapse or even suffer damage. Due

to the use of required safety factors such as load factors in bridge design, a bridge is usually able to

resist wind speeds higher than the design wind speed. Furthermore, designs are normally made by

assuming that the wind is perpendicular to the bridge – the worst case possible. In reality, even when a

bridge is hit by a wind higher than the design value, the wind may not be from the worst direction.

Therefore, the probability that a bridge designed using a 50-year return-period wind will be destroyed

or seriously damaged by wind within 50 years is much less than 63%.

On the other hand, if the life span of a bridge and the accepted risk are both fixed, then we have to

use other values for the return period and its corresponding wind speed. For example, if the expected
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life of a bridge is 50 years and the accepted risk is limited to 40%, the return period TR can be calcu-

lated as follows:

TR ¼ 1

1� 1� Rð Þ1=N
¼ 98:4 years ð2:71Þ

Then, by using Equations 2.62 or 2.68, the corresponding design wind speed can be determined.

2.6.7 Parent Wind Distribution

For some design applications, it is necessary to have information on the distribution of the complete

population of wind speeds at a site. An example is the estimation of fatigue damage for which account

must be taken of damage accumulation over a range of wind storms [2]. The complete population of

wind speeds is usually fitted to the parent wind distribution, which is one form of the Weibull type:

f ðUÞ ¼ kUk�1

ck
exp � U

c

� �k
" #

ð2:72Þ
where:

c is the scale factor;

k is the shape factor.

The probability of exceedance of any given wind speed is given by the following equation:

1� FðUÞ ¼ exp � U

c

� �k
" #

ð2:73Þ

Typical values of c are 3–10m/s, and k is usually falls within the range of 1.3–2.0.

2.7 Directional Preference of High Winds

With increased knowledge of bridge aerodynamics, the variation of bridge response is known as a func-

tion of wind direction as well as wind speed. In addition, extreme wind speeds reported by most

weather stations have preferred wind directions. The wind speed in a particular directional range for a

given return period will be different from those in the other directional ranges.

To take wind directional effects into account, several methods have been proposed [19]. A simple

method is presented in this section, which may be applied to any type of structure, including bridges

subjected to aerodynamic amplification of aeroelastic effects. This method is to find the extreme value

distribution of wind speed in each directional sector.

Assuming that there is no correlation between extreme wind speeds at any directional sectors [20],

the cumulative probability distribution of the largest annual wind effect will be equal to the product of

the cumulative probabilities of the equivalent wind speeds in each of the directional sectors [21]. The

joint cumulative probability of all wind directional wind speeds can be expressed as:

PE v < Uð Þ ¼ PEðv1 < U; v2 < U; . . . ; vN < UÞ
¼ PEðv1 < UÞPEðv2 < UÞ . . .PEðvN < UÞ

ð2:74Þ

where:

PE v < Uð Þ and PEðv1 < U; v2 < U; . . . ; vN < UÞ is the probability that a wind speed U is not exceeded

for all wind directions;
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PE vi < Uð Þ is the probability that a wind speed U is not exceeded for wind direction i,

i¼ 1, 2, 3, . . . , N.

The following tentative conclusions from related researches can be drawn as the directional prefer-

ence of high winds.

1. Knowing the preferred wind direction at any location facilitates the development of effective strate-

gies for mitigating wind damage.

2. Knowing the preferred wind direction, a bridge can be designed with its longitudinal axis parallel to

that direction. This results in reduced wind loads on the bridge.

3. Because the high winds at any location may come from different directions, the probability of a

certain wind speed being exceeded in a given direction is always smaller than the probability of

exceeding the same wind speed without considering wind direction. This means that the common

practice of disregarding wind direction in the determination of exceedance probability results in a

conservative design.

2.8 Case Study: Tsing Ma Bridge Site

The Tsing Ma Bridge in Hong Kong is the longest suspension bridge in the world carrying both high-

way and railway, with an overall length of 2132m and a main span of 1377m between the Tsing Yi

tower in the east and the Ma Wan tower in the west (see Figure 2.15). The Tsing Ma Bridge is also

located in one of the most active typhoon-prone regions in the world. A comprehensive Wind And

Structural Health Monitoring System (WASHMS) and a Global Positioning System-On-Structure

Instrumentation System (GPS-OSIS) were installed in the Tsing Ma Bridge by the Hong Kong High-

ways Department in 1997 and 2000, respectively [22,23].

Hong Kong is situated at latitude N22.2� and longitude E114.1� and it is on the southeastern coast of
China, facing the South China Sea. The weather system of Hong Kong is influenced by the land mass to

its north as well as by the ocean to its south and east. Two types of wind conditions dominate Hong

Kong: monsoon wind, prevailing in the months from November to April, and typhoon wind predomi-

nating in the summer. The local topography surrounding the bridge is quite unique and complex as it

includes sea, islands and mountains from 69–500m high (see Figure 2.16). The alignment of the bridge

deck deviates for 17� counterclockwise from the east-west axis (see Figure 2.17). The complex topog-

raphy makes wind characteristics at the bridge site very complicated.

The WASHMS installed in the bridge makes it possible to investigate wind characteristics at the

bridge site and to gain a better understanding of wind loading on the bridge. Wind data recorded by the

WASHMS have been analyzed, and wind characteristics such as mean wind speed, mean wind direc-

tion, turbulence components, turbulence intensities, integral scales and wind spectra have been

obtained for both monsoon winds and typhoon winds. It is impossible to cover all the research activities
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Figure 2.15 Tsing Ma suspension bridge and distribution of anemometers (from [25]) (Reproduced with

permission from Taylor & Francis).
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and present all the research results here. Only wind characteristics of typhoons and the joint probability

density function for monsoons at the bridge site are briefly introduced in this section.

2.8.1 Anemometers in WASHMS

The WASHMS of the bridge includes a total of six anemometers, with two at the middle of the main

span, two at the middle of the Ma Wan side span and one of each on the Tsing Yi tower and Ma Wan
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Figure 2.16 Local topography of Hong Kong (from [25]) (Reproduced with permission from Taylor & Francis).

Figure 2.17 Alignment of Tsing Ma Bridge (from [25]) (Reproduced with permission from Taylor & Francis).
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tower (see Figure 2.15). To prevent disturbance from the bridge deck, the anemometers at the deck level

were respectively installed on the north side and south side of the bridge deck via a 8.965m long boom

from the leading edge of the deck (see Figure 2.18).

The anemometers installed on the north side and south side of the bridge deck at the middle of

main span, respectively specified as WI-TJN-01 and WI-TJS-01, are the digital type Gill Wind

Master ultrasonic anemometers. Those located at the two sides of the bridge deck near the mid-

dle of the Ma Wan approach span, specified as WI-TBN-01 on the north side and WI-TBS-01 on

the south side, are analog mechanical anemometers. Each analog anemometer consists of a hori-

zontal component (RM Young 05106) with two channels, giving the horizontal resultant wind

speed and its azimuth, and a vertical component (RM Young 27106) with one channel, providing

the vertical wind speed. Another two analog mechanical anemometers which have a horizontal

component only are arranged at 11m above the top of each bridge tower. They are specified

as WI-TPT-01 for the Tsing Yi tower and WI-TET-01 for the Ma Wan tower. The sampling

frequency of measurement of wind speeds was set as 2.56Hz.

2.8.2 Typhoon Wind Characteristics

To understand typhoon wind characteristics at the bridge site, typhoons with signal No. 3 and above

hoisted by the Hong Kong Observatory (HKO) during the period from July 1997 to September 2005

were targeted. A total of 247 hourly typhoon data records were correspondingly retrieved. Four major

steps were then taken for the data pre-processing of original data records. After the data pre-processing,

a total of 147 hourly typhoon wind records were of acceptable quality for subsequent statistical analysis.

To understand the mean wind speed and mean wind direction of typhoon events experienced at the

Tsing Ma bridge site, the wind records were further split into the four groups in terms of mean wind

speed. These wind speed groups included:

1. less than 10m/s;

2. between 10 and 18m/s;

3. between 18 and 45.8m/s;

4. greater than 45.8m/s.

The latter three groups represent the stages 1, 2 and 3 specified in the high wind management system

for the bridge. Figure 2.19 shows the polar plot of the ten-minute mean wind direction for typhoon

events. It can be seen that almost 23% of the records are taken from the north direction. This observa-

tion is consistent with that made by the HKO.
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Figure 2.18 Deck cross-section and sensor positions (from [25]) (Reproduced with permission from Taylor &

Francis).
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Figure 2.20 displays the polar plot of the ten-minute mean wind speed for typhoon events. It can be

observed that wind speeds within the range from 10–18m/s are dominant for typhoon events. This

indicates that stage 1 of the high wind management system was hoisted during most of the typhoons at

the bridge during the period concerned. Among the 16 direction sectors, the southwest direction shows

the maximum ten-minute mean wind speed of 22.67m/s.

The mean wind incidence is defined as the angle between the mean wind velocity and the horizontal

plane. The positive mean wind incidence means the wind is blowing upward.

Figure 2.21 displays the polar plot of the ten-minute mean wind incidence recorded at the deck level of

the bridge for typhoon events. All the wind incidences are within �10� at the 95% upper and lower limits
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of wind incidences under a mean wind speed of 20m/s. However, the wind incidences measured in the

easterly directions are much more scattered than those in other directions, which may be because easterly

wind directions are almost parallel to the longitudinal direction of the bridge deck. There is a possibility

that the flow of air could be disrupted by the bridge deck. It can also be seen that wind incidences tend to

be approximately zero for the open-sea area. The mean values of ten-minute mean wind incidences were

recorded as 0.33�, 0.09� and 0.52� in the southeast, south-southeast and south directions, respectively.
Figure 2.22 shows the polar plot of the ten-minute turbulence intensity in the longitudinal direction at

the deck level of the bridge for typhoon events. It can be seen that the turbulence intensities measured
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Figure 2.21 Polar plot of mean wind incidence.
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in the northeasterly and easterly directions vary within a larger range than those measured in other

directions. The northeasterly direction shows the most turbulent winds for typhoon events. The mean

values of the longitudinal, lateral and vertical turbulence intensities in this direction are 38.6, 36.2 and

26.1%, respectively. In contrast, the least turbulent winds are in the southerly direction, which has mean

longitudinal, lateral and vertical turbulence intensities of 8.6, 8.4 and 5.3%, respectively. The average

ratio of the lateral to longitudinal turbulence intensities is 0.903 and the ratio of the vertical to longitu-

dinal turbulence intensities is 0.703.

The alongwind, crosswind and upwind power spectra and the integral length scales derived by the

curve-fitting method from four selected typhoon samples were investigated in detail. Figure 2.23 shows

the alongwind and crosswind power spectra for one selected typhoon sample. The measured integral

length scales for the overland exposure vary between 94.81m and 188.52m (the average value being

136.75m) for Lxu, between 31.34m and 54.55m (the average value being 44.96m) for Lxv , and between

33.18m and 43.04m (the average value being 37.93m) for Lxw.

In contrast, for the open-sea fetch the measured integral length scales range between 110.66m and

539.66m (the average value being 280.76m) for Lxu, between 43.74m and 149.18m (the average value

being 83.85m) for Lxv , and between 29.15m and 60.04m (the average value being 40.91m) for Lxw. It

seems that the integral length scales of Lxu , L
x
v and L

x
w from the open-sea fetch are larger than those from

the overland fetch. This observation appears to be consistent with a comment in the literature that the

length scale is a decreasing function of terrain roughness [19].

2.8.3 Monsoon Wind and Joint Probability Density Function

The joint probability density function of wind speed and wind direction is essential when assess-

ing wind-induced fatigue damage to the bridge. A practical joint probability distribution function

has been adopted for a complete population of wind speed and wind direction, based on two

assumptions:

1. The distribution of the component of wind speed for any given wind direction follows the Weibull

distribution.

2. The interdependence of wind distribution in different wind directions can be reflected by the relative

frequency of occurrence of wind.
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Figure 2.23 Wind spectra of typhoon sample 1 from over-land fetch.
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Pu;u U; uð Þ ¼ Pu uð Þ 1� exp � U

c uð Þ
� �k uð Þ" # !

¼
ðð

f u uð Þf u;u U; k uð Þ; c uð Þð Þdu du ð2:75Þ

f u;u U; kðuÞ; cðuÞð Þ ¼ kðuÞ
cðuÞ

U

cðuÞ
� �kðuÞ�1

exp � U

cðuÞ
� �kðuÞ" #

ð2:76Þ

Pu uð Þ ¼
Z u

0

f u uð Þdu ð2:77Þ

where:

0 	 u < 2p;

Pu(u) is the relative frequency of occurrence of wind in wind direction u.

The occurrence frequency Pu(u), as well as the distribution parameters, k(u) and c(u), can be esti-

mated using wind data recorded at the bridge site. Wind records of hourly mean wind speed and direc-

tion within the period between 1 January 2000 and 31 December 2005, from the anemometer installed

Figure 2.24 Weibull distribution of hourly mean wind speed (from [24]) (Reproduced with permission from Multi-

Science Publishing Co Ltd).
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on the top of the Ma Wan tower, were used to ascertain the joint probability density function of hourly

mean wind speed and direction. The height of the anemometer is 214m above the sea level. Wind

records having an hourly mean wind speed lower than 1m/sec were removed in order to avoid any

adverse effect on the statistics. As a result, 19 775 hourly monsoon records were available for calcula-

tion of the joint probability density function of wind speed and direction. The number of hourly

typhoon wind records during this period was so small that the corresponding joint probability density

function could not be obtained at present.

All the monsoon records were classified into 16 sectors of the compass with an interval of Du¼ 22.58
according to the hourly mean wind direction (see Figure 2.24). In each sector, mean wind speed was

further divided into 16 ranges from zero to 32m/sec, with an interval of DU¼ 2m/sec. This led to a

total of 256 cells, and the relative frequency of hourly mean wind speed and wind direction in each cell

was calculated. Based on the relative frequencies of wind speed and wind direction calculated, the

theoretical expression of joint probability density function was deduced, based on Equation 2.76. The

Weibull function was used to fit the histogram of hourly mean wind speed for each wind direction, and

the typical results in the east, south and west directions are depicted in Figure 2.24a–c, respectively.
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Figure 2.25 Relative frequency of wind direction and Weibull scale and shape parameters (from [24])

(Reproduced with permission from Multi-Science Publishing Co Ltd).
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The Weibull function was also applied to the complete wind records without considering wind direc-

tion, as shown in Figure 2.24d. The results show that the Weibull function also fits the complete wind

data adequately. The relative frequency of wind direction and the scale and shape parameters of the

Weibull function obtained are given in polar plot in Figure 2.25a–c, respectively. It can be seen that the

dominant monsoon direction is the east and that the scale and shape parameters do not vary signifi-

cantly with wind direction. Further details can be found in the literature [24,25].

2.9 Notations

A Amplification factor

B Constant value depend on the roughness length z0
C Non-dimensional decay constant

A Scale factor

a0 Empirical constant

C Scale factor for Weibull type

K Shape factor for Weibull type

M Constant value depend on the roughness length z0
N Frequency

u� Shear velocity or friction velocity

ra Air density

r Correlation coefficient

a Power-law exponent

b Fractional speed-up ratio

s Standard deviations for turbulence components

m Location parameter

j Shape factor

h Dispersion

vup Upper cutoff frequency

cu Normalized co-spectrum

wu Normalized quad-spectrum

k Surface drag coefficient

d Atmospheric boundary layer height

u Wind direction

t0 Surface shear stress

k Von Karman’s constant

fc Coriolis parameter

g Peak factor

u Turbulence component in longitudinal direction

r Spatial distance

v Horizontal turbulence component perpendicular to the wind direction

w Vertical turbulence component perpendicular to u and v

y Reduced variate

z0 Surface roughness length

zh Zero-plane displacement

Gv Gust factor

HG Equilibrium boundary layer height

Lu Integral length scale for the longitudinal turbulence component u

N Total number of years
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R Accepted risk

T Averaging time

TR Return period

UG Gust speed

f(z, rx) Cross correlation function in two points separated by a distance rx
f(V) Probability density function

F(V) Probability distribution function

I(z) Turbulence intensity

PE Exceedance probability

k(u) Distribution parameter

c(u) Distribution parameter

Pu(u) Relative frequency of occurrence of wind in wind direction u

UðzÞ Mean wind speed

U(x, y, z, t) Measured instantaneous wind velocity time history

S(n) Turbulence wind spectrum

SN Dimensionless normalized cross-spectrum

S(P1, P2, n) Cross-spectrum at points P1 and P2

R(z, t) Autocorrelation function

Tu(z) Integral time scale
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3

Mean Wind Load and
Aerostatic Instability

3.1 Preview

As discussed in Chapter 2, wind velocity can normally be decomposed into a mean wind speed and

three perpendicular turbulence components. The theory of random vibration manifests that the mean

value of a structural response to an excitation in the form of a stationary random process is constant

and proportional to the mean value of the excitation process. Therefore, to facilitate wind-resistant

design of a long-span bridge, it is often assumed that the total bridge response is the sum of a mean

response and a random response with a zero mean. The mean response depends on the mean wind load

which, in turn, counts on the mean wind speed.

The mean wind load is an important load that should be considered in the design of long-span

bridges. Because a long-span bridge is usually flexible, the mean wind loads on the bridge deck, towers

and cables can cause considerable displacements. Moreover, aerostatic instability due to the mean wind

load may occur, which can cause the bridge to collapse and should be prevented in the design stage.

This chapter first introduces the formulation of mean wind load and the concept of wind force coef-

ficients. The torsional divergence and its critical wind speed of a long-span bridge are then discussed,

based on a 2-D bridge deck section model. The 3-D non-linear aerostatic instability analysis, consider-

ing lateral-torsional divergence, follows, based on the finite element method (FEM). The finite element

method-based mean wind response analysis is finally discussed and applied to the Stonecutters cable-

stayed bridge as a case study.

In wind-resistant design of a long-span bridge, an accurate finite element model of the bridge is

essential to facilitate effective analyses of various wind load effects on the bridge. The methods for

analyzing both aerostatic instability and mean wind response, which will be introduced in this chapter,

are also established on the finite element method. Therefore, the finite element modeling technique for

long-span bridges is discussed in this chapter to some extent.

3.2 Mean Wind Load and Force Coefficients

3.2.1 Bernoulli’s Equation and Wind Pressure

The region outside the boundary layer in the case of the airfoil, and the outer region of the bluff-body

flow are regions of inviscid (zero viscosity) and irrotational (zero vorticity) flow [1]. In these regions,
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the pressure p and velocity Ub in the fluid are related by Bernoulli’s equation:

1

2
rU2

b þ p ¼ const: ð3:1Þ

where:

r is the air density;

Ub is the wind speed at a point on the streamline;

p is the instantaneous wind pressure at the chosen point.

Bernoulli’s equation states that for an inviscid and irrotational flow, an increase in the speed of the

fluid occurs simultaneously with a decrease in pressure.

By using Equation 3.1 and considering the atmospheric pressure pn and velocity U in the region

outside the influence of the bluff-body, one may have:

p� pn ¼
1

2
r U2 � U2

b

� � ð3:2Þ

For a bridge deck section immersed in a wind field (see Figure 3.1), some points on the deck surface

are the stagnation points where Ub is zero. If the atmospheric (ambient) pressure is regarded as zero

pressure, wind pressure at the stagnation pint is equal to 1=2rU
2, which is known as the dynamic pres-

sure. However, most of the points on the deck surface are not stagnation points and, consequently, the

distribution of wind pressure on the deck surfaces is non-uniform.

3.2.2 Mean Wind Load

Conventionally, the mean wind load is expressed with respect to the wind coordinate system, as shown

in Figure 3.1. In a typical 2-D analysis, the mean wind load can be split into three parts: the drag force

FD in the mean wind direction, the lift force FL perpendicular to the mean wind direction, and the

moment M with respect to the centroid of the section. The drag force equals the integral of wind

pressures in the alongwind direction (the mean wind direction); the lift force equals the integral of

wind pressures on the section in the acrosswind direction perpendicular to the alongwind direction; and

the moment is the torsion, which is equal to the total resultant wind force times a moment distance with

respect to the centroid of the section.

The mean wind load can also be expressed with respect to the structural coordinate system, as shown

in Figure 3.1. In this system, the mean wind load can be split into the vertical force, FV, the horizontal

force, FH, and the moment, M. The vertical force equals the integral of wind pressures in the vertical

direction; the horizontal force equals the integral of wind pressures in the horizontal direction; and the

moment is the same as is expressed in the wind coordinate system.

U

FL
FV

FD

M FH–α

Figure 3.1 Mean wind load in wind coordinate system and structural coordinate system.
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Wind forces can be transformed from the wind coordinate system to the structural coordinate system

using the following equation:

FV

FH

� �
¼ cosðaÞ sinðaÞ

�sinðaÞ cosðaÞ
� �

FL

FD

� �
ð3:3Þ

where a is the angle of attack of the incoming flow.

3.2.3 Wind Force Coefficients

The determination of wind forces on a bluff-body is quite difficult because they are dependent on a

number of variables related to the geometry of the body and to the upwind flow characteristics. There-

fore, geometrically scaled models are often used in practice to obtain pressure (or force) coefficients

through wind tunnel tests, and these force coefficients are then applied to full-scale prototype struc-

tures. The pressure or force coefficients are non-dimensional quantities.

For a bridge deck section, three non-dimensional mean wind force coefficients, which are seen as the

functions of an angle a of attack, are usually defined as follows:

FDðaÞ ¼ 1

2
rU2BCDðaÞ ð3:4aÞ

FLðaÞ ¼ 1

2
rU2BCLðaÞ ð3:4bÞ

MðaÞ ¼ 1

2
rU2B2CMðaÞ ð3:4cÞ

where:

CD(a), CL(a) and CM(a) are the drag, lift and moment coefficients, respectively;

U is the incoming wind flow velocity;

a is the wind angle of attack;

B is the characteristic dimension of the structural section. In the case of a bridge deck, B is usually

taken as the width of deck section.

Figure 3.2 shows wind force coefficients of a box girder section obtained from wind tunnel tests [2].

With these coefficients, the mean wind forces on the bridge girder can be determined according to its

section size. Details on wind tunnel tests can be found in Chapter 7 of this book.

The utility of mean wind force coefficients of a bridge girder section is not limited in the determina-

tion of mean wind load. The coefficients and their derivatives with respect to the angle of attack are also

used to determine buffeting forces and galloping stability [3,4]. Mean wind force coefficients are

also called aerodynamic coefficients.

3.3 Torsional Divergence

Torsional divergence of long-span bridges was first observed in a full bridge wind tunnel test in 1967

[5]. The phenomenon of torsional divergence is characterized by torsional instability, a monotonically

increasing rotation until failure at a critical wind speed. This phenomenon is non-oscillatory and can

be described in a quasi-steady manner in terms of aerodynamic coefficients. Like most instabilities,

torsional divergence occurs abruptly at the critical wind velocity and can cause a bridge to collapse.
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To clearly demonstrate how the non-linear coupling between wind forces and bridge deck motion leads

to torsional divergence, a simple one-dimensional (1-D) torsional divergence analysis is introduced in this

section. The solution for the critical wind velocity of 1-D torsional divergence can be given straightfor-

wardly in terms of aerodynamic moment coefficient as a function of wind angle of attack.
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Figure 3.2 Aerodynamic coefficients of a box girder section.
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Let us consider a single degree of freedom (1-D) model, as shown in Figure 3.3. The torsional

equilibrium equation of the bridge girder section can be written as:

Kaa ¼ 1

2
rU2B2CMðaÞ ð3:5Þ

where:

Ka is the torsional stiffness of the bridge girder;

CM is the aerodynamic moment coefficient.

The substitution of a linear expansion of CM(a) as CMðaÞ ¼ CMð0Þ þ C0
Mð0Þ � a into Equation 3.5

yields:

Ka � 1

2
rU2B2C0

Mð0Þ
� �

a ¼ 1

2
rU2B2CMð0Þ ð3:6Þ

The term �rU2B2C0
Mð0Þ=2 represents the negative torsional stiffness due to the interaction between

the wind moment and the bridge rotation. It is obvious that the negative torsional stiffness increases

with wind speed. If the total torsional stiffness becomes zero or negative, then the torsional displace-

ment of the bridge girder becomes divergent.

The critical wind speed for torsional divergence is therefore the wind speed that makes the total

stiffness equal to zero:

Ka � 1

2
rU2B2C0

Mð0Þ ¼ 0 ð3:7Þ

As a result, the critical wind speed for torsional divergence can be given as:

Ucr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Ka

rB2C0
Mð0Þ

s
ð3:8Þ

The torsional stiffness of the bridge girder can be expressed as:

Ka ¼ v2
a � Im ¼ 2pf að Þ2 �mr2 ð3:9Þ

where:

va represents the torsional circular frequency of the bridge girder;

Im represents the mass moment of inertia of the bridge girder;

α
kα

U 

Figure 3.3 Calculation model for torsional divergence.
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fa represents the torsional frequency of the bridge girder;

m is the mass of the bridge girder;

r represents the mass radius of the bridge girder.

As a result, the critical wind speed for torsional divergence can be given by [6]:

Ucr ¼ Kcrf aB ð3:10Þ

Kcr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p3

2
� m � r

b

� �2

� 1

C0
Mð0Þ

s
ð3:11Þ

where b¼ 0.5B and m¼m/(prb2).

It should be noted that real torsional divergence of a long-span bridge is usually coupled with its

lateral displacement, because of large drag force acting on the bridge. Moreover, geometric non-linearity

cannot be neglected in aerostatic divergence analysis of long-span bridges, because of large displace-

ments. All of these issues have to be, and can be, addressed through 3-D aerostatic instability analysis.

3.4 3-D Aerostatic Instability Analysis

Aerostatic instability of long-span bridges usually takes place in the pattern of lateral-torsional diver-

gence. Aerostatic instability was investigated by Boonyapinyo et al. [7] and Nagai et al. [8] for long-

span cable-stayed bridges and by Cheng et al. [9] and Zhang et al. [10] for long-span suspension

bridges. The results from these researches show that the incorporation of displacement-dependent wind

forces and the geometric non-linearity in the analysis results in a significant reduction in the critical

wind velocity for non-linear aerostatic instability.

An iterative method for 3-D non-linear aerostatic instability analysis, based on the finite element

model of a long-span bridge, is introduced in this section. Both geometric non-linearity and non-

uniformly distributed displacement-dependent wind forces are considered in this method.

In general, aerostatic instability analysis is all about forming and solving the following equation:

½KðdÞ�fdg ¼ fFða;UÞg ð3:12Þ

where:

[K(d)] is the total structural stiffness matrix in which both linear stiffness and geometric stiffness are

included;

{d} is the displacement vector of the bridge structure;

{F(a, U)} is the wind force vector acting on the bridge structure, which is usually expressed as

equivalent nodal forces as they are functions of both mean wind speed and wind angle of attack.

The iteration form of Equation (3.12) can be expressed as:

½Ke� þ Kgðdj�1Þ
	 
� � � fDdjg ¼ Fjðaj ;UkÞ

� �� Fj�1ðaj�1;UkÞ
� � ð3:13Þ

where:

[Ke] and [Kg(dj�1)] are the elastic-linear stiffness matrix and the geometric stiffness matrix at the (j� 1)

step, respectively;
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Ddj is the displacement increment at the j step;

Fjðaj ;UkÞ
� �

and Fj�1ðaj�1;UkÞ
� �

are the wind force vectors at the j step and the (j� 1) step, which

correspond to the wind angle of attack at the j step and the (j� 1) step, respectively, but the mean

wind speed at the k step.

The Euclidean norm of the aerostatic coefficients of lift, drag and pitch moment is taken as

convergence criterion, which can be expressed as:

PN
j¼1

½CkðajÞ � Ckðaj�1Þ�2

PN
j¼1

½Ckðaj�1Þ�2

8>>><
>>>:

9>>>=
>>>;

1=2

� ek ðk ¼ D; L;MÞ ð3:14Þ

where:

N is the total node number;

Ck (k¼D, L,M) are the aerodynamic force coefficients;

ek is the allowable tolerance.

The procedure of a 3-D aerostatic instability analysis can be summarized as follows:

1. Assume an initial wind velocity U0, an initial wind angle of attack a0, an initial displacement

vector {d0}, and decide a wind speed increment DU.

2. Calculate the total stiffness matrix using the initial displacement vector {d} and decide wind forces

on the bridge using the initial wind speed U with the initial wind angle of attack a.

3. Solve the global equilibrium equation (3.12) to obtain the displacement vector {d} using a numeri-

cal method such as the Newton-Raphson method.

4. Obtain the torsional angles of bridge deck elements from the displacement vector {d}.

5. Calculate the effective angle of attack a for each element.

6. Check if the Euclidean norm of Equation 3.14 is less than the prescribed tolerance.

7. If Equation 3.14 is not satisfied, then go to step (2) with the new effective angle of attack and the

new displacement vector.

8. If Equation 3.14 is satisfied, increase wind speed by DU and go to step (2).

9. Keep the iteration of steps (2) to (8) until the solution of Equation 3.12 at step (3) becomes

divergent.

10. Return to step (8) using a slightly small wind speed increment DU.
11. Keep the iteration of steps (2) to (10) until the difference of wind speed increment DU between the

previous and current steps is less than the preset threshold. The final wind speed is then the critical

wind speed for 3-D aerostatic instability of a long-span bridge.

3.5 Finite Element Modeling of Long-Span Cable-Supported Bridges

The finite element model of a long-span bridge is essential to facilitate aerostatic instability analysis. It

is also an essential model for mean wind response analysis which will be presented in the next section,

for vortex-induced vibration analysis, buffeting analysis, and flutter analysis in Chapter 4, and for wind-

vehicle-bridge coupling analysis in other chapters. In this connection, this section provides a concise

introduction to finite element modeling technique for long-span cable-supported bridges. The further

details on this topic can be found in many books [e.g. 11,12].
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3.5.1 Theoretical Background

By the finite element approach, the bridge structure is assumed to be divided into a system of discrete

elements which are interconnected only at a finite number of nodal points. The mass and stiffness

matrices of the entire bridge are then formed by evaluating the properties of the individual finite ele-

ments and superimposing them appropriately [11].

Within an element, each node holds specific degrees of freedom (DOFs), depending on the problem

described. Under external loads, the deflected shape of an element follows specific displacement func-

tion which satisfies nodal and internal continuity requirements. Based on the load-displacement rela-

tion, the element stiffness matrix can be established.

For mass property, the simplest method is to assume that the mass is concentrated at the nodes,

at which the translational displacements are defined and rotational inertia is null. This is referred

as lumped mass, and the matrix has a diagonal form. Following a similar method and the same

displacement function in deriving the element stiffness matrix, the consistent mass matrix can

also be calculated.

The concentrated load acting on the nodes can be directly applied. Other loads, such as distributed

forces, can be evaluated in a similar manner as deriving the consistent mass matrix with the same dis-

placement function.

In engineering practice, the mass and stiffness matrices and load vector are automatically computed

by structural analysis computer software. However, it is utmost important for users to understand the

theories, assumptions and limitations of numerical modeling using the finite element method, as well

as the limitations of the computation algorithms.

There have been numerous studies on the finite element modeling of long-span cable-supported

bridges to facilitate static and dynamic analyses [12]. Most of the studies are based on a simplified

spine beam model of equivalent sectional properties to the actual structural components [13]. Such a

simplified model is effective in capturing the dynamic characteristics and global structural behavior of

the bridge without heavy computational effort. However, local structural behavior, such as stress and

strain concentration at joints which is prone to cause local damage in static and/or dynamic loading

conditions, cannot be estimated directly. In this regard, a delicate finite element model, with finer

details in highlighting local behaviors of the bridge components, is needed.

The rapid development of information technology and improvements in speed and memory capacity

of personnel computers (PC) have made it possible to establish a more detailed finite element model for

a long-span cable-supported bridge. However, a finer finite element model will cost more computa-

tional resources including computational time and storage memory.

In general, a simplified spine beam finite element model of a bridge helps understanding of the global

behaviors of the structure, preliminary design, aerodynamic analysis and so on. A fine model with solid

and/or shell elements can be used for stress analysis, so that the computed stresses can be directly

compared with the measured ones [14,15]. To trade off the computational efficiency and capability,

one can establish a multi-scale model to cater for the objectives.

3.5.2 Spine Beam Model

In a spine beam model, components of a long-span cable-supported bridge are modeled by line ele-

ments including beam elements, truss elements, and rigid links. Pylons and piers are usually modeled

with beam elements based on their geometric properties. Cables or suspenders are often modeled by

truss elements, and the geometric non-linearity due to cable tension is taken into consideration. In a

suspension bridge, the static equilibrium profile of the main cable needs to be calculated iteratively,

based on the static horizontal tensions and the unit weight of both the cable and deck given in the

design. In a cable-stayed bridge, the static equilibrium profile of the bridge also needs to be calculated

iteratively, based on the tension forces in the stay cables and the weight of the bridge deck. The bridge
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deck, however, is more challenging to model. Usually, there are two approaches that can be employed

to simplify the complicated bridge deck into a series of beam elements.

In the first approach, the deck is modeled as a central beam (the spine beam). The equivalent cross-

sectional area of the deck is calculated by summing up all cross-sectional areas. In the case of a com-

posite section, the areas should be converted to that of one single material, according to the modular

ratio. The neutral axes and moments of inertia about the vertical and transverse axes are also deter-

mined in a similar way. The calculation of the torsional stiffness of the deck section should consider

both pure and warping torsional constants. The mass moment of inertia of the deck should include those

of all members, according to their distances from the centroid of the section.

For a more complicated deck, with a number of structural members, especially with diagonally

placed braces and irregular members, an alternative to the equivalent sectional property method is to

use the equivalent displacement method. As an example, Figure 3.4(a) shows a detailed finite element

model of a typical 18m long segment of the deck of the Tsing Ma Bridge. The segment is then simpli-

fied to an equivalent beam element with 12 DOFs, as shown in Figure 3.4(b), each corresponding to a

generalized displacement and a generalized force. The resulting element stiffness matrix has a size of

12� 12. A positive unit displacement is imposed on one DOF of the segment, while all other possible

displacements in the three-dimensional model are prevented. The resultant generalized forces of the

segment, representing the stiffness coefficients, are then calculated. Note that, in the section model,

beam elements, shell elements and solid elements can be employed, although Figure 3.4(a) has beam

elements and shell elements only.

Constraints, usually spring elements, rigid links or direct coupling of nodal displacements, are neces-

sary to connect different parts of the model together and to enforce certain types of rigid-body features.

For example, the nodes of the deck, bearings and towers do not coincide with each other. Rigid links are

usually used to restrain their motions in different directions, depending on the bearing types and bound-

ary conditions. Rigid links are also used to connect the spine beam with cables, as shown in Figure 3.5

in the spin beam model. Figure 3.6 displays a complete spin beam model of the Tsing Ma suspension

bridge in Hong Kong. Further details on how to build the spin beam model of the Tsing Ma Bridge can

be found in Xu et al. (1997) [13].

3.5.3 Multi-Scale Model

To capture the local responses of some critical members and/or to obtain more accurate results, the

entire bridge can be modeled with different types of elements. The ever-increasing capacity of

computers makes this multi-scale modeling more and more popular. In such a multi-scale model [16],

the components of interest can be modeled with shell elements or solid elements and other components

still with line elements. Special care must be taken at the interface between a solid element, a shell

element and a beam element, because they have different DOFs. Multi-point constraints (MPC) are

needed to connect the different elements in order to avoid displacement incompatibility among the

nodes. Various MPC equations for beam to shell, shell to solid and beam to solid connections have

been developed in terms of total energy principle and implemented in the commercial software [17].

Figure 3.7(a) shows a typical 18m long segment of the Tsing Ma suspension bridge deck. The deck

of the Tsing Ma Bridge is quite complicated in geometry and consists of deck plates and cross-frames.

Figure 3.7(b) displays a multi-scale model of the same 18m long segment. The plate is modeled with shell

elements and the cross-frames with beam type. Since the nodes of the beam elements modeling cross-

frames do not coincide with the nodes of the shell elements located in the middle plane of the plate, MPCs

are needed to connect them to avoid displacement incompatibility among the nodes. There are totally

130 nodes, with 188 beam elements, 24 shell elements and 50 MPCs in this typical multi-scale model.

The towers, piers, cables and suspenders of the Tsing Ma Bridge are relatively simple in geometry,

and thus beam elements may be sufficient to model them. Integrating the bridge components with the
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proper modeling of the connections and boundary conditions enables the global multi-scale model of

the Tsing Ma Bridge to be established, as shown in Figure 3.8. The establishment of this multi-scale

bridge model involves 12 898 nodes, 21 946 elements (2 906 shell elements and 19 040 beam elements)

and 4788 MPCs. Further details on the establishment of the multi-scale model of the Tsing Ma Bridge

can be found in Chapter 11.

In the establishment of the Tsing Ma global bridge model, the coordinates of the bridge structure are

taken from as-built drawings. Therefore, the configuration of the bridge model is the target one. The
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Figure 3.4 One segment of the deck system of Tsing Ma Bridge (from [12]) (Reproduced with permission

from Taylor & Francis).
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process for finding the target configuration of the bridge in the equilibrium state under dead loads is

referred to as “shape-finding”. This task is accordingly performed through iteration to form the final

global bridge model for the subsequent model updating, static analysis and dynamic analysis. Two

types of system identification techniques, the input-output methods and output-only methods, and the

vibration-based FE model updating using the identified dynamic characteristics of the bridge, can be

found in Xu et al. (2012) [12]. The subsequent static analysis can be found in Section 3.6 of this chapter

and the subsequent dynamic analysis can be found in Chapter 4 and other chapters.

3.5.4 Modeling of Cables

Special attention should be paid to modeling of cables in considering the sag effect and the initial ten-

sion force under full dead loads. The sag effect of a cable is considered using the following equivalent

elastic modulus for the straight truss element to replace the actual modulus of the cable:

Eeq ¼ E

1þ rcAg
�l

� �2
AE

12T3

ð3:15Þ

where:

Eeq is the equivalent modulus of elasticity;

E is the effective modulus of elasticity of cable;

Cable element

Rigid links

Cable element Beam element

Figure 3.5 Connection between the spine beam element and the suspender cable element (from [12]) (Reproduced

with permission from Taylor & Francis).

Figure 3.6 Spin beam finite element model of the Tsing Ma Bridge.
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Figure 3.7 A typical 18m long deck module at the main span (from [12]) (Reproduced with permission

from Taylor & Francis).

Figure 3.8 Multi-scale finite element model of the Tsing Ma Bridge (from [12]) (Reproduced with permission

from Taylor & Francis).
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rc is the effective material density of the cable;

g the gravity acceleration;
�l is the horizontal projected length of the element;

A the effective cross-sectional area;

T is the mean cable tension.

The elastic stiffness matrix of the cable element in the three-dimensional local coordinate is given by:

Ke½ � ¼ AEeq

Lc

1 0 0 �1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

�1 0 0 1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

2
6666664

3
7777775

ð3:16Þ

where Lc is the chord length of the cable. Furthermore, a geometric stiffness matrix of the cable element

should be included for consideration of the cable tension force:

Kg

	 
 ¼ T

Lc

0 0 0 0 0 0

0 1 0 0 �1 0

0 0 1 0 0 �1

0 0 0 0 0 0

0 1 0 0 �1 0

0 0 1 0 0 �1

2
6666664

3
7777775

ð3:17Þ

The tangent stiffness matrix of the cable element in the local coordinate is then obtained by:

Kt½ � ¼ Ke½ � þ Kg

	 
 ð3:18Þ
The tangent stiffness matrix of the cable system of the bridge in the global coordinate can be

assembled from the element tangent stiffness matrices.

3.6 Mean Wind Response Analysis

3.6.1 Determination of Reference Position

Before the mean wind response of a long-span cable-supported bridge is determined, a geometrically

non-linear static analysis of the bridge, in which only the gravity forces of bridge components and the

initial tension forces of cables are included, needs to be performed to determine a reference position of

the bridge at its complete stage. The mean wind response is then computed with respect to this refer-

ence position, which is also required in the 3-D aerostatic instability analysis.

Geometrically non-linear phenomena in the static analysis of the bridge mainly results from stress-

stiffening effect. The stress-stiffening effect is introduced in Section 3.5.4, where the tangent stiffness

matrix of the cable system of the bridge in the global coordinate is formed. This effect is also important

in the bridge deck and towers, especially for a long-span cable-stayed bridge, due to high compressive

forces caused by tension forces in cables and dead loads.

3.6.2 Mean Wind Response Analysis

Under the action of incident wind, there are three major components of the wind forces acting on the

bridge: the mean wind force due to mean wind; buffeting force due to turbulent wind; and self-excited

force due to aeroelastic interaction between bridge motion and wind velocity. The response of the
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bridge is traditionally divided into response to mean wind (mean wind response) and response to buffet-

ing force and self-excited force (buffeting response).

The mean wind response can be determined through a 3-D finite element-based static analysis, while

the buffeting response can be determined using a 3-D finite element-based dynamic analysis by taking

the deformed position of the bridge under the mean wind load as a reference position. The theoretical

background of the 3-D finite element-based coupled buffeting analysis of a long-span cable-supported

bridge is given in Chapter 4.

The mean wind load on a bridge component can be determined by the aerodynamic coefficient and

mean wind speed at the component according to Equation 3.4, and then converted to the relevant nodes

of the bridge model. The mean wind load on a stay cable can be converted to its two ends. Since long-

span cable-supported bridges are often very flexible, their displacements under strong winds can be so

large that small displacement assumption is no longer valid and that mean wind load is displacement-

dependent, because aerodynamic coefficients vary with the effective angle of attack.

The situation can be more complicated because the torsional displacements of deck segments

vary along the bridge deck. Therefore, the 3-D finite element-based mean wind response analysis

is actually a non-linear static analysis with iterations, which is similar to the 3-D aerostatic inst-

ability analysis, but wind speed concerned in the mean wind response analysis is relatively lower

than that in the instability analysis.

3.7 Case Study: Stonecutters Bridge

3.7.1 Main Features of Stonecutters Bridge

The Stonecutters Bridge, stretching from the Tsing Yi Island to the Stonecutters Island, is a cable-

stayed bridge with a total length of 1596m and a main span of 1018m. Both the east and west side

spans consist of four sub-spans of 69.25m, 70m, 70m and 79.75m, respectively. The configuration of

the bridge is shown in Figure 3.9.

Each bridge tower consists of a reinforced concrete structure from the base to level þ175m and then

a composite steel and concrete structure. The stay cables are anchored in a steel box inside the tower

within the height from level þ175m to level þ293m. The top 5m of the towers, from level þ293m to

level þ298m, is primarily designed as an architectural lighting feature. The towers are founded on

piled foundations composed of bored piles of 2.8m diameter.

The bridge deck is made of steel in the main span. The steel deck consists of two streamlined twin

girders supported by stay cables. At the location of the stay cables in the main span, the two longitudi-

nal girders are interconnected by a series of cross-girders.

The two side spans are generally in concrete with the transition from steel deck to concrete deck

located 49.75m into the side spans. The concrete deck also consists of twin girders connected by

concrete cross-girders.

Figure 3.9 Configuration of Stonecutters Bridge.
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The pier shafts in the two side spans are all monolithically connected to the bridge deck through

cross-heads. The three intermediate pier shafts are of single rectangular tapered shape, while the pier at

each end of the bridge has two rectangular shafts to increase stiffness of the side spans.

The stay cables are of the parallel wire strand type, made up of 7mm wires. The length of the longest

stay cable is about 540m. More detailed information on the configuration of the Stonecutters Bridge

can be found in [18].

3.7.2 Finite Element Modeling of Stonecutters Bridge

The global coordinate system used in the modeling of the entire bridge is selected as a right-hand coor-

dinate system as shown in Figure 3.10. The spin beam finite element model is used for the bridge.

A typical cross-section of the steel deck is shown in Figure 3.11, while a typical cross-section of

the concrete deck is shown in Figure 3.12. In the 3-D finite element model of the bridge, two longi-

tudinal beams are used to represent the two longitudinal girders of the bridge deck. The centre of

each longitudinal beam is located at the gravity centre of the corresponding longitudinal girder.

Beam elements with six degrees of freedom at each node are used to model the longitudinal girders.

Section properties of the beam elements are calculated based on the cross-sections of the longitudi-

nal girders. Minor local elements, such as additional stiffeners near stay anchorages, are not
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Z

Figure 3.10 Isometric view of Stonecutters bridge model and global coordinate system.

Figure 3.11 A typical cross-section of longitudinal steel girders.
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included in the calculation of section properties. Transverse elements in the longitudinal girders are

also not included in the global finite element model, but their masses are taken into consideration as

additional lumped masses at nodes.

Each cross-girder is modeled as a cross-beam, with the same kind of beam elements used to model

the longitudinal girders. The end of each cross-beam is connected to the longitudinal beams through

rigid arms. The effects of superimposed dead loads (e.g. the weight of road surfacing, services loads

etc.), and the masses of transverse elements in the bridge components on bridge dynamic character-

istics, are considered in terms of additional masses and mass moments of inertia lumped and distributed

at the nodes of the longitudinal steel girders for steel part of the bridge deck and at the middle nodes of

the concrete cross-girders for the concrete part of the bridge deck. Section layouts of both steel and

concrete decks in the finite element model are shown in Figure. 3.13.

Each bridge tower is represented by a three-dimensional cantilever beam, which is divided into

49 beam elements. There are a total of nine elements, from level 3.2m to level 77.75m. The beam

element properties are calculated based on a super-elliptic cross-section with a constant wall thickness

of 2m. From level 77.75m to level 175.0m, there are a total of ten elements, the properties of which

are computed based on a circular cross-section. The wall thickness of the circular cross-section varies

from 2.0m at level 77.75m to 1.4m at level 175.0m.

The material of the two towers below level 175.0m is concrete. The mass and the mass moment of

inertia per unit length are calculated based on the material property and the middle cross-sections of

each element. From level 175.0m to level 293.0m, the tower is basically a circular composite structure

with an inner concrete ring, the latter being covered with a 20mm stainless steel skin plate. From level

195.65m to level 280.5m, a cable anchor is present inside the tower and can be seen as a hollow steel

box. Figure 3.14 shows a typical composite cross-section of the upper tower for calculation of equiv-

alent section properties.

In the calculation of equivalent section properties of a composite cross-section with concrete

ring, stainless steel skin and anchor steel box, the plane assumption is adopted and the concrete

material properties are taken as the reference properties. The equivalent material density is used for

the elements in this range, which is equal to the total mass of the upper tower divided by the total

volume of the upper tower. The additional masses from the stay anchorages are also taken into

consideration. From level 293.0m to level 298.0 m, the tower is of circular cross-section and made

of steel, with 20mm thickness. Only one element is used to model this part of the tower. The sec-

tion properties are calculated based on the cross-section at level 293.0 m. Local elements in the

towers, such as openings, lift shafts and staircases, are not taken into consideration because the

global effects will be insignificant.

All supporting piers in the two side spans are reinforced concrete structures. Hollow boxes with

internal walls are used to represent the concrete pier shafts. Each pier shaft is modeled by nine three-

dimensional beam elements in order to consider the sloping outer surface of the pier shaft. Thus, for the

end pier with two shafts, there are a total of 18 beam elements.

Figure 3.12 A typical cross-section of longitudinal concrete girders.
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In the dynamic characteristics analysis, the stay cables connected to the towers and the longitudinal

girders are modeled using spatial truss elements with three degrees of freedom at each end of the ele-

ment. In consideration of the complexity of the 3-D finite element-based buffeting analysis of the entire

bridge, and to focus on the global buffeting behavior of the bridge, each stay cable may have to be

modeled as single truss element. Nevertheless, such a simple modeling of the cable should not affect the

global static and dynamic characteristics of the bridge significantly. The equivalent modulus of a stay

cable should be used to consider the effect of cable sag and tension load approximately. The equivalent

elasticity modulus of the cable is calculated using Equation 3.15. In order to avoid local cable modes in

the dynamic characteristics analysis, the mass of each stay cable is lumped at the end nodes of the cable.

Figure 3.13 Connection between the cross-girder and longitudinal beams of the deck.

20mm stainless steel  skin

Concrete wall
Cable anchor box

Figure 3.14 A typical composite cross-section of the upper tower.
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For intermediate piers, the ends of each cross-girder (cross-head) are rigidly connected to the two

longitudinal girders. The middle point of the cross-girder is then rigidly connected to the top of the pier

shaft. The additional mass is placed at the middle point of the cross-girder to take account of the com-

plicated geometry of the connection. For the end piers with two pier shafts, the ends of each cross-

girder are rigidly connected to the two longitudinal girders. The top end of each pier shaft is then

rigidly connected to the longitudinal girder. The mass property at the connection is adjusted in terms of

additional mass at the middle point of the cross-girder.

The bridge deck is connected to the two towers through longitudinal hydraulic buffers and lateral

pressure bearings. The functionality of the hydraulic buffers relies on the speed of the piston. For fast

longitudinal movements of the bridge deck, the buffers will restrain the movements. Therefore, the

hydraulic buffers are modeled as rigid bars, each with two pin-ends connecting the bridge deck to the

tower. As the lateral pressure bearing is of contact pressure type, which functions non-linearly in a real

situation, the lateral pressure bearings at the tower are simplified into master-slave couplings between

the tower and the deck in the lateral direction only. The end nodes of stay cables are connected to the

towers and to the longitudinal girders of the bridge deck using rigid connections. More detail informa-

tion on the finite element modeling of the Stonecutters Bridge can be found in [18].

3.7.3 Aerodynamic Coefficients of Bridge Components

The aerodynamic coefficients of the Stonecutters bridge deck at the complete stage, without traffic, are

provided by the Hong Kong Highways Department, based on the section model tests in a wind tunnel

for the entire bridge deck in turbulent flow. The drag, lift and moment coefficients for the cross-section

of the entire bridge deck at zero degrees of incidence are CD¼ 0.073, CL¼�0.155, and CM¼�0.018.

The derivatives of the drag, lift, and moment aerodynamic coefficients with wind angle of attack at zero

degree are dCD/da¼ 0.069, dCL/da¼ 2.510 and dCM/da¼ 0.539.

The drag coefficient of the bridge tower is taken as CD¼ 0.9 along the entire height of the tower and

normalized by the actual width of the tower perpendicular to the wind direction. The drag coefficient of

the piers is taken as CD¼ 1.1 for wind perpendicular to the bridge longitudinal axis and normalized by

the actual width of the piers perpendicular to the wind direction. The drag coefficient of the stay cables

is taken as CD¼ 0.8 for wind perpendicular to the bridge longitudinal axis and normalized by the actual

diameter of the stay cables. The aerodynamic lift force and moment on towers and stay cables are

neglected in mean wind response analysis.

3.7.4 Mean Wind Response Analysis

The mean wind response can be determined through a 3-D finite element-based static analysis. For

brevity, only the response caused by mean wind from the SW (southwest) direction is presented in this

section.

The mean wind velocity is considered to be perpendicular to the bridge longitudinal axis, with zero

angle of attack from the southwest direction. The bridge is in its complete stage without traffic.

The mean wind speed at the middle point of the main span of the bridge deck (þ86m) is taken as the

reference mean wind velocity Vdref. The wind responses of the bridge are computed from 10m/s to

100m/s at an interval of reference mean wind speed of 10m/s plus the design mean wind speed at the

reference point.

Before the mean wind response of the bridge is determined, a geometrically non-linear static analysis

of the bridge, in which only the gravity forces of bridge components and the initial forces of cables are

included, is performed to determine a reference position of the bridge at its complete stage. The mean

wind response is then computed with respect to the reference position.
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The mean wind load on a bridge component can be determined by the aerodynamic coefficient and

mean wind speed at the component and then converted to the relevant nodes of the bridge model. The

mean wind load on a stay cable is converted to its two ends. The mean wind loads on bridge compo-

nents may be affected by deformation of the bridge components. For instance, the rotation of the bridge

deck may affect the mean wind loads on the bridge deck. Such non-linearity of mean wind loads is also

considered in the determination of mean wind response of the bridge in this study.

The basic value of the ten-minute reference wind velocity at 10m height above ground is 37m/s for

wind from the SW direction. The basic value of the ten-minute reference wind velocity at the deck level

Vdref is thus 55m/s, according to the mean wind speed profile specified in the design memorandum. The

mean wind displacement responses of the complete bridge are computed, and those at the following key

locations are listed in Table 3.1 for the basic mean wind velocity of 55m/s:

(i) at middle point of main span (point D1 in Figure 3.15);

(ii) at quarter-point of main span (point D2 in Figure 3.15);

(iii) at middle point of side-spans (point D5 in Figure 3.15); and

(iv) at tower-top (point T1 in Figure 3.15).

The mean lateral, vertical and torsional displacement responses of the windward deck at the middle

point of main span are �0.592m, �0.297m and �0.002 rad, respectively. The mean lateral, vertical

and torsional displacements of the leeward deck at the middle point of main span are �0.592m,

�0.369m and �0.002 rad, respectively. There is a difference in the vertical displacement response

between the two girders because of the existence of the torsional displacement response.

The lateral and torsional displacement responses of the two girders are almost the same. The mean

lateral displacement at the top of the tower reaches �1.071m. The signs of the displacement responses

comply with the global coordinate of the bridge as shown in Figure 3.10. More detailed information on

the mean wind response analysis of the Stonecutters Bridge can be found in [19].

Table 3.1 Mean wind displacement responses of the bridge at key locations (SW direction, Vdref ¼ 55m/s)

Location Longitudinal

(m)

Vertical

(m)

Lateral

(m)

Around x-axis

(rad)

Around y-axis

(rad)

Around z-axis

(rad)

D1-windward �2E-04 �0.297 �0.592 �0.002 �3E-06 3E-06

D1-leeward �8E-05 �0.369 �0.592 �0.002 �3E-06 �7E-05

D2-windward 0.019 �0.089 �0.388 �0.003 0.001 �8E-04

D2-leeward �0.017 �0.189 �0.387 �0.003 0.001 �8E-04

D5-windward 0.008 0.016 �0.042 �0.001 2E-04 2E-04

D5-leeward 7E-04 �0.015 �0.042 �0.001 2E-04 �8E-05

T1-Tower-top 0.065 �0.006 �1.071 �0.007 6E-05 �3E-04

Figure 3.15 Key locations of Stonecutters Bridge in the computation.
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3.8 Notations

A Effective cross-sectional area

B Deck section width

b Half deck width

CD Drag force coefficient

CL Lift force coefficient

CM Moment coefficient

E Effective modulus of elasticity of cable

Eeq Equivalent modulus of elasticity

FD Drag force

FL Lift force

FH Horizontal wind force

FV Vertical wind force

{F(a, U)} Wind force vector

fa Torsional frequency

g Gravity acceleration

Im Mass moment of inertia

[Kt] Tangent stiffness matrix

[Ke] Elastic stiffness matrix

[Kg] Geometric stiffness matrix

[K(d)] Total structure stiffness matrix

Ka Torsional stiffness
�l Horizontal projected length of cable element

Lc Chord length of the cable

M Aerodynamic moment

N Total node number

p Instantaneous wind pressure

R Mass radius

T Mean cable tension

U Mean wind velocity

DU Wind velocity increment

Ucr Critical wind speed

Vdref Reference mean wind velocity of bridge deck

a Incident angle

{d} Displacement vector of structure nodes

ek Allowable tolerance

r (i) Air density

(ii) Effective density of cable

va Torsional circular frequency
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4

Wind-Induced Vibration and
Aerodynamic Instability

4.1 Preview

Besides mean wind load and aerostatic instability, as discussed in Chapter 3, there are several mecha-

nisms, in various wind speed ranges, that can excite dynamic response and aerodynamic instability of

long-span cable-supported bridges. Wind-induced vibration is an important source of loads on bridge

structures, whereas wind-induced aerodynamic instability is very dangerous to bridge structures and

may cause the bridge to collapse.

This chapter is going to introduce four types of wind-induced vibration and aerodynamic instability

problems that all need to be considered in the design of a long-span cable-supported bridge:

� Vortex shedding excitation usually occurs at low wind speeds and low turbulence conditions, but it

can cause considerable vibration of the bridge deck. The interaction of the bridge with vortex flow

may result in the so-called “lock-in” phenomenon that leads to excessive bridge vibration. Vortex-

induced response of the bridge should be controlled to a certain limit to ensure normal operation and

to avoid fatigue damage to the bridge.
� Galloping instability is caused by self-excited forces, and it occurs in vertical modes of the bridge

deck. Galloping happens when the bridge deck continuously absorbs energy from the incoming wind

flow and the vibration becomes divergent. It happens abruptly and can cause the bridge to collapse,

so it should be avoided in the design of the bridge.
� Flutter instabilities of several types occur at very high wind speeds for bridge decks, as a result of

self-excited aerodynamic forces. Flutter always involves torsional motions and may also involve ver-

tical bending motions so it, too, should be avoided in the design of bridges. It is flutter that caused the

collapse of the original Tacoma Narrows Bridge.
� Buffeting excitation is caused by fluctuating forces induced by turbulence. It occurs over a wide

range of wind speeds and normally increases monotonically with increasing wind speed. Excessive

buffeting may cause fatigue problem in bridge components and affect functionality of the bridge.

The buffeting should be considered in the design stage.

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
� 2013 John Wiley & Sons Singapore Pte Ltd. Published 2013 by John Wiley & Sons Singapore Pte Ltd.



4.2 Vortex-Induced Vibration

4.2.1 Reynolds Number and Vortex Shedding

Vortex-induced vibrations are motions induced on a structure which is interacting with an exter-

nal flow and are produced by vortex shedding of the flow [1]. The phenomenon that vortices are

shed alternately from opposite sides of a circular cylinder is one of the classical open-flow prob-

lems in fluid mechanics. At very low Reynolds numbers, the streamlines of the resulting flow

around the cylinder are perfectly symmetric, as expected from the potential theory [2]. However,

as the Reynolds number increases, the flow becomes asymmetric and the so-called K�arm�an vortex

street occurs, as shown in Figure 4.1.

The flow pattern of incompressible flow around a long circular cylinder perpendicular to the flow

depends on the Reynolds number. The Reynolds number is an important parameter in all branches of

fluid mechanics and is defined as the ratio of fluid inertia forces to viscous forces:

Re ¼ rVD

m
ð4:1Þ

where:

Re is the Reynolds number;

r is the density of the fluid;

V is the velocity of the fluid relative to the cylinder;

D is the cylinder diameter;

m is the dynamic viscosity of the fluid.

The flow pattern around a cylinder in different ranges of Reynolds number is shown in Figure 4.2 [3].

For a Reynolds number greater than approximately 30, but less than about 5000, regular shedding of

vortices from the two sides of the cylinder occurs, forming a K�arm�an vortex street or vortex trail down-
stream from the cylinder, as shown in Figure 4.2a. The flow in this case is unsteady but laminar. As the

Reynolds number exceeds approximately 5000, the wake downstream of the cylinder becomes turbu-

lent, whereas the flow around the cylinder upstream of the wake remains laminar. The wake becomes

more and more turbulent as the Reynolds number increases.

Figure 4.1 K�arm�an vortex street (Source: Wikipedia (http://en.wikipedia.org/wiki/File:Vortex-street-animation.gif),

Reproduced with permission from original author: Cesareo de La Rosa Siqueira).
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Before reaching the critical Reynolds number (2� 105), flow separation occurs on the two sides of

the cylinder at points A and B, as shown in Figure 4.2b. The width of the wake is rather wider than the

cylinder diameter, and vortex shedding is rather regular. As the Reynolds number exceeds 2� 105, the

flow separation points suddenly shift downstream from A and B to A0 and B0, respectively, as shown in

Figure 4.2c. This causes a narrower wake and a sudden decrease in drag. The vortex shedding during

this stage becomes rather random. Finally, when the Reynolds number exceeds approximately 4� 106,

the vortex shedding restores some regularity.

From the foregoing discussion, it can be seen that there are three distinctly different ranges of

Reynolds number with distinctly different characteristics in vortex shedding, as listed in Table 4.1.

Note that in the literature of vortex shedding, the supercritical range is sometimes referred to as

critical range, and the hypercritical range is sometimes referred to as transcritical range. The terms

used in this chapter are consistent with the use of subsonic, supersonic and hypersonic in studying

compressible flow.

4.2.2 Strouhal Number and Lock-In

The Strouhal number, which is named after a Czech scientist, represents the vortex shedding character-

istic of a structure and relates the frequency of shedding to the velocity of the flow and a characteristic

dimension of the structure (e.g. diameter in the case of a cylinder). Using the Strouhal number, the

frequency of vortex shedding can be determined by:

f st ¼ St � U
D

ð4:2Þ

A A′

B′B

(a) 30<R<5.0e3 (b) 5.0e3<R<2.0e5 (c) 2.0e5<R<4.0e6

Figure 4.2 Change of flow pattern with Reynolds number.

Table 4.1 Ranges of Reynolds number and shedding characteristics

Range Reynolds number Shedding characteristics

Subcritical 30� 2� 105 Regular (constant frequency)

Supercritical 2� 105� 4� 106 Random (variable frequency)

Hypercritical >4� 106 Regular (constant frequency)
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where:

fst is the vortex shedding frequency of a structure at rest;

D is the characteristic dimension, usually the across wind width, of the structure;

U is the velocity of the ambient wind flow;

St is the Strouhal number.

For a cylinder, the Strouhal number is 0.2 over a wide range of flow velocities.

Assuming that U is slowly increasing from zero, then fst will increase according to Equation 4.2. As

each vortex is shed from a structure, a strong crosswind force is induced towards the side of the shed

vortex. In this way, the alternate shedding of vortices induces a nearly harmonic cross-wind force.

Thus, resonance will first occur when fst becomes equal to the lowest natural frequency of the structure

with respect to vibrations in the acrosswind direction or torsion. Further increase of U will cause reso-

nance to occur when fst is equal to the next natural frequency, and so on.

Theoretically, resonance can occur at any natural frequency of the structure [4]. When reso-

nance occurs, the vibration of the structure can be sufficiently large so that the structural vibra-

tion can control the frequency of vortex shedding, resulting in a phenomenon known as “lock-in”,

as shown in Figure 4.3. The lock-in means that the resonance can sustain through a certain range

of wind velocity [5]. Finally, when wind speed is increased to above that causing lock-in, the

frequency of shedding will be controlled by the wind again, rather than the structural frequency.

The wind speed referring to lock-in is sometimes called the critical wind speed.

4.2.3 Vortex-Induced Vibration

In a long-span cable-supported bridge, the phenomenon of lock-in happens when vortex shedding fre-

quency becomes close to one of the natural frequencies of a bridge component, such as a bridge deck or

cable. When it happens, large vibration occurs and becomes an important source of fatigue damage.

Therefore, the amplitude of vortex-induced vibrations should be restrained to certain limit in bridge

design, and the general mechanism of vortex-induced bridge response should be explored.

Figure 4.3 Lock-in phenomenon in vortex-induced vibration.
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However, because of complex geometrical shapes of structures, the flow patterns around the struc-

tures and their relevant responses are also complex. Consequently, vortex-induced vibration has been

investigated for simplified structural sections only, such as 2-D rectangular and circular cylinders, and

mainly in wind tunnels and in smooth flows.

The governing equation for a structure under vortex-induced load is:

M€X þ C _XþKX ¼ LVS ð4:3Þ

where:

M, C, and K are the structural mass, damping, and stiffness matrix, respectively;

X, _X, €X are the nodal displacement, velocity, and acceleration response vector; respectively;

Lvs is the vortex-induced lift force.

At the very beginning, due to the complexity of fluid-structure interaction, simplified analytical mod-

els are used to simulate vortex-induced force. Vortex-induced force is assumed to be simple harmonic,

as the phenomenon is very similar to a simple harmonic vibration. As a result, the governing equation

of vortex induced vibration of a SDOF structure can be written as:

m €y þ 2jvn _yþ v2
ny

� � ¼ 1

2
rU

2
DCL sinðvstþ fÞ ð4:4Þ

where:

m is the mass of the structure;

y is the vertical displacement;

j is the structural damping ratio;

vn is the structural natural frequency;

CL is the lift force coefficient;

vs is the vortex shedding frequency;

f is the phase angle.

When vs¼vn, the solution of Equation 4.4 gives the lock-in response of the structure as:

ymax ¼
DCLrU

2

4mjv2
n

¼ DCL

16p2Sc � S2t
ð4:5Þ

where Sc ¼ mj

rD2
is the Scruton number, which is an important non-dimensional structural mass-damping

parameter for analysis of wind-induced structural response. Generally speaking, vortex-induced vibra-

tions tend to be mitigated by increasing the Scruton number.

The simple harmonic model of vortex-induced force does not take into account motion-induced

forces. One method to consider motion-induced force in modeling vortex-induced force is to assume

that the structure is a Van der Pol oscillator. Therefore, the lift force coefficient CL is time-dependent

and should satisfy the following equation:

€CL þ a1 _CL þ a2 _C
3

L þ a3CL ¼ a4 _y ð4:6Þ

where ai (i¼ 1� 4) are the parameters to be determined by experiments.
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A more engineering-oriented model was proposed by Simiu and Scanlan in 1986 [6], in which vor-

tex-induced force can be expressed as:

LVS tð Þ ¼ 1

2
rU 2D Y1 Kð Þ _y

U
þ Y2 Kð Þ y

D
þ CL Kð Þsin vntþ fð Þ

� �
ð4:7Þ

where:

K ¼ vB=U is the reduced frequency;

Y1(K), Y2(K) and CL(K) are all the functions of the reduced frequency K at lock-in, to be determined by

experiments.

A simple harmonic part of the vortex-induced force is included in Equation 4.7 so that the maximum

vibration amplitude, which is usually the most important for engineering applications, can be easily

calculated. Besides, in the Simiu and Scanlan model, motion-induced stiffness and damping are consid-

ered linear.

In 1990, Ehsan and Scanlan [7] revised the above model by adding a non-linear aeroelastic damping

coefficient. The revised model can be expressed as:

LVS tð Þ ¼ 1

2
rU 2D Y1 Kð Þ 1� e

y2

D2

� �
_y

U
þ Y2 Kð Þ y

D
þ CL Kð Þsin vntþ fð Þ

� �
ð4:8Þ

where e is the non-linear aeroelastic damping parameter.

The aeroelastic parameters, Y2 and CL, are usually ignored, since they have negligible effects on the

response of lock-in. Y1 and e can be extracted from wind tunnel test results of steady-state amplitudes of

the model at lock-in based on the following equation:

y0
D

¼ 2
Y1 � 8p � Sc � St

e � Y1

� �1=2
ð4:9Þ

where:

y0/D is the reduced amplitude;

y0 is the vibration amplitude of the vertical displacement;

Sc ¼ mj=rD2 is the Scruton number;

St ¼ f stD=U is the Strouhal number;

f n ¼ f st is the vortex-shedding frequency or the natural frequency.

Once these parameters are obtained, the vortex shedding force acting on the bridge deck per unit

length can be obtained by Equation 4.8. The vortex shedding analysis of the bridge can then be per-

formed and vortex shedding-induced response of the bridge can be determined by using Equation 4.3,

considering the spatial correlation of vortex shedding-induced forces along the bridge deck and

employing the mode superposition method [8].

4.3 Galloping Instability

4.3.1 Galloping Mechanism

“Galloping” is the term used to describe large amplitude vibrations occurring in a direction normal to

the mean wind at frequencies much lower than those of vortex shedding from the structure [9].
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Galloping is a common instability mode for transmission lines that have non-circular cross-sections due

to particular reasons. It can happen to some forms of bridges, usually those with light weight, but it is

not a typical instability mode for long-span cable-supported bridges.

Galloping usually occurs at very low reduced frequencies, Bv=U, where B is the typical chord or

deck width dimension, v is the frequency of vibration and U is the mean free stream velocity. Because

the reduced frequency is low, the aerodynamic pressure or force on the bridge deck can be assumed to

vary with the incoming velocity in the same manner as for steady flow (the quasi-steady assumption).

Therefore, mean or average static aerodynamic data (lift and drag coefficients) can be used to assess the

susceptibility of a particular bridge deck to the galloping phenomena.

When a steady wind flow passes an oscillating structure, the effective angle of attack changes with

the motion of the structure, even if the incoming flow has a fixed angle of attack. The changing effec-

tive angle of attack results in the change of aerodynamic forces and leads to self-excited forces. Con-

sider a 2-D steady flow passing a structure section, as shown in Figure 4.4.

Although the incoming flow velocity U is horizontal, the actual wind velocity acting on the structure

is Ua, with an effective angle of attack a, because of the motion of the structure in the y-direction.

Based on the quasi-steady assumption, the drag and lift forces can be expressed as:

DðaÞ ¼ 1

2
rU2

aBCDðaÞ ð4:10aÞ

LðaÞ ¼ 1

2
rU2

aBCLðaÞ ð4:10bÞ

where:

D(a) and L(a) are the drag and lift forces on the structure section, respectively;

Ua is the wind velocity with effective angle of attack a;

B¼ 2b is the bridge deck width;

CD(a) and CL(a) are the drag and lift coefficients of the structure section, respectively.

The vertical force in the y-direction can then be calculated:

FyðaÞ ¼ 1

2
rU2

aBðCDðaÞ sin aþ CLðaÞ cos aÞ

¼ 1

2
rU2BðCDðaÞ tan aþ CLðaÞ sec aÞ

ð4:11Þ

D

L

U

α

y

x

Uα

dy/dt

dy/dt

Figure 4.4 Schematic diagram for 2-D steady flow-induced galloping.
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Assume that the oscillation is small, thus a � _y

U
! 0. Applying Taylor’s expansion to Equation 4.11

and considering only the first two terms yields:

FyðaÞ ¼ Fyð0Þ þ @Fy

@a

����
a¼0

� a ¼ 1

2
rU2BCL þ 1

2
rU2B

dCL

da
þ CD

� �����
a¼0

� _y
U

ð4:12Þ

Neglecting the static components yields:

FyðaÞ ¼ 1

2
rU2B

dCL

da
þ CD

� �����
a¼0

� _y
U

ð4:13Þ

which is a quasi-steady expression of aerodynamic force acting on the structure section in the

y-direction.

4.3.2 Criterion for Galloping Instability

The governing equation of vertical vibration of the SDOF structure can be written as:

m€y þ c _yþ ky ¼ 1

2
rU2B

dCL

da
þ CD

� �����
a¼0

� _y
U

ð4:14Þ

where:

c is the damping coefficient of the structure;

k is the stiffness coefficient.

The right side of the above equation represents the aerodynamic damping force. Galloping happens

when the negative aerodynamic damping force exceeds the structural damping force. It is obvious that

if galloping instability is to occur, at least the following equation should be satisfied:

dCL

da
þ CD < 0 ð4:15Þ

The above equation can be used to judge the galloping instability of a flexible structure. Clearly,

circular cylinders cannot gallop. This equation is called the Glauert-Hartog criterion. A more exact

condition (sufficient condition) of galloping is:

dCL

da
þ CD < � 2c

rUB
ð4:16Þ

4.3.3 Wake Galloping

Wake galloping is a phenomenon in which oscillations of a downstream cylinder are induced by the

flow in the turbulent wake of an upstream cylinder. Consider two cylinders separated at a few diameters

away from each other with one cylinder in the wake of the other, as shown in Figure 4.5. Due to the

circulation of the flow inside the wake (clockwise for the upper half of the wake in Figure 4.5 and
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counterclockwise of the lower half), the cylinder located in the upper half of the wake, if allowed to

move, will oscillate in a clockwise, elliptic path as shown in Figure 4.5. Likewise, a cylinder free to

move in the lower half would oscillate in the counterclockwise direction. Such oscillation or vibration

is wake galloping [3].

Wake galloping can happen to stay cables in a cable-stayed bridge, or to the hangers of a suspension

bridge. It occurs at high wind speeds and leads to large amplitude oscillations. These oscillations have

been found to cause fatigue of the outer strands of hangers at end clamps on suspension bridges, and

similar fatigue problems are a theoretical possibility on cable-stayed bridges. Nevertheless, wake

galloping occurs only under conditions where the frequency of vibration of the downstream cylinder is

low compared to the vortex-shedding frequencies of both the downstream and upstream cylinders. In

such cases, when the downstream cylinder is located a few diameters behind the upstream cylinder, it

enters a region of galloping instability. Researches show that the instability region is about 8D–20D,

where D is the diameter of the upstream cylinder.

4.4 Flutter Analysis

4.4.1 Introduction

Flutter is a self-feeding and potentially destructive vibration to a long-span cable-supported bridge

where aerodynamic forces on the bridge deck couple with its motion. If the energy input by the aerody-

namic forces due to strong winds in a cycle is larger than that dissipated by the damping in the bridge

structure system, the amplitude of vibration of the bridge deck will increase. This increasing vibration

will then amplify the aerodynamic forces, resulting in self-excited forces and self-exciting oscillations.

The vibration amplitude of the bridge deck can build up until it results in the collapse of the bridge. One

famous example of flutter phenomena was the collapse of the original Tacoma Narrows Bridge in 1940.

The term of classical flutter is originally applied to thin airfoils in the aircraft industry. It means an

aeroelastic phenomenon in which two degrees of freedom (DOFs) of a structure, torsional and vertical,

couple together in a flow-driven, unstable oscillation. It is also called 2-D flutter. Single degree of free-

dom (1-D) flutter may manifest itself in a vertical or torsional mode of vibration of a structure, but

torsional action is more serious by far. The celebrated failure of the original Tacoma Narrows Bridge

exhibited two forms of 1-D flutter – initially a non-catastrophic vertical flutter and then, at a higher

wind speed, a large-amplitude torsional flutter [9]. For modern long-span cable-supported bridges, flut-

ter instability may involve multiple modes of vibration.

wind velocity 
profile upstream path of wake 

galloping
wind velocity 

profile in wake

wake

Figure 4.5 Wake galloping (from [3]).
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4.4.2 Self-Excited Forces and Aerodynamic Derivatives

Equation 4.13 gives the self-excited force in a 1-D case, in which only the first two terms are considered

in Taylor’s expansion and the static component is not considered. In a more general way, by consider-

ing only the first two terms in Taylor’s expansion and by ignoring the static components, the self-

excited forces on a 2-D structure involving both vertical and torsional vibrations (see Figure 4.6a) can

be written as:

Lse ¼ @Lse

@ _h
_hþ @Lse

@ _a
_aþ @Lse

@h
hþ @Lse

@a
a ð4:17aÞ

Mse ¼ @Mse

@ _a
_aþ @Mse

@ _h
_hþ @Mse

@a
aþ @Mse

@h
h ð4:17bÞ

where:

Lse andMse are the self-excited lift and moment on the structure respectively;

h and a are the vertical and torsional displacements of the structure, respectively.

The self-excited lift and moment are non-linear functions of the vertical and torsional displacements

and their derivatives. However, the incipient flutter condition, which separates the stable and unstable

regimes, may be treated as having only small amplitude. With such assumptions, Scanlan and Tomko

[10] introduced aerodynamic derivatives to express the self-excited forces as:

Lse ¼ 1

2
rU 2B KH�

1

_h

U
þ KH�

2

B _a

U
þ K2H�

3aþ K2H�
4

h

B

" #
ð4:18aÞ

Mse ¼ 1

2
rU 2B2 KA�

1

_h

U
þ KA�

2

B _a

U
þ K2A�

3aþ K2A�
4

h

B

" #
ð4:18bÞ

where:

U is the mean wind velocity;

H�
i and A

�
i (i¼ 1–4) are the aerodynamic derivatives.

The aerodynamic derivatives can be obtained from either wind tunnel tests or computational fluid

dynamics (CFD) simulation, which will be introduced in Chapters 7 and 8, respectively.

U U
α α

h h

B
B

(b) Flat plate airfoil (a) Bridge deck section  

Figure 4.6 2-D structures for flutter analysis.
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4.4.3 Theodorsen Circulatory Function

The theoretical expressions for self-excited lift and moment on a flat plate airfoil subject to sinusoidal

motions (see Figure 4.6b) are given by Theodorsen [11]:

Lse ¼ prb �b€h � 2UCðkÞ _h� 1þ CðkÞ½ �Ub _a� 2U2CðkÞa
n o

ð4:19aÞ

MSe ¼ prb2 UCðkÞ _h� b2€a

8
þ � 1

2
þ 1

2
CðkÞ

� �
Ub _aþ U2CðkÞa

	 

ð4:19bÞ

where:

b is the half of the plate width;

C(k) is the Theodorsen cyclical function, which can be expressed as:

CðkÞ ¼ FðkÞ þ iGðkÞ ð4:20Þ

The functions F(K) and G(K) are the real and imaginary parts of the function C(k), as shown

in Figure 4.7, which can be expressed mathematically in terms of the Bessel function of the first

and second kind.

In consideration of sinusoidal displacements of the flat plate airfoil in Equation 4.19 and then by

comparing this equation with Equation 4.18, the aerodynamic derivatives of the flat plate airfoil can be

found as:

H�
1ðKÞ ¼ �pFðkÞ

k
A�
1ðKÞ ¼ �pFðkÞ

4k
ð4:21aÞ

H�
2ðKÞ ¼

p

4k
1þ FðkÞ þ 2GðkÞ

k

� �
A�
2ðKÞ ¼ � p

16k
1� FðkÞ � 2GðkÞ

k

� �
ð4:21bÞ

Figure 4.7 Real and imaginary parts of the Theodorsen function.
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H�
3ðKÞ ¼

p

2k2
FðkÞ � kGðkÞ

2

� �
A�
3ðKÞ ¼ � p

8k2
FðkÞ � kGðkÞ

2

� �
ð4:21cÞ

H�
4ðKÞ ¼

p

2
1þ 2GðkÞ

k

� �
A�
4ðKÞ ¼ �pGðkÞ

4k
ð4:21dÞ

where k¼K/2.

4.4.4 1-D Flutter Analysis

The 1-D flutter analysis considered here is the pure torsional motion of the bridge deck. The governing

equation of motion of the bridge deck for 1-D flutter analysis can be derived from Equation 4.18b as:

Ið€a þ 2j0av0a _aþ v2
0aaÞ ¼

1

2
rU 2B2 KA�

2

B _a

U
þ K2A�

3a

� �
ð4:22Þ

where:

I represents the mass moment of inertia of the structure;

j0a is the structural damping ratio in the torsional vibration;

v0a is the structural circular natural frequency in the torsional vibration.

Thus, the total stiffness ka for the wind-structure system is:

ka ¼ Iv2
0a �

1

2
rU 2B2K2A�

3ðKÞ ð4:23Þ

From the above equation, one can get the vibration frequency for the wind-structure system as:

va ¼ va0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� rB4

2I

v2
a

v2
a0

A�
3

vaB

U

� �s
� va0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� rB4

2I
A�
3

va0B

U

� �s
ð4:24Þ

In a similar way, the total damping ja for the wind-structure system can be expressed as:

ja ¼ 2Ij0av0a � 1

2
rUB3KA�

2ðKÞ ð4:25Þ

It is clear that if A�
2 is negative, the total damping is positive and the torsional vibration of the struc-

ture is stable. If bridge decks have positive A�
2, the total damping may be negative. This causes flutter to

occur and vibration amplitude will increase until the structure collapses. Therefore, the critical condi-

tion can be expressed as:

2Ij0av0a ¼ 1

2
rUcrB

3KA�
2ðKÞ ð4:26Þ

Because K ¼ vaB=U , the above equation can be rewritten as:

A�
2

�vaB

Ucr



¼ 4I

rB4
j0a

v0a

va
ð4:27Þ

Using Equations 4.27 and 4.24, the critical flutter wind speed for pure torsional motion can be calcu-

lated directly.
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4.4.5 2-D Flutter Analysis

2-D flutter analysis aims to calculate the critical flutter wind speed for an ideal structure with two

degrees of freedom – normally, one in the vertical direction and the other in the torsional direction.

Although a long-span cable-supported bridge is a complicated structure in which flutter may involve

multiple modes of vibration, the first vertical mode of vibration and the first torsional mode of vibration

are often considered to be most important. Moreover, in terms of the modal decomposition method, the

first vertical mode and the first torsional mode can be simplified into a 2-D system. Therefore, a simpli-

fied 2-D flutter analysis can be performed for a real bridge by assuming that only the first vertical and

torsional modes participate in the coupled flutter, although the critical wind speed derived from such a

flutter analysis may be over-estimated due to the simplification.

It can be seen from Equation 4.18a that the self-excited forces are coupled in the vertical and tor-

sional directions. Due to this coupling effect, a bridge can have flutter instability even if its girder sec-

tion has a negative aerodynamic damping derivative A�
2 in the torsional direction.

The governing equation of motion of the structure for 2-D flutter analysis can be written as:

Mð€h þ 2j0hv0h
_hþ v2

0hhÞ ¼
1

2
rU2B KH�

1

_h

U
þ KH�

2

B _a

U
þ K2H�

3aþ K2H�
4

h

B

" #
ð4:28aÞ

Ið€a þ 2j0av0a _aþ v2
0aaÞ ¼

1

2
rU 2B2 KA�

1

_h

U
þ KA�

2

B _a

U
þ K2A�

3aþ K2A�
4

h

B

" #
ð4:28bÞ

where:

M represents the structural mass;

j0h denotes the structural damping ratio in the vertical direction;

v0h denotes the structural natural frequency in the vertical direction.

Let X¼ [h a]T, for brevity. By considering the structure and air as an integrated system and trans-

posing the terms on the right side of Equation 4.28 to the left side, Equation 4.28 can be rewritten as:

€X þ Ce _X þ KeX ¼ 0 ð4:29Þ
where:

Ce ¼
2j0hv0h � rB2L

M
vhH

�
1

rB3L

M
vaH

�
2

rB3L

I
vhA

�
1 2j0av0a � rB4L

I
vaA

�
2

0
BB@

1
CCA ð4:30aÞ

Ke ¼
v2
0h �

rB2L

M
v2
hH

�
4

rB3L

M
v2
aH

�
3

rB3L

I
v2
hA

�
4 v2

0a �
rB4L

I
v2
aA

�
3

0
BB@

1
CCA ð4:30bÞ

Ce and Ke are the damping and stiffness matrix of the coupled wind-structure system respec-

tively; vh and va denote the frequency of the vibration system in the vertical and torsional direc-

tion respectively.

Letting Y ¼ ½X _X�T, the governing equation can be written in the state space as:
_Y ¼ AY ð4:31Þ
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where:

A ¼ 0 I

�Ke �Ce

� �
is the state matrix;

I denotes the unit matrix.

The real parts of the eigenvalues of the matrix A (�jivi, i¼ h, a) represent the modal damping of the

coupled system, while the imaginary parts of the eigenvalues of A (

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j2i

q
vi, i¼ h, a) represent the

modal frequencies of the coupled system. Through an iterative eigenvalue analysis of A, the critical

flutter wind speed for a 2-D coupled system can be calculated. The procedure of a 2-D flutter analysis

is shown in Figure 4.8.

4.4.6 3-D Flutter Analysis in the Frequency Domain

The main purpose of a flutter analysis is to determine the critical flutter wind speed for a specific

bridge. It is usually conducted in the frequency domain for calculation efficiency. The theoretical

Input wind speed U (i ), 
frequencies ωh

(i ), ωα(i )

Get the corresponding 
aerodynamic 

derivatives with input 
frequencies ready

Solve the state matrix 
A for complex 
eigenvalues

Substitute input 
frequencies with 
frequencies from 
eigensolution of A

Increase wind 
speed with ΔU

NO

<0>0

Frequencies from 
eigensolution of A  equal the 

input frequencies

Damping from 
eigensolution of A equals 0

That is the 
critical state

YES

YES

Recalculate from 
U (i-1), decrease  ΔU

Figure 4.8 Flow chart of 2-D flutter analysis.
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backgrounds of coupled flutter analysis of long-span cable-supported bridges can be found in the litera-

ture [12–16] and are briefly introduced in this section. It is assumed that the buffeting forces have no

influence on aerodynamic stability and are excluded in the flutter analysis. As a result, the governing

equation of motion of a bridge deck under self-excited forces is given by:

M€X þ C _XþKX ¼ Fse ð4:32Þ
where:

M, C, and K are the structural mass, damping, and stiffness matrix, respectively;

X, _X, €X are the nodal displacement, velocity, and acceleration vector, respectively;

F indicates the nodal equivalent force vector; the subscript se represents the self-excited force.

The self-excited vertical and lateral forces and self-excited moment acting on the bridge deck per

unit length are expressed often in terms of Scanlan’s format as follows:

LseðtÞ ¼ 1

2
rU

2ð2BÞ KH�
1

_h

U
þ KH�

2

B _a

U
þ K2H�

3aþ K2H�
4

h

B
þ KH�

5

_p

U
þ K2H�

6

p

B

 !
ð4:33aÞ

DseðtÞ ¼ 1

2
rU

2ð2BÞ KP�
1

_p

U
þ KP�

2

B _a

U
þ K2P�

3aþ K2H�
4

h

B
þ KH�

5

_p

U
þ K2H�

6

p

B

� �
ð4:33bÞ

MseðtÞ ¼ 1

2
rU

2ð2B2Þ KA�
1

_h

U
þ KA�

2

B _a

U
þ K2A�

3aþ K2A�
4

h

B
þ KA�

5

_p

U
þ K2A�

6

p

B

 !
ð4:33cÞ

where:

h, p, and a are the vertical, lateral, and torsional displacements of the bridge deck, respectively;

the over-dot denotes the partial differentiation with respect to time t;

H�
i , P

�
i , A

�
i (i¼ 1� 6) are the non-dimensional aerodynamic derivatives (flutter derivatives) which can

be obtained from wind tunnel tests.

At present, a two-degrees-of-freedom section model of the bridge deck is widely used to iden-

tify the flutter derivatives H�
i and A�

i (i¼ 1� 4). The drag components associated with the lateral

motion and some coupling terms are generally negligible. If these flutter derivatives are not avail-

able from the wind tunnel tests, the empirical expressions based on the quasi-steady theory can

be used in the analysis:

P�
1 ¼ � 1

K
CD; P�

2 ¼
1

2K
C0
D; P�

3 ¼
1

2K2
C0
D

ð4:34aÞ

P�
5 ¼

1

2K
C0

D; H�
5 ¼

1

K
CL; A�

5 ¼ � 1

K
CM ð4:34bÞ

P�
4 ¼ P�

6 ¼ H�
6 ¼ A�

6 ¼ 0 ð4:34cÞ

where:

CL, CD, and CM are the aerodynamic lift, drag, and moment coefficients referring to the deck width B,

respectively;

C0
D ¼ dCD=da.
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By using a complex notation, the self-excited forces on the bridge deck per unit length may be

expressed as:

LseðtÞ ¼ v2rB2ðCLhhþ CLppþ BCLaaÞ ð4:35aÞ

DseðtÞ ¼ v2rB2ðCDhhþ CDppþ BCDaaÞ ð4:35bÞ

MseðtÞ ¼ v2rB2ðBCMhhþ BCMppþ B2CMaaÞ ð4:35cÞ

where Crs (r¼D, L,M; s¼ h, p, a) are the complex flutter derivatives of self-excited forces.

The relationships between the real and complex flutter derivatives can be found as:

CLh ¼ H�
4 þ iH�

1; CLp ¼ H�
6 þ iH�

5; CLa ¼ H�
3 þ iH�

2 ð4:36aÞ

CDh ¼ P�
6 þ iP�

5; CDp ¼ P�
4 þ iP�

1; CDa ¼ P�
3 þ iP�

2 ð4:36bÞ

CMh ¼ A�
4 þ iA�

1; CMp ¼ A�
6 þ iA�

5; CMa ¼ A�
3 þ iA�

2 ð4:36cÞ

In a 3-D finite element-based flutter analysis, the distributed self-excited forces acting on an element

of a bridge deck need to be converted into equivalent nodal loads at two ends of the element.

Fe
se ¼ v2Ae

seX
e ð4:37Þ

where:

the subscript e represents the local coordinates of the element;

Ae
se is a 12� 12 aeroelastic matrix.

For an element with length L, the aeroelastic matrix is

Ae
se ¼

A1 0

0 A1

� �
ð4:38Þ

where:

A1 ¼ 1

2
rB2L

0 0 0 0 0 0

0 CLh CLp BCLa 0 0

0 CDh CDp BCDa 0 0

0 BCMh BCMp B2CMa 0 0

0 0 0 0 0 0

0 0 0 0 0 0

2
666666664

3
777777775

ð4:39Þ

Since aeroelastic (self-excited) forces are non-conservative, the aeroelastic matrix of the element is

generally unsymmetric and it is a function of the reduced frequency. When the aeroelastic matrix of the

element is transformed into the global coordinate system and is assembled, one may have:

Fse ¼ v2AseX ð4:40Þ
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where Ase is the aeroelastic matrix of the bridge, and it is a complex matrix. The governing equation of

motion of the bridge for flutter analysis can then be expressed as:

M€X þ C _XþKX ¼ v2AseX ð4:41Þ

Let X equal R est, where R is the complex modal response amplitude vector of the system. Denote

the complex frequency s¼ (�jþ i)v (where j and v are the damping ratio and circular frequency of

the complex mode of vibration, respectively, and i2¼�1). The governing equation of motion can be

written as:

ðs2Mþ sCþK� v2AseÞRest ¼ 0 ð4:42Þ

The complex mode response of the system can be given approximately by the first m modes of

vibration:

R ¼ Fq ð4:43Þ

where:

F is the matrix of mode shapes, obtained from the modal analysis of the structure;

q is the vector of generalized coordinates.

Applying the above linear transformation to Equation 4.41 yields:

½s2I� v2Ase þ sCþL�qest ¼ 0 ð4:44Þ

where L is the diagonal eigenvalue matrix obtained from modal analysis; and the matrix Ase ¼
FTAseF and C ¼ FTCF.

Considering the fact that the damping ratios of the system (positive or negative) are small, the

approximate relation v2 ¼ �s2 exists. As a result, one may have:

½s2ðIþ AseÞ þ sCþL�qest ¼ 0 ð4:45Þ

The above equation can be further expressed in the following state-space format:

ðA� sIÞYest ¼ 0 ð4:46Þ

where:

Y ¼ q

sq

	 

; A ¼ 0 I

�ML �MC

� �
ð4:47aÞ

M ¼ ðIþ AseÞ�1 ð4:47bÞ

Thus, to have a non-trivial solution, the following equation must be satisfied, leading to a standard

eigenvalue problem:

AY ¼ sY ð4:48Þ
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where the characteristic matrix A is a 2m� 2m complex matrix and a function of reduced frequency K

(or reduced velocity) only. Thus, the above equation can be solved for only two variables, s and K.

For a given K, standard linear eigensolvers are available to find the 2m sets of eigenvalues s and

corresponding eigenvectors Y from Equation 4.48:

s ¼ ð�jþ iÞv ð4:49aÞ
q ¼ aþ bi ð4:49bÞ

The m eigenvalues with positive imaginary part are the complex frequencies of the system, and the

upper half vector q in the corresponding eigenvector Y is the complex mode shape of the system. In a

prescribed complex mode shape, the magnitude and phase of the kth natural mode are given as:

jqkj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2k þ b2k

q
ð4:50aÞ

fk ¼ tan�1 bk=akð Þ ð4:50bÞ

If the damping ratios of all complex modes are positive, the system is stable; if at least one damping

ratio is equal to zero, the system is neutrally stable; if at least one damping ratio is negative, the system

is unstable. Therefore, the flutter analysis described above is able to find the critical state through

searching the reduced frequency K. The corresponding circular frequency is the flutter circular fre-

quency vf and the critical wind speed Ucr is then equal to Bvf/K. At the critical wind speed, the general-

ized modal coordinate vector q(t) and the nodal displacement vector of the bridge can be expressed as:

qðtÞ ¼ jqijsin vf tþ fi

� �� � ð4:51Þ

XðtÞ ¼
Xm
i¼1

uijqijsin vf tþ fi

� � ¼ X0 sin vf tþ fi

� � ð4:52Þ

where:

ui is the ith natural mode shape;

vf is the flutter circular frequency;

X0 and fi are the amplitude and phase of X(t);

m is the number of participating modes.

It is clear that the coupled flutter motion is three-dimensional and that the phase shift exists among

mode components. The total energy in the characteristic motion (flutter motion) of the bridge at the

lowest critical wind speed is:

E ¼ 1

2
_Xmax

� �T
M _Xmax

� � ¼ 1

2
v2
f

Xm
i¼1

jqij2 ð4:53Þ

The energy in the ith natural mode of vibration of the bridge is expressed as:

Ei ¼ 1

2
v2
f jqij2 ð4:54Þ

The ratio of the ith modal energy over the total energy Ei=E is defined as the modal energy ratio ei.

Clearly, the modal energy ratio provides a uniform measurement of the contribution of a particular

vibration mode to the flutter instability of the whole bridge.
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4.4.7 Flutter Analysis in the Time Domain

Flutter analysis has been predominantly conducted in the frequency domain for computational effi-

ciency particularly because self-excited forces are functions of reduced frequency.

However, the frequency domain approach is restricted to linear structures excited by the sta-

tionary wind loads without considering aerodynamic and/or structural non-linearities. Schemes

for time-domain coupled multimode flutter analysis have been proposed by introducing the

unsteady self-excited forces in terms of rational function approximations [17]. The advantages of

the time-domain approach are that an iterative solution for determining flutter conditions is

unnecessary because the equations of motion are independent of frequency, and aerodynamic

non-linearities can be taken into account in flutter analysis. The time-domain modeling of self-

excited forces is also used in the time-domain buffeting analysis, which will be introduced in

Section 4.7 in detail.

4.5 Buffeting Analysis in the Frequency Domain

4.5.1 Background

When a long-span cable-supported bridge is immersed in a wind field, the bridge will be sub-

jected to static and dynamic wind forces caused by mean and fluctuating wind speeds, respec-

tively. Buffeting action on a long-span bridge is a random vibration caused by fluctuating winds

that appear within a wide range of wind speeds. In wind resistance design of a long-span bridge,

consideration of the buffeting responses is normally dominant in order to determine the size of

structural members. In addition to buffeting action, the self-excited forces induced by wind-struc-

ture interaction is also important for predicting the buffeting response of long-span bridges, as

the additional energy injected into the oscillating structure by self-excited forces increases the

magnitude of vibrations. To model the action of buffeting wind load, the buffeting forces result-

ing from turbulent wind and the self-excited forces due to the wind-bridge interaction should be

taken into account. The buffeting response prediction can be performed in both the frequency

domain [18–21] and the time domain [17,22,23].

4.5.2 Buffeting Forces and Aerodynamic Admittances

Under the quasi-steady assumption, the transient aerodynamic forces on the bridge deck per unit length

can be written as:

LaðtÞ ¼ 1

2
rU

2ðtÞCLða0 þ DaÞ � B ð4:55aÞ

DaðtÞ ¼ 1

2
rU

2ðtÞCDða0 þ DaÞ � B ð4:55bÞ

MaðtÞ ¼ 1

2
rU

2ðtÞCMða0 þ DaÞ � B2 ð4:55cÞ

where:

the subscript a denotes that the force is expressed in the transient wind axis;

a0 is the attack angle of mean wind speed U;

Da is the additional attack angle induced by fluctuation (see Figure 4.9).
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The aerodynamic coefficients can be expressed in terms of the Taylor’s expansion to the first two

terms:

CLða0 þ DaÞ ¼ CLða0Þ þ C0
Lða0Þ � Da ð4:56aÞ

CDða0 þ DaÞ ¼ CDða0Þ þ C0
Dða0Þ � Da ð4:56bÞ

CMða0 þ DaÞ ¼ CMða0Þ þ C0
Mða0Þ � Da ð4:56cÞ

Equation 4.55a can be transformed into the mean wind speed axis as:

LðtÞ ¼ LaðtÞ � cosðDaÞ þ DaðtÞ � sinðDaÞ ð4:57aÞ
DðtÞ ¼ DaðtÞ � cosðDaÞ � LaðtÞ � sinðDaÞ ð4:57bÞ

MðtÞ ¼ MaðtÞ ð4:57cÞ

Assuming that Da is very small, then sin(Da)�a and cos(Da)� 1�Da2/2. Equation 4.57 becomes:

LðtÞ ¼ 1

2
rU 2B CLða0Þ � 2uðtÞ

U

� �
þ C0

Lða0Þ þ CDða0Þ
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U

� �
þ 1

2
rU 2BCLða0Þ ð4:58aÞ

DðtÞ ¼ 1

2
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U

� �
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U
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þ 1

2
rU 2BCDða0Þ ð4:58bÞ
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2
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U

� �
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Mða0Þ � wðtÞ
U

� �
þ 1

2
rU 2B2CMða0Þ ð4:58cÞ

It is obvious that the second terms on the right side of the above equation are static forces. Therefore,

the buffeting forces can be written as:

LbðtÞ ¼ 1

2
rU 2B CLða0Þ � 2uðtÞ

U

� �
þ C0

Lða0Þ þ CDða0Þ
� � � wðtÞ

U

� �
ð4:59aÞ

DbðtÞ ¼ 1

2
rU2B CDða0Þ � 2uðtÞ

U

� �
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Dða0Þ � wðtÞ
U

� �
ð4:59bÞ

MbðtÞ ¼ 1

2
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U

� �
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Figure 4.9 Wind and buffeting forces on bridge deck.
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The quasi-steady buffeting theory assumes that the wind loads are fully correlated along the bridge

span. Such an assumption can only be satisfied when the turbulence has a larger scale than the bridge

width, otherwise the incomplete span-wise correlation should be taken into account when modeling buf-

feting forces. Davenport used six aerodynamic admittance functions to represent the span-wise correla-

tion of wind loads [18]. After the modification, the buffeting forces can be written as:

Lb ¼ 1

2
rU

2
B 2CLxLu

u

U
þ ðC0

L þ CDÞxLw

w

U

� �
ð4:60aÞ

Db ¼ 1

2
rU

2
B 2CDxDu

u

U
þ C0

DxDw

w

U

� �
ð4:60bÞ

Mb ¼ 1

2
rU

2
B2 2CMxMu

u

U
þ C0

MxMw

w

U

� �
ð4:60cÞ

where:

C0
L ¼ dCL=da, C

0
D ¼ dCD=da, and C

0
M ¼ dCM=da;

xLu, xLw, xDu, xDw, xMu, xMw are the aerodynamic admittance functions, which are functions of the

reduced frequency and dependent on the geometrical configuration of the cross section of the bridge

deck;

u and w are the longitudinal and vertical turbulences, respectively.

How to determine the aerodynamic admittance functions is a key issue in buffeting analysis. One

conventional way is to compare measured wind spectra and buffeting force spectra and then obtain the

empirical aerodynamic admittance functions by the following equations:

xLuðKÞ ¼
4

r2U
2
B2

� SLbLbðx;KÞ
Suuðx;KÞ xLwðKÞ ¼

4

r2U
2
B2

� SLbLbðx;KÞ
Swwðx;KÞ ð4:61aÞ
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4

r2U
2
B2

� SDbDb
ðx;KÞ

Suuðx;KÞ xDuðKÞ ¼
4

r2U
2
B2

� SDbDb
ðx;KÞ

Swwðx;KÞ ð4:61bÞ

xMuðKÞ ¼
4

r2U
2
B4

� SMbMb
ðx;KÞ

Suuðx;KÞ xMuðKÞ ¼
4

r2U
2
B4

� SMbMb
ðx;KÞ

Swwðx;KÞ ð4:61cÞ

where:

Sibibðx;KÞ is the buffeting force spectrum (i¼ L, D, andM);

Sjjðx;KÞ is the wind spectrum (j¼ u, w).

4.5.3 3-D Buffeting Analysis in the Frequency Domain

The main purpose of buffeting analysis is to calculate the dynamic response of a bridge under both self-

excited and buffeting forces. It can be conducted in either frequency domain or time domain. This section

will introduce buffeting analysis in the frequency domain, which offers better computational efficiency

because the analysis can be carried in the selected mode. The governing equation of motion of a bridge

excited by fluctuating winds with respect to the static equilibrium position can be given in a matrix form by:

M€X þ C _XþKX ¼ Fse þ Fb þ Fs ð4:62Þ
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where:

F indicates the nodal equivalent force vector;

the subscript se, b and s represents the self-excited force, buffeting force and mean wind force compo-

nents, respectively.

The mean deformation of the bridge caused by the mean wind forces can be readily determined

using the mean wind speeds and the other parameters determined by wind tunnel tests as introduced

in Chapter 3. The formulation of self-excited force Fse is already mentioned in the above section, as

expressed by Equation 4.40. The vertical and lateral buffeting forces and buffeting moment acting on

the bridge deck per unit length due to wind fluctuations are given in Equation 4.60. If the aerody-

namic admittance functions are taken as units, the buffeting forces aforementioned can be expressed

as follows:

Fb ¼ 0:5rUðCbuuþ CbwwÞ ð4:63Þ

where:

Fb ¼
Lb
Db

Mb

8<
:

9=
;; Cbu ¼ B

2CL

2CD

2BCM

8<
:

9=
;; Cbw ¼ B

C0
L þ CD

C0
D

BC0
M

8<
:

9=
; ð4:64Þ

When the element is small enough, it can be assumed that the longitudinal and vertical wind fluc-

tuations are distributed linearly on the element:

u ¼ 1� x

L

x

L

h i
u1
u2

	 

¼ Aue ð4:65aÞ

w ¼ 1� x

L

x

L

h i
w1

w2

	 

¼ Awe ð4:65bÞ

where:

x and L are the axial location and the length of the element, respectively;

the subscripts 1 and 2 indicate the two ends of the element.

The consistent buffeting forces at the element ends in the local coordinate system can be obtained by

the following definite integral:

Fe
b ¼

Z
L

BTFbdx ¼ 0:5rU

Z
L

BTCbuAdxu
e þ

Z
L

BTCbwAdxw
e

0
@

1
A ¼ 0:5rUðAe

buu
e þ Ae

bww
eÞ

ð4:66Þ

where:

Ae
bu and Ae

bw are the buffeting force matrices of the element corresponding to the longitudinal and

vertical wind fluctuations, respectively;
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B is the matrix of interpolated functions:

B ¼
0 �N1 0 0 0 �N3 0 �N2 0 0 0 N4

0 0 �N1 0 N3 0 0 0 �N2 0 �N4 0

0 0 0 �N5 0 0 0 0 0 �N6 0 0

2
4

3
5 ð4:67Þ

where:

N1 ¼ 1� 3
x

L

� 
2
þ 2

x

L

� 
3
; N2 ¼ 3

x

L

� 
2
� 2

x

L

� 
3
; N3 ¼ x 1� x

L

� 
2
; ð4:68aÞ

N4 ¼ x2

L
1� x

L

� 

; N5 ¼ 1� x

L
; N6 ¼ x

L
ð4:68bÞ

The matrices Ae
bu and A

e
bw can be derived as:

Ae
bu ¼

�BL

30

0 21CL 21CD 20BCM �3LCD 3LCL

0 9CL 9CD 10BCM �2LCD 2LCL

�
0 9CL 9CD 10BCM 2LCD �2LCL

0 21CL 21CD 20BCM 3LCD �3LCL

�
T

ð4:69Þ

Ae
bw ¼ �BL

60

0 21ðC0
L þ CDÞ 21C0

D 20BC0
M �3LC0

D 3LðC0
L þ CDÞ

0 9ðC0
L þ CDÞ 9C0

D 10BC0
M �2LC0

D 2LðC0
L þ CDÞ

"

0 9ðC0
L þ CDÞ 9C0

D 10BC0
M 2LC0

D �2LðC0
L þ CDÞ

0 21ðC0
L þ CDÞ 21C0

D 20BC0
M 3LC0

D �3LðC0
L þ CDÞ

#
T ð4:70Þ

The local nodal buffeting forces can be converted into the global coordinate system using the coordi-

nate transformation matrix. As a result, the global nodal buffeting force vector can be obtained as:

Fb ¼ 0:5rUðAbuuþ AbwwÞ ð4:71Þ

where:

Abu and Abw are the global buffeting force matrices;

u and w are the r-row nodal fluctuating wind vectors for the longitudinal and vertical components,

respectively, where r is the number of nodes subjected to wind fluctuations.

Apart from the bridge deck, the buffeting forces also act on the bridge towers, the cables and other

components. These forces can be determined using a similar way to the determination of the forces

acting on the bridge deck. It is thus possible to have a buffeting analysis of the bridge as a whole, rather

than the bridge deck only. Based on the preceding discussion, the governing equation of motion of the

bridge as a whole can be written as:

M€X þ C _XþKX� v2AseX ¼ Fb ð4:72Þ

The buffeting response of the bridge is dominant by the first m modes of vibration and thus a linear

transformation is introduced as:

X ¼ Fq ð4:73Þ
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where:

F is the matrix of mode shapes, which are obtained from the modal analysis;

q is the m vector of generalized coordinates.

The equation of motion of the bridge can be then expressed as:

€q þ C _qþLq� v2Aseq ¼ Qb ð4:74Þ

where:

L is the diagonal eigenvalue matrix obtained from the dynamic characteristic analysis;

C ¼ FTCF; Ase ¼ FTAseF; Qb ¼ Abuuþ Abww (Abu ¼ FTAbu and Abw ¼ FTAbw) are the general-

ized buffeting force vector.

According to the random vibration theory, the power spectral density (PSD) matrices of the vectors

of generalized modal response q and nodal displacement X have the following relations:

SqðvÞ ¼ H�ðvÞSQb
ðvÞHTðvÞ ð4:75Þ

SXðvÞ ¼ FH�ðvÞSQb
ðvÞHTðvÞFT ð4:76Þ

where H(v) is the transfer function matrix:

HðvÞ ¼ ½�v2ðIþ AseÞ þ ivCþL��1 ð4:77Þ

in which the subscript � and T denote the complex conjugate and transpose, respectively.

The PSD matrix of the generalized buffeting forces is given by:

SQb
ðvÞ ¼ 0:25r2U

2ðAbuSuuA
T

bu þ AbwSwwA
T

bwÞ ð4:78Þ

where Suu and Sww are the PSD matrices of u and w components, respectively.

If the aerodynamic admittance functions are taken into consideration, the above PSD matrix includes

the aerodynamic admittance functions. The power spectra of wind components u and w are functions of

the circular frequency v. The cross-spectral density functions of the wind component between two

points can be expressed in a conventional form [24]:

SuuðwwÞðz1; z2;vÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SuuðwwÞðz1;vÞSuuðwwÞðz2;vÞ

q
e�f̂ uðwÞ ð4:79Þ

where:

z1 and z2 denote the two points;

Suu(ww)(z, v) is the auto spectra identified from the wind characteristics study;

e�f uðwÞ is the coherence function of fluctuating winds given by the wind characteristics study.
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The components of the matrices Sq and Sx can be expressed as:

Sqij ðvÞ ¼
Xm
k¼1

Xm
l¼1

H�
ikðvÞSQbkl ðvÞHjlðvÞ ð4:80Þ

SXi
ðvÞ ¼

Xm
k¼1

Xm
l¼1

wikSqkl ðvÞwil ð4:81Þ

The variances of the ith generalized modal response and nodal displacement are thus given by:

s2
qii

¼
Z 1

0

Sqii ðvÞdv ð4:82Þ

s2
Xi
¼
Z 1

0

SXi
ðvÞdv ¼

Xm
k¼1

Xm
l¼1

wik

Z 1

0

Sqkl ðvÞdv
� �

wil ð4:83Þ

Figure 4.10 provides the flow chart of 3-D finite element based buffeting analysis for a long-span

bridge.

4.6 Simulation of Stationary Wind Field

In order to carry out the buffeting analysis in the time domain, the stationary wind field of turbulent

winds should be simulated, and this is generally represented by turbulence wind components u(t), v(t)

and w(t). Among various simulation methods, the spectral representation methods appear to be most

widely used because they are fast and conceptually straightforward. In this section, the simulation of a

stationary wind field mainly concerns the simulation of one-dimensional, multivariate, stationary sto-

chastic process, and the algorithm of the spectral representation method proposed by Shinozuka and Jan

[25] and Deodatis [26] is introduced.

Consider a set of n one-dimensional stationary stochastic process {u0j ðtÞ}(j¼ 1, 2, . . . , n) with zero

as the mean value, where the superscript 0 denotes the target function. The two-sided target cross-spec-

tral density function S0(v) of the stochastic process is given by:

S0ðvÞ ¼

S011ðvÞ S012ðvÞ � � � S01nðvÞ
S021ðvÞ S022ðvÞ � � � S02nðvÞ

..

. ..
.

} ..
.

S0n1ðvÞ S0n2ðvÞ � � � S0nnðvÞ

2
666664

3
777775 ð4:84Þ

According to Shinozuka and Jan [25] and Deodatis [26], the stochastic process {u0j ðtÞ} (j¼ 1, 2, . . . ,

n) can be simulated by the following series:

ujðtÞ ¼ 2
ffiffiffiffiffiffiffi
Dv

p Xj
m¼1

XN
l¼1

HjmðvmlÞcosðvmlt� ujmðvmlÞ þ fmlÞ
�� �� ð4:85Þ

where:

N is a sufficiently large number;

Dv¼vup/N is the frequency increment;
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vup is the upper cutoff frequency, with the condition that, when v>vup, the value of S
0(v) is trivial;

fml is the sequence of independent random phase angles, uniformly distributed over the interval

[0, 2p];

vml is the double-indexing frequency:

vml ¼ l � 1ð ÞDvþm

n
Dv l ¼ 1; 2; . . . ;N ð4:86Þ

Figure 4.10 Flow chart of 3-D finite element based buffeting analysis for a long-span bridge.
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Hjm(v) is a typical element of the matrix H(v), which is defined as Cholesky decomposition of cross-

spectral density matrix S0(v):

S0ðvÞ ¼ HðvÞHT�ðvÞ ð4:87Þ

HðvÞ ¼
H11ðvÞ 0 � � � 0

H21ðvÞ H22ðvÞ � � � 0

� � � � � � � � � � � �
Hn1ðvÞ Hn2ðvÞ � � � HnnðvÞ

2
664

3
775 ð4:88Þ

ujm(v) is the complex angle of Hjm(v) and is given by:

ujmðvÞ ¼ tan�1 Im HjmðvÞ
� �

Re HjmðvÞ
� �

( )
ð4:89Þ

where Im[Hjm(v)] and Re[Hjm(v)] are the imaginary and real parts of the complex function Hjm(v),

respectively.

It has been proved that both ensemble and temporal auto- and cross- correlation functions of any

sample function obtained by Equation 4.85 will approach to the target auto- and cross-correlation func-

tions as Dv ! 0 and N ! 1.

In order to avoid aliasing, the time step Dt has to obey the condition:

Dt 	 2p

2vup

ð4:90Þ

The period of the sample functions expressed by Equation 4.85 is:

T0 ¼ 2pn

Dv
¼ 2pN

vup

ð4:91Þ

The ergodicity of the results of Equation 4.85 has been proved by Deodatis [26]. One can be confi-

dent that the one-dimensional stationary, multivariate, Gaussian stochastic process can be simulated

quite well by means of Equation 4.85, when the cross-spectral density matrix is given and the values of

the parameters N, vup and Dv are properly chosen.

However, the number of wind velocity processes to be simulated is often very large in the buffeting

analysis of long-span cable-supported bridges, when the stochastic wind loads on all major structural

components such as bridge deck, cables, and towers shall be taken into consideration. It is difficult to

do the simulation using the traditional method above, so an improved algorithm of the spectral repre-

sentation method, which is considered suitable for the simulation of wind velocity filed on long-span

cable-supported bridges, has been proposed by Ding et al. [27]. An interpolation approximation is

introduced to simplify the computation of the lower triangular matrix with the Cholesky decomposition

of the cross-spectral density matrix. Fast Fourier transform technique is used to further enhance the

efficiency of computation in the simulation of stationary wind field.

4.7 Buffeting Analysis in the Time Domain

The buffeting response of a bridge induced by both self-excited and buffeting forces can also be calcu-

lated in the time domain. Compared to the frequency domain approach, time domain analysis offers the

benefit of capturing the effects of non-linearities of both structural and aerodynamic origins and also

Wind-Induced Vibration and Aerodynamic Instability 109



the influence of non-stationary features in the approaching wind in the analysis [17]. The theoretical

background of time domain buffeting analysis is introduced in this section.

The self-excited forces per unit span can be expressed in terms of convolution integrals [28]:

LseðtÞ ¼ 1

2
rU

2
Z t

�1
ILseh ðt� tÞhðtÞ þ ILsepðt� tÞpðtÞ þ ILseaðt� tÞaðtÞ� �

dt ð4:92aÞ

DseðtÞ ¼ 1

2
rU

2
Z t

�1
IDseh

ðt� tÞhðtÞ þ IDsep
ðt� tÞpðtÞ þ IDsea

ðt� tÞaðtÞ� �
dt ð4:92bÞ

MseðtÞ ¼ 1

2
rU

2
Z t

�1
IMseh

ðt� tÞhðtÞ þ IMsep
ðt� tÞpðtÞ þ IMsea

ðt� tÞaðtÞ� �
dt ð4:92cÞ

where I( ) is the impulse function of the self-excited forces, in which the subscript represents the corre-

sponding force component.

The impulse functions can be obtained using the flutter derivatives measured from wind tunnel tests

and the rational function approximation approach [17].

The relationship between the impulse functions and flutter derivatives in the frequency domain can

be obtained by taking the Fourier transform of Equation 4.92 and comparing with Equation 4.33:

ILseh ¼ 2k2ðH�
4 þ iH�

1Þ; ILsep ¼ 2k2ðH�
6 þ iH�

5Þ; ILsea ¼ 2k2bðH�
3 þ iH�

2Þ ð4:93aÞ

IDseh
¼ 2k2ðP�

6 þ iP�
5Þ; IDsep

¼ 2k2ðP�
4 þ iP�

1Þ; IDsea
¼ 2k2bðP�

3 þ iP�
2Þ ð4:93bÞ

IMseh
¼ 2k2bðA�

4 þ iA�
1Þ; IMsep

¼ 2k2bðA�
6 þ iA�

5Þ; IMsea
¼ 2k2b2ðA�

3 þ iA�
2Þ ð4:93cÞ

where the over-bar denotes the Fourier transform operator and b¼ 0.5B.

From the classical airfoil theory, the aerodynamic transfer functions in Equation 4.93 (the Fourier

transform of the impulse functions) can be reasonably approximated by the rational functions. The

frequency independent coefficients of the rational functions can then be determined by the non-linear

least-squares method, using the flutter derivatives at different reduced frequencies. The impulse func-

tions can be finally obtained by the inverse Laplace transform [17,29].

Because the aerodynamic derivatives are normally obtained from wind tunnel tests at discrete values

of the reduced frequency k, some numerical methods are needed to extend these discrete values into

continuous functions of the reduced frequency for time domain analysis.

Similarly, the buffeting forces per unit length can be expressed in terms of convolution integrals

involving the aerodynamic impulse functions and fluctuating wind velocities:

LbðtÞ ¼ � 1

2
rU

2
Z t

�1
ILbuðt� tÞ uðtÞ

U
þ ILbwðt� tÞwðtÞ

U

� �
dt ð4:94aÞ

DbðtÞ ¼ � 1

2
rU

2
Z t

�1
IDbu

ðt� tÞ uðtÞ
U

þ IDbw
ðt� tÞwðtÞ

U

� �
dt ð4:94bÞ

MbðtÞ ¼ � 1

2
rU

2
Z t

�1
IMbu

ðt� tÞ uðtÞ
U

þ IMbw
ðt� tÞwðtÞ

U

� �
dt ð4:94cÞ

where I( ) is the impulse function of the buffeting force with the subscript representing the correspond-

ing force component.
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Similar to the self-excited forces, the impulse functions of the buffeting forces can be obtained

by the inverse Laplace transform of the aerodynamic transfer functions, whereas the aerodynamic

transfer functions of the buffeting forces can be related to aerodynamic coefficients and aerody-

namic admittances as:

ILbu ¼ 4bCLxLbu
; ILbw ¼ 2bðC0

L þ CDÞxLbw
ð4:95aÞ

IDbu
¼ 4bCDxDbu

; IDbw
¼ 2bC0

DxDbw
ð4:95bÞ

IMbu
¼ 8b2CMxMbu

; IDbw
¼ 4b2C0

MxMbw
ð4:95cÞ

Self-excited forces are usually assumed to be fully correlated. Thus, the self-excited force for an

entire beam element can be expressed as:

LeseðtÞ ¼ LcseðtÞL ð4:96aÞ
De

seðtÞ ¼ Dc
seðtÞL ð4:96bÞ

Me
seðtÞ ¼ Mc

seðtÞL ð4:96cÞ

where the superscript c indicates the center of the element.

The span-wise correlation of the buffeting forces in an element should be considered, and the buffet-

ing forces for an entire beam element can be expressed as:

LebðtÞ ¼ L

Z t

0

JLbuðt� tÞLcbuðtÞ þ JLbwðt� tÞLcbwðtÞ
� �

dt ð4:97aÞ

De
bðtÞ ¼ L

Z t

0

JDbu
ðt� tÞDc

buðtÞ þ JDbw
ðt� tÞDc

bwðtÞ
� �

dt ð4:97bÞ

Me
bðtÞ ¼ L

Z t

0

JMbu
ðt� tÞMc

buðtÞ þ JMbw
ðt� tÞMc

bwðtÞ
� �

dt ð4:97cÞ

where:

Lcbu and L
c
bw are the first and second terms in Equation 4.94a at the center of the element;

J() is the impulse function, whose Fourier transform counterpart is referred to as the joint acceptance

function:

J
2

Lbu
¼ 1

L2

Z L

0

Z L

0

cohLbuðx1; x2;vÞdx1dx2 ð4:98Þ

where:

cohLbuðx1; x2;vÞ ¼
SLbuðx1; x2;vÞ

SLc
bu
ðvÞ ð4:99Þ

It is the span-wise coherence of the buffeting lift force component; SLbuðx1; x2;vÞ is the cross-spec-
tra between the buffeting forces at two different positions x1 and x2; and SLc

bu
ðvÞ is the auto-spectral

density of the buffeting force at the center of the element.

Once the local nodal self-excited forces and buffeting forces are obtained from Equation 4.96 and

Equation 4.97, they can be converted into the global coordinate system using the coordinate transfor-

mation matrix. As a result, the global nodal buffeting force and self-excited force vectors Fse and Fb

in Equation 4.62 can be obtained. The solution of the equation of motion (Equation 4.62) in the
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time domain can be obtained by the Newmark-Beta method. Because the self-excited forces are

dependent on the motion, iteration is needed for each time-step until certain convergence criterion is

satisfied [29].

4.8 Effective Static Loading Distributions

4.8.1 Gust Response Factor and Peak Factor

Gust response factor G is a commonly used term in wind engineering and may be defined as the ratio of

the expected maximum response of the structure in a defined period (e.g. ten minutes or one hour) to

the mean or time-averaged response in the same time period [30–32]. Clearly, this term really has

meaning only in stationary or near-stationary winds. The expected maximum response of the structure

can be buffeting-induced maximum bending moment, deflection, or stress. It can be written as:

X̂ ¼ X þ gsx ð4:100Þ
where:

X̂ and X are the maximum and mean response of the structure;

sx is the standard deviation of the structural response;

g is a peak factor which depends on the frequency range of the response and the time interval for which

the maximum value is calculated.

From Equation 4.100, the gust response factor can be expressed as:

G ¼ X̂

X
¼ 1þ g

sx

X
ð4:101Þ

For a stationary Gaussian response to wind, Davenport [33] derived the following expression for the

peak factor g:

g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 logeðyTÞ

p
þ 0:577ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 logeðyTÞ
p ð4:102Þ

where:

y is the cycling rate or effective frequency for the response (often conservatively taken as the natural

frequency of the structure);

T is the time period over which the maximum value is required.

For building structures, alongwind-induced responses are often estimated in terms of the sum of

three components: mean component, background component and resonant component. Accordingly,

the gust response factor can be expressed as:

G ¼ X̂

X
¼ 1þ 2g

su

U

ffiffiffiffiffiffiffiffiffiffiffiffi
Bþ R

p ð4:103Þ
where:

su is the standard deviation of turbulent wind in along-wind direction;

B is the background factor representing the quasi-static response caused by gusts below the first natural

frequency of the structure;

R is the resonant factor describing the resonant response caused by gusts near the first natural frequency

of the structure.
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Equations 4.101 and 4.103 are used in many codes and standards for wind loading and, partic-

ularly, for alongwind dynamic loading of building structures. This is an approximate approach

which works reasonably well for some structures and load effects, such as the base bending

moment of tall buildings. However, in other cases it gives significant errors and should be used

with caution [32].

4.8.2 Effective Static Loading Distributions

Effective static loading distributions are those loadings that produce the correct expected values

of peak load effects generated by the fluctuating wind loading. For building structures, effective

static peak loading distributions can be derived from three components: mean components, back-

ground component and resonant component. The main advantage of the effective static loading

distribution approach is that the distributions can be applied to a static structural analysis com-

puter program for use in final structural design and can be used relatively easily by engineers and

incorporated in design codes and standards. The following introduction on this topic refers to

Holmes’s book [32].

By taking alongwind (drag) response of a long-span bridge deck as an example, and regarding the

bridge deck as a continuous beam, the mean wind force per unit length on the bridge deck can be

written as:

f ðxÞ ¼ 1

2
rU

2ðxÞBðxÞCDðxÞ ð4:104Þ

The mean value of any load effect can be obtained by integrating the local force with the influence

line along the length of the bridge deck. If the purpose is to derive an effective static loading, Equation

4.104 is already in the correct form.

The background wind loading is the quasi-static loading produced by fluctuations due to turbulence,

but with frequencies too low to excite any resonant response. The load-response correlation formula

derived by Kasperski and Niemann [34] can be used to derive the effective background fluctuating

loading distribution. In the form of a continuous distribution, this term can be written as:

f BðxÞ ¼ gBrðxÞspðxÞ ð4:105Þ

where:

gB is the peak factor for the background response;

sp(x) is the standard deviation of the fluctuating load at position x;

r(x) is the correlation coefficient between the fluctuating load at position x and the load effect of

interest [32]:

rðxÞ ¼
R L
s
f 0ðxÞf 0ðx1ÞIrðx1ÞBðx1Þdx1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f 02ðxÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR L
s

R L
s
f 0ðx1Þf 0ðx2ÞIrðx1ÞIrðx2ÞBðx1ÞBðx2Þdx1dx2

qr ð4:106Þ

where:

Ir(x) is the influence line for the load effect r, as a function of position x;

f 0ðxÞ is the fluctuating alongwind force on the bridge deck;
f 0ðxÞf 0ðx1Þ is the covariance for the fluctuating alongwind forces at positions x and x1.
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The equivalent load distribution for the resonant response in the first mode of vibration can be repre-

sented as a distribution of inertial forces over the length of the bridge deck:

f RðxÞ ¼ gRmðxÞð2pn1Þ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a02f1ðxÞ

q
ð4:107Þ

where:

fR(x) is the equivalent load distribution for the resonant response at position x;

gR is the peak factor for resonant response;

m(x) is the mass per unit length at position x;

n1 is the first mode natural frequency;ffiffiffiffiffiffi
a02

p
is the standard deviation of modal coordinate (resonant contribution only);

f1ðxÞ is the first mode shape.

Determining the standard deviation of modal coordinate due to the resonant contribution only

requires knowledge of the spectral density of the fluctuating forces, the correlation of those forces at

the natural frequency and the modal damping and stiffness. The total effective loading distribution can

be obtained by:

f cðxÞ ¼ f ðxÞ þ wback f BðxÞ þ wres f RðxÞ ð4:108Þ

where wback and wres are the weight factors for background and resonant response, respectively.

Assuming that the fluctuating background and resonant components are uncorrelated with each

other, the weight factors can be calculated by:

wbackj j ¼ gBsr;Bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2Bs

2
r;B þ g2Rs

2
r;R

q ð4:109aÞ

wresj j ¼ gRsr;Rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2Bs

2
r;B þ g2Rs

2
r;R

q ð4:109bÞ

where:

sr,B and sr,R are the standard deviation of the background response and the resonant response,

respectively;

the subscript r means the load effect consistent with the response.

The method of effective static loading distribution approach described above can be applied to com-

mon bridges in principle. However, for long-span cable-supported bridges, it is often the case that sev-

eral modes of vibration must be considered. Holmes [35] proposed a method of combining inertial

force distributions from more than one resonant mode of vibration. By neglecting the background

response, the total effective loading distribution for the peak load effect, r, is [32]:

f ef f ðxÞ ¼ f ðxÞ þmðxÞ
XN
j¼1

WjfjðxÞ ð4:110Þ

whereWj is the peak inertial force in the mode j.
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4.9 Case Study: Stonecutters Bridge

4.9.1 Dynamic and Aerodynamic Characteristics of Stonecutters Bridge

The finite element modeling technique for long-span cable-supported bridges and its application for

developing a 3D finite element model of the Stonecutters Bridge have been introduced in Chapter 3.

The frequency domain flutter and buffeting analyses of the Stonecutters Bridge are introduced in this

section as a case study using that model [16,36].

The first 50 natural modes of the bridge were obtained from the modal analysis of the finite element

model. The first 50 natural frequencies, as well as the corresponding mode shape descriptions, are listed

in Table 4.2. It can be seen from this table that the first 50 natural frequencies of the bridge range from

0.145Hz to 1.447Hz. The lowest natural frequency of 0.145 Hz corresponds to the first horizontal

mode of vibration, in which the motion of the bridge deck is almost in symmetry in the main span. The

first vertical vibration mode dominated by the bridge deck is almost symmetric in the main span at a

natural frequency of 0.201. The first torsional mode of vibration dominated by the bridge deck is almost

symmetric in the main span at a natural frequency of 0.425Hz.

The aerodynamic coefficients of the Stonecutters bridge deck without traffic were obtained from the

section model tests in a wind tunnel. The drag, lift, and moment coefficients for the cross section of the

entire bridge deck at zero degree of attack angle are CD¼ 0.073, CL¼�0.155 and CM¼�0.018. The

derivatives of the drag, lift, and moment aerodynamic coefficients with wind angle of attack at zero

degree are dCD/da¼ 0.069, dCL/da¼ 2.510 and dCM/da¼ 0.539. These aerodynamic coefficients are

normalized by the overall deck width of 53.3m.

The drag coefficient of the bridge tower is taken as CD¼ 0.9 along the entire height of the tower and

is normalized by the actual width of the tower perpendicular to the wind direction. The drag coefficient

of the piers is taken as CD¼ 1.1 for wind perpendicular to the bridge longitudinal axis and is normal-

ized by the actual width of the piers perpendicular to the wind direction. The drag coefficient of the stay

cables is taken as CD¼ 0.8 for wind perpendicular to the bridge longitudinal axis and is normalized by

the actual diameter of the stay cables. As the cross sections of the stay cables, towers and piers are

symmetric, their aerodynamic lift and moment coefficients for wind perpendicular to the bridge longi-

tudinal axis are taken as zero.

The flutter derivatives of the Stonecutters Bridge deck without traffic were also obtained from the

section model tests in a wind tunnel. Only the flutter derivatives H�
i and A

�
i (i¼ 1� 4) are available, and

they are listed in Table 4.3 and plotted in Figure 4.11. Since the flutter derivatives related to the lateral

motion of the bridge deck and the flutter derivatives H�
5, H

�
6, A

�
5, A

�
6 are not available, they are calcu-

lated based on the quasi-steady theory in terms of the aerodynamic coefficients:

P�
1 ¼ � 1

K
CD; P�

2 ¼
1

2K
C0
D; P�

3 ¼
1

2K2
C0
D

ð4:111aÞ

P�
5 ¼

1

2K
C0
D; H�

5 ¼
1

K
CL; A�

5 ¼ � 1

K
CM ð4:111bÞ

P�
4 ¼ P�

6 ¼ H�
6 ¼ A�

6 ¼ 0 ð4:111cÞ

The flutter derivatives and the aerodynamic coefficients mentioned above are assumed to be uniform

along the bridge deck in the both flutter and buffeting analysis.

4.9.2 Flutter Analysis of Stonecutters Bridge

The aerodynamically coupled flutter analysis is carried out in the complex frequency domain using in-

house software packages with theoretical background, as introduced in Section 4.4. By using the modal

coordinates of the bridge, the governing equation of the bridge for the flutter analysis is converted into a
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Table 4.2 Dynamic characteristics of Stonecutters Bridge

Mode no. Natural frequency (Hz) Period (sec) Mode shape description

1 0.145 6.875 1.symmetric horizontal, deck

2 0.190 5.260 1.asymmetric horizontal, towers

3 0.197 5.073 1.symmetric horizontal, towers

4 0.201 4.968 1.symmetric vertical, deck

5 0.246 4.072 1.asymmetric vertical, deck

6 0.302 3.311 2.asymmetric vertical, deck

7 0.311 3.217 2.symmetric vertical, deck

8 0.361 2.772 1.asymmetric horizontal, deck

9 0.376 2.660 3.asymmetric vertical, deck

10 0.422 2.372 3. symmetric vertical, deck

11 0.425 2.354 1.symmetric torsional, deck

12 0.444 2.250 Horizontal, deck and piers, west side span

13 0.452 2.214 Horizontal, deck and piers, east side span

14 0.490 2.040 4.asymmetric vertical, deck

15 0.525 1.903 2.symmetric horizontal, towers

16 0.535 1.869 4.symmetric vertical, deck

17 0.579 1.728 2.asymmetric horizontal, towers

18 0.591 1.693 1.asymmetric torsional, deck

19 0.592 1.688 5.symmetric vertical, deck

20 0.620 1.613 5.asymmetric vertical, deck

21 0.682 1.466 2.symmetric torsional, deck

22 0.694 1.440 6.symmetric vertical, deck

23 0.729 1.372 Symmetric horizontal and torsional, deck

24 0.768 1.303 6.asymmetric vertical, deck

25 0.827 1.209 2.asymmetric torsional, deck

26 0.842 1.188 7.symmetric vertical, deck

27 0.900 1.111 Horizontal, deck and piers, west & east side spans

28 0.907 1.103 Horizontal, deck and piers, west & east side spans

29 0.912 1.096 7.asymmetric vertical, deck

30 0.948 1.055 3.symmetric torsional, deck

31 0.969 1.032 Asymmetric horizontal, deck and tower

32 0.973 1.027 8.symmetric vertical, deck

33 1.003 0.998 1.asymmetric longitudinal, tower

34 1.034 0.967 Symmetric longitudinal, deck and tower

35 1.049 0.953 8.asymmetric vertical, deck

36 1.072 0.933 3.asymmetric torsional, deck

37 1.129 0.886 9.symmetric vertical, deck

38 1.132 0.884 Symmetric horizontal, deck

39 1.193 0.839 4.symmetric torsional, deck

40 1.216 0.822 9.asymmetric vertical, deck

41 1.245 0.803 Asymmetric horizontal, deck and tower

42 1.254 0.797 10. symmetric vertical, deck

43 1.265 0.791 10.asymmetric vertical, deck

44 1.298 0.771 4.asymmetric torsional, deck

45 1.314 0.761 Symmetric vertical, towers and deck

46 1.345 0.744 Asymmetric vertical, towers and deck

47 1.364 0.733 11.symmetric vertical, deck

48 1.379 0.725 5.symmetric torsional, deck

49 1.407 0.711 11.asymmetric vertical, deck

50 1.447 0.691 Symmetric horizontal, deck and tower
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complex characteristic equation with only two variables. A single parameter-searching method is then

used to find the lowest critical wind speed without choosing participating modes beforehand. The major

participating modes of vibration causing the flutter instability and the phase angles between the partici-

pating modes of vibration can also be found.

The effects of the towers, pier shafts and stay cables on the flutter instability of the bridge are also

taken into consideration. The flutter derivatives for these bridge components are calculated based on the

quasi-steady theory. Since the cross-sections of the tower, pier shafts and stay cables are basically cir-

cular, only the drag coefficients are needed to calculate the flutter derivatives required. Since the

method used for flutter analysis has no limit on the number of modes, the first 50 modes of vibration of

the bridge are employed as the participating modes for the flutter analysis of the bridge.

The lowest critical wind speed for the bridge is computed as being 230.4m/s at a reduced velocity of

13.08 and a flutter frequency of 0.331Hz. Such a high wind speed will not appear in practice. There-

fore, the computed critical wind speed is of theoretical interest only, and it indicates no flutter

instability problem for the concerned bridge.

Corresponding to the lowest critical wind speed or the flutter frequency, a flutter eigenvector can be

found. From this, one may observe the distribution of modal motion and modal energy over all the

participating modes of vibration and the distribution of modal phase angle among all the participating

modes of vibration. From these distributions, the dominant modes of vibration causing the flutter

instability can then be identified.

Table 4.3 Flutter derivatives of the Stonecutters Bridge deck

(a) Flutter derivatives H�
1, H

�
4A

�
1, A

�
4

U/fB H�
1 H�

4 A�
1 A�

4

0.00 0.000 0.000 0.000 0.000

2.35 �0.280 �0.020 0.040 0.044

3.50 �0.390 0.000 0.110 0.080

4.71 �0.550 �0.080 0.170 0.100

5.88 �0.760 �0.170 0.240 0.120

6.93 �1.020 �0.330 0.310 0.140

8.08 �1.310 �0.430 0.360 0.160

9.18 �1.570 �0.470 0.400 0.124

10.44 �1.830 �0.450 0.430 0.064

11.56 �2.040 �0.470 0.460 0.050

13.00 �2.370 �0.500 0.500 0.036

(b) Flutter derivatives H�
2, H

�
3 A

�
2, A

�
3

U/fB H�
2 H�

3 A�
2 A�

3

0.00 0.000 0.000 0.000 0.000

2.02 �0.210 �0.320 �0.037 �0.014

2.88 �0.390 �0.430 �0.083 0.024

3.81 �0.440 �0.590 �0.119 0.069

5.00 �0.360 �0.900 �0.172 0.131

6.32 �0.180 �1.440 �0.237 0.204

7.41 0.120 �2.110 �0.339 0.308

9.52 0.380 �2.850 �0.403 0.415

10.93 0.580 �3.920 �0.419 0.569

13.44 �2.750 �6.600 �0.543 0.956
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Figure 4.11 Flutter derivatives of Stonecutters bridge deck without traffic.
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Figure 4.12 shows the distribution of relative modal amplitude, modal energy ratio and modal phase

angle over the 50 participating modes of vibration, respectively. It is noted that vibration modes 4 (first

symmetric vertical mode) and 11 (first symmetric torsional mode) are the two major participating

modes dominating the flutter instability of the bridge, with almost the same phase angle. Although the

lateral vibration modes of the bridge deck also participate in the flutter motion, the degree of their

participations is very small.
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Figure 4.12 Modal information of the bridge at the lowest critical wind speed.
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Apart from the modal information, Figure 4.13 shows the relative amplitudes of the vertical, lateral

and torsional displacement responses (flutter motion) of the bridge deck along the bridge longitudinal

axis at the lowest critical wind speed. Note again that the vertical and torsional vibrations dominate the

flutter motion of the bridge deck. More details can be found in the literature [16].

4.9.3 Buffeting Analysis of Stonecutters Bridge

The 3-D finite element-based buffeting analysis is to determine the total buffeting response of the

Stonecutters Bridge to wind loads specified in the design memorandum [36]. The mean wind velocity

is considered to be perpendicular to the bridge longitudinal axis, with zero angle of attack from either

the southwest (SW) direction or the northeast (NE) direction. For the sake of brevity, only the NE

direction, in which the terrain is considered as a overland fetch, is concerned in this case study.

The 3-D finite element-based coupled buffeting response analysis of the Stonecutters Bridge is car-

ried out in the frequency domain, with the theoretical background introduced in Section 4.5. Both struc-

tural and aeroelastic couplings between modes of vibration and the interaction between the bridge deck,

towers and cables are naturally included in the buffeting analysis. Varying structural properties along

the bridge deck are taken into consideration. The structural damping ratio of the bridge is assumed to be

0.36% for each mode of vibration in the buffeting analysis, according to the design specification. This

level of structural damping is considered a realistic value. The first 50 modes of vibration (excluding

local cable modes) are included in the buffeting analysis.

The one-hour mean wind velocity profile UðzÞ in m/s for wind from the NE direction is taken as:

UðzÞ ¼ 0:66 � 35 � z

10

� 
0:29
ð4:112Þ

The ten-minute mean wind velocity profile UðzÞ in m/s for wind from the NE direction is taken as:

U10ðzÞ ¼ U10ð10Þ � z

10

� 
0:29
ð4:113Þ
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Figure 4.13 Relative amplitudes of deck motion along the bridge longitudinal axis.
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The ten-minute mean wind velocity U10ð10Þ at 10 m height above ground is defined as the reference

wind velocity, and its basic value is 24.5m/s for wind from the NE direction. The longitudinal turbulent

intensity Iu for wind from the NE direction is given by the following expression:

Iu ¼ su

U10ðzÞ
¼ 0:37 � 10

z

� �0:29

ð4:114Þ

where su is also assumed to be constant with height.

For lateral (v) and vertical (w) turbulence intensities, the following relationships are assumed, based

on analysis of typhoon data recorded at the Tsing Ma Bridge for the overland fetch:

Iv ¼ 1:00 � Iu; Iw ¼ 0:75 � Iu ð4:115Þ

The power spectra of the longitudinal (u), lateral (v) and vertical (w) turbulent wind components are

defined according to the von K�arm�an spectral model.

For longitudinal turbulent wind component:

f � Suuðf Þ
s2
u

¼
4
Lu � f
U10ðzÞ

1þ 70:8 � Lu � f
U10ðzÞ
� �2

" #5=6 ð4:116Þ

For lateral and vertical turbulent wind components:

f � Svv;wwðf Þ
s2
v;w

¼
4
Lv;w � f
U10ðzÞ

1þ 755 � Lv;w � f
U10ðzÞ
� �2

" #

1þ 283 � Lv;w � f
U10ðzÞ
� �2

" #11=6 ð4:117Þ

where:

Sii(f) is the wind energy spectrum for turbulent wind components i;

f is the frequency in Hz;

Li is the integral length scale for turbulent wind component i.

Turbulence integral scale is specified in the design memorandum as:

Li ¼ Li50 � z

50

� 
0:45
ð4:118Þ

where Li50 represents the length scale at 50m height above ground for turbulent wind component i, and

Lu50¼ 160m, Lv50¼ Lu50/3, Lw50¼ Lu50/6 are specified for all wind directions.

The root coherence, which defines the statistical dependency between the turbulent wind components

at two different points, is given by the following expression:

ffiffiffiffiffiffiffi
coh

p
¼ exp �C � D � f

U10ðzÞ
� �

ð4:119Þ
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where the parameter C is the decay factor; and the parameter D is the distance between the two points.

The values of the decay factor C for all 9 coherences are listed in Table 4.4.

Since the basic value of the ten-minute mean wind speed at 10m height above ground is 24.4m/s for

wind from the N-E direction, the corresponding basic value of the ten-minute mean wind speed at the

middle point of the main span of the bridge deck is 46m/s. The mean wind response of the complete

bridge is then computed for the deck-reference mean wind velocity of 46m/s.

The mean wind displacement responses of the bridge are computed, and those at the key locations

are listed in Table 4.5. The positions of the key locations are the same as shown in Figure 3.14. It is

noted that the mean lateral, vertical and torsional displacement responses of the windward deck at the

middle point of main span are �0.449m, �0.202m and �0.002 rad, respectively. The mean lateral,

vertical and torsional displacements of the leeward deck at the middle point of main span are

�0.449m, �0.268m and �0.002 rad, respectively. The mean lateral and vertical displacement

responses for wind from the NE direction are relatively smaller compared with those for wind from the

SW direction (as introduced in Chapter 3), because of smaller design mean wind speed. The mean

lateral displacement at the top of the tower reaches �0.869m. For other mean wind speeds, the mean

wind displacement responses of the bridge at the key locations are also computed. Figure 4.14 shows

the mean displacement responses of the windward deck at the middle of main span versus NE mean

wind speed.

The coupled buffeting responses of the bridge are computed using the mean wind speed at the

middle point of the main span of the bridge deck as a reference mean wind speed of 46 m/s as

well. By using the Sears function as admittance functions for the bridge deck, the buffeting peak

responses of the bridge are computed and the peak displacement and acceleration responses at the

key locations are listed in Table 4.6 and Table 4.7, respectively, for the basic mean wind velocity

of 46m/s.

The peak buffeting response refers to the standard deviation buffeting response multiplied by a peak

factor. The peak factor of the buffeting response is taken as 3.5 for the purposes of this case study. The

total wind response, then, refers to the mean wind response plus the peak buffeting response.

Table 4.4 Values of the decay factor C

Lateral separation Longitudinal separation Vertical separation

Longitudinal turbulent wind component 8 2 8

Lateral turbulent wind component 4 4 8

Vertical turbulent wind component 8 4 4

Table 4.5 Mean wind displacement responses of the bridge at key locations (NE direction, Vdref¼ 46m/s)

Location Longitudinal

(m)

Vertical

(m)

Lateral

(m)

Around

x-axis (rad)

Around

y-axis (rad)

Around

z-axis (rad)

D1-windward �1E-04 �0.202 �0.449 �0.002 �2E-06 �1E-06

D1-leeward �4E-05 �0.268 �0.449 �0.002 �2E-06 �7E-05

D2-windward 0.014 �0.054 �0.294 �0.003 1E-03 �6E-04

D2-leeward �0.013 �0.138 �0.294 �0.002 1E-03 �6E-04

D5-windward 0.006 0.013 �0.033 �9E-04 2E-04 1E-04

D5-leeward 2E-04 �0.012 �0.033 �9E-04 2E-04 �7E-05

T1-tower-top 0.046 �0.004 �0.869 �0.006 5E-05 �2E-04
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Figure 4.14 Displacement responses of the windward deck at the middle of main span.
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Note that the lateral, vertical and torsional buffeting peak displacement responses of the wind-

ward deck at the middle point of main span are 0.848m, 1.322m and 0.008 rad, respectively. The

lateral, vertical and torsional buffeting peak displacement responses of the leeward deck at the

middle point of main span are 0.848m, 1.219m and 0.008 rad, respectively. The lateral buffeting

peak displacement response at the top of the tower reaches 1.519m. The lateral and vertical buf-

feting peak acceleration responses of the windward deck at the middle point of main span are

0.783m/s2 and 2.111m/s2, respectively, while the lateral buffeting peak acceleration response at

the top of the tower reaches 2.146m/s2.

The buffeting peak displacement and acceleration responses of the bridge at the key locations are

also computed for other wind speeds from the NE direction using the Sears function and the unit admit-

tance, respectively. Figures 4.14 and 4.15 display the variations of the buffeting peak (maximum) dis-

placement and acceleration responses, respectively, of the windward deck at the middle of main span,

versus NE mean wind speed.

The total wind response of the complete bridge is equal to the sum of the absolute mean wind

response and the buffeting peak response of the bridge. For the Sears function used as admittance func-

tions for the bridge deck under the N-E wind, the total wind responses of the bridge are computed. The

total displacement responses at the key locations are listed in Table 4.8 for the basic mean wind veloc-

ity of 46m/s.

Table 4.6 Buffeting peak displacement responses of the bridge at key locations (NE direction, Vdref¼ 46m/s, Sears

admittance)

Location Longitudinal

(m)

Vertical

(m)

Lateral

(m)

Around

x-axis (rad)

Around

y-axis (rad)

Around

z-axis (rad)

D1-windward 0.051 1.322 0.848 0.008 7E-04 0.008

D1-leeward 0.051 1.219 0.848 0.008 7E-04 0.008

D2-windward 0.057 0.505 0.529 0.006 0.002 0.004

D2-leeward 0.057 0.444 0.529 0.007 0.002 0.004

D5-windward 0.053 0.029 0.088 0.002 3E-04 2E-04

D5-leeward 0.053 0.029 0.088 0.002 3E-04 2E-04

T1-tower-top 0.257 0.009 1.519 0.009 1E-04 0.002

Table 4.7 Buffeting peak acceleration responses of the bridge at key locations (NE direction, Vdref¼ 46m/s, Sears

admittance)

Location Longitudinal

(m/s2)

Vertical

(m/s2)

Lateral

(m/s2)

Around

x-axis (rad)

Around

y-axis (rad)

Around

z-axis (rad)

D1-windward 0.186 2.111 0.783 0.034 0.002 0.028

D1-leeward 0.186 2.130 0.783 0.034 0.002 0.028

D2-windward 0.195 1.582 0.546 0.026 0.003 0.025

D2-leeward 0.195 1.609 0.546 0.026 0.003 0.025

D5-windward 0.221 0.048 0.180 0.003 0.001 0.002

D5-leeward 0.221 0.049 0.180 0.003 0.001 0.002

T1-tower-top 0.493 0.020 2.146 0.016 5E-04 0.008
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Figure 4.15 Acceleration responses of the windward deck at the middle of main span versus N-E mean wind

speed.
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4.10 Notations

ai Parameters to be determined by experimentsffiffiffiffiffiffi
a02

p
Standard deviation of modal coordinate

A State matrix

Abu Global buffeting force matrices corresponding to the longitudinal wind fluctuation

Abw Global buffeting force matrices corresponding to the vertical wind fluctuation

Ae
bu Buffeting force matrices of element corresponding to the longitudinal wind fluctuation

Ae
bw Buffeting force matrices of element corresponding to the vertical wind fluctuation

A�
i (i¼ 1� 6) Aerodynamic derivatives

Ase Complex aeroelastic matrix of the bridge

b Half of the plate width

B (i) Typical chord or deck width dimension

(ii) Matrix of interpolated function (Equation 4.66)

(iii) Background factor representing the quasi-static response caused by gusts below

the first natural frequency of the structure (Equation 4.103)

c Damping coefficient of the structureffiffiffiffiffiffiffi
coh

p
Root coherence

C Decay factor

C Structural damping matrix

CD Drag force coefficient

CL Lift force coefficient

CM Moment coefficient

CL(K) Function of the reduced frequency K at lock-in

C(k) Theodorsen cyclical function

Crs Complex flutter derivatives of self-excited forces

Ce Damping matrix of the coupled wind-structure system

D (i) Cylinder diameter (Equation 4.1)

(ii) Characteristic dimension (Equation 4.2)

(iii) Bridge deck width (Equation 4.10)

(iv) Distance between the two points (Equation 4.119)

D(a) Aerodynamic drag force

E Total energy in the characteristic motion of the bridge at the lowest critical wind speed

f Frequency

fB(x) Load-response correlation formula

Table 4.8 Total displacement responses of the bridge at key locations (NE direction, dref¼ 46m/s, Sears

admittance)

Location Longitudinal

(m)

Vertical

(m)

Lateral

(m)

Around

x-axis (rad)

Around

y-axis (rad)

Around

z-axis (rad)

D1-windward 0.051 1.523 1.297 0.010 7E-04 0.008

D1-leeward 0.051 1.487 1.297 0.010 7E-04 0.008

D2-windward 0.071 0.559 0.822 0.009 0.003 0.005

D2-leeward 0.070 0.583 0.822 0.009 0.003 0.005

D5-windward 0.059 0.042 0.122 0.003 5E-04 4E-04

D5-leeward 0.053 0.041 0.122 0.003 5E-04 3E-04

T1-tower-top 0.303 0.013 2.388 0.015 2E-04 0.003
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fc(x) Total effective loading distribution

fst Vortex shedding frequency

fn, fs Vortex-shedding frequency or the natural frequency

fR(x) Equivalent load distribution for the resonant response at position x

f(x) Mean wind force per unit length on the bridge deck

f 0ðxÞ Fluctuating along-wind force on the bridge deck

f 0ðxÞf 0ðx1Þ Covariance for the fluctuating along-wind forces at positions x and x1
F Nodal equivalent force vector

Fse Global nodal self-excited force vector

Fb Global nodal buffeting force vector

Fs Static force

F(K) Real part of Theodorsen cyclical function

Fy(a) Vertical force in the y-direction

g Peak factor

gB Peak factor for background response

gR Peak factor for resonant response

G Gust response factor

G(K) Imaginary part of Theodorsen cyclical function

h Vertical displacement of structure or bridge deck

H�
i (i¼ 1� 6) Aerodynamic derivatives

H(v) (i) Transfer function matrix (Equation 4.77)

(ii) Cholesky decomposition of cross-spectral density matrix S0(v) (Equation 4.86)

I (i) Mass moment of inertia of the structure (Equation 4.22)

(ii) Unit matrix (Equation 4.31)

I() Impulse function of the self-excited forces

Ir(x) Influence line for the load effect r

Iu, Iv, Iw Longitudinal, lateral and vertical turbulence intensity, respectively

J() Impulse function whose Fourier transform counterparts are referred to as the joint

acceptance function

k Stiffness coefficient

ka Total stiffness for the wind-structure system

K Structural stiffness matrix

K Reduced frequency

Ke Stiffness matrix of the coupled wind-structure system

L(a) Aerodynamic lift force

Lse Self-excited lift force

Lvs Vortex-induced lift force

Li50 Integral length scale at 50m height above ground for turbulent wind component i

Lu, Lv, Lw Longitudinal, lateral and vertical turbulence integral scale, respectively

M Structural mass matrix

M Aerodynamic pitching moment

Mse Self-excited moment

m (i) Mass of the structure

(ii) Number of participating mode

N Sufficiently large number

NP Number of points in the wind field

n1 First mode natural frequency

p Lateral displacement of the bridge deck

P�
i (i¼ 1� 6) Aerodynamic derivatives

q Generalized modal response
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Qb Generalized buffeting force vector

Re Reynolds number

R (i) Complex modal response amplitude vector (Equation 4.41)

(ii) Resonant factor describing the resonant response (Equation 4.103)

s Complex frequency

S (i) PSD matrix (Equation 4.78)

(ii) Cross-spectra (Equation 4.79)

S0(v) Cross-spectral density matrix

St Strouhal number

Sc Scruton number

Sii(f) Wind energy spectrum for turbulent wind components i

S0(v) Two-side target cross-spectral density function

Sibibðx;KÞ Buffeting force spectrum

Sjjðx;KÞ Wind spectrum

SLbuðx1; x2;vÞ Cross-spectra between the buffeting forces at two different positions x1 and x2
SLc

bu
ðvÞ Auto-spectral density of the buffeting force at the center of the element

T Time period over which the maximum value is required

T0 Period of the sample function

U Incoming wind velocity

U Mean wind velocity

Ua Wind velocity with an effective angle of attack a

Ucr Critical wind speed

UðzÞ One-hour mean wind velocity at height z

u(t) Longitudinal fluctuating wind speed component

u0j ðtÞ One-dimensional stationary stochastic process

V Velocity of the fluid relative to the cylinder

wback Weight factors for background response

wres Weight factors for resonant response

w(t) Vertical fluctuating wind speed component

Wj Peak inertial force in the mode j

X Nodal displacement

X(t) Displacement vector of the bridge

X0 Amplitude of displacement vector of the bridge

X̂ Maximum response of the structure

X Mean response of the structure
_X Nodal velocity
€X Nodal acceleration

y Vertical displacement

y0 Vibration amplitude of the vertical displacement

ymax Lock-in response of the structure

Y Eigenvector

Y1(K), Y2(K) Functions of the reduced frequency K at lock-in

z Height

z1, z2 Two points

a (i) Effective angle of attack

(ii) Torsional displacements of the structure (Equation 4.17)

a0 Attack angle of mean wind speed

Da additional incident angle induced by fluctuation

e Non-linear aeroelastic damping coefficient

j Structural damping ratio
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ja Total damping for the wind-structure system

j0a Structural damping coefficient in the torsional direction

L Diagonal eigenvalue matrix obtained from modal analysis

y Cycling rate or effective frequency for the response

m Dynamic viscosity of the fluid

r Air density

r(x) Correlation coefficient between the fluctuating load at position x and the load effect

of interest

sx Standard deviation of the structural response

su Standard deviation of wind turbulence in the along-wind direction

sp(x) Standard deviation of fluctuating load at position x

sr,B Standard deviation of the background response

sr,R Standard deviation of the resonant response

F Matrix of modal shapes

f Phase angle

fml Sequence of independent random phase angles

wi ith natural mode shape

f1(x) First mode shape

ujm(v) Complex angle of Hjm(v) for cholesky decomposition of cross-spectral density matrix

S0(v)

xDu Aerodynamic transfer function between the horizontal fluctuating wind velocity and

aerodynamic drag force

xDw Aerodynamic transfer function between the vertical fluctuating wind velocity and

aerodynamic drag force

xLu Aerodynamic transfer function between the horizontal fluctuating wind velocity and

aerodynamic lift force

xLw Aerodynamic transfer function between the vertical fluctuating wind velocity and

aerodynamic lift force

xMu Aerodynamic transfer function between the horizontal fluctuating wind velocity and

aerodynamic moment

xMw Aerodynamic transfer function between the vertical fluctuating wind velocity and

aerodynamic moment

v Circular frequency of vibration

vf Flutter circular frequency

vml Double-indexing frequency

vn Structural natural frequency

vh Frequency of vibration in the vertical direction

vs Vortex-shedding frequency

va Frequency of vibration in the torsional direction

v0h Structural natural frequency in the vertical direction

v0a Structural natural frequency in the torsional direction

vup Upper cutoff frequency

Dv Frequency increment

Dt Time step
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5

Wind-Induced Vibration
of Stay Cables

5.1 Preview

With widespread popularity of cable-stayed bridges around the world, the bridges that have longer

spans – over 1000m – have been constructed by employing increasingly longer stay cables, some over

500m long. The stay cables are laterally flexible structural members with very low fundamental fre-

quency and very little inherent damping. For this reason, they have been found to be susceptible to

various types of vibrations, including wind-induced vibration, rain-wind-induced vibration (RWIV)

and deck-induced vibration. These vibrations, as well as other types that have been observed but not

effectively categorized, are of significant concern to bridge engineers because they can reach large

amplitude and cause unexpected stresses both in the stay cables and in the connections between the

cables and other bridge components, potentially leading to strength or fatigue failure of stay cables and

other structural members. Recognition of this susceptibility of stay cables leads to the use of various

vibration mitigation measures aerodynamically or mechanically. In consideration of the scope of this

book, only wind-induced vibration and RWIV of stay cables are discussed in this chapter, whereas

vibration mitigation measures for stay cables will be discussed in Chapter 12, together with those for

bridge decks and towers.

This chapter will first introduce fundamentals of cable dynamics to lay down a foundation for better

understanding of wind-induced vibration and RWIV of stay cables. Wind-induced vibration mainly

refers to buffeting by wind turbulence, vortex-induced vibration, galloping of dry inclined cables and

wake galloping for groups of cables. A possible mechanism of RWIV will then be discussed and a

simple analytical model for RWIV will be presented. The analytical model, together with the funda-

mentals of cable dynamics, will be applied to predict the RWIV of full-scale stay cables. In order to

foresee whether RWIV will occur for a particular cable-stayed bridge at a particular bridge site, a

framework for predicting occurrence probability of RWIV will be finally presented.

5.2 Fundamentals of Cable Dynamics

The study of cable dynamics has enjoyed a long and rich history and it is still a popular topic for

contemporary research. This section reviews some of basic, but important, concepts in cable dynamics

that are relevant to the problem of wind-induced vibration and RWIV of stay cables. It serves as the

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
� 2013 John Wiley & Sons Singapore Pte Ltd. Published 2013 by John Wiley & Sons Singapore Pte Ltd.



background for the discussions in the subsequent sections. The review on this topic is based on those

presented in Meirovitch [1] and Zuo [2] for vibration of a taut string, and in Irvine [3] and Zuo [2] for

vibration of an inclined cable with sag.

5.2.1 Vibration of a Taut String

Vibration of a taut string is the simplest model for stay cable vibration, which neglects the bending

stiffness of the cable and the sag due to self weight. Figure 5.1a shows a taut string, while Figure 5.1b

displays an element of the taut string in dynamic equilibrium.

If the displacement w is small, the dynamic equilibrium of the element requires:

m
@2w

@t2
� T

@2w

@x2
þ c

@w

@t
þ F x; tð Þ ¼ 0 ð5:1Þ

with the boundary conditions w(x, t)¼w(L, t)¼ 0.

In Equation 5.1: w(x, t) is the in-plane transverse displacement normal to the cable axis at

position x;

m is the cable mass per unit length;

w
(x,t)

x x + dx x

w

Lo

w(x, t )

w(x + Δx, t)
T

T

∂w(x, t)

∂w(x, t)

∂w(x, t)
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∂x
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(a) Taut string
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w

T

T

+

(b) Static equilibrium of element 

Figure 5.1 A taut string and its element.
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T is the cable tension force with a constant value;

c is the internal cable damping coefficient;

F(x, t) is the wind-induced force on the cable;

L is the length of the cable.

For an undamped free vibration of the taut string, Equation 5.1 can be reduced to:

m
@2w

@t2
¼ T

@2w

@x2
ð5:2Þ

Assuming that the displacement w(x, t) is in the form of:

wðx; tÞ ¼ WðxÞf ðtÞ ð5:3Þ

where f(t) is a harmonic function of time with frequency v, Equation 5.2 becomes:

T
@2WðxÞ
@x2

¼ �v2mWðxÞ ð5:4Þ

The characteristic equation of Equation 5.4 with the given boundary conditions can be expressed as:

sin vL

ffiffiffiffi
m

T

r� �
¼ 0 ð5:5Þ

to which the solution is an infinite number of natural frequencies of the taut string in the form of:

vn ¼ np

L

ffiffiffiffi
T

m

r
; n ¼ 1; 2; . . . ð5:6Þ

with corresponding mode shapes:

WnðxÞ ¼ An sin
npx

L
; n ¼ 1; 2; . . . ð5:7Þ

where An is a constant. The vibration of the taut string can be composed in terms of these natural mode

shapes. The undamped free vibration of the taut string can then be completely represented as:

wðx; tÞ ¼
Xn
i¼1

An sin
npx

L

� �
sin

np

L

ffiffiffiffi
T

m

r
t

 !
ð5:8Þ

According to Equation 5.8, the different modes of vibration of a taut string is uncoupled. Therefore,

the individual modes can be treated as single degree of freedom (SDOF) oscillators.

5.2.2 Vibration of an Inclined Cable with Sag

When the self weight of a stay cable cannot be ignored, the cable develops continuous sag along its

chord due to gravity, and thus can no longer be treated as a taut string. The existence of the sag makes

the dynamic behavior of the cable in the gravitational plane different from that in the lateral plane and,

depending on the magnitude of the sag, this can potentially introduce various kinds of non-linear
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phenomena [4]. For the stay cables in cable-stayed bridges, the sag is usually very small, with the sag-

to-span ratio of the order of 0.001 [4]. As a result, the effect of sag is usually not very significant in stay

cable vibrations except in some specific cases, when the vibration is induced by the large amplitude

oscillation of the bridge deck [5]. Nevertheless, it is essential to investigate the effects of cable sag,

because super long-span cable-stayed bridges with very long stay cables are emerging.

Figure 5.2 depicts the static profile of an inclined, sagged cable in the Cartesian coordinate (x, y, z).

The mass of the cable is uniformly distributed with density m; the chord length is L; the sag and chord

inclination angle are d and a, respectively. For a metallic cable, the weight to tension ratio and the static

strain are relatively small. As a result, the static configuration of the cable can be assumed to be para-

bolic in the gravitational plane [3].

wsðxÞ ¼ 1

2
mg cos aL2=T
� �

x=Lð Þ � x=Lð Þ2
h i

ð5:9aÞ

usðxÞ ¼ vsðxÞ ¼ 0 ð5:9bÞ
where:

u, v and w are the axial, out-of-plane transverse and in-plane transverse displacements of the cable,

respectively;

g is the gravitational constant;

the superscript, s, denotes the static equilibrium state of the cable.

The equation of motion of the cable with sag can be expressed, with respect to its static equilibrium

position, as [3]:

@

@x
T þ tð Þ @u

@x
þ t

	 

þ Fx x; tð Þ ¼ m

@2u

@t2
þ cx

@u

@t
ð5:10aÞ

@

@x
T þ tð Þ @v

@x

	 

þ Fy x; tð Þ ¼ m

@2v

@t2
þ cy

@v

@t
ð5:10bÞ

@

@x
T þ tð Þ @w

@x
þ t

dws

dx

	 

þ Fz x; tð Þ ¼ m

@2w

@t2
þ cz

@w

@t
ð5:10cÞ

where:

t is the additional dynamic tension due to the cable vibration;

Fx(x, t), Fy(x, t), and Fz(x, t) are the wind-induced forces in the x-,y- and z- directions, respectively;

cx, cy, and cz are the internal cable damping coefficients in the x-, y- and z-directions, respectively.

L

xy

z

α

d
w(s)

Figure 5.2 Static profile of an inclined, sagged cable.
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Assume that the displacement of the cable is small and the stress is still in its elastic range. The

dynamic tension can be expressed as:

tðx; tÞ ¼ EAeðx; tÞ ð5:11Þ

where:

E is the Young’s modulus of the cable;

A is the area of the cross-section of the cable;

e is the dynamic strain, which can be expressed as a function of the displacement as:

eðx; tÞ ¼ @u

@x
þ dws

dx

@w

@x
þ 1

2

@u

@x

� �2

þ 1

2

@v

@x

� �2

þ 1

2

@w

@x

� �2

ð5:12Þ

If the displacement is small, the second-order terms can be dropped and Equation 5.12 can be

reduced to:

eðx; tÞ ¼ @u

@x
þ dws

dx

@w

@x
ð5:13Þ

For a tightly-stressed cable such as the stay cables in cable-stayed bridges, the axial motion is usu-

ally considered unimportant. As a result, Equation 5.10a can be ignored. For the problem of undamped

free vibration, the linearized forms of Equations 5.10b and 5.10c reduce to

T
@2v

@x2
¼ m

@2v

@t2
ð5:14aÞ

T
@2w

@x2
þ t

d2ws

dx2
¼ m

@2w

@t2
ð5:14bÞ

Note that Equation 5.14a is essentially the same as Equation 5.2. This suggests that the dynamic

behavior of an inclined, sagged cable in the out-of-plane vibration is the same as that of a taut string,

which also means that the natural frequencies and associated mode shapes of the out-of-plane vibration

are the same as those expressed by Equations 5.6 and 5.7. For the asymmetric modes of the in-plane

vibration, the additional dynamic tension is equal to zero and Equation 5.14b can also be reduced to

the same as Equation 5.2 or Equation 5.14a. This indicates that the natural frequencies and mode

shapes associated with the asymmetric modes of the in-plane vibration are the same as those expressed

by Equations 5.6 and 5.7.

In the case of symmetric in-plane modes, additional dynamic tension is not equal to zero, and there-

fore the natural frequencies and mode shapes of the symmetric modes are different from the corre-

sponding out-of-plane modes. The natural frequencies of the symmetrical in-plane modes can be found

by solving the transcendental equation as follows [3]:

tan
$

2
¼ $

2
� 4

l2
$

2

� �3
ð5:15Þ
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where the normalized circle frequency - is:

$ ¼ vL

ffiffiffiffi
m

T

r
ð5:16Þ

and the sag parameters l2 is defined as the ratio of the elastic-to-centenary stiffness:

l2 ¼ mgL

T

� �2
EA

T
ð5:17Þ

Equation 5.15 is valid for cables of considerable sag-to-span ratio. For cables of small sag, such as

the stay cables in cable-stayed bridges, Warnitchai et al. [6] suggests that the mode shapes of the sym-

metric in-plane modes can also be approximately treated as sinusoidal. Therefore, when the sag-to-span

ratio and the displacement of the cable both are small, the effects of geometric and material non-lineari-

ties can be ignored and, as a result, the dynamic properties of an inclined, sagged cable are very similar

to those of a taut string.

Note that the above analysis is based on assumptions that the sag-to-span ratio and the displacement

of the cable are both small. Without these two assumptions, geometric and material non-linearities need

to be considered, leading to various complicated vibration phenomena, as discussed by many research-

ers [7–10].

5.3 Wind-Induced Cable Vibrations

There are a number of mechanisms that can potentially lead to wind-induced cable vibrations. This

section reviews several wind-induced cable vibrations that require careful consideration by bridge

designers. These are: buffeting by wind turbulence; vortex-induced vibration; galloping of dry inclined

cable; and wake galloping for groups of cables. The review on this topic follows that presented by

FHWA [11].

5.3.1 Buffeting by Wind Turbulence

Flexible structures such as long stay cables undergo substantial motions in strong winds simply because

of the random buffeting action of wind turbulence. Very long stay cables will have their lower modes of

vibration excited by this effect, but it is not an aeroelastic instability; even very aerodynamically stable

structures can be seen to move in strong winds if they are flexible. Buffeting motions are not typically a

problem for stay cables in cable-stayed bridges. The buffeting motions increase gradually with wind

speed, rather than in the sudden fashion associated with an instability [11].

5.3.2 Vortex-Induced Vibration

Vortex-induced vibration is a classical wind-induced vibration, characterized by limited-amplitude

vibrations at relatively low wind speeds. Vortex-induced vibration of a stay cable is caused by the alter-

nate shedding of vortices from the two sides of the cable when the wind is approximately perpendicular

to the cable axis. The wind velocity at which the vortex excitation frequency matches the natural

frequency of the cable can be found in terms of the Strouhal number:

U ¼ fD

S
ð5:18Þ

136 Wind Effects on Cable-Supported Bridges



where:

U is the mean wind speed;

f is the natural frequency of the cable;

D is the cable diameter;

S is the Strouhal number.

For circular cross-section cables in the Reynolds number range, 104 to about 3� 105, S is about 0.2.

The amplitude of the cable oscillations is inversely proportional to the Scruton number Sc. It can be

seen from Sc¼mz/rD2 that increasing the mass per unit length m and damping ratio z of the cable

increases the Scruton number and therefore reduces oscillation amplitudes.

A realistic estimate of inherent cable damping ratios on in-service bridges is in the range from 0.001

to 0.005. For example, a cable consisting of steel strands grouted inside the cable pipe and with a damp-

ing ratio of 0.005 has a Scruton number of about 12, and the amplitude of oscillation is only about 0.5%

of the cable diameter [11]. During construction and before grouting, the damping ratio of stay cables

can be extremely low (e.g. 0.001), and the amplitude could conceivably increase to about 4% of the

cable diameter, which is still small [11]. Therefore, vortex shedding from the cables is unlikely to be a

major vibration problem for cable-stayed bridges. By adding a small amount of damping, vortex excita-

tion will be suppressed effectively.

5.3.3 Galloping of Dry Inclined Cables

Single cables of circular cross-section do not gallop when they are aligned normal to the wind. How-

ever, when the wind velocity has a component that is not normal to the cable axis, an instability with the

same characteristics as galloping has been observed; for a single inclined cable, the wind actually acts

on an elliptical cross-section of cable [11].

Saito et al. [12] conducted a series of wind tunnel experiments on a section of bridge cable mounted

on a spring suspension system. Their data suggest an instability criterion given approximately by the

following:

U

fD

� �
crit

¼ 40
ffiffiffiffiffi
Sc

p
ð5:19Þ

This formula was for cases where the angle between the cable axis and wind direction was 30� to

60�. The above criterion is a difficult condition to satisfy, particularly for the longer cables of cable-

stayed bridges with a typical diameter of 150–200mm. It was apparent that galloping of dry inclined

cables presented the biggest concern and biggest unknown for wind-induced vibration. Further exper-

imental research was necessary to confirm the results of Saito et al. [12]. Furthermore, all of their

experiments used low levels of damping, so it was important to investigate whether galloping of an

inclined cable is possible at damping ratios of 0.005 and higher.

New sets of wind tunnel tests were carried out and the results were reported by FHWA [11]. Testing

was performed for various levels of structural damping, cable frequency ratios, surface roughness and

at various angles of wind flow. The cable model orientation was changed against the mean wind flow

direction for several configurations. Limited-amplitude oscillations were observed under a variety of

conditions. The limited-amplitude vibrations occurred within a narrow wind speed range only, which is

characteristic of vortex excitation of the high-speed type described by Matsumoto [13].

For the typical cable diameters and wind speeds of concern on cable-stayed bridges, the Reynolds

number is in the critical range, i.e. where large changes in the airflow patterns around the cable occur

for relatively small changes in the Reynolds number. The excitation mechanism is thus likely to be

linked with these changes. The maximum amplitude of the response depended on the orientation angle

of the cable.
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The results of the new sets of tests obtained by FHWA [11] showed a deviation from the criterion

presented by Saito et al. [12]. While significant oscillations of the cable occurred (double amplitude up

to 1D), it is not conclusive that this was dry inclined cable galloping. In fact, as indicated above, the

oscillations had similar characteristics to high speed vortex excitation as discovered by Matsumoto

[13]. Divergent oscillations only occurred for one test setup at very low damping, and the vibration had

to be suppressed since the setup only allowed for amplitude of 1D. Large vibrations were found only at

the lowest damping ratios less than 0.001. Above a damping ratio of 0.003, no significant vibration

larger than 10mm was observed. It can thus be concluded that, if even a low amount of structural

damping greater than 0.003 is provided, then vortex shedding and inclined cable galloping vibrations

are not significant. This damping corresponds to a Scruton number of approximately 3 [11]. Therefore,

dry cable instability should be suppressed by default if enough damping is provided.

5.3.4 Wake Galloping for Groups of Cables

Wake galloping is the elliptical movement caused by variations in drag and acrosswind forces for

cables in the wake of other structural components, such as towers or other cables. This occurs at high

wind speeds and leads to large amplitude oscillations. These oscillations have been found to cause

fatigue of the outer strands of bridge hangers at end clamps on suspension and arch bridges. Similar

fatigue problems are a theoretical possibility on cable-stayed bridges but, to date, none have been

documented.

The Scruton number is an important parameter with regard to wake galloping effects. An approxi-

mate equation for the minimum wind velocity Ucrit, above which instability can be expected due to

wake galloping effects, has been proposed as follows [14,15]:

Ucrit ¼ cfD
ffiffiffiffiffi
Sc

p
ð5:20Þ

For circular sections, the constant c has an approximate median value of 40. For cable-stayed

bridges, this constant depends on the clear spacing between cables: c¼ 25 for closely spaced cables

(2D to 6D spacing); and c¼ 80 for normally spaced cables (generally 10D and higher) [11]. Due to the

level of uncertainty associated with practical applications, it is recommended that these values be

applied conservatively, exercising engineering judgment.

The critical wind velocity may be low enough to occur commonly during the life of the bridge. Wake

galloping, therefore, has the potential to cause serviceability problems. The equation for Ucrit suggests

several possibilities for mitigation. By increasing the Scruton number or natural frequency, the cables

will be stable up to a higher wind velocity. However, increasing the frequency is far more effective in

raising Ucrit, due to the square root manifestation of Sc in Equation 5.20. The Scruton number increases

with additional damping. The natural frequency may be increased by installing spacers or crossties

along the cables to shorten the effective length of cable for the vibration mode of concern.

It should be noted that wake galloping is not a major design concern for normal, well-separated cable

arrangements. For unusual cases, however, it is recommended that some attention be paid to the possi-

bility of wake galloping.

5.4 Mechanism of Rain-Wind-Induced Cable Vibration

5.4.1 Background

The combination of rain and moderate wind speeds can cause high-amplitude cable vibrations at low

frequencies. This phenomenon has been observed on many cable-stayed bridges and has been studied

in detail [11].
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Rain-wind-induced vibrations (RWIV) were first identified by Hikami and Shiraishi on the Meiko-

Nishi cable-stayed bridge [16]. Since then, these vibrations have been observed on other cable-stayed

bridges around the world [17,18]. Large amplitude cable vibrations under simultaneous occurrence of

wind and rain may induce undue stresses in the cable in the vicinity of the anchorage, potentially lead-

ing to fatigue fractures of internal wire strands [19]. Sometimes they may also damage the steel tubes

installed on the anchorage for protecting the cable [20].

Many studies have thus been conducted to reveal the mechanism and conditions of RWIV of stay

cables. These studies include field measurements of RWIVof stay cables [16,21], wind-rain tunnel tests

of sectional cable models [22–24] and analytical studies for exploring the mechanism of wind-rain-

induced cable vibration [23,25–27]. It was found that these vibrations occurred typically when there

was rain and moderate wind speeds (8–15m/s) in the direction angled 20� to 60� to the cable plane,

with the cable declined in the direction of the wind. The frequencies were low, typically less than 3Hz.

The peak amplitudes were very high, in the range of 0.25m to 1.0m – violent movements, resulting in

the clashing of adjacent cables observed in several cases.

Wind-rain tunnel tests have shown that rivulets of water running down the upper and lower surfaces

of the cable in rainy weather were the essential component of this aeroelastic instability [16]. The water

rivulets changed the effective shape of the cable and moved as the cable oscillated, causing cyclical

changes in the aerodynamic forces that led to the wind feeding energy into oscillations. The wind direc-

tion causing the excitation was approximately 45� to the cable plane. The particular range of wind

velocities that caused the oscillations appears to be that which maintained the upper rivulet within a

critical zone on the upper surface of the cable.

Since some bridges have been built without experiencing problems from RWIV of stay cables, it

appears probable that, in some cases, the level of damping naturally present is sufficient to avoid the

problem. The rig test data of Saito et al. [12], obtained using realistic cable mass and damping values,

are useful in helping to define the boundary of instability for rain and wind oscillations. Based on their

results, it appears that rain-wind oscillations can be reduced to a harmless level if the Scruton number is

greater than 10 [15].

RWIV are highly problematic vibrations, with their large amplitudes and relatively frequent occur-

rence, and this is among the most significant considerations in the design of mitigation measures for

stay cables. One of the primary research components is to acquire a more in-depth understanding of the

underlying mechanics of rain-wind-induced stay cable vibration and to develop an analytical model

with the capability to predict major characteristics of RWIV for an arbitrary stay cable. Such a model

will enable a much more comprehensive treatment of the problem, both in terms of when such vibra-

tions are likely to occur and what will be the effect of various mitigation approaches. An initial attempt

at solving such a problem is presented in the following sections for reference [27–29].

5.4.2 Analytical Model of SDOF

Let us use a rigid and uniform inclined cylinder to represent a stay cable segment (see Figure 5.3). The

inclination of the cylinder is denoted by angle a, and the yaw angle of the incident wind is designated

by angle b. The cylinder is supposed to be supported by springs at its ends in the plane 1-5-7. The

consideration of such a cylinder, rather than a real cable, is because many researchers used it in their

rain-wind simulation tests [16,30], and some of the test results have to be used in this section for explo-

ration of mechanism of RWIV.

As a preliminary analytical study, the upper rivulet is assumed to distribute uniformly along the

longitudinal axis of the cylinder and vibrate circumferentially over the surface of the cylinder. Turbulent

effect and axial flow effect are not considered. The static position of the upper rivulet due to the mean

wind when the cylinder is stationary is defined by angle u0, and the dynamic angular displacement of

the rivulet as the cylinder vibrates is designated by u with reference to u0 (see Figure 5.4).
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Since the cylinder is not perpendicular to the direction of the mean wind speed U0, one needs to find

the component of mean wind speed perpendicular to the cylinder, U, using the following equation.

U ¼ U0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 bþ sin2 a sin2 b

q
¼ U0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 aþ cos2 a cos2 b

q
ð5:21Þ

The angle of attack of the mean wind speed component U is defined as g (see Figure 5.4), which

indicates the stagnation point of incident wind on the surface of cylinder. The position of the stagnation

point depends on many factors, such as the cross-section of cylinder with rivulet, roughness of cylinder

surface, wind turbulence and cable motion. No experimental results are available to the author at this

stage with respect to the position of stagnation point on a stay cable with rivulet. Thus, the angle of

attack in this study is selected as the ideal angle of attack multiplied by an influence factor e.

g ¼ e sin�1 sin a sin bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 bþ sin2a sin2 b

p
 !

ð5:22Þ

When e is set as 1, g represents the ideal angle of attack for the cylinder without rivulet [31]. When e
is selected as zero, it indicates that the position of the stagnation point is the same as that on the
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Figure 5.4 Relative velocity to cylinder and moving rivulet (from [27]) (Reproduced with permission from

Elsevier).
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Figure 5.3 Orientation of inclined cylinder (from [27]) (Reproduced with permission from Elsevier).
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cylinder without rivulet and yaw angle. The effects of the mean wind speed component along the cylin-

der axis and wind turbulence are not considered in this study.

In consideration of the transverse vibration of the cable of velocity _yðtÞ and the angular vibration of

the upper rivulet of velocity _uðtÞ, the relative velocity of mean wind to the cylinder with moving rivulet

is, therefore:

Urel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U cos g þ R _u cos u þ u0ð Þ� �2 þ U sin g þ _yþ R _u sin u þ u0ð Þ� �2q

ð5:23Þ

The angle between the relative velocity Urel and the horizontal axis in Figure 5.4 is defined as w�(t),
which can be expressed as:

w� ¼ tan�1 U sin g þ _yþ R _u sin u þ u0ð Þ
U cos g þ R _u cos u þ u0ð Þ ð5:24Þ

where R is the radius of the cylinder and the size of the rivulet is considered small compared with the

diameter of the cylinder. The field and laboratory observations indicate that R _u is very small compared

with the concerned mean wind speed U. Thus, if the angles g and w�(t) are limited a certain range,

Equation 5.24 can be reduced as

w� � U sin g þ _yþ R _u sin u þ u0ð Þ
Ucosg

�
U sin g þ _yþ R _u u þ u0ð Þ � 1

6
ðu þ u0Þ3

	 

U cos g

ð5:25Þ

The net vertical force on the cylinder per unit length in the y direction is then:

F ¼ rDU2
rel

2
CLðwÞcos w� þ CdðwÞsin w�½ � ð5:26Þ

where:

r is the density of the air;

D is the diameter of the cross-section of the cylinder;

Cd is the drag coefficient;

CL is the lift coefficient.

The drag and lift coefficients of the cylinder with rigid rivulet measured from the wind tunnel tests

are often expressed as the function of the angle w defined in Figure 5.5 [16,32]. The relationship

between the angles w�and w is given by:

w ¼ w� � u � u0 ¼
U sin g þ _yþ R _u u þ u0ð Þ � 1

6
u þ u0ð Þ3

	 

U cos g

� u � u0 ð5:27Þ

In consideration that the cylinder structural damping is viscous and the cylinder mass is uniformly

distributed, the equation of vertical motion of the cylinder can be written as:

€y þ vc
2yþ 2jcvc _yþ F

m
¼ 0 ð5:28Þ
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where:

vc is the circular natural frequency of the cylinder;

jc is the structural damping ratio of the cylinder;

m is the mass of the cylinder per unit length.

Now fit the drag coefficient and lift coefficient in Equation 5.26 with respect to w using the first three

terms of Taylor’s series:

CLðwÞ ¼ Ao þ A1wþ A2

2
w2 þ A3

6
w3 ð5:29aÞ

CdðwÞ ¼ Bo þ B1wþ B2

2
w2 þ B3

6
w3 ð5:29bÞ

The substitution of Equations 5.29a and 5.29b into Equation 5.26 and then the expansion of the sine

and cosine functions in Equation 5.26 with respect to w� and the use of the first two terms of the power

series yield the vertical force acting on the cylinder per unit length of the form:

F ¼ rDU2
rel

2
A0 þA1wþ 1

2
A2w

2 þ 1

6
A3w

3

� �
1� w�2

2

� �
þ B0 þB1wþ 1

2
B2w

2 þ 1

6
B3w

3

� �
w� � w�3

6

� �	 

ð5:30Þ

The substitution of Equations 5.21, 5.23, 5.25 and 5.27 into Equation 5.30 and then the reservation

of the linear terms of _y, u and _u only lead to

F ¼ rD

2
G 1RU0

_uþG 2U0 _yþG 3U
2
0u

� � ð5:31Þ

where G 1, G 2, G 3 are the rain-wind aerodynamic functions. They are not only the function of the cable

inclination, the wind yaw angle, the wind stagnation point and the mean wind speed via the static posi-

tion of rivulet, but also the function of cable motion and rivulet motion, which may change the values of

drag coefficient and lift coefficient.
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Figure 5.5 Aerodynamic coefficients vs. wind angle of attack (from [27]) (Reproduced with permission from

Elsevier).
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G 3 ¼�c0c5 1� c25
6

� �
B1 þB2c6 þ 1

2
B3c

2
6

� �
� c0 1� c25

2

� �
A1 þA2c6 þ 1

2
A3c

2
6

� �
ð5:32cÞ

in which:

c0 ¼ cos2 bþ sin2 a sin2 b ð5:33aÞ

c1 ¼ 2� g � u0ð Þ2
h i ffiffiffiffiffi

c0
p ð5:33bÞ

c2 ¼ 2 sin g
ffiffiffiffiffi
c0

p ð5:33cÞ

c3 ¼ 1ffiffiffiffiffi
c0

p
cos g

ð5:33dÞ

Wind-Induced Vibration of Stay Cables 143



c4 ¼
u0 � u30

6ffiffiffiffiffi
c0

p
cos g

ð5:33eÞ

c5 ¼ tan g ð5:33fÞ

c6 ¼ c5 � u0 ð5:33gÞ

With the information on the orientation of a stay cable (a, b), the stagnation point influence factor

(e), the static position of upper rivulet related to the mean wind speed (u0) and the drag and lift coef-

ficients of a cable segment with artificial rivulet measured from wind tunnel tests (Ai, Bi, i¼ 0, 1, 2, 3),

one can readily identify the aerodynamic functions G 1, G 2, G 3.

The combination of Equation 5.28 with Equation 5.31 results in:

€y þ vc
2yþ 2jcvc þ rDG 2U0

2m

� �
_y ¼ � rD

2m
G 1RU0

_u þ G 3U
2
0u

� � ð5:34Þ

Based on the observations from either field measurements or simulated rain-wind tunnel tests [16],

the motion of upper rivulet, u, can be assumed to be harmonic as long as the steady-state vibration is

concerned:

u ¼ a sin v_t ð5:35Þ
The frequency of rivulet motion is almost the same as that of cable motion, as observed from rain-

wind tunnel tests when the vibration is in steady state [16]. The amplitude of rivulet motion, a, is also

taken from rain-wind tunnel tests. Thus, the motion of the rivulet is assumed as a known function of

time in this section. Substituting Equation 5.35 into Equation 5.34 produces:

€y þ v2
cyþ 2~jvc _y ¼ � rDa

2m
G 1RU0v

_ cos v_tþ G 3U
2
0 sin v

_t
� � ¼ ~FðtÞ ð5:36Þ

in which:

~j ¼ jc þ
rDG 2U0

4mv
¼ jc þ ja ð5:37Þ

where:

~j is the total damping ratio of the cylinder;

ja is the rain-wind aerodynamic damping ratio;
~FðtÞ is the normalized force due to the motion of rivulet.

Since G 2 changes with the mean wind speed U0 through the static position of rivulet, and depends on

the motions of cable and rivulet, the aerodynamic damping ratio and the total damping ratio are a func-

tion of time.

5.4.3 Horizontal Cylinder with Fixed Rivulet

There are two approaches currently used to simulate rivulet on a cable section model in wind tunnel

simulation tests: one is to spray water appropriately onto the surface of the cable model to form moving

rivulet [33]; and the other is to stick artificial rivulet on the cable surface [32]. To start with the simplest

case, this section investigates the dynamic behavior of horizontal cylinder with fixed rivulet using the
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developed model, then compares the results with the wind tunnel test results obtained by Gu et al. [32].

Note that this simplest case does not represent the RWIVof stay cables and it is only for exploring the

mechanism of RWIV using the proposed analytical model.

When the rivulet is fixed, the dynamic motion u(t) of the rivulet relative to the cylinder is equal to

zero and the static position of the rivulet u0 is no longer the function of the mean wind speed. The

equation of vertical motion of the horizontal cylinder becomes:

€y þ v2
cyþ 2~jvc _y ¼ 0 ð5:38Þ

G 2 in Equation 5.37 is also changed. For instance, G 2 can be expressed by the following equation for

the horizontal cylinder with zero wind yaw angle b:

G 2 ¼ B0 � B1u0 þ B2

2
u20 �

B3

6
u30 þ A1 � A2u0 þ A3

2
u20 ð5:39Þ

For the cylinder with fixed rivulet, the coefficients Ai and Bi (i¼ 0, 1, 2, 3) may change with the

angle w, which, in turn depends on the cylinder velocity _y and the angle u0. Therefore, Equation 5.38 is

a non-linear differential equation. The Runge-Kutta method, using the computer package MATLAB as

a platform, is employed to find the solution of the equation of motion of the cylinder with rivulet.

Let us consider a horizontal cylinder of 120mm diameter with a fixed upper rivulet [32]. The upper

rivulet is modeled as a half ellipse, with a long axis of 14.5mm and a short axis of 10mm. The meas-

ured drag and lift coefficients are plotted in Figure 5.5. It can be seen that when w is equal to �43�, the
derivative of lift coefficient with angle of attack has a sudden change from a positive value to a negative

value, whereas the derivative of the drag coefficient changes from a negative value to a positive value.

To have the best fit of the measured aerodynamic coefficients using the first three terms of Taylor’s

series, the measured aerodynamic coefficients are divided into the two ranges, distinguished by the

critical angle w of �43�.
Figure 5.6a shows the time history of displacement response of the horizontal cylinder with fixed

rivulet, obtained by using Equation 5.27 and Equations 5.37 to 5.39 with a small initial displacement.

The cylinder has the following parameters: the mass per unit length of the cylinder m is 3.48 kg/m; the

natural frequency fn is 1.28Hz; and the structural damping ratio js is 0.2%. The mean wind speed U0

and yaw angle b are 10m/s and zero, respectively. The air density is 1.225 kg/m3 and the position of the

fixed rivulet u0 is 32
�.

The computed result shows that, after giving a small initial displacement, the vibration amplitude of

the cylinder increases with time within the first 320 seconds, because the total damping ratio ~j is nega-
tive and constant during this period (see Figure 5.6b). After the amplitude of the cylinder is increased to

a certain level, the angle w reaches the value of �43�. The aerodynamic damping ratio and the total

damping ratio then change alternately between a negative value and a positive value, rather than

remaining constant (Figure 5.6b). As a result of the alteration of aerodynamic damping, the motion of

the cylinder becomes almost periodic, with a nearly constant peak-to peak-amplitude after 320 seconds.

To know the effect of position of the fixed rivulet u0 on cylinder vibration, the motion of the horizon-

tal cylinder with a wind yaw angle of 30� is computed against a series of angles u0. The computed

results are plotted in Figure 5.7a, together with the test results [32], in which Amax means the maximum

peak to peak amplitude. Aallow means the allowable peak-to-peak amplitude, which was set as 530mm

in the simulated wind tunnel tests. The mean wind speed U0 used in the computation is 18m/s.

Amax/Aallow¼ 1 indicates that the vibration amplitude is larger than the allowable amplitude.

It can be seen that the computed and measured results both demonstrate that, within a certain range

of U0, the cylinder has large amplitude vibration. However, out of this range, the cylinder has very

small vibration, or it stops vibrating very quickly after a small initial displacement or disturbance. The
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cylinder starts its large amplitude vibration at 30�, measured by the wind tunnel test and also predicted

by the analytical model. There is some difference in the upper bounds of the range between the com-

puted and measured results.

Figure 5.7b shows the variation of the normalized vibration amplitude of the cylinder with mean wind

speed for the case of 30� wind yaw angle and 35� static rivulet position. Again, the computed results are

in good agreement with the test results. Both the wind tunnel test results and the computed results show a

kind of amplitude-restricted vibration. The reason why the vibration amplitude is limited is that when the

vibration amplitude of the cylinder reaches a certain level, the aerodynamic damping ratio and the total

damping ratio change periodically between a positive peak value and a negative peak value.
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Figure 5.6 Time histories of horizontal cylinder vibration with fixed rivulet (from [27]) (Reproduced with

permission from Elsevier).
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5.4.4 Inclined Cylinder with Moving Rivulet

To investigate the capability of the analytical model for predicting the motion of inclined cable

with moving rivulet, the inclined cylinder tested in a simulated rain-wind tunnel by Hikami and Shir-

aishi [16] is selected in this study. The diameter of the cylinder is 140 mm; the mass per unit length is

10.2 kg/m; both the inclination and yaw angles are 45�; and the natural frequency is 1 Hz. The struc-

tural damping ratio and the stagnation influence factors are assumed to be 0.7% and 0.4, respectively.

The frequency of steady-state upper rivulet motion is the same as the natural frequency of the cylinder

[16]. The drag and lift coefficient curves of the cylinder with upper rivulet (d/D¼ 0.1) were reported by

Yamaguchi [25] and are reproduced in Figure 5.8a.

It can be seen that there is a sudden change in the gradient of the curves at an angle of �55�. The
curves are subsequently fitted to Taylor’s series of the first three terms distinguished by the critical

angle of �55�. For the moving rivulet, its static position u0 is the function of mean wind speed. The

wind tunnel test results related to this position [16] are plotted in Figure 5.8b and fitted by a quadratic

function.
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Figure 5.7 Variations of cylinder vibration amplitude (from [27]) (Reproduced with permission from Elsevier).
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The results obtained from the analytical model are shown in Figure 5.9, together with the rain-wind

tunnel test results. In this figure, the x-coordinate is the mean wind speed U0 and the y-coordinate is the

maximum displacement response amplitude of the cylinder. Both analytical and measured results show

that the rain-wind-induced cylinder vibration only occurs within a certain range of mean wind speed. It

is also a vibration of restricted amplitude rather than galloping. The predicted maximum vibration

amplitude is moderately larger than that from the rain-wind tunnel tests but the onset mean wind speed

at which the large cylinder vibration starts is slightly lower in the computation than in the rain-wind

tunnel test. Such differences may be due to uncertainties in the selection of stagnation influence factor

and structural damping ratio.

One particular mean wind speed corresponding to the global maximum displacement response, i.e.

9.8 m/s, is selected to examine cable vibration features. It is found that at this mean wind speed, the

angle w(t) changes with time, and its negative amplitude is less than �55�. Thus, the aerodynamic

damping ratio and the total damping ratio alternate with time. Because the structural damping ratio is

relatively large, the total damping ratio is kept within the positive value range. However, the upper and

lower bounds of the total damping ratio are quite small, but the peak-to-peak amplitude of excitation

force due to the motion of rivulet is relatively larger. As a result, the cylinder exhibits a large amplitude

vibration. One may thus conclude that the restricted large amplitude vibration of the cylinder at 9.8 m/s
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Figure 5.8 Aerodynamic properties of rain-wind-induced cylinder vibration (from [27]) (Reproduced with

permission from Elsevier).
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wind speed is because of a very small total damping ratio and relatively large amplitude force due to the

motion of rivulet.

The time-history of the displacement response of the cylinder is shown in Figure 5.10. During the

first 50 seconds, the cylinder vibration is in a transient vibration period and the smallest amplitude of

the angle w(t) is above �55�. This transient vibration period does not reflect the real situation because

of the steady-state rivulet motion assumption used in this study. However, when the vibration amplitude

of cylinder increases to a certain level, the smallest amplitude of the angle w(t) becomes less than �55�

and the aerodynamic damping ratio and the total damping ratio no longer remain constant. The
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Figure 5.9 Maximum cylinder vibration amplitude vs. mean wind speed (from [27]) (Reproduced with permission

from Elsevier).
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Figure 5.10 Time history of cylinder vibration with moving rivulet (from [27]) (Reproduced with permission from

Elsevier).
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normalized force also changes with time because of the interaction between incident wind, moving

rivulet and cylinder motion. All of these features of rain-wind-induced cable vibration cause the

cylinder to vibrate with almost constant amplitude.

5.4.5 Analytical Model of 2DOF

The discussions above show that the SDOF model could capture main features of rain-wind-induced

cable vibration, such as velocity-restricted vibration and amplitude-restricted vibration. The occurrence

of RWIVof the cylinder was mainly because of alternating aerodynamic damping and/or aerodynamic

force due to the interaction between rivulet, cable and wind. However, the motion of rivulet was

assumed to be a known harmonic motion in the SDOF model and, accordingly, only the steady-state

RWIV could be predicted. In this section, the SDOF model is extended to a 2DOF model by including

the equation of motion of the upper rivulet. In the 2DOF model, the rotating motion of the rivulet

around the central axis of the cylinder is considered together with the transverse motion of the inclined

cylinder. The interaction between the upper rivulet and the cylinder is described in terms of non-linear

damping force, linear restoring force and inertia force [29].

For the upper rivulet, it can be assumed that the mean wind force, the supporting force from the

cylinder and the gravity force on the rivulet all keep the rivulet in the static position u0. The dynamic

equilibrium of the rivulet in the circumferential direction of the cylinder depends on the rivulet inertia

force and the interacting force from the cylinder at the contacting surface with the rivulet. As the abso-

lute acceleration of the rivulet is the superimposition of the cylinder vertical acceleration at the contact-

ing point and the acceleration of the rivulet relative to the cylinder, the acceleration of the rivulet in the

tangential direction at the contacting point with the cylinder is given by €y sin u þ u0ð Þ þ R€u.
As well as the inertial force, the rivulet is subjected to turbulent wind force, aerodynamic damping

force, restoring force due to water surface tension and friction force between water and cylinder sur-

face. The restoring force and the friction force depend on many factors, such as the contacting surface

roughness and the size and density of the rivulet. The turbulent wind force and the aerodynamic damp-

ing force are also difficult to be quantified. For the sake of simplification, the combined effect of all

damping forces on the rivulet is approximately represented by �cr _xj jar _x. Here, _x is the relative velocity

of the rivulet to the cylinder, which is equal to R _u; cr is the damping coefficient of the rivulet; ar is a

predetermined exponent; ar¼ 0 represents a viscous damping force; ar¼ 1 indicates the damping force

from an orifice of square law.

The restoring force due to water surface tension is assumed to be a linear function of the relative

movement of the rivulet to the cylinder at this stage. The turbulence wind force is ignored, since the

size of the rivulet is small and the shape of the rivulet is naturally toward the streamline. Within all the

above considerations, the dynamic equation of motion of the rivulet is expressed as:

mr
€u þ €y sin u0 þ uð Þ

R

� �
þ cr _u

�� ��ar _u þ kru ¼ 0 ð5:40Þ

where mr, cr, and kr are the mass, damping coefficient, and stiffness coefficient per unit length of the

rivulet. Equation 5.36 and Equation 5.40 can be combined and simplified as follows:

€y þ 2~jvc _yþ v2
cy ¼ ~F

€u þ €y sin u0 þ uð Þ
R

þ 2jrvr
_u
�� ��ar _u þ v2

r u ¼ 0

8<
: ð5:41Þ

Equation 5.41 is a strong non-linear equation. The 4th order Runge-Kutta method can be applied to

find the solution of motion for both the cylinder and the rivulet. Figure 5.11 displays the maximum
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displacement response of the cylinder against mean wind speed obtained by both the SDOF model and

the 2DOF model. The parameters of the cylinder are the same for both the computed cases.

It can be seen that, at very low and high mean wind speeds, the vibration amplitude of the cylinder

predicted by the SDOF model is slightly larger than that predicted by the 2DOF model. Within the

range around the critical mean wind speed, the vibration amplitude of the cylinder predicted by the

2DOF model is slightly larger than that computed by the SDOF model. In comparison with the meas-

ured results shown in Figure 5.9, the computed curve of vibration amplitude of the cylinder by the

2DOF model is slightly closer to the measured results than that computed from the SDOF model. It

seems that the two degrees of freedom model is a better model to predict and explain the phenomena

and mechanism of rain-wind-induced cable vibration than the single degree of freedom model. Never-

theless, the single degree of freedom model is acceptable to obtain the global maximum vibration

response of the cylinder in respect of its simplicity. More detailed information on the 2DOF model can

be found in [29].

It should be pointed out that the above analytical models of rain-wind-induced vibration did not

consider the effects of axial flow and wind turbulence, so their effects on RWIV need further investiga-

tion. Moreover, many new investigations are emerging using either wind tunnel experiments

[20,34,35], full-scale measurements [36], analytical methods [37] or CFD numerical simulation

methods [38]. The new results shed light on the mechanism of RWIV of stay cables.

5.5 Prediction of Rain-Wind-Induced Cable Vibration

Although analytical models could predict major features of RWIV observed from field measurements

and rain-wind tunnel tests, they are based on cylinder models without considering the variation of mean

wind speed along a stay cable and the effect of mode shapes of cable vibration. The comparison

between the analytical and field measurement results cannot be performed satisfactorily, and rain-wind

tunnel test results alone cannot be used for full-scale stay cables. Furthermore, damping devices such as

viscous dampers have been installed on stay cables near anchorages to mitigate RWIV, even though the

mechanism of RWIV has not been fully understood. There is almost no analytical model available to

evaluate the effectiveness of viscous dampers for vibration control of full-scale stay cables under rain-

wind excitation.
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Figure 5.11 Comparison between 2DOF model and SDOF model (from [29]) (Reproduced with permission from

Techno.Press).
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This section thus presents an analytical model for investigating RWIV of stay cables in a cable-

stayed bridge. The single degree of freedom (SDOF) rain-wind excitation model developed in

Section 5.4 is first applied to a taut stay cable, taking into consideration the variation of mean

wind speed along the stay cable and the effect of mode shapes of cable vibration. The computed

results from the analytical model are then compared with available field measurement results.

After a satisfactory comparison, parameter studies are performed to explore the mechanism of

RWIV of full-scale stay cables.

5.5.1 Analytical Model for Full-Scale Stay Cables

Most stay cables in a cable-stayed bridge are of small sag in the order of 1% sag-to-length ratio, but

with a high tension-to-weight ratio [3]. As a preliminary analytical study, the effects of sag and bending

stiffness on cable vibration are neglected and only a taut inclined cable is considered and shown in

Figure 5.12.

The inclination of the taut cable is denoted by angle a, and the yaw angle of incident wind is desig-

nated by angle b. The in-plane transverse motion w(x, t) of a taut cable under rain-wind excitation can

be described by the following partial differential equation of motion, which is essentially the same as

Equation 5.1:

m
@2w

@t2
� T

@2w

@x2
þ c

@w

@t
þ F x; tð Þ ¼ 0 ð5:42Þ

with the boundary conditions w(x, t)¼w(L, t)¼ 0.

In Equation 5.42: w(x, t) is the in-plane transverse displacement normal to the cable axis at

position x;

m is the cable mass per unit length;

T is the cable tension force;

c is the internal cable damping coefficient;

F(x, t) is the rain-wind induced force on the cable;

L is the length of the cable.
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Figure 5.12 Orientation of rain-wind-induced vibration of a taut cable (from [46]) (Reproduced with permission

from John Wiley & Sons Ltd).
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By assuming that the upper rivulet vibrates circumferentially over the surface of the cable, rain-

wind-induced force normal to the cable axis per unit length in the vertical direction, without consider-

ing turbulence and axis flow effects, can be expressed in terms of Equation 5.31:

Fðx; tÞ ¼ rDU0ðxÞ
2

R _uðx; tÞG 1ðx; tÞ þ _wðx; tÞG 2ðx; tÞ þ U0ðxÞuðx; tÞG 3ðx; tÞ
� 
 ð5:43Þ

where:

R is the cable radius;

G 1, G 2, G 3 are the rain-wind aerodynamic functions.

The rain-wind aerodynamic functions not only include the function of cable inclination angle, wind

yaw angle, wind stagnation point, and the mean wind speed via the static position of rivulet, but also the

function of cable motion and rivulet motion, which may change the values of drag and lift coefficients

as expressed by Equations 5.32 and 5.33.

In RWIV, the motion of upper rivulet is actually coupled with the motion of the cable. Therefore, the

motion of upper rivulet should be taken as a variable and predicted together with the motion of cable in

principle. This, however, requires a complicated analytical model for RWIV. Based on the observations

from either field measurements or simulated rain-wind tunnel tests, the motion of upper rivulet, u(x, t),

is assumed to be harmonic and to follow the excited mode shape of the cable so far as a steady-state

cable vibration is concerned.

uðx; tÞ ¼ a �WðxÞsinðvrtÞ ð5:44Þ

where:

a is the maximum amplitude of rivulet motion, assumed to be a constant in this study;

W(x) is the motion profile of rivulet along the cable axis, assumed to be the same as the excited mode

shape of cable;

vr is the frequency of rivulet motion, assumed to be the same as the natural frequency of cable corre-

sponding to the excited mode shape.

For a taut cable without damper, the motion profile and frequency of rivulet corresponding to the ith

mode of cable vibration are given by:

WðxÞ ¼ sin
pi

L
x

� �
ð5:45Þ

vi ¼ ivo1 ð5:46Þ

where vo1 ¼ p

L

ffiffiffiffi
T

m

r
is the first circular natural frequency of the taut cable.

For a stay cable in a cable-stayed bridge, mean wind speed actually varies along with cable axis.

Mean wind speed is zero at the sea level, and it increases with height above the sea level in the atmo-

spheric boundary layer as shown in Figure 5.12. The mean wind speed profile could be approximately

expressed by a power law function:

U0 hð Þ ¼ Ur

h

hr

� �a1

ð5:47Þ
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where:

U0(h) is the mean wind speed at height h above sea level;

Ur is the mean wind speed at a chosen reference height hr;

a1 is the exponent depending on the surface roughness.

Since the height h can be expressed as a function of x along the cable axis, Equation 5.47 can be

rewritten as:

U0 xð Þ ¼ U0 h xð Þð Þ ¼ Ur

h0

hr
þ
x sin a

hr

� �a1

ð5:48Þ

where h0 is the height of lower anchorage of the cable above the sea level.

Equation 5.42 is a strongly non-linear equation due to physical interaction between cable, rivulet, and

wind. The rain-wind-induced force expressed in terms of Equation 5.43 is also an implicit function of

cable motion and rivulet motion. The Runge-Kutta-Fehlberg method is therefore employed to find the

numerical solutions [39]. This method is adaptive and easily implemented for the concerned numerical

problem, in which a stay cable is divided into a number of sections along the cable axis and the numer-

ical solutions are found at these sections for a series of time intervals using the relevant shape functions.

When the Runge-Kutta-Fehlberg method is used, only six evaluations are required per step, and local

truncation error can be kept below a prescribed value by varying the step length. Note that rain-wind-

induced force depends on static rivulet position and cable motion, while the static rivulet position varies

with wind speed. Rain-wind-induced force on the cable needs to be computed section by section, start-

ing from the static rivulet position and cable motion at the previous time step.

5.5.2 Prediction of Rain-Wind-Induced Vibration of Full-Scale Stay Cable

In this section, the analytical model and the numerical method proposed above are applied to a stay

cable in a real cable-stayed bridge to compute its rain-wind-induced response and the computed

response is compared with the measured one.

Stay cable No.14 of the Meikonishi West Bridge, as investigated by Hikami and Shiraishi [16] has

been selected for this purpose. The length of the cable is 75 m; its diameter is 0.14 m; the mass per unit

length is 51 kg/m; the tension force in the cable is 1.147� 106 N; the first structural damping ratio of

the cable is estimated at 0.0011; the inclination of the cable is about 45�; and the height of lower

anchorage of the cable above the sea level h0 is 45 m.

The field measurement carried out by Hikami and Shiraishi [16] recorded that when cable No. 14

was down inclined along wind direction, with a wind yawed angle of about 45�, the simultaneous

occurrence of wind and rain caused excessive vibration of the cable in the first mode of vibration, with

a natural frequency about 1 Hz. They also conducted a series of wind tunnel tests, with rain conditions

simulated, and reproduced rain-wind-induced cable vibration in their model tests. They observed from

their model tests that the rivulet oscillated in a circumferential direction at the same period of the cable

motion, and that the amplitude of rivulet motion was around 10�. The drag and lift coefficient curves of

the cylinder with artificial upper rivulet, and the rivulet static position curve as the function of mean

wind speed, were also given by Yamaguchi [25] and Hikami and Shiraishi [16], respectively. These are

reproduced in Figures 5.8a and 5.8b respectively.

In addition to the information provided above, the power exponent a1 in the wind profile is selected

as 0.16 for an open fetch. The stagnation point influence factor e is selected as 0.4. The wind reference

height hr is 47 m above the sea level and the mean wind speed at the reference height is taken as a

variable. The cable is then divided into 50 sections along the cable axis. The basic parameters used in

the simulation of rain-wind-induced cable vibration are listed in Table 5.1. The analytical model and the
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numerical method proposed are finally applied to the cable, with proper initial conditions and an error

tolerance of 10–4, to compute rain-wind-induced displacement response of the cable mode by mode.

Rain-wind-induced maximum displacement responses of cable No. 14, computed for the first three

modes of vibration, are plotted in Figure 5.13 against different mean wind speeds at the reference level.

The measured maximum displacement responses of the cables in the field are also presented in Fig-

ure 5.13, which includes cable No. 14 with its first two modes of vibration and cable No. 15 with its

second and third modes of vibration [16].

Although rain-wind-induced cable vibration is a very complicated air-fluid-solid interaction prob-

lem, the computed results based on the proposed rain-wind-induced force model could capture the

main features observed in the field. Both the computed and measured results demonstrate that rain-

wind-induced cable vibration only occurs within a certain range of mean wind speed. It is also a kind

of vibration of restricted amplitude other than galloping.

The predicted global maximum response is, however, larger than the measured one. This is because

there exist uncertainties in both the measurement data and the modeling of rain-wind-induced cable vibra-

tion. For instance, the so-called measured maximum response was actually calculated from the response

measured at a point 2 m above the deck level by assuming a sinusoidal mode shapes of cable vibration

[16], the stagnation point influence factor used is approximate, and the influence of turbulent intensity and

axial flow is neglected. Well-planned and carefully implemented full-scale measurements and wind tunnel

tests are needed in the future in order to improve the quality of comparison and to refine the proposed

model if necessary.

The computed displacement time history of the cable at its middle point in the first mode of vibration

is displayed in Figure 5.14. It can be seen that rain-wind-induced response increases very quickly at the

beginning, but the increasing rate becomes smaller and smaller. After about 300 seconds, the response

amplitude remains constant, with the amplitude being about 0.22 m. The computed rain-wind-induced

maximum displacement responses depicted in Figure 5.13 also manifest that for cable No. 14, the

maximum displacement response in the first mode of vibration is largest while the maximum

Table 5.1 Basic parameters used in the simulation of rain-wind-induced cable vibration (from [46]) (Reproduced

with permission from John Wiley & Sons Ltd)

Parameters L (m) D (m) T (�106N) m (kg/m) zs a (�) b (�) h0 (m) hr (m) e a1
Values 75 0.14 1.147 51 0.11% 45 45 45 47 0.4 0.16
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Figure 5.13 Computed and measured rain-wind-induced maximum displacement responses (from [46])

(Reproduced with permission from John Wiley & Sons Ltd).
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displacement response in the third mode of vibration is at its smallest. However, the unfavorable mean

wind speed range in which rain-wind-induced cable vibration occurs is almost the same for the first

three modes of vibration.

5.5.3 Parameter Studies

To understand further the mechanisms of rain-wind-induced vibration of the stay cable, the effects of

cable tension force, wind profile and cable internal damping are investigated. The investigation is per-

formed by altering one parameter while keeping all other parameters unchanged.

Let us first consider the effect of cable tension on rain-wind-induced response of cable No. 14. While

all the other parameters of the cable and the rivulet are kept the same as those used in the last section,

the tension force of the cable is taken as a variable. The values of the tension force are selected as

0.765� 106 (2/3 the original tension force T), 1.147� 106 (the original tension force T ) and

1.529� 106N (4/3 the original tension force T ).
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Figure 5.14 The global maximum displacement response time history of the cable in the first mode of vibration

(from [46]) (Reproduced with permission from John Wiley & Sons Ltd).
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Figure 5.15 shows rain-wind-induced maximum displacement response of the cable in the first mode

of vibration against the mean wind speed at the reference level for three tension forces. It can be seen

that the cable vibration remains velocity-restricted and amplitude-restricted features under three different

tension forces. The tension force in the cable does not change the unfavorable mean wind speed range

in which rain-wind-induced cable vibration occurs. The critical mean wind speed at which the global

maximum displacement response of the cable occurs is almost the same under three different tension

forces. However, as the tension force decreases (i.e. the cable becomes more flexible), the displacement

responses of the cable increase. Similar results are found in the second and third modes of vibration, but

with relatively small displacement responses.

Let us now consider the influence of mean wind speed profile on rain-wind-induced response of

cable No. 14. The power exponent a1 in the wind profile reflects the change of terrain. The increase in

power exponent a1 corresponds to the change of terrain from open sea to overland. While all the other

parameters of the cable and the rivulet remain unchanged, including the reference level of mean wind

speed, a1 is taken as a variable and is selected as 0.16, 0.28 and 0.40 respectively.

Figure 5.16 shows the rain-wind-induced maximum displacement responses of the cable in the first

and second modes of vibration against the mean wind speed at the reference level for three different

power exponents. It can be seen that rain-wind-induced vibration of the cable remains velocity-

restricted and amplitude-restricted for three different power exponents. However, as a1 increases, the

unfavorable wind speed range in which rain-wind-induced cable vibration occurs, and the critical mean

wind speed at which the global maximum displacement response of the cable occurs, shift moderately

to the lower wind speed side. This is because the change of power exponent of mean wind speed actu-

ally alters the mean wind speed which, in turn, changes the static position of upper rivulet and then

the lift coefficient and, finally, the unfavorable wind speed range. On the other hand, the change in

cable tension force does not affect the static position of rivulet and, therefore, it does not affect

unfavorable wind speed range.

It can also be seen from Figure 5.16 that the global maximum displacement response of the cable at

the critical mean wind speed also decreases as the power exponent increases. In addition to the effect of

turbulence, one may say that rain-wind-induced cable vibration will be less if the terrain is overland.

The last parameter considered is the internal structural damping ratio in cable No. 14. While all other

parameters of the cable and the rivulet are kept the same as before, the internal damping ratio is taken

as a variable. For the first mode of vibration, the internal modal damping ratio is selected as 0.0011,
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Figure 5.15 Effect of cable tension force on cable response in the first mode of vibration (from [46]) (Reproduced

with permission from John Wiley & Sons Ltd).
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0.0065 and 0.0111, and the computed rain-wind-induced maximum displacement responses of the

cable are plotted in Figure 5.17 against the mean wind speed at the reference level. It can be seen that

an increase of structural damping ratio to 0.65% can almost suppress rain-wind-induced cable vibra-

tion. Similar results are found for the second and third modes of vibration. It can thus be concluded

that increasing cable damping is a very effective way to mitigate rain-wind-induced cable vibration.

Rain-wind-induced vibration control of a stay cable will be discussed in Chapter 12.

5.6 Occurrence Probability of Rain-Wind-Induced Cable Vibration

To facilitate the engineering decision on whether or not RWIV will occur and anti-vibration measures

of stay cables should be implemented, this section presents a framework for estimating the occurrence

probability of RWIV in stay cables. The proposed framework is founded on the statistical analysis of

wind speed, wind direction and rainfall intensity and the theoretical analysis of occurrence range of
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Figure 5.16 Effect of power exponent on cable response (from [46]) (Reproduced with permission from John

Wiley & Sons Ltd).
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RWIV in stay cables. The joint probability density function of wind speed and wind direction, and the

probability density function of rainfall intensity are first obtained for the site of a bridge through statistical

analysis. The occurrence range of wind speed and wind direction for RWIV in a stay cable greater than a

vibration amplitude threshold value is then found based on a theoretical model described in Section 5.5.

The occurrence probability and risk of RWIVare finally calculated according to the probability theory.

Figure 5.18 is a flow chart of the proposed framework, showing the estimation procedure for occur-

rence probability. The mathematical derivations and assumptions involved in each step are discussed in

detail in subsequent sections. The practical use of the proposed framework is demonstrated in this sec-

tion by taking a typical stay cable in a real cable-stayed bridge as a case study.

5.6.1 Joint Probability Density Function (JPDF) of Wind Speed and Direction

Excessive RWIVoccurs mainly under low or moderate mean wind speeds. Therefore, a complete popu-

lation of wind speed is of greater concern to this study than extreme values of wind speed. Various

probability density functions (PDF) have been proposed to model a complete population of wind speed

[40,41], but the convenience of the two-parameter Weibull distribution has encouraged its greater use

than the other distributions [42]. With the lower limit being zero, the cumulative distribution function

(CDF) and probability density function (PDF) of the Weibull form are, respectively:

Pu Uð Þ ¼ 1� exp � U

c

� �k
" #

ð5:49Þ

f u Uð Þ ¼ k

c

U

c

� �k�1

exp � U

c

� �k
" #

ð5:50Þ

where:

U is the wind speed;

c(>0) is the scale parameter with the same unit as the wind speed;

k(>0) is the shape parameter without dimension.

One possible weakness in the two-parameter Weibull distribution for wind speed is that it neglects

the effect of wind direction [43,44]. Since excessive RWIV is closely related to wind direction, a joint
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Figure 5.17 Effect of cable structural damping ratio on cable response in the first mode of vibration (from [46])

(Reproduced with permission from John Wiley & Sons Ltd).
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probability distribution of wind speed and wind direction has to be used for the study. To this end, a

practical joint probability distribution function (see Chapter 2) is adopted in this study for a complete

population of wind speed and wind direction based on two assumptions:

1. the distribution of the component of wind speed for any given wind direction follows the Weibull

distribution;

2. the interdependence of wind distribution in different wind directions can be reflected by the relative

frequency of occurrence of wind.

Pu;u U; uð Þ ¼ Pu uð Þ 1� exp � U

c uð Þ
� �k uð Þ" #( )

¼
ZZ

f u uð Þf u;u U; k uð Þ; c uð Þð Þdudu ð5:51aÞ

f u;u U; kðuÞ; cðuÞð Þ ¼ kðuÞ
cðuÞ

U

cðuÞ
� �kðuÞ�1

exp � U

cðuÞ
� �kðuÞ" #

ð5:51bÞ

Pu uð Þ ¼
Z u

0

f u uð Þdu ð5:51cÞ

Joint probability density
function of wind speed and

wind direction

Probability density
function of rainfall

intensity   

Target cable-
stayed bridge

Statistical analysis of wind 
data at bridge site

Statistical analysis of
rainfall intensity at 

bridge site

Theoretical analysis of
RWIV of a given cable

Threshold selection of peak
cable vibration amplitude

The probability of wind speed and
wind direction falling in the occurrence

range

The probability of rainfall intensity
falling in the occurrence range 

Assume the events of wind and rainfall
are independent

Occurrence probability and risk of
RWIV for the cable

Occurrence of RWIV an
the rainfall intensity

Figure 5.18 Flow chart of proposed probability-based framework (from [48]) (Reproduced with permission from

Multi-Science Publishing Co Ltd).
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where:

0 	 u 	 2p;

Pu(u) is the relative frequency of occurrence of wind in wind direction u.

The occurrence frequency Pu(u), as well as the distribution parameters k(u) and c(u), can be esti-

mated using wind data recorded at the bridge site.

5.6.2 Probability Density Function of Rainfall Intensity

Rainfall intensity is another crucial factor for the onset of rain-wind-induced cable vibration. Either

very light or very heavy rainfall could not provoke the relatively stable rivulet to be formed on the

upper surface of a stay cable [19]. Statistical analysis of rainfall data at the bridge site is thus necessary

to determine the probability distribution function of rainfall intensity, by which the probability of

occurrence range of rainfall intensity that would give rise to cable vibration can be identified.

Suppose A and B denote, respectively, the rainy event and the rainy event that might induce cable

vibration. The probability of event B is clearly the probability that both events A and B occur. This can

be expressed as:

PrðBÞ ¼ Pr A \ Bð Þ ¼ Pr Að ÞPr BjAð Þ ð5:52Þ

The probability of event B can be determined by two ways: one is to calculate Pr(B) by directly

considering all the rainy events that might induce cable vibration; the other is to calculate the probabil-

ity of event A and the conditional probability Pr(BjA) to obtain Pr(B). In this study the latter method is

used, in order to be consistent with the method used by climatologists. To calculate the conditional

probability Pr(BjA), the probability density function of rainfall intensity should be established.
There are various probability density functions (PDF) proposed to model rainfall intensity [45]. The

Gamma and Weibull distributions are explored in this study. The mathematical expression of the

Gamma and Weibull probability density functions are, respectively, given by:

f r Rð Þ ¼ 1

baG að ÞR
a�1e

�
R

b ð5:53Þ

f r Rð Þ ¼ d

c

R

c

� �d�1

e
�

R

c

� �d

ð5:54Þ

where:

G (a) is the Gamma function¼ R1
0

ya�1e�ydy;

R is the rainfall intensity;

a and b are the shape parameter and the scale parameter respectively for the Gamma distribution;

c and d are the shape parameter and the scale parameter, respectively, for the Weibull distribution.

5.6.3 Occurrence Range of Rain-Wind-Induced Cable Vibration

The occurrence range of wind speed and wind direction in which large-amplitude cable vibration will

occur can be computed based on a recently-developed theoretical model presented in Section 5.5 [46].

Due to physical interaction between cable motion, rivulet motion and wind, the equation of motion

of a taut cable under rain-wind excitation is non-linear. The Runge-Kutta-Fehlberg method is employed
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to find the numerical solution. The peak vibration amplitude, A(U, b), of a given stay cable with a given

inclination under rain-wind excitation is computed for a series of mean wind speed, U, and wind yaw

angle, b. It should be pointed out that b is presented with reference to the cable axis while the mean

wind direction, u, is counted with respect to the north in clockwise, as shown in Figure 5.19.

Thus, an angle transformation is necessary to transform A(U, b) to A(U, u) for a given stay cable in a

given cable-stayed bridge. Once A(U, u) is obtained, a threshold value As, beyond which RWIV is

regarded unacceptable, can be selected. The occurrence range of wind speed and wind direction in

which cable vibration amplitude exceeds the threshold value As can be determined and denoted as:

VAs

u;u ¼ U 2 U1;U2½ � \ u 2 u1; u2½ �jA U; uð Þ 
 Asf g ð5:55Þ

where U1, U2 and u1, u2 are the lower and upper bound of occurrence range of wind speed and wind

direction, respectively.

5.6.4 Occurrence Probability of Rain-Wind-Induced Cable Vibration

The probability of wind speed and wind direction falling in the occurrence range VAs

u;u can be

calculated as:

Pu;u U; uð Þ 2 VAs

u;u

n o
¼
ZZ
VAs

u;u

f u uð Þf u;u U; kðuÞ; cðuÞð Þdudu ð5:56Þ

Suppose Vr denotes the occurrence range of rainfall intensity for rain-wind-induced cable vibration.

The probability of rainfall intensity falling in the occurrence range Vr can be calculated as

Pr B Ajð Þ ¼ Pr B 2 Vrð Þ ¼ RVr
f rðRÞdR.
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Figure 5.19 Definition of wind direction and wind yaw angle (from [48]) (Reproduced with permission from

Multi-Science Publishing Co Ltd).
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The occurrence probability of rain-wind-induced cable vibration with cable vibration amplitude

larger than the threshold value can be finally calculated by:

P U; uð Þ 2 VAs

u;u \ B 2 Vr

n o
¼ PrðAÞPr B 2 Vrð ÞPu;u U; uð Þ 2 VAs

u;ujB 2 Vr

� �
ð5:57Þ

Assume that the two events of rain and wind occurrence are independent at this stage. Equation 5.57

can be reduced to:

P U; uð Þ 2 VAs

u;u \ B 2 Vr

n o
¼ PrðAÞPr B 2 Vrð ÞPu;u U; uð Þ 2 VAs

u;u

� �
ð5:58Þ

This assumption may be reasonably valid for monsoon situations in Hong Kong, in consideration

that RWIV occurs mainly at low and moderate wind speeds, but it is not necessarily applicable to

typhoon situations or other climates. Nevertheless, the framework proposed here can be extended with-

out any considerable difficult if the correlation between the two events can be quantified in the future.

In terms of probability density functions of wind speed, wind direction and rainfall intensity, Equa-

tion 5.58 can be further written as:

P U; uð Þ 2 VAs

u;u \ B 2 Vr

n o
¼ PrðAÞ

Z
Vr

f rðRÞdR
ZZ
VAs

u;u

f u uð Þf u;u U; kðuÞ; cðuÞð Þdudu ð5:59Þ

5.7 Case Study: Stonecutters Bridge

In this section, the proposed method is applied to the Stonecutters cable-stayed bridge to demonstrate

its practical use. Hourly mean wind data and hourly rainfall data recorded near the bridge site are first

analyzed to obtain the probabilistic models of both wind and rainfall intensity. By taking one typical

cable as an example, the occurrence range of RWIV is then determined. The hourly occurrence proba-

bility and annual risk of rain-wind-induced vibration of the example cable are finally computed for

different threshold values.

5.7.1 Statistical Analysis of Wind Data

There is a wind monitoring system consisting of four propeller anemometers and two ultrasonic ane-

mometers set up nearby the concerned cable-stayed bridge. Wind records of hourly mean wind speed

and wind direction within the period between 1 January 2000 to 31 December 2005 from the propeller

anemometer are used in this study to find the joint probability density function of hourly mean wind

speed and direction. The height of the propeller anemometer is 214 m above the sea level.

The wind records are carefully checked and abnormal records are eliminated first. Wind records hav-

ing an hourly mean wind speed lower than 1 m/sec are then removed in order to avoid any adverse

effect on the statistics. These qualified data are further divided into two categories – monsoon and

typhoon – according to the records of the typhoon warning signal hoisted by the Hong Kong Observa-

tory (HKO) during the period concerned. As a result, 19 775 hourly monsoon records are available for

calculation of the joint probability density function of wind speed and direction.

All of the monsoon records are classified into 16 sectors of the compass, with an interval of Du
¼ 22.5� according to the hourly mean wind direction. In each sector, mean wind speed is further

divided into 16 ranges, from zero to 32 m/sec, with an interval of DU¼ 2 m/sec. This leads to a total of

256 cells, and the relative frequency of hourly mean wind speed and wind direction in each cell is listed

in Table 5.2. The last row in Table 5.2 gives the relative frequency of mean wind speed without
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considering wind direction, and the last column shows the relative frequency of mean wind direction

without considering wind speed.

5.7.2 Joint Probability Density Function of Wind Speed and Wind Direction

Based on the relative frequencies of wind speed and wind direction calculated above, the theoretical

expression of joint probability density function is deduced, based on Equation 5.51. The Weibull func-

tion is used to fit the histogram of hourly mean wind speed for each wind direction, and the typical

results in the east, south and west directions are depicted in Figures 5.20a to 5.20c, respectively. The

Weibull parameters identified for each wind direction are listed in Table 5.3, together with the relative

frequency of mean wind direction. The coefficient of determination to measure the quality of fitting is

also given in Table 5.3 for each wind direction.

It can be seen that, except for the north direction, the Weibull function fits wind data satisfac-

torily. The Weibull function is also applied to the complete wind records without considering

wind direction, as shown in Figure 5.20d. The Weibull parameters identified for this case are

Figure 5.20 Weibull distribution and relative frequency of mean wind speed (from [48]) (Reproduced with

permission from Multi-Science Publishing Co Ltd).
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given in the last row of Table 5.3. The results show that the Weibull function also fits the com-

plete wind data adequately.

The relative frequency of wind direction and the scale and shape parameters of the Weibull function

calculated above are also given in polar plot in Figures 5.21a to 5.21c, respectively.

It can be seen that the dominant monsoon direction is the east, and the scale and shape parameters do

not vary significantly with wind direction. For the convenience of subsequent calculations, the data

given in Table 5.3 and Figure 5.21, regarding the relative frequency of wind direction fu(u), the scale

parameter c(u) and the shape parameter k(u), are fitted by the following harmonic functions [47]:

f u uð Þ ¼ af þ
Xnf
m¼1

bfm cos mu � cfm
� � ð5:60aÞ

c uð Þ ¼ ac þ
Xnc
m¼1

bcm cos mu � ccm
� � ð5:60bÞ

k uð Þ ¼ ak þ
Xnk
m¼1

bkm cos mu � ckm
� � ð5:60cÞ

where:

a, bm and cm are the coefficients to be determined, whose superscripts f, c and k denote the relative

frequency, the scale and shape parameters respectively;

nf, nc and nk are the order of harmonic functions.

Figures 5.22a to 5.22c display the histograms and the fitted harmonic functions for the relative fre-

quency of wind direction, the scale and shape parameters, respectively. The corresponding coefficients

identified for each function are listed in Table 5.4, together with the coefficient of determination. Five

terms are used to fit the shape parameter and the relative frequency. For the scale parameter, only four

terms are needed.

Table 5.3 Identified parameters in different wind direction sectors (from [48]) (Reproduced with permission from

Multi-Science Publishing Co Ltd)

Direction Record No. fu(u) c(u) k(u) Coefficient of determination

N 258 0.013 8.501 1.394 0.6943

NNE 730 0.037 9.100 1.823 0.9165

NE 550 0.028 6.931 1.940 0.8914

ENE 2712 0.137 7.270 1.913 0.9826

E 4042 0.204 7.222 2.146 0.9840

ESE 2888 0.146 6.764 2.344 0.9929

SE 2252 0.114 6.384 2.215 0.9916

SSE 1597 0.081 6.819 2.242 0.9887

S 1653 0.084 7.266 2.221 0.9753

SSW 880 0.045 7.460 1.949 0.9723

SW 515 0.026 6.465 2.521 0.9987

WSW 253 0.013 5.904 2.295 0.9823

W 439 0.022 6.080 2.462 0.9771

WNW 275 0.014 5.392 2.438 0.9840

NW 160 0.008 5.454 1.992 0.8268

NNW 571 0.029 5.745 1.649 0.9248

Total 19 775 1.000 6.995 2.042 0.9869
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5.7.3 Statistical Analysis of Rainfall Data

The sources of rainfall data used in this case study were acquired from the Hong Kong Observatory

(HKO) and comprise nine years’ worth of hourly rainfall recordings from 1997 to 2005, recorded at the

HKO station, which is fairly close to the concerned cable-stayed bridge. These statistics are considered

to represent the general condition of rainfall in the vicinity of the bridge.

There are 78 888 available hourly rainfall records, which are accurate to 0.1 mm/hour. Any hourly

rainfall less than 0.1 mm/hour is marked as trace rainfall in the collected records and is recorded as

rainless in the analysis. As a result, the total of rainy records with hourly rainfall above 0.1 mm/hour

comes to only 7385 over the nine years. Hourly rainfall is considered because a full development of

rain-wind-induced cable vibration often needs more than half an hour, and this is also consistent with

the hourly mean wind speed used in the statistical analysis of wind data.
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Figure 5.21 Relative frequency of wind direction and Weibull scale and shape parameters (from [48])

(Reproduced with permission from Multi-Science Publishing Co Ltd).
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Figure 5.22 Histograms and fitted harmonic functions (from [48]) (Reproduced with permission from Multi-

Science Publishing Co Ltd).

Table 5.4 Identified coefficients in harmonic functions (from [48]) (Reproduced with permission from Multi-

Science Publishing Co Ltd)

Coefficients fu(u) c(u) k(u)

nf ¼ 5 nc ¼ 4 nk ¼ 5

a 0.06 256 6.797 2.097

b1 0.06 882 0.7342 �0.2904

c1 1.949 1.325 0.3654

b2 �0.02 908 0.9061 �0.2432

c2 0.42 7.064 37.82

b3 �0.02 043 0.2764 0.09 093

c3 1.491 0.6311 1.947

b4 0.01 851 0.6069 0.07 955

c4 �0.1218 0.6603 �10.22

b5 0.00 645 — 0.07 557

c5 1.212 — 1.996

Coefficient of

determination

0.9733 0.9157 0.9077
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Let M and N (M<N) represent the total rainy hours and the total hours in the considered nine years,

respectively. The relative frequency (probability) of rainy event Pr(A)¼M/N¼ 0.0936. Figure 5.23a shows

the annual rainfall and rainy hours from 1997 to 2005, based on the 7385 rainy records. Figure 5.23b

depicts the average monthly rainfall and rainy hours.

It can be seen that, although the average monthly rainy hours vary over each month, the annual rainy

hours remains relatively stable over the years. It can be also noted that the annual or average monthly

rainfall is fairly correlated with the annual or average monthly rainy hours. To obtain the probability

density function of hourly rainfall, the 7385 rainy records are classified according to their rainfall inten-

sity into rainfall cells, starting from R¼ 0.1 mm/hour with an increment of DR¼ 0.25 mm/hour. The

resulting relative frequency of hourly rainfall is shown in Figures 5.24a and 5.25a.
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Figure 5.23 Rainfall intensity and rainy hours (from [48]) (Reproduced with permission from Multi-Science

Publishing Co Ltd).
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5.7.4 Probability Density Function of Rainfall Intensity

Both Gamma and Weibull distributions are adopted in this study to model the rainfall intensity.

Figures 5.24a and 5.24b show the Gamma density function and the Gamma distribution function, respec-

tively, together with the statistical results. Figures 5.25a and 5.25b display the Weibull density function

and the Weibull distribution function, respectively, together with the statistical results. The estimated two

parameters are a¼ 0.5415 and b¼ 6.0406 for the Gamma distribution expressed by Equation 5.53, and

c¼ 2.0849 and d¼ 0.6365 for the Weibull distribution expressed by Equation 5.54. The coefficient of

determination to measure the quality of fitting is 0.7432 for the Gamma distribution and 0.8192 for the

Weibull distribution. The Weibull model is slightly better than the Gamma model in this case study.

By taking 3–30 mm/hour as the occurrence range Vr of hourly rainfall for rain-wind-induced cable

vibration, the probability of rainfall intensity falling in the occurrence range Vr is calculated as

Pr B 2 Vr Ajð Þ ¼ Pr B 2 Vrð Þ ¼ RVr
f rðRÞdR ¼ 0:2391.

5.7.5 Occurrence Range of Rain-Wind-Induced Cable Vibration

After wind and rainfall data have been analyzed, a typical stay cable (No. 314) of the Stonecutters

cable-stayed bridge is selected as a representative. The total length L, diameter D, tension force T,

mass per length m, structural damping ratio in the first mode of vibration zs, cable inclination a, and

the first natural frequency n01 (¼v01/2p) of the cable are listed in Table 5.5.
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Figure 5.24 Gamma distribution for hourly rainfall (from [48]) (Reproduced with permission from Multi-Science

Publishing Co Ltd).
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The cable is inclined downwards from southeast to northwest, as shown in Figure 5.19. The yaw

wind from east or south, as shown in Figure 5.19, is considered in the determination of occurrence

range of rain-wind-induced cable vibration. The bridge deck or the low anchorage of the cable is about

86 m above sea level. Since the bridge faces mainly an open-sea fetch from the south-west direction

and mainly an over-land fetch from the north-east direction, two different mean wind speed profiles of

power law form are considered. The power law exponent a1 is 0.19 for the wind from the sea and 0.29

for the wind from the land. Wind reference height hr is selected at the bridge deck level, i.e. 86 m above

the sea level. The static position of upper rivulet is assumed to have the following expression for differ-

ent yaw angle b, which is derived from the experiment results [20]:

u0 ¼ 5550 � ln 0:045 bj jð Þ
U2

25� 	 bj j 	 85� ð5:61Þ

Figure 5.26 shows the comparison of the static position of rivulet calculated using Equation 5.61

with the experiment results available in the literature. The aerodynamic functions, G 1, G 2, G 3 and the

wind stagnation point influence factor e suggested in the literature [27] are chosen in this case study.
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Figure 5.25 Weibull distribution for hourly rainfall (from [48]) (Reproduced with permission from Multi-Science

Publishing Co Ltd).

Table 5.5 Main parameters of example stay cable used in case study (from [48]) (Reproduced with permission

from Multi-Science Publishing Co Ltd)

Cable no. L (m) D (m) T (ton) m (kg/m) zs a (�) n01 (Hz)

314 292.5 0.155 668.5 98.6 0.0015 30 0.44
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The range of mean wind speed at the reference height is considered from 5 m/s to 14 m/s at 1 m/s

interval in the calculation, because the reference height is actually at the low anchorage of the cable.

Only the cable response amplitude in the first mode of vibration is reported in Table 5.6 in terms of

cable diameter for the wind from the sea, and in Table 5.7 for the wind from the land. The cable

response amplitudes in higher modes of vibration are much smaller.
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Figure 5.26 The static position of rivulet vs. yaw angle and wind speed (from [48]) (Reproduced with permission

from Multi-Science Publishing Co Ltd).

Table 5.6 Cable vibration amplitude in diameter for the wind from the sea (from [48]) (Reproduced with

permission from Multi-Science Publishing Co Ltd)

b (�) Mean wind speed (m/s)

5 6 7 8 9 10 11 12 13 14

25 0.5 0 0 0 0 0 0 0 0 0

35 0 0.5 1.5 3 2.5 1 0.5 0 0 0

45 0 0 0 0.5 2 3.5 2 1 0.5 0

55 0 0 0 0 0.5 1.5 2 1 0.5 0.5

65 0 0 0 0 0 0.5 1 0.5 0.5 0

75 0 0 0 0 0 0 0.5 0 0 0

85 0 0 0 0 0 0 0 0 0 0

Table 5.7 Cable vibration amplitude in diameter for the wind from the land (from [48]) (Reproduced with

permission from Multi-Science Publishing Co Ltd)

b (�) Mean Wind Speed (m/s)

5 6 7 8 9 10 11 12 13 14

25 0.5 0 0 0 0 0 0 0 0 0

35 0 0 2 3.5 1.5 1 0.5 0 0 0

45 0 0 0 1.5 2.5 2.5 1 0.5 0 0

55 0 0 0 0 1 2 1.5 0.5 0.5 0

65 0 0 0 0 0 1 1 0.5 0 0

75 0 0 0 0 0 0 0.5 0 0 0

85 0 0 0 0 0 0 0 0 0 0
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Rain-wind-induced cable vibration with mixed modes is not considered in this study. It can be seen

from Tables 5.6 and 5.7 that the most severe cable vibration occurs when wind yaw angle b is between

35� and 55� and mean wind speed is between 7 m/s to 11 m/s, which are consistent with the field

observations of rain-wind-induced vibration of stay cables in cable-stayed bridges.

5.7.6 Hourly Occurrence Probability and Annual Risk

Based on all the above results, the hourly occurrence probability of RWIV of the selected cable with

cable vibration amplitude larger than a threshold value can be calculated using Equation 5.59. Four

levels of vibration threshold As have been selected. They are As
 0.5D, 1D, 2D and 3D, where D is the

diameter of the cable. The calculated hourly occurrence probability of RWIV of the cable for each

threshold level is summarized in Table 5.8. It can be seen from this table that the hourly occurrence

probability of RWIVof the cable is moderate.

For the selected cable, RWIV is about 16 hours, 10 hours, 5 hours and 2 hours in a year for the

threshold As¼ 0.5D, 1D, 2D and 3D, respectively. The annual risk of RWIV of the cable is almost

100% for the threshold As¼ 0.5D and 1D, and 99.6% and 82.4% for the threshold As¼ 2D and 3D,

respectively. It is noted that the cable selected is in the worst orientation for RWIVof all the stay cables.

The same procedure can be applied to other stay cables in the bridge, and the hourly occurrence

probability and annual risk of all the stay cables can then be estimated. More detailed information on

Sections 5.6 and 5.7 can be found in the literature [48].

5.8 Notations

a (i) Amplitude of rivulet motion (Equation 5.35)

(ii) Shape parameter for Gamma distribution (Equation 5.53)

(iii) Coefficient (Equation 5.60)

b (i) Scale parameter for Gamma distribution (Equation 5.53)

(ii) Coefficient (Equation 5.60)

c (i) Internal cable damping coefficient (Equation 5.1)

(ii) Constant value (Equation 5.20)

(iii) Scale parameter for Weibull distribution (Equation 5.50)

(iv) Coefficient (Equation 5.60)

cr Damping coefficient of rivulet

d (i) Sag inclination angle

(ii) Scale parameter for Weibull distribution (Equation 5.54)

f Natural frequency of cable

g Gravitational constant

k Shape parameter (Equation 5.35)

h0 Height of lower anchorage of the cable above the sea level

kr Stiffness coefficient per unit length of the rivulet

m Cable mass per unit length

Table 5.8 Hourly occurrence probability and annual risk of rain-wind-induced cable vibration (from [48])

(Reproduced with permission from Multi-Science Publishing Co Ltd)

Threshold As 0.5D 1D 2D 3D

Probability (�10�4) 18 11 6.17 1.98

Risk (%) Almost 100% Almost 100% 99.6 82.4
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mr Mass per unit length of rivulet

n Order of harmonic function

s Static equilibrium state of cable

u Axial displacement

v Out-of-plane transverse displacement

w In-plane transverse displacement

_x Relative velocity of the rivulet to the cylinder

r Air density

a Inclination angle

ar Predetermined exponent

a1 Exponent depending on the surface roughness

e (i) Influence factor

(ii) Dynamic strain

b Yaw angle of incident wind

u (i) Motion of upper rivulet (Equation 5.35)

(ii) Dynamic angular displacement of the rivulet as the cylinder vibrates

u0 Static position angle of upper rivulet due to mean wind

t Additional dynamic tension

g Ideal attack angle for the cylinder without rivulet

w Wind angle of attack

w� Angle between relative velocity and the horizontal axis

vc Circular natural frequency of cylinder

vr Frequency of rivulet motion

v01 First circular natural frequency of taut cable

G Rain-wind aerodynamic function

- Normalized circle frequency

z Damping ratio of cable

za Rain-wind aerodynamic damping ratio

jc Structural damping ratio of cylinder

zs Structural damping ratio
~j Total damping ratio of cylinder

l2 Sag parameter

A Cross-section area of cable

Ai Coefficients changing with the angle w

An Constant value (Equation 5.7)

Amax Maximum peak to peak amplitude

Aallow Allowable peak to peak amplitude

Bi Coefficients changing with the angle w

Cd Drag coefficient

CL Lift coefficient

D Cable diameter

E Young’s modulus of cable

L Cable length

R (i) Radius (Equation 5.24)

(ii) Rainfall intensity (Equation 5.54)

S Strouhal number

Sc Scruton number

T Cable tension force

U Mean wind speed

U0(h) Mean wind speed at height h above the sea level
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Ur Mean wind speed at a chosen reference height hr
Ucrit Minimum wind velocity for wake galloping instability

Urel Relative velocity of mean wind to the cylinder with moving rivulet

f(t) Harmonic function of time with frequency v

fu(U) Probability density function of Weibull distribution

fr(R) Mathematical expression of Gamma and Weibull probability density functions

W(x) Motion profile of rivulet along the cable axis

F(x, t) Wind-induced force on the cable
~FðtÞ Normalized force due to the motion of rivulet

Pu(u) Relative frequency of occurrence of wind in wind direction u

fu(u) Relative frequency of wind direction

Pu(U) Cumulative distribution function of Weibull distribution

G (a) Gamma function (Equation 5.54)

VAs

u;u Occurrence range of wind speed and wind direction
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6

Wind-Vehicle-Bridge Interaction

6.1 Preview

Wind-induced accidents involving road vehicles of various types have become a topic of increasing

concern in recent years. This is because not only traffic volumes have increased dramatically, but also

vehicle weights have become significantly lower, due to the use of more efficient structural design and

lighter materials. When large numbers of road vehicles run on a long-span cable-supported bridge built

in a wind-prone region, the bridge will experience considerable vibration due to both moving vehicles

and turbulent winds. This vibration may, in turn, affect the running safety of road vehicles. Moreover,

road vehicles will be shielded briefly from the wind by the bridge towers or other road vehicles but,

when they pass out of this shelter, they will enter a sharp-edged crosswind gust and there is an obvious

danger of the vehicles turning over. Therefore, the safety of road vehicles subjected to crosswind gust

and running on an oscillating cable-supported bridge, and the decision on the threshold of wind speed

above which the bridge should be closed or vehicles should be slowed down, are important social and

economic issues.

Dynamic response of railway vehicles running on a track has also been a subject of great interest to

vehicle designers and maintenance engineers, as well as track designers, for many years. This interest is

motivated by the desire to improve ride quality, to reduce wear to vehicle and track components, to

prevent vehicle hunting and, most important of all, to ensure operational safety. With ever-increasing

trailing tonnage and higher running speeds, it becomes more important to improve further the perform-

ance of railway vehicles and their suspension system. Under strong crosswinds, the aerodynamic forces

on a moving railway vehicle may be sufficiently large to overturn the vehicle. To be able to guarantee

comfort and safety for a railway vehicle in crosswind, one thus has to understand the effects of cross-

winds on dynamic interaction between the vehicle subsystem and the track subsystem.

Furthermore, more and more long-span cable-supported bridges carrying both highway and railway

have been built throughout the world in recent years. Heavy trains moving on a long-span cable-stayed

bridge may significantly change the dynamic behavior and affect the fatigue life of the bridge. The

vibration of the bridge will, in turn, affect the running safety of trains and the comfort of the passengers.

If such a long-span cable-stayed bridge is built in wind-prone area, there will be a complicated dynamic

interaction problem between the bridge, the trains and crosswinds. No sophisticated way can be fol-

lowed at present to make a rational decision on the threshold of wind speed above which the bridge

should be closed to trains.
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In this respect, this chapter first discusses wind-road vehicle interaction, in which dynamic behavior

and possible accidents of road vehicles running on the ground and entering a sharp-edged crosswind

gust are explored, including effects of road surface roughness and vehicle suspension system. The

framework for performing dynamic interaction analysis between road vehicles and cable-supported

bridges under crosswind is then presented, in which the ride comfort and safety of road vehicles run-

ning on the bridge under crosswind are evaluated. In a similar way, this chapter also presents a frame-

work for simulating railway vehicle and track interaction under crosswind, by which the safety and

comfort performance of the moving train in crosswind can be assessed. Finally, the framework is

extended to the dynamic interaction problem of a long-span cable-supported bridge with running trains

subjected to crosswinds by using the most up to date information in the area of wind-bridge interaction,

bridge-train interaction and wind-train interaction.

6.2 Wind-Road Vehicle Interaction

6.2.1 Wind-Induced Vehicle Accidents

Road vehicles are susceptible to a sharp-edged crosswind gust, which may cause vehicle accidents such

as overturning, excessive sideslip, or exaggerated rotation. Baker and Reynolds carried out a post-

disaster investigation on wind-induced vehicle accidents that occurred in the United Kingdom during

the major storm of 25 January 1990 [1]. They found that among 400 wind-induced vehicle accidents in

that event, overturning accidents were the most common type, accounting for 47% of the total. Course

deviation accidents made up 19% of the total and 66% of the accidents involved high-sided lorries or

vans, while only 27% involved cars.

Baker developed a theoretical model that described the dynamics of vehicles in crosswind [2].

Coleman and Baker performed a series of wind tunnel tests to determine the aerodynamic forces and

moments on road vehicles of certain types [3]. Baker then quantified accident wind speeds of road

vehicles for overturning, sideslip and rotation accidents and estimated accident risk [4]. A wind-

induced vehicle accident was said to occur if, within 0.5 seconds of the vehicle entering a sharp-edged

crosswind gust, one of the tire reactions fell to zero (an overturning accident), or the lateral displace-

ment exceeded 0.5m (a sideslip accident), or the rotational displacement exceeded 0.2 radians (a rota-

tional accident). The accident vehicle speed at which any one of the three accident criteria is first

exceeded can therefore be estimated.

It should be pointed out that, although the above definition will be used in the following study, it is

conservative in several aspects. First, it was assumed that, within the 0.5 seconds, the driver of the

vehicle would not react to correct any lateral or rotational displacement. Second, a sharp-edged cross-

wind gust was assumed. Third, the aerodynamic force coefficients were assumed to be constant within

the 0.5 seconds.

6.2.2 Modeling of Road Vehicle

Take a high-sided road vehicle as an example. To investigate the possible course deviation of the vehi-

cle caused by a sudden crosswind gust, not only the vertical vibration but also the lateral and rotational

vibrations are considered [5]. A high-sided road vehicle is modeled as a combination of several rigid

bodies connected by a series of springs, dampers and pivots (see Figure 6.1), so that the effects of

vehicle suspension on vehicle accidents can be investigated. The rigid bodies are used to represent the

vehicle bodies, the axles, the wheels or other components.

The centre of gravity of each rigid body is taken as a node, which has six degrees of freedom in

general: three translational degrees and three rotational degrees with respect to the local co-ordinate

originated at the node. The displacements and rotations of the vehicle body and axles are assumed to
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remain small throughout the analysis, so that the sines of the angles of rotation may be taken equal to

angles themselves and the cosines of the angles of rotation may be taken as unity, leading to linear

equations of motion for the vehicle itself [5]. The mass and=or the mass moments of inertia of each

rigid body are calculated from the weight distribution and dimension of the body with respect to its

local coordinate.

A vehicle tire is assumed to be a point, so the contact between the road surface and the vehicle tire is

thus a point contact. The road surface is not so rough as to make the vehicle tire jump or leave the riding

surface. The tires of the vehicle therefore remain in contact with road surface at all times, except in the

case of the vehicle overturning, in which the contact force between the road surface and any one of the

vehicle tires becomes zero. As a result, the vertical displacement of the tire is not an independent

degree of freedom and can thus be determined by the vertical road surface profile and its relative posi-

tion. However, the lateral displacement of the tire should be taken as an independent degree of freedom,

because of the vehicle sideslip relative to the road surface.

The springs can be used to model the suspension system, the flexibility of a tire or others. Each

spring is assumed to be massless. Apart from the stiffness coefficient of each spring, the positions of

the two ends of the spring connecting two rigid bodies, or connecting one rigid body and one contact

point, are required as input data. The energy dissipation capacity of the suspension system and the tires

can be modeled by dampers. If the damper is of a viscous type, the damping coefficient can be used as a

sole parameter for the damping device. The pivots may be used to connect the trailer to the tractor, for

which the constraint equations should be correspondingly developed.

In summary, the input data about road vehicles required by the computer program are the dynamic

properties and positions of all the rigid bodies and the springs and the dampers, the positions of all the

contact points and the constraint conditions for all the pivots. Based on these input data, the mass

matrix, the damping matrix and the stiffness matrix of the vehicle and the force vectors due to road

surface roughness can be automatically assembled, using a fully computerized approach developed by

Guo and Xu [6].

6.2.3 Modeling of Road Surface Roughness

Many investigations have shown that the roughness of road surface is an important factor that affects

the dynamic response of a vehicle [7]. It is thus envisaged that the road surface roughness also has an

impact on vehicle accidents. The road surface roughness in the vertical direction may be described as a

realization of a random process that can be described by a power spectral density (PSD) function. The
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Figure 6.1 Vehicle model used in case study (from [5]) (Reproduced with permission from Techno.Press).
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following PSD functions were proposed by Dodds and Robson for road surface roughness of a highway

in the vertical direction [8]:

Sð�wÞ ¼ Ar

�w

�w0

� ��w1

; �w � �w0 ð6:1Þ

Sð�wÞ ¼ Ar

�w

�w0

� ��w2

; �w � �w0 ð6:2Þ

where:

Sð�wÞ is the PSD function (m3=cycle) for the road surface roughness in the vertical direction;
�w is the spatial frequency (cycle=m);

�w0 is the discontinuity frequency of
1

2p
(cycle=m);

Ar is the roughness coefficient (m3=cycle) depending on the road condition. The power exponents w1

and w2 vary from 1.36 to 2.28.

To simplify the description of the road surface roughness, Wang and Huang suggested the following

PSD function [7]:

Sð�wÞ ¼ Ar

�w

�w0

� ��2

ð6:3Þ

The vertical road surface roughness is assumed to be a periodically modulated random process, and

its time-history can be generated through an inverse Fourier transform:

rðxÞ ¼
XN
k¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Sð�wkÞD�w

p
cosð2p�wkxþ ukÞ ð6:4Þ

where uk is the random phase angle uniformly distributed from 0 to 2p. While the road surface rough-

ness in the vertical direction can be modeled, the road surface roughness in the lateral direction cannot

be considered at this stage, owing to a lack of relevant information.

6.2.4 Aerodynamic Forces and Moments on Road Vehicle

In this study, the wind velocity Um is assumed to be perpendicular to the longitudinal axis of the road

and the road vehicle runs at a constant velocity of Uv. The wind velocity relative to the vehicle, UR, and

its yaw angle,C (see Figure 6.2a), can then be expressed as:

UR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U2

m þ U2
v

q
ð6:5Þ

c ¼ arctan
Um

Uv

� �
ð6:6Þ

The aerodynamic forces and moments acting on the vehicle are determined based on the quasi-steady

assumption and expressed by:

Fx ¼ 1

2
rU2

RCDðcÞAf ð6:7aÞ
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Fy ¼ 1

2
rU2

RCSðcÞAf ð6:7bÞ

Fz ¼ 1

2
rU2

RCLðcÞAf ð6:7cÞ

Mx ¼ 1

2
rU2

RCRðcÞAf hv ð6:7dÞ

My ¼ 1

2
rU2

RCPðcÞAf hv ð6:7eÞ

Mz ¼ 1

2
rU2

RCYðcÞAf hv ð6:7fÞ

where:

Fx, Fy, Fz, Mx, My, and Mz are the drag force, side force, lift force, rolling moment, pitching moment,

and yawing moment acting on the vehicle respectively;

CD(c), CS(c), CL(c), CR(c), CP(c) and CY(c) are the drag force coefficient, side force coefficient, lift

force coefficient, rolling moment coefficient, pitching moment coefficient, and yawing moment

coefficient, respectively, which are a function of yaw angleC;

Af is the reference area, which is normally taken as the frontal area of the vehicle;

hv is the reference height, which is normally taken as the height of the vehicle centre of gravity above

the ground [2].

(a) Relative wind velocity 

(b) Force coefficients 
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z y
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CY 

Figure 6.2 Sign convention for wind velocities and wind forces (from [5]) (Reproduced with permission from

Techno.Press).
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The force and moment coefficients are usually obtained through wind tunnel tests and a sign conven-

tion for these coefficients is given in Figure 6.2b. A more sophisticated way of determining the aerody-

namic forces and moments on a vehicle can be found in Section 6.5.5.

6.2.5 Governing Equations of Motion of Road Vehicle

A large truck shown schematically in Figure 6.1 is taken as an example to investigate the dynamic

behaviour and possible accidents of high-sided road vehicles subject to a sudden crosswind gust [5].

The vehicle comprises nine rigid bodies: one for the vehicle body, two for the front axle set, two for the

rear axle set and four for the tires (see Figure 6.1). It is assumed that the vehicle runs at a constant

velocity on a straight road.

Thus, the position of the vehicle in the x-direction can be determined accurately at any given time as

long as the initial position of the vehicle is known. In this connection, the degrees of freedom in the

x-direction are not included. The vehicle body is assigned five degrees of freedom with respect to its

gravity centre: the vertical displacement (Zv), the lateral displacement (Yv), the rotation about the y-axis

(pitching angle uv), the rotation about the x-axis (rolling angle wv) and the rotation about the z-axis

(yawing angle fv).

Each rigid body in either the front axle set or the rear axle set is assigned two degrees of freedom in

the z-direction (Zsi) and the y-direction (Ysi). Since the vehicle tire is assumed to be a point and to have

a sideslip, each rigid body for one tire is assigned one degree of freedom (Yci) in the y-direction. As a

result, the vehicle concerned has a total of 17 degrees of freedom:

vvf g ¼ Zv Yv uv wv fv Zs1 Ys1 Zs2 Ys2 Zs3 Ys3 Zs4 Ys4 Yc1 Yc2 Yc3 Yc4 gf
ð6:8Þ

In Equation 6.8, all the vertical displacements of the vehicle are measured from the position of static

equilibrium. Each rigid body in either the front or rear axle set is connected to the vehicle body through

two suspension units: one is the parallel combination of a linear elastic spring of stiffness Kuzi and a

viscous damper of damping coefficient Cuzi in the z-direction; the other is the parallel combination of a

linear elastic spring of stiffness Kuyi and a viscous damper of damping coefficient Cuyi in the y-direction.

The connection of each rigid body in either the front axle set or the rear axle set to the tire is realized

through the two units representing the dynamic characteristics of the tire: one is the parallel combina-

tion of a linear elastic spring of stiffness Klzi and a viscous damper of damping coefficient Clzi in the z-

direction, while the other is the parallel combination of a linear elastic spring of stiffness Klyi and a

viscous damper of damping coefficient Clyi in the y-direction. The horizontal distance between the two

rigid bodies in either the front axle set or the rear axle set is 2b1. The other major parameters of the

vehicle are listed in Table 6.1.

The use of the fully computerized approach [6] can easily lead to the equations of motion of the

vehicle under a sudden crosswind gust, established from the static equilibrium position of the vehicle.

The equation of motion of the vehicle body in the y-direction is:

Mv
€Yv þ Cuy1ð _Yv þ h1 _wv þ L1 _fv � _Ys1Þ þ Cuy2ð _Yv þ h1 _wv � L2 _fv � _Ys2Þ
þCuy3ð _Yv þ h1 _wv þ L1 _fv � _Ys3Þ þ Cuy4ð _Yv þ h1 _wv � L2 _fv � _Ys4Þ
þKuy1ðYv þ h1wv þ L1fv � Ys1Þ þ Kuy2ðYv þ h1wv � L2fv � Ys2Þ
þKuy3ðYv þ h1wv þ L1fv � Ys3Þ þ Kuy4ðYv þ h1wv � L2fv � Ys4Þ ¼ Fvyw

ð6:9Þ

where Fvyw is the aerodynamic force acting on the vehicle body in the y-direction; other parameters can

be found in Table 6.1.
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The equation of motion of the vehicle body in the z-direction is:

Mv
€ZvþCuz1ð _Zv�L1 _uv� b1 _wv� _Zs1ÞþCuz2ð _ZvþL2 _uv� b1 _wv� _Zs2Þ

þCuz3ð _Zv�L1 _uvþ b1 _wv� _Zs3ÞþCuz4ð _ZvþL2 _uvþ b1 _wv� _Zs4ÞþKuz1ðZv�L1uv �b1wv �Zs1Þ
þKuz2ðZvþL2uv� b1wv�Zs2ÞþKuz3ðZv �L1uvþ b1wv�Zs3ÞþKuz4ðZvþL2uvþ b1wv�Zs4Þ ¼ Fvzw

ð6:10Þ
where Fvzw is the aerodynamic force acting on the vehicle body in the z-direction.

The dynamic equilibrium condition of the vehicle body about the x-axis leads to:

Jxv €wv � Cuz1ð _Zv � L1 _uv � b1 _wv � _Zs1Þb1 � Cuz2ð _Zv þ L2 _uv � b1 _wv � _Zs2Þb1
þCuz3ð _Zv � L1 _uv þ b1 _wv � _Zs3Þb1 þ Cuz4ð _Zv þ L2 _uv þ b1 _wv � _Zs4Þb1
�Kuz1ðZv � L1uv � b1wv � Zs1Þb1 � Kuz2ðZv þ L2uv � b1wv � Zs2Þb1
þKuz3ðZv � L1uv þ b1wv � Zs3Þb1 þ Kuz4ðZv þ L2uv þ b1wv � Zs4Þb1
þCuy1ð _Yv þ h1 _wv þ L1 _fv � _Ys1Þh1 þ Cuy2ð _Yv þ h1 _wv � L2 _fv � _Ys2Þh1
þCuy4ð _Yv þ h1 _wv � L2 _fv � _Ys4Þh1 þ Kuy1ðYv þ h1wv þ L1fv � Ys1Þh1
þKuy2ðYv þ h1wv � L2fv � Ys2Þh1 þ Cuy3ð _Yv þ h1 _wv þ L1 _fv � _Ys3Þh1
þKuy3ðYv þ h1wv þ L1fv � Ys3Þh1 þ Kuy4ðYv þ h1wv � L2fv � Ys4Þh1 ¼ Mvxw

ð6:11Þ

whereMvxw is the aerodynamic moment acting on the vehicle body about the x-axis.

Table 6.1 Major parameters of the road vehicle used in case study (from [5]) (Reproduced with permission from

Techno.Press)

Parameter Unit Value

Full length of vehicle (L) m 13.450

Total weight of vehicle (Wv) kN 73.575

Mass of truck body (Mv) kg 4480

Pitching moment of inertia of truck body (Jyv) kg�m2 5516

Rolling moment of inertia of truck body (Jxv) kg�m2 1349

Yawing moment of inertia of truck body (Jzv) kg�m2 100 000

Mass of axle set (Ms1¼Ms3) kg 800

Mass of axle set (Ms2¼Ms4) kg 710

Mass of tires (Mc1¼Mc2¼Mc3¼Mc4) kg 0.0

Upper vertical spring stiffness (Kuz1¼Kuz2¼Kuz3¼Kuz4) kN=m 399

Upper lateral spring stiffness (Kuy1¼Kuy2¼Kuy3¼Kuy4) kN=m 299

Upper vertical damper damping coefficient (Cuz1¼Cuz3) kN�s=m 23.21

Upper lateral damper damping coefficient (Cuy1¼Cuy3) kN�s=m 23.21

Upper vertical damper damping coefficient (Cuz2¼Cuz4) kN�s=m 5.18

Upper lateral damper damping coefficient (Cuy2¼Cuy4) kN�s=m 5.18

Lower vertical spring stiffness (Klz1¼Klz2¼Klz3¼Klz4) kN=m 351

Lower lateral spring stiffness (Kly1¼Kly2¼Kly3¼Kly4) kN=m 121

Lower vertical damper damping coefficient (Clz1¼Clz2¼Clz3¼Clz4) kN�s=m 0.80

Lower lateral damper damping coefficient (Cly1¼Cly2¼Cly3¼Cly4) kN�s=m 0.80

Reference area (Af) m2 10.50

Reference height (hv) m 1.50

Distance (L1) m 3.00

Distance (L2) m 5.00

Distance (b1) m 1.10

Distance (h1) m 0.80
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The dynamic equilibrium condition of the vehicle body about the y-axis yields:

Jyv €uv�Cuz1ð _Zv�L1 _uv�b1 _wv� _Zs1ÞL1þCuz2ð _ZvþL2 _uv�b1 _wv� _Zs2ÞL2�Cuz3ð _Zv�L1 _uvþb1 _wv� _Zs3ÞL1
þCuz4ð _ZvþL2 _uvþb1 _wv� _Zs4ÞL2�Kuz1ðZv�L1uv�b1wv�Zs1ÞL1þKuz2ðZvþL2uv�b1wv�Zs2ÞL2
�Kuz3ðZv�L1uvþb1wv�Zs3ÞL1þKuz4ðZvþL2uvþb1wv�Zs4ÞL2¼Mvyw

ð6:12Þ

whereMvyw is the aerodynamic moment acting on the vehicle body about the y-axis.

The dynamic equilibrium condition of the vehicle body about the z-axis results in:

Jzv €fv þ Cuy1ð _Yv þ h1 _wv þ L1 _fv � _Ys1ÞL1 � Cuy2ð _Yv þ h1 _wv � L2 _fv � _Ys2ÞL2
þCuy3ð _Yv þ h1 _wv þ L1 _fv � _Ys3ÞL1 � Cuy4ð _Yv þ h1 _wv � L2 _fv � _Ys4ÞL2
þKuy1ðYv þ h1wv þ L1fv � Ys1ÞL1 � Kuy2ðYv þ h1wv � L2fv � Ys2ÞL2
þKuy3ðYv þ h1wv þ L1fv � Ys3ÞL1 � Kuy4ðYv þ h1wv � L2fv � Ys4ÞL2 ¼ Mvzw

ð6:13Þ

whereMvzw is the aerodynamic moment acting on the vehicle body about the z-axis.

The equations of motion of the left rigid body in the front axle set in the y- and z-directions can be

expressed as:

Ms1
€Ys1 � Cuy1ð _Yv þ h1 _wv þ L1 _fv � _Ys1Þ � Kuy1ðYv þ h1wv þ L1fv � Ys1Þ

þCly1ð _Ys1 � _Yc1Þ þ Kly1ðYs1 � Yc1Þ ¼ 0
ð6:14Þ

Ms1
€Zs1 � Cuz1ð _Zv � L1 _uv � b1 _wv � _Zs1Þ � Kuz1ðZv � L1uv � b1wv � Zs1Þ

þClz1ð _Zs1 � _Zc1Þ þ Klz1ðZs1 � Zc1Þ ¼ 0
ð6:15Þ

The equations of motion of the left rigid body in the rear axle set in the y- and z-directions can be

expressed as:

Ms2
€Ys2 � Cuy2ð _Yv þ h1 _wv � L2 _fv � _Ys2Þ � Kuy2ðYv þ h1wv � L2fv � Ys2Þ

þCly2ð _Ys2 � _Yc2Þ þ Kly2ðYs2 � Yc2Þ ¼ 0
ð6:16Þ

Ms2
€Zs2 � Cuz2ð _Zv þ L2 _uv � b1 _wv � _Zs2Þ � Kuz2ðZv þ L2uv � b1wv � Zs2Þ

þClz2ð _Zs2 � _Zc2Þ þ Klz2ðZs2 � Zc2Þ ¼ 0
ð6:17Þ

The equations of motion of the right rigid body in the front axle set in the y- and z-directions can be

written as:

Ms3
€Ys3 � Cuy3ð _Yv þ h1 _wv þ L1 _fv � _Ys3Þ � Kuy3ðYv þ h1wv þ L1fv � Ys3Þ

þCly3ð _Ys3 � _Yc3Þ þ Kly3ðYs3 � Yc3Þ ¼ 0
ð6:18Þ

Ms3
€Zs3 � Cuz3ð _Zv � L1 _uv þ b1 _wv � _Zs3Þ � Kuz3ðZv � L1uv þ b1wv � Zs3Þ

þClz3ð _Zs3 � _Zc3Þ þ Klz3ðZs3 � Zc3Þ ¼ 0
ð6:19Þ

The equations of motion of the right rigid body in the rear axle set in the y- and z-directions can be

written as:
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Ms4
€Ys4 � Cuy4ð _Yv þ h1 _wv � L2 _fv � _Ys4Þ � Kuy4ðYv þ h1wv � L2fv � Ys4Þ

þCly4ð _Ys4 � _Yc4Þ þ Kly4ðYs4 � Yc4Þ ¼ 0
ð6:20Þ

Ms4
€Zs4 � Cuz4ð _Zv þ L2 _uv þ b1 _wv � _Zs4Þ � Kuz4ðZv þ L2uv þ b1wv � Zs4Þ

þClz4ð _Zs4 � _Zc4Þ þ Klz4ðZs4 � Zc4Þ ¼ 0
ð6:21Þ

In Equations 6.15, 6.17, 6.19 and 6.21, Zci (i¼ 1, 2, . . . , 4) denotes the vertical displacement of the

ith tire. Assuming that the vertical road surface profile is not so rough as to make the vehicle jump or

leave the riding surface, the tire of the vehicle is assumed to be a point and remains in contact with the

road surface at all times except in the occurrence of an overturning accident. As a result, the vertical

displacement, velocity and acceleration of each contact point can be expressed in terms of the road

surface profile:

Zci ¼ rciðxÞ ð6:22Þ

_Zci ¼ @rciðxÞ
@x

Uv ð6:23Þ

€Zci ¼
@2rciðxÞ
@x2

U2
v ð6:24Þ

where rci(x) is the road surface roughness under the ith contact point. Clearly, Zci (i¼ 1, 2, . . . , 4) and

its derivatives are known quantities, so they do not appear as independent degrees of freedom.

The consideration of dynamic equilibrium condition of each tire in the y-direction yields:

Mci
€Yci þ Clyið _Yci � _YsiÞ þ KlyiðYci � YsiÞ ¼ Fhi ði ¼ 1; 2; . . . ; 4Þ ð6:25Þ

where Fhi (i¼ 1, 2, . . . , 4) is the lateral contact force between the ith tire and the road surface, namely

the tire sideslip force.

The tire sideslip forces can be related, very approximately, to the vertical reactions by equations of

the form [2]:

Fhi ¼ �m
_Yci

Uv

þ d

� �
Fvi ði ¼ 1; 3Þ ð6:26Þ

Fhi ¼ �m
_Yci

Uv

Fvi ði ¼ 2; 4Þ ð6:27Þ

where:

m is a coefficient of sideslip friction, and the negative sign ensures that the sideslip force resists the

lateral motion of the tire relative to the road surface;

Fvi is the vertical contact force between the ith tire and the road surface;

d is a steering angle, that is the angle of the front wheels to the vehicle axis.

The introduction of the steering angle of the front wheels is to consider driver behaviour for course

correction, but it is not considered here. Note that Equations 6.26 and 6.27 control the sideslip of the
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vehicle and introduce the non-linear terms to the governing equations of motion of the vehicle. Substi-

tuting Equations 6.26 and 6.27 into Equation 6.25 then yields:

Mci
€Yci þ Clyi þm

Fvi

Uv

� �
_Yci � Clyi

_Ysi þ KlyiðYci � YsiÞ ¼ �dmFvi ði ¼ 1; 3Þ ð6:28Þ

Mci
€Yci þ Clyi þm

Fvi

Uv

� �
_Yci � Clyi

_Ysi þ KlyiðYci � YsiÞ ¼ 0 ði ¼ 2; 4Þ ð6:29Þ

The vertical contact forces are given by:

Fvi ¼ Mci
€Zci þ Clzið _Zci � _ZsiÞ þ KlziðZci � ZsiÞ þ FGi ði ¼ 1; 2; . . . ; 4Þ ð6:30Þ

where FGi (i¼ 1, 2, . . . , 4) is the force on the ith tire due to the gravity of the vehicle, which can be

calculated by:

FGi ¼ Mvg
L2

2ðL1 þ L2Þ þ ðMsi þMciÞg ði ¼ 1; 3Þ ð6:31Þ

FGi ¼ Mvg
L1

2ðL1 þ L2Þ þ ðMsi þMciÞg ði ¼ 2; 4Þ ð6:32Þ

where g is the acceleration due to gravity.

Equations 6.9 to 6.21 and Equations 6.28 and 6.29 are regarded as the governing equations of motion

of a high-sided road vehicle running on the road at a constant velocity and subjected to a sudden cross-

wind gust. However, these are non-linear equations, because the time-varying vertical contact forces

expressed by Equation 6.30 are functions of the motions of the front axle set and the rear axle set in the

z-direction (Zsi), which are coupled with the motions of the front axle set and the rear axle set in the y-

direction (Ysi). Thus, iterations have to be used at each time step in order to find the numerical solution

of the governing equations of motion of the vehicle.

The two rigid bodies in either the front axle set or the rear axle set are connected by a massless rigid

rod in this numerical study. The following two restriction equations are used to reduce the number of

governing equations of motion from 17 to 15:

Ys1 ¼ Ys3 ð6:33Þ

Ys2 ¼ Ys4 ð6:34Þ

6.2.6 Case Study

A computer program for determining the dynamic response and the accident vehicle speed of a moving

road vehicle subject to a sudden crosswind gust was developed according to the proposed framework.

The equations of motion assembled by the computer program were a set of coupled second-order non-

linear differential equations. The Wilson-u method was used in this study to find the solutions [9]. The

u value and the time interval used in the computation were 1.4 and 0.005 seconds, respectively. Within

each time step, the iterations were performed in consideration of the sideslip forces between the tire and

the road surface.

The value of roughness coefficient Ar in Equation 6.3 is taken as 80� 10�6, 20� 10�6 and 5� 10�6

m3=cycle for the average, good and very road surface, respectively. A total of 16 384 (214) data points

are generated within the sample length of 2048m. The vertical road surface profile averaged from five

simulations with the first 512m is shown in Figures 6.3a, 6.3b and 6.3c, respectively, for very good,

good, and average road conditions.
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The selected vehicle in this study is similar to that investigated by Coleman and Baker [3] for ground

vehicles under crosswinds. The following formulae were suggested for determining the aerodynamic

force and moment coefficients of the vehicle as a function of the yaw angle:

CsðcÞ ¼ 5:2ðcÞ0:382 ð6:35aÞ
CLðcÞ ¼ 0:93ð1þ sin 3cÞ ð6:35bÞ

CDðcÞ ¼ 0:5ð1þ 2sin 3cÞ ð6:35cÞ
CYðcÞ ¼ �2:0ðcÞ1:77 ð6:35dÞ
CPðcÞ ¼ �2:0ðcÞ1:32 ð6:35eÞ

CRðcÞ ¼ 7:3ðCÞ0:294 ð6:35fÞ
These force and moment coefficients were obtained with respect to the gravity centre of the

vehicle body.
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Figure 6.3 Vertical road surface profiles (from [5]) (Reproduced with permission from Techno.Press).
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To properly simulate the case in which a moving road vehicle was subjected to a sudden crosswind

gust, the x-axis was set along the road with the coordinate of �60m for the starting point of the road

surface profile, as shown in Figure 6.4.

The x-coordinate of the initial position of the centroid of the vehicle body was taken as �50m,

where the vehicle started to run, with all the initial conditions being zero except for the vehicle speed

in the x-direction. When the vehicle had run to the place with the zero x-coordinate for its centroid, a

sudden crosswind gust was imposed on the vehicle. When the centroid of the vehicle body was of

negative x-coordinate, there was no crosswind and the relative wind velocity became the same as the

vehicle velocity in the x-direction. Since the corresponding wind lift force due to the relative wind

velocity (i.e. the vehicle velocity) was very small, it was neglected and only the road surface roughness

was considered as the vibration source.

As the centroid of the vehicle body moved to the location of positive x-coordinate, the vibration

sources of the vehicle included both the road surface roughness and the sudden crosswind gust. The

total computation time required was thus the sum of the time during which the vehicle ran through the

first 50m of road without wind forces and 0.5 seconds, during which the vehicle entered into a sharp-

edged crosswind gust.

6.2.7 Effects of Road Surface Roughness

Displayed in Figure 6.5a are the time histories of the vertical displacement responses (Zv) of the vehicle

at its centroid for four road surface conditions in the vertical direction: no roughness, very good, good,

and average road conditions. The vehicle speed used in the computation is constant at 40 km=h, and the
sudden crosswind gust is 20m=s. It thus takes 4.5 seconds for the vehicle to run through a 50m distance

without wind forces and then to enter a sudden crosswind gust for 0.5 seconds.

It can be seen from Figure 6.5a that, within the first 4.5 seconds, the vertical displacement response

remains zero for the vehicle running on the road of no roughness. When the vehicle runs on the rough

road, however, the vehicle vibrates vertically with a dominant frequency around the first natural fre-

quency of the vehicle in the vertical direction.

The vertical displacement response of the vehicle depends on the road surface profile. When the

vehicle enters a sudden crosswind gust at 4.5 seconds, the vehicle experiences a vertical vibration even

when it runs on the road without roughness. The peak response of the vehicle, however, depends on the

road surface and the initial condition of the vehicle when it enters the sudden crosswind gust.

The time histories of the lateral and rotational displacement responses of the vehicle are plotted in

Figure 6.5b and Figure 6.5c, respectively. During the first 4.5 seconds, when there is no wind force

acting on the vehicle, the lateral and rotational displacement responses of the vehicle remain zero.

Afterwards, the lateral and rotational displacement responses increase rapidly due to suddenly applied

wind forces. For example, the lateral displacement response of the vehicle at its centroid, Yv, is zero at

4.5 seconds, but it reaches 0.256m at 5.0 seconds. Such a lateral displacement response is actually the

Vehicle 

Road surface

Wind region

X0–50–60

Z

Figure 6.4 The x-coordinates used for a moving road vehicle (from [5]) (Reproduced with permission from

Techno.Press).
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algebraic summation of two parts – the motion of the vehicle as a whole due to the sideslip, and the

vibration of the vehicle itself.

In this case, the sideslip of the vehicle at the front left tire, Yc1, is computed as 0.246m. The total

lateral displacement of the front axle set, Ys1, is 0.274m. As a result, the relative lateral displacement

of the vehicle at its centroid to its front axle set is 0.018m only, and the relative lateral displacement of

the front axle set to the front left tire is 0.028m only. These results show that, even though the total
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Figure 6.5 Effects of road roughness on dynamic displacement responses (Uv¼ 40 km=h, Um¼ 20m=s) (from [5])

(Reproduced with permission from Techno.Press)
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lateral displacement of the vehicle at its centroid is quite large, its relative displacement within the

vehicle is quite small, complying with the small displacement assumption. It can also be seen that both

the lateral and rotational displacement responses of the vehicle keep the same for all the road conditions

concerned. This indicates that the vertical road surface condition does not affect the lateral and rota-

tional displacement responses of the vehicle.

Figures 6.6a to 6.6d show the time histories of vertical contact forces acting on the first, second, third

and fourth tires, respectively. During the first 4.5 seconds, the vertical contact forces acting on the first,

second, third and fourth tires remain constant at 21.58, 15.21, 21.58, and 15.21 kN, respectively. These

constant contact forces on the tires are solely determined by the gravity force of the vehicle, as there are

no wind forces and no road roughness. Furthermore, because of the symmetry of the vehicle with

respect to the x-axis, the contact force on the first tire is the same as that on the third tire, while the

contact force on the second tire is the same as that on the fourth tire.
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Figure 6.6 Effects of road roughness on contact forces (Uv¼ 40 km=h, Um¼ 20m=s) (from [5]) (Reproduced with

permission from Techno.Press).
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When the vehicle runs on the rough road, the contact forces fluctuate around the constant contact

forces caused by the gravity force of the vehicle. It is clear that within the first 4.5 seconds, road condi-

tions are better, and the peak contact force for any one of the four tires is smaller. When the vehicle

enters into a sudden crosswind gust, the contact forces on the first and second tires, on the windward

side, significantly decrease, whereas the contact forces on third and fourth tires, on the leeward side,

considerably increase, compared with the constant contact forces in the first 4.5 seconds. The decrease

of peak contact forces on the windward tires and the increase of peak contact forces on the leeward tires

are larger for rougher road conditions.

The minimum peak contact force on the second tire are 2.52, 4.50, 5.12, and 5.22 kN for the average,

good, very good and no roughness road conditions, respectively. These results indicate that the over-

turning accident is controlled by the second tire; the rougher the road condition, the smaller the contact

force on the second tire. From this, one may conclude that the road surface condition in the vertical

direction does affect the vertical displacement response of the vehicle and the contact forces on the

vehicle tires. They thus may, in turn, affect the accident vehicle speed for a given gust wind speed.
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Figure 6.6 (Continued )
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6.2.8 Effects of Vehicle Suspension System

To investigate the effects of vehicle suspension system on the dynamic performance of the vehicle,

all of the spring stiffness coefficients and damper damping coefficients of the vehicle, as listed in

Table 6.1, are multiplied by the same value of 100, 10, 2, 1 (normal), and 0.5, respectively, to form the

suspension systems of No. 1, 2, 3, 4, and 5 correspondingly. The multiplication factor over 10 is not

realistic, but it implies the rigid suspension assumption used in the previous study [2] so that the valid-

ity of this assumption can be assessed.

Other parameters of the vehicle, such as its geometric dimensions, mass, and the mass moments of

inertia, remain unchanged. As a result, the first natural frequency of the vehicle is 9.80, 3.10, 1,39, 0.98,

and 0.69Hz in the lateral direction, and 18.60, 5.71, 2.55, 1.81, and 1.28Hz in the vertical direction,

corresponding to the suspension systems of Nos. 1, 2, 3, 4 and 5, respectively. The discussion in the

last section was for the No. 4 suspension system (normal system). To achieve a reasonable comparison

between different vehicle suspension systems, the dynamic analyses of the vehicle are carried out for

the vehicle running on the road of no roughness.

Figure 6.7a shows the time histories of vertical displacement responses of the vehicle for different

suspension systems at a vehicle speed of 40 km=h and under a sudden crosswind gust of 20m=s. During
the first 4.5 seconds, when the vehicle runs on the smooth road without wind forces, the vertical dis-

placement response of the vehicle remains zero for all types of suspension systems. When the vehicle

enters into a sudden crosswind gust, it experiences vertical vibration. The peak vertical displacement

response of the vehicle increases from zero to 0.0, 0.5, 2.6, 5.3 and 10.7mm, respectively, correspond-

ing to the suspension systems of No. 1, 2, 3, 4, and 5. Clearly, the softer the spring stiffness and the

lighter the damper damping, the larger the peak displacement response of the vehicle when it is sub-

jected to a sudden crosswind gust.

Figures 6.7b and 6.7c show the time histories of lateral and rotational displacements of the vehicle

for different suspension systems at a vehicle speed of 40 km=h and under a sudden crosswind gust of

20m=s. Again, during the first 4.5 seconds, all the lateral and rotational displacement responses of the

vehicle remain zero because there are no wind forces and road roughness affecting the vehicle. When

the vehicle enters a sudden crosswind gust, the lateral and rotational displacement responses of the

vehicle increase monotonously with time. At a given time, the lateral and rotational displacement

responses increase with the increase in the number of the suspension system.

The maximum lateral displacement responses of the vehicle occur at 5.0 seconds and are 0.22, 0.23,

0.24, 0.26, and 0.29m for the suspension systems of No. 1, 2, 3, 4, and 5, respectively. The maximum

rotational displacement responses of the vehicle also occur at 5.0 seconds and are 0.0155, 0.0156,

0.0163, 0.0172, and 0.0184 radians for the suspension systems of No. 1, 2, 3, 4, and 5, respectively.

Clearly, the softer the spring stiffness and the lighter the damper damping, the larger the lateral and

rotational displacement responses.

Plotted in Figures 6.8a to 6.8d are the time histories of vertical contact forces on the first, second,

third and fourth tires, respectively. During the first 4.5 seconds, when the vehicle runs on the road of no

roughness and without wind forces, the vertical contact forces on the first and third tires remain

unchanged at 21.58 kN, whereas the contact forces on the second and fourth tires remain at 15.21 kN.

These vertical contact forces are caused by the vehicle weight only. When the vehicle enters a sudden

crosswind gust, the vertical contact forces on the windward first and second tires have a sudden

decrease, whereas those on the leeward third and fourth tires have a sudden increase. Afterwards, the

contact force on each tire fluctuates at the natural frequency of the vehicle and around a new dynamic

equilibrium position.

The contact forces on each tire for different suspension systems finally reach a common value, which is

determined by both the static wind forces and the weight of the vehicle. Again, the minimum contact force

occurs on the second tire of 7.94, 6.36, 5.49, 5.22 and 5.02 kN for the suspension systems of No. 1, 2, 3, 4

and 5, respectively. Therefore, one may conclude that the vehicle suspension does affect the dynamic
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responses and contact forces of the vehicle subject to a sudden crosswind gust. The suspension systems of

softer spring and lighter damper may lead to a lower accident vehicle speed for a given wind speed.

6.2.9 Accident Vehicle Speed

To investigate the effects of road surface roughness on the accident vehicle speed of the high-sided road

vehicle selected, the suspension system of the vehicle is taken as the normal case (No. 4) and four road

conditions are considered: no roughness, very good, good and average road surfaces. The computation
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Figure 6.7 Effects of vehicle suspension on dynamic displacement response (Uv¼ 40km=h, Um¼ 20m=s) (from [5])

(Reproduced with permission from Techno.Press).
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is carried out in such a way that, for a given road condition and a given sudden crosswind speed, the

dynamic responses and contact forces of the moving vehicle are computed at a series of vehicle speeds

in an ascending order. The increment of the vehicle speed is taken as 2.5 km=h. If the dynamic

responses and contact forces computed indicate that wind-induced vehicle accident does not occur, a

higher vehicle speed that equals the current vehicle speed plus an increment of 2.5 km=h is adopted for

the next step computation, until the computation results show that at least one type of vehicle accident

occurs. Correspondingly, the final vehicle speed is called the “accident vehicle speed” for the wind

speed specified.

The computed accident vehicle speeds for different road surface conditions are plotted in Figure 6.9

and listed in Table 6.2, together with the type of vehicle accidents. It is seen that with increasing gust

wind speed, the accident vehicle speed decreases. For a given crosswind speed, a better road condition

leads to a relatively higher accident vehicle speed. For a given vehicle speed, a better road condition

also gives a relatively higher accident wind speed. The safety of the concerned high-sided road vehicle
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Figure 6.8 Effects of vehicle suspension on contact forces (Uv¼ 40 km=h, Um¼ 20m=s) (from [5]) (Reproduced

with permission from Techno.Press).
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subject to a sudden crosswind gust mainly results in an overturning accident; there is just one exception

to this, in which the crosswind speed is 10m=s and the road has no roughness, resulting in a sideslip

accident at an accident vehicle speed of 135 km=h.
To investigate the effects of vehicle suspension on the accident vehicle speed of the high-sided road

vehicle selected, the suspension systems of the vehicle from No. 1 to No. 5 are considered, but only one

road condition (i.e. no roughness) is selected for the computation. The computation is carried out in

such a way that, for a given suspension system and a given sudden crosswind speed, the dynamic

responses and contact forces of the moving vehicle are computed at a series of vehicle speeds in an

ascending order of increment of 2.5 km=h until the computation results show that at least one type of

vehicle accident occurs. The obtained accident vehicle speed for different suspension systems are plot-

ted in Figure 6.10 and listed in Table 6.3.

It can be seen that with the increase in the gust wind speed, the accident vehicle speed decreases. For

a given crosswind speed, the softer suspension system leads to a lower accident vehicle speed. For a
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Figure 6.8 (Continued )
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given vehicle speed, the softer suspension system yields a lower accident wind speed. It is interesting

to see that for the suspension system of the highest spring stiffness and the heaviest damper damping

(No. 1), all the vehicle accidents are of the sideslip type (see Table 6.3). For the suspension system of

smaller spring stiffness and lighter damper damping, the dominant accident type is the overturning

accident. These results indicate that the rigid suspension assumption is not suitable for estimating

accident vehicle speed and type.

6.3 Formulation of Wind-Road Vehicle-Bridge Interaction

Coupled road vehicle and long-span bridge system under crosswind presents a complicated dynamic

interaction problem, involving wind-road vehicle interaction, wind-bridge interaction and road vehicle-

bridge interaction. Wind-road vehicle interaction has been discussed in Section 6.2 of this chapter,

while wind-bridge interaction has been introduced in Chapter 4 in detail. This section will explore road

vehicle-bridge interaction and then wind-road vehicle-bridge interaction.

6.3.1 Equations of Motion of Coupled Road Vehicle-Bridge System

Dynamic vehicle-bridge interaction problems have been studied by many investigators since the

middle of the nineteenth century [10–14]. Because of the limitations of computation capacity in
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Figure 6.9 Effects of road roughness on accident vehicle speed (from [5]) (Reproduced with permission from

Techno.Press).

Table 6.2 Accident vehicle speeds for different road conditions (normal suspension system No. 4) (from [5])

(Reproduced with permission from Techno.Press)

Mean wind speed (m=s) Average (km=h) Good (km=h) Very good (km=h) No roughness (km=h)

10.0 117.5 (o) 122.5 (o) 130.0 (o) 135.0 (s)

12.5 115.0 (o) 120.0 (o) 122.5 (o) 125.0 (o)

15.0 100.0 (o) 105.0 (o) 112.5 (o) 112.5 (o)

17.5 90.0 (o) 92.5 (o) 97.5 (o) 97.5 (o)

20.0 75.0 (o) 80.0 (o) 82.5 (o) 82.5 (o)

22.5 57.5 (o) 62.5 (o) 67.5 (o) 67.5 (o)

25.0 27.5 (o) 40.0 (o) 42.5 (o) 45.0 (o)

Note: (o): Overturning accident; (s): Sideslip accident.
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the past, only simplified models of vehicle-bridge systems could be considered. For instance, a

moving vehicle was modeled as a moving load without considering the effect of inertia force

[15], and later a moving-mass model was used instead of a moving load to include inertia force

effects [10]. Nowadays, the volume of traffic and the speed of vehicles have increased considera-

bly, and the configurations of vehicles have also changed dramatically. More sophisticated and

rational models and computerized approaches are required.

However, most of the existing methods are not fully computerized to form the equations of motion of

a bridge with different types of vehicles running over it. Thus, the types of vehicles on the bridge

should be decided before the formulation. The cases in which a vehicle enters onto the bridge or leaves

the bridge are also difficult to handle. Some methods also cannot efficiently compute the dynamic

responses of both bridge and vehicles simultaneously.

In this respect, a fully computerized approach for assembling equations of motion of any

types of coupled vehicle-bridge systems has been proposed by Guo and Xu [6]. Heavy road

vehicles are idealized as a combination of a number of rigid bodies, connected by a series of

springs and dampers, while the bridge is modeled using the conventional finite element method.

The mass matrix, stiffness matrix, damping matrix and force vector of coupled vehicle-bridge

systems are automatically assembled using the fully computerized approach and taking into

account road surface roughness. This approach can easily lead to the following equations of

motion of the coupled vehicle and bridge system, established from the static equilibrium
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Figure 6.10 Effects of vehicle suspension on accident vehicle speed (from [5]) (Reproduced with permission from

Techno.Press).

Table 6.3 Accident vehicle speeds for different suspension systems (no roughness) (from [5]) (Reproduced with

permission from Techno.Press)

Mean wind speed

(m=s)

100 times

(km=h)

10 times

(km=h)

2 times

(km=h)

Normal

(km=h)

0.5 times

(km=h)

10.0 140.0 (s) 137.5 (s) 137.5 (s) 135.0 (s) 132.5 (s)

12.5 127.5 (s) 127.5 (s) 127.5 (s) 125.0 (o) 122.5 (o)

15.0 120.0 (s) 120.0 (s) 115.0 (o) 112.5 (o) 110.0 (o)

17.5 110.0 (s) 110.0 (o) 100.0 (o) 97.5 (o) 95.0 (o)

20.0 100.0 (s) 95.0 (o) 87.5 (o) 82.5 (o) 82.5 (o)

22.5 87.5 (s) 80.0 (o) 70.0 (o) 67.5 (o) 65.0 (o)

25.0 75.0 (s) 62.5 (o) 50.0 (o) 45.0 (o) 40.0 (o)

Note: (o): Overturning accident; (s): Sideslip accident.
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position of the system, though it is not necessary for these to be written out explicitly in the

computer implementation.

Mb þMbbv 0

0 Mv

" #
€vb

€vv

( )
þ Cb þ Cbbv1 Cbv1

Cvb1 Cv þ Cv1

" #
_vb

_vv

( )
þ Kb þ Kbbv1 Kbv1

Kvb1 Kv þ Kv1

" #
vb

vv

( )

¼ Pbvg þ Pbvr1 þ Pbvr2 þ Pbvr3

Pvvr2 þ Pvvr3

( )
ð6:36Þ

where:

vb; _vb; €vb are the nodal displacement, velocity, and acceleration vectors of the bridge, respectively;

vv; _vv; €vv are the displacement, velocity, and acceleration vectors of all the vehicles running on the

bridge, respectively;

Mb, Cb and Kb are the mass matrix, damping matrix, and stiffness matrix of the bridge, respectively,

obtained by the conventional finite element method;

Mbbv is related to the inertia forces from the masses of all the tires of the vehicles at the contact points

due to the bridge accelerations in the vertical direction;

Mv corresponds to the inertia forces of all the rigid bodies of the vehicles, excluding the masses of the

tires at the contact points.

For the dampers whose relative velocities are a function of the degrees of freedom of the vehicles

only, the damper forces lead to the matrix Cv. For the dampers connected to the contact points, their

relative velocities depend not only on the degrees of freedom of the vehicles but also on the degrees of

freedom of the bridge and the deck surface roughness. As a result, the coupled damping matrices Cbv1

and Cvb1, the additional damping matrix Cbbv1 to the bridge damping matrix Cb, the additional damping

matrix Cv1 to the vehicle damping matrix Cv, the additional force vector on the bridge Pbvr2 due to the

deck surface roughness, and the additional force vector on the vehicles Pvvr2 due to the deck surface

roughness, are generated.

Similarly, for the springs whose relative displacements are the function of the degrees of freedom

of the vehicles only, the spring forces lead to the matrix Kv. For the springs connected to the contact

points, the stiffness matrices Kbv1, Kvb1, Kbbv1 and Kv1, and the additional force vectors due to deck

surface roughness Pbvr3 and Pvvr3, are constituted. The inertia forces of all the masses of the vehicle at

the contact points due to the road surface roughness constitute the force vector Pbvr1.The external forces

on the bridge due to the gravity forces of the vehicles are denoted by the force vector Pbvg.

6.3.2 Equations of Motion of Coupled Wind-Road Vehicle-Bridge System

Based on wind-bridge interaction introduced in Chapter 4, wind-road vehicle interaction discussed in

Section 6.2 of this chapter and road vehicle-bridge interaction presented in Section 6.3.1 of this chapter,

wind-road vehicle-bridge interaction can be studied in this section [15]. A three-dimensional finite

element model, which takes into account the geometric non-linearity, is used to model a long-span

cable-stayed bridge. Road vehicles are modeled as a combination of several rigid bodies connected by

a series of springs and damping devices. The random roughness of the bridge road surface is included

to consider the interaction between the bridge and road vehicles in the vertical direction.

The wind forces acting on the bridge, which comprise mean wind forces, buffeting forces and

self-excited forces, are simulated in the time domain. The mean and fluctuating wind forces acting on
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the road vehicles are also simulated in the time domain as the function of incident wind velocity, vehi-

cle velocity and steady state aerodynamic parameters. The equations of motion of coupled road vehicle-

bridge systems under turbulent wind are established using a fully computerized approach [6]. The

detailed investigation on the safety of road vehicles running on an oscillating cable-stayed bridge sub-

jected to crosswinds will be presented in Section 6.4.

In the study of wind-road vehicle-bridge interaction, the lateral displacement of a tire of the

vehicle should also be taken as an independent degree of freedom to consider the course deviation

of the vehicle caused by a sudden crosswind gust when the vehicle runs over the bridge. Since the

lateral sideslip force between the tire and the bridge deck depends on the motion of the bridge,

this problem should be handled carefully, compared with the vehicle subjected to crosswinds but

running on the ground.

Furthermore, the turbulent wind velocity used in the calculation of wind forces on the vehicle should

maintain compatibility with those used in the calculation of wind forces on the bridge. That is, the

turbulent wind speed used to determine wind forces on the vehicle at a given time and a given position

should be the same as the turbulent wind speed at the corresponding position of the bridge deck. Thus,

the turbulent wind speed impacting the vehicle is not only a function of time but also of position. The

turbulence wind speeds, both in the horizontal and vertical directions, along with the bridge deck, are

generated at the bridge nodes only. Therefore, if the position of the vehicle is located between the two

nodes, the wind speed used to determine wind forces on the vehicle is determined by a linear

interpolation.

The use of the fully computerized approach [6] can easily lead to the equations of motion of coupled

road vehicle and stayed-cable bridge system under crosswinds in the following form, established from

the static equilibrium position of the system:

Mb þMbbv 0

0 Mv

" #
€vb

€vv

( )
þ

Cb þ Cbbv1 þ Cbbv2 Cbv1 þ Cbv2

Cvb1 þ Cvb2 Cv þ Cv1 þ Cv2

" #
_vb

_vv

( )

þ
Kb þ Kbbv1 Kbv1

Kvb1 Kv þ Kv1

" #
vb

vv

( )

¼
Pbvg þ Pbvr1 þ Pbvr2 þ Pbvr3 þ Pbw

Pvvr2 þ Pvvr3 þ Pvw

( )
ð6:37Þ

where:

Pbw is the total wind force vector on the bridge deck and is the sum of the mean wind force, the buffet-

ing force and the self-excited forces that are functions of the bridge motion;

Pvw is the wind force vector on the vehicles only.

The presence of the damping matrices Cbv2, Cvb2 and Cv2, which are functions of the vertical

contact forces between the tires and the bridge deck (and are, in turn functions of the motions of

both the vehicle and bridge in the vertical direction), results from the sideslip forces between the

tires and the bridge deck in the lateral direction. Thus, the equation of motion of the system is

non-linear and iterations in the numerical computation are inevitable. All other terms can be

found in Equation 6.36.

Although the governing equation of motion established is a set of coupled second-order differential

equations with time-varying coefficients, not all of the sub-matrices of the system are time-dependent.

It is necessary to distinguish the feature of each sub-matrix and external force vector in the computer
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program so that the computation efforts can be reduced significantly. The sub-matrices and external

force vectors in Equation 6.37 can be divided into three categories:

� The sub-matrix of the system remains unchanged with time. This means the sub-matrix is indepen-

dent on the relative position of the vehicles to the bridge deck. For instance, the dynamic matrices

Mb, Cb and Kb of the bridge remain unchanged with time. For the vehicles, the sub-matrices Mv, Cv,

Cv1, Kv and Kv1, which correspond to the degrees of freedom of the vehicles only, remain unchanged.

This is because the geometric information and dynamic properties of the vehicles and the sign con-

vention all remain unchanged. As a result, the above eight sub-matrices can be assembled and stored

in the computer program once, without any change during the computation. In the computation

implementation, the eight sub-matrices are put into the proper positions in the system matrices as the

first step for the establishment of equation of motion of the entire system.
� The sub-matrix and the external force vector vary with time because the relative positions of the

vehicles to the bridge deck vary with time. The sub-matrices Mbbv, Cbbv1, Cbv1, Cvb1, Kbbv1, Kbv1,

Kvb1, and the external force vectors Pbvg, Pbvr1, Pbvr2, Pbvr3, Pvvr2, Pbvr2, belong to this category. They

should be assembled and put into the proper positions of the system matrices at each time step but

without iterations. The external force vector Pbbu should also be computed at each time step due to

the time variation of turbulent winds. The same thing is applied to the external force vector Pvw,

because of the time variation of both the position of vehicle and turbulent winds.
� The sub-matrix and the external force vector are dependent on the motion of the system. The sub-

matrices Cbbv2, Cbv2, Cvb2, Cv2 and the external force vector Pbse can be classified into this category

and should be determined through iterations within each time step.

The above classifications of the sub-matrices and the loading vectors of the system make the compu-

tation of the wind-vehicle-bridge interaction possible and efficient.

6.4 Safety Analysis of Road Vehicles on Ting Kau Bridge under Crosswind

This section will perform the safety analysis of a high-sided road vehicle running on a long-span cable-

stayed bridge when the road vehicle enters a sharp-edged crosswind gust while the bridge is oscillating

under fluctuating winds [16]. Road vehicle accidents, including overturning, excessive sideslip, and

exaggerated rotation, as discussed in Section 6.2, are applied. The equations of motion of coupled road

vehicle-bridge systems under crosswind established in Section 6.3.2 are used, which include road sur-

face roughness, vehicle suspension and the sideslip of the vehicle tire relative to the bridge deck in the

lateral direction. The associated computer programs are developed. A case study is conducted, using a

real long-span cable-stayed bridge and a high-sided road vehicle. Extensive computation work is per-

formed to obtain a series of accident vehicle speeds against mean crosswind speed. The obtained acci-

dent vehicle speeds are also compared with those for the same vehicle running on the ground.

6.4.1 Ting Kau Bridge

The triple-tower cable-stayed bridge selected for the case study is the Ting Kau Bridge in Hong Kong,

which has an overall length of 1177m,with the two main spans measured at 475m and 448m and two

side spans of 127m each (see Figure 6.11).

The bridge deck is separated into two carriageway structures, and each carriageway structure is

formed by two longitudinal steel plate girders with steel beams spanning transversely between them at

4.5m centers (see Figure 6.12). A three-dimensional dynamic finite element model is established for

the triple-tower cable-stayed bridge. Three-dimensional Timoshenko beam elements are used to model

the three bridge towers. The stay cables and stabilizing cables are modeled by cable elements account-

ing for geometric non-linearity due to cable tension. Each carriageway structure is represented by a
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three-girder model consisting of one central girder and two side girders, connected by transverse links.

All of the girders are modeled by the three-dimensional Timoshenko beam elements. The connections

between the bridge components and the supports of the bridge are properly modeled. The fundamental

frequencies in the lateral, vertical, and torsional directions are 0.216Hz, 0.189Hz and 0.510Hz, respec-

tively. The damping ratios of the bridge are taken as 1%.

6.4.2 Wind Forces on Bridge

In the simulation of horizontal and vertical fluctuating wind speed time-histories with prescribed spec-

tral characteristics along the bridge beck, the following horizontal and vertical wind auto-spectra are

adopted for the concerned bridge [16]:

Ru;NðnÞ ¼ nSuðnÞ
s2
u

¼ 4
nLux
Um

� �
1þ 70:8

nLux
Um

� �2
" #�5=6

ð6:38aÞ

Rw;NðnÞ ¼ nSwðnÞ
s2
w

¼ 4
nLux
Um

� �
1þ 755

nLux
Um

� �2
" #

1þ 283
nLux
Um

� �2
" #�11=6

ð6:38bÞ

where:

Ru,N(n) and Rw,N(n) are the non-dimensional PSD functions for wind turbulence components in the

horizontal and vertical direction, respectively;

n¼v=2p is the frequency in Hz;
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Figure 6.11 Configuration of Ting Kau Bridge used in case study (from [16]) (Reproduced with permission from

ASCE).
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Figure 6.12 Typical deck cross section of bridge (from [16]) (Reproduced with permission from ASCE).
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su and sw are the standard deviation of wind turbulence in the horizontal and vertical direction

respectively;

Lux is the integral scale of wind turbulence in the horizontal direction;

Um is the mean wind speed at the deck level.

In this case study, the turbulence intensity used is 0.105 and the ratio of the turbulent intensity in the

vertical direction to the turbulence intensity in the longitudinal direction is 0.825. The integral scale of

wind turbulence in the horizontal direction is assumed to remain constant at 612.4m. The exponential

decay coefficient l, used in the coherence function of wind turbulence along the bridge deck, is taken as
16. The sampling frequency and duration used in the simulation of wind speeds are, respectively,

100Hz and 140 seconds. The frequency interval and the total number of frequency intervals used in the

simulation are, respectively, 0.002Hz and 1000.

6.4.3 Scenario for Extreme Case Study

The most severe condition that a vehicle accident may occur is when the vehicle encounters a sharp-

edged crosswind gust. The safety of a high-sided road vehicle running on the ground and subjected to a

sudden crosswind gust was investigated in Section 6.2. Since the motion of the bridge deck at the

bridge tower is very small compared with that at the midpoint of the main span of the bridge, the

bridge motion will have a little effect on the safety of the vehicle when the vehicle passes through

the bridge towers. One may thus envisage that the accident vehicle speeds due to crosswind for the

vehicle passing through the bridge tower and then entering a sudden crosswind gust are close to those

for the same vehicle running on the ground.

Therefore, the scenario for an extreme case investigated in this study is to let a high-sided vehicle run

on the oscillating cable-stayed bridge and be shielded from crosswind by other vehicles that run parallel

to the high-sided vehicle concerned. It is then assumed that the high-sided vehicle overtakes the other

vehicles at the midpoint of the left main span of the bridge and enters a sudden crosswind gust. To this

end, the x-axis is set along the longitudinal direction of the cable-stayed bridge and the left end of the

bridge deck is assigned as the zero x-coordinate (see Figure 6.13).

The x-coordinate of initial position of the centroid of the vehicle body is taken as 151m, where

the vehicle starts to run with the initial condition being zero except for the vehicle speed in the

x-direction. The start point of vertical road surface profile is taken as x-coordinate of 141m to

0.0 m 151m Vehicle 351m 

No crosswind on 
vehicle directly 

Sudden crosswind on 
vehicle  

Figure 6.13 The x-coordinate of initial position of road vehicle (from [16]) (Reproduced with permission from

ASCE).
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ensure the whole vehicle runs on the bridge deck with road roughness. It is assumed that no cross-

wind acts on the vehicle when it runs from 151m to 351m but it then enters a sudden crosswind

gust at the midpoint of the main span of the bridge. However, the buffeting forces and the self-

excited forces due to crosswind acting on the bridge start when the vehicle is at its initial position,

that is, at 151m of the x-coordinate. The Wilson-u method is used to solve the equation of motion

numerically, and the value and the time interval used in the computation are 1.4 and 0.01 seconds,

respectively. The total computation time required is thus the sum of the time during which the

vehicle runs through the 200m long bridge deck without crosswind and the additional 0.5 seconds

during which the vehicle enters into a sharp-edged crosswind gust.

6.4.4 Dynamic Response of High-Sided Road Vehicle

To demonstrate the proposed approach and to understand how to assess the safety of a high-sided road

vehicle, two mean crosswind speeds of 15.0 and 22.5m=s, respectively, are selected to compute

dynamic responses of the vehicle. A good road surface condition is selected and the vehicle speed is

taken as 60 km=h. If any one type of wind-induced vehicle accident occurs, the computation will be

terminated automatically and the type of vehicle accident will be recorded.

Depicted in Figure 6.14 are the time histories of the lateral and rotational displacements of the vehi-

cle at two different mean wind speeds. It takes 12.0 seconds for the vehicle to run to point A, the

midpoint of the main span of the bridge, without crosswind, and then to enter a sudden crosswind gust
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Figure 6.14 Dynamic displacement responses of high-sided vehicle (from [16]) (Reproduced with permission

from ASCE).
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for 0.5 seconds. The total computation time required is thus 12.5 seconds, except for the case of

22.5m=s mean wind speed, in which the vertical contact force on the second tire of the vehicle falls to

zero at 12.13 seconds and the computation is thus terminated automatically. During the first 12.0 sec-

onds, when the vehicle is shielded from crosswind, the lateral and rotational displacement responses of

the vehicle are small and less affected by the bridge motion. Afterwards, the lateral and rotational dis-

placement responses increase rapidly and monotonously due to suddenly applied wind forces. How-

ever, the maximum lateral and rotational displacements of the vehicle at 12.5 seconds for 15.0m=s
wind speed and at 12.13 seconds for 22.5m=s wind speed are smaller than the allowable values of

0.5m and 0.2 radians respectively. Thus, one may say that no sideslip or rotational accident occurs.

Figure 6.15 shows the time histories of vertical contact forces acting on the second tire of the vehicle

under two different mean wind speeds. During the first 12.0 seconds, when the vehicle runs on the

bridge deck and bears only static wind lift, the maximum vertical contact force at the mean wind speed

of 22.5m=s is greater than that at the mean wind speed of 15m=s. This indicates that the wind-induced
vibration of the bridge can affect the vertical contact forces considerably. When the vehicle enters into a

sudden crosswind gust, the contact force on the second tire on the windward side significantly

decreases, compared with the vertical contact force in the first 12.0 seconds. Because the minimum

value of the contact force on the second tire becomes almost zero at 12.13 seconds under the mean

wind velocity of 22.5m=s, an overturning accident of the vehicle is said to occur. However, under the

mean wind speed of 15m=s, the minimum peak contact force on the second tire at 12.5 seconds is

8.80 kN and the maximum lateral and rotational displacements of the vehicle are 0.224m and

0.013 rad, respectively. Thus, it may be said that no vehicle accident occurs at 15m=s mean wind speed.

6.4.5 Accident Vehicle Speed

To investigate the accident vehicle speed of the selected high-sided road vehicle for various mean wind

speeds, four road conditions are considered: no roughness, very good, good, and average road surfaces.

The computation is carried out in such a way that for a given road condition and a given sudden cross-

wind speed, the dynamic responses and contact forces of the moving vehicle are computed at a series of

vehicle speeds in an ascending order, at increments of 2.5 km=h. If the dynamic responses and contact

forces computed indicate that no type of wind-induced vehicle accident occurs, a higher vehicle speed

that equals the current vehicle speed plus the vehicle speed increment of 2.5 km=h is adopted for the
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Figure 6.15 Dynamic vertical contact force on second tire of high-sided vehicle (from [16]) (Reproduced with

permission from ASCE).
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next step computation, until the computation results show that at least one type of vehicle accident

occurs. Correspondingly, the final vehicle speed is called the “accident vehicle speed” for the mean

wind velocity specified.

The computed accident vehicle speeds of the selected high-sided vehicle are listed in Table 6.4

for different road surface conditions, together with the type of vehicle accidents. It is seen that as

mean wind speed increases, accident vehicle speed decreases. For a given mean wind speed, a

better road condition leads to a higher accident vehicle speed. In all cases but one, the type of

accident that occurs is an overturning accident. The exception is the case in which the mean cross-

wind speed is 10m=s and the road has no roughness, where a sideslip accident occurs with the

accident vehicle speed of 135 km=h.

6.4.6 Comparison of Safety of Road Vehicle Running on Bridge and Ground

To study the effects of bridge motion on the safety of the road vehicle under a sudden crosswind gust,

the dynamic response of the road vehicle running on the cable-stayed bridge subjected to a sudden

crosswind gust is compared with that of the same road vehicle running on the ground [16]. Displayed

in Figure 6.16 are the time histories of vertical contact force acting on the second tire of the vehicle

running on the bridge deck and the ground at a speed of 45 km=h, respectively.

Table 6.4 Accident vehicle speeds for different road conditions and wind speeds (from [16]) (Reproduced with

permission from ASCE)

Um (m=s) Average (km=h) Good (km=h) Very good (km=h) No roughness (km=h)

10.0 115.0 (o) 122.5 (o) 130.0 (o) 135.0 (s)

12.5 110.0 (o) 115.0 (o) 120.0 (o) 122.5 (o)

15.0 95.0 (o) 97.5 (o) 107.5 (o) 107.5 (o)

17.5 82.5 (o) 87.5 (o) 90.0 (o) 92.5 (o)

20.0 65.0 (o) 70.0 (o) 75.0 (o) 77.5 (o)

22.5 42.5 (o) 47.5 (o) 52.5 (o) 57.5 (o)

25.0 15.0 (o) 27.5 (o) 30.0 (o) 32.5 (o)

Note: (o): Overturning accident; (s): Sideslip accident.
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Figure 6.16 Comparison of vertical contact force on second tire of high-sided vehicle (from [16]) (Reproduced

with permission from ASCE).
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It can be seen that within the first 18.0 seconds, when the vehicle is shielded from crosswind, the

amplitude of the vertical contact force of the vehicle running on the bridge is much greater than that of

the vehicle running on the ground. This indicates that the oscillating cable-stayed bridge can greatly

affect the vertical contact forces. Furthermore, the minimum vertical contact force acting on the second

tire of the vehicle running on the bridge is lower than that of the vehicle running on the ground. One

may thus conclude that the oscillating cable-stayed bridge can affect the accident vehicle speed for a

given road condition and a given mean wind velocity.

The computed accident vehicle speeds of the selected high-sided vehicle running on the cable-stayed

bridge and the ground for different road conditions are listed in Table 6.5. It can be seen that when a

sudden crosswind speed is lower than 12.5m=s, accident vehicle speeds of the vehicle running on the

bridge are slightly less than or equal to those of the same vehicle running on the ground for a given road

condition. When mean crosswind speed reaches 25m=s, the accident vehicle speeds of the vehicle run-
ning on the bridge are considerably smaller than those of the same vehicle running on the ground. This

highlights again that the larger vibration of the bridge caused by higher crosswind can affect the acci-

dent vehicle speed considerably.

6.5 Formulation of Wind-Railway Vehicle Interaction

Early studies [17–19] on vibration of a railway track under moving vehicles did not take into

consideration the coupling effects between vehicles and railway track. Later, several models were

developed to consider the coupling of vehicles and railway track [20–23]. For instance, Cai and

Raymond [20] reported a track dynamic model with one bogie to examine the effect of various

wheel and rail defects on dynamic responses. Zhai and Sun [23] presented a more detailed coupled

model, in which a wagon with two bogies was represented by two multi-body systems and the

track was modeled as an infinite Euler beam supported on a discrete elastic foundation consisting

of three layers, with sleeper and ballast included. Furthermore, the coupled vehicle-track model in

the vertical direction was extended to include interactive vibration of vehicle and track in the lat-

eral direction [24,25]. A review report in modeling vehicle and track interaction can be found in

Knothe and Grassie [26].

The aerodynamic forces on a railway vehicle moving through a crosswind may be sufficiently

large to overturn the vehicle. To be able to guarantee comfort and safety for a vehicle in cross-

wind, one has to understand effects of crosswinds on dynamic interaction between the vehicle

subsystem and the track subsystem. Balzer [27] developed a theory to estimate aerodynamic forces

on a moving vehicle, in which Taylor’s hypothesis of “frozen turbulence” was employed. For engi-

neering applications, Cooper [28] proposed the power spectral density, square-root coherence

Table 6.5 Comparison of accident vehicle speeds for vehicle on bridge and ground (from [16]) (Reproduced with

permission from ASCE)

Um (m=s) Average (km=h) Good (km=h) Very good (km=h) No roughness (km=h)

Bridge Ground Bridge Ground Bridge Ground Bridge Ground

10.0 115.0 (o) 117.5 (o) 122.5 (o) 122.5 (o) 130.0 (o) 130.0 (o) 135.0 (s) 135.0 (s)

12.5 110.0 (o) 115.0 (o) 115.0 (o) 120.0 (o) 120.0 (o) 122.5 (o) 122.5 (o) 125.0 (o)

15.0 95.0 (o) 100.0 (o) 97.5 (o) 105.0 (o) 107.5 (o) 112.5 (o) 107.5 (o) 112.5 (o)

17.5 82.5 (o) 90.0 (o) 87.5 (o) 92.5 (o) 90.0 (o) 97.5 (o) 92.5 (o) 97.5 (o)

20.0 65.0 (o) 75.0 (o) 70.0 (o) 80.0 (o) 75.0 (o) 82.5 (o) 77.5 (o) 82.5 (o)

22.5 42.5 (o) 55.0 (o) 47.5 (o) 62.5 (o) 52.5 (o) 65.0 (o) 57.5 (o) 67.5 (o)

25.0 15.0 (o) 27.5 (o) 27.5 (o) 40.0 (o) 30.0 (o) 42.5 (o) 32.5 (o) 45.0 (o)

Note: (o): Overturning accident; (s): Sideslip accident.
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function, phase-lag function and aerodynamic admittance function for unsteady side forces on a

moving vehicle, and laid down a foundation for investigating wind effects on a moving vehicle in

the frequency domain. Baker [29,30] further investigated both steady and unsteady aerodynamic

forces on a variety of vehicles and carried out extensive studies on the interaction between aerody-

namic forces and moving vehicles.

This section focuses on the simulation of dynamic response of railway vehicles running on a

track in crosswind in the time domain [30]. Each four-axle vehicle in a train is modeled by a

dynamic system with 27 degrees of freedom. Two parallel rails of a track are modeled as two

continuous beams supported by a discrete elastic foundation of three layers, with sleepers and

ballasts included. The vehicle subsystem and the track subsystem are coupled through contacts

between wheels and rails, based on the contact theory. Vertical and lateral rail irregularities, sim-

ulated using an inverse Fourier transform, are also taken into consideration. The steady and

unsteady aerodynamic forces on a moving railway vehicle in crosswind are derived and simulated

in the time domain. The Hilber-Hughes-Taylor a-method is employed to solve the non-linear

equations of motion of coupled vehicle and track systems in crosswind. The proposed framework

is finally applied to a railway vehicle running on a straight track substructure in crosswind. The

safety and comfort performance of the moving vehicle in crosswind are discussed.

6.5.1 Modeling of Vehicle Subsystem

A four-axle railway vehicle with two suspension systems, which is a common railway vehicle used in

China, is taken as an example to demonstrate the modeling of vehicle subsystem (see Figure 6.17).
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Figure 6.17 Modeling of vehicle and track interaction in crosswind (from [30]) (Reproduced with permission

from Elsevier).
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The vehicle consists of a car body, two bogies, four wheel-sets, and the connections between the

three components. To simplify the analysis while retaining sufficient accuracy, the following assump-

tions are used in the modeling of the vehicle subsystem:

1. the vehicle is running on a straight railway track at a constant velocity VT;

2. the car body, bogies and wheel-sets are regarded as rigid components, neglecting their elastic defor-

mation during vibration;

3. the connections between a bogie and a wheel-set are characterized by two linear springs and two

viscous dashpots of the same properties in either the horizontal direction or the vertical direction,

named the first suspension system;

4. the connections between the car body and a bogie are represented by two linear springs and two

viscous dashpots of the same properties in either the horizontal direction or the vertical direction,

named the secondary suspension system.

The car body or each bogie is assigned five degrees of freedom: the vertical displacement Y, the

lateral displacement Z; the roll displacement u; the yaw displacement w; and the pitch displacement f

with respect to its mass centre. Each wheel-set has three degrees of freedom: the vertical displacement

Yw; the lateral displacement Zw; and the roll displacement uw with respect to its mass centre. As a result,

the total degrees of freedom of the vehicle number 27. The nodal displacement vector of the vehicle can

be written as:

XT
v ¼ fXT

c ;X
T
t1;X

T
t2;X

T
w1;X

T
w2X

T
w3;X

T
w4g ð6:39Þ

where:

Xv is the 27� 1 displacement vector of the vehicle;

Xc, Xt, Xw are the displacement vectors of the car body, bogies, and wheel-sets, respectively;

the subscript 1 or 2 indicates the first bogie (or wheel-set) and the second bogie (or wheel-set),

respectively;

the superscript T indicates the transpose operation.

By assuming that displacement responses of vehicle components are small, the equation of motion

of the vehicle subsystem with respect to the static equilibrium position can be derived using the

Lagrangian approach, as follows:

Mv
€Xv þ Cv

_Xv þ KvXv ¼ Fc
v þ Fw

v ð6:40Þ

where:

Mv, Cv, Kv are the 27� 27 mass, stiffness and damping matrices of the vehicle subsystem, respectively;

each dot in the vector Xv denotes the partial differentiation with respect to time t;

Fc
v is the vector of forces exerted by the track subsystem on the vehicle subsystem with respect to the

mass centre of the wheel-set;

Fw
v is the vector of wind forces acting on the car body with respect to its mass centre.

The detailed derivation of Equation 6.40 can be referred to the literature [31], while the two force

vectors will be discussed in the subsequent sections.
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6.5.2 Modeling of Track Subsystem

The track subsystem consists of rails, sleepers and ballasts. The two parallel rails of the track are

modeled as two continuous beams supported on a discrete elastic foundation consisting of three layers,

with sleepers and ballasts included (see Figure 6.17). If it is considered that the frequency range of

interest for the coupled vehicle-track system in crosswind is below 30Hz, sleepers and ballasts can be

regarded as rigid bodies.

The connections between the rails and the sleepers are represented by linear springs and viscous dashpots

of the same properties in either the horizontal direction or the vertical direction. The connections between

the sleepers and the ballasts are represented by linear springs and viscous dashpots of the same properties in

the vertical direction. The horizontal stiffness and damping of both the sleeper and the ballast are modeled

by linear springs and viscous dashpots horizontally installed at the ends of the sleeper against the ground. In

order to account for shearing continuity of the particles between the adjacent ballasts, linear springs and

viscous dashpots are introduced between adjacent ballasts to model shear coupling effects. Moreover, the

ballasts are connected to the ground through linear springs and viscous dashpots in the vertical direction.

In the modeling, the rail between two adjacent sleepers is taken as one beam element. The degrees of

freedom of the beam element in the longitudinal (x-) and torsional directions are not considered. Each

sleeper has three degrees of freedom and each ballast block has one degree of freedom in the vertical

direction only. As a result, the nodal displacement vector of the track subsystem at the ith sleeper can be

written as

XT
si ¼ fYrl ; Zrl ; u

Y
rl ; u

Z
rl ; Yrr; Zrr; u

Y
rr; u

Z
rr; Yp; Zp; up; Ybl ; Ybrg ð6:41Þ

where:

the first subscripts r, p, and b, stand for the rail, sleeper, and ballast, respectively;

the second subscripts l and r stand for left and right side, respectively;

the superscripts Y and Z stand for the axis around which the beam rotates.

In terms of the general procedure of finite element method, the equation of motion of the track sub-

system can be assembled as:

Ms
€Xs þ Cs

_Xs þ KsXs ¼ Fc
s ð6:42Þ

where:

Ms, Cs, Ks is the mass, stiffness and damping matrix of the track subsystem, respectively;

Xs is the total nodal displacement vector of the track subsystem;

Fc
s is the vector of the contact forces transmitted from the wheels to the rails at all contact points, which

will be discussed in the subsequent section.

6.5.3 Wheel and Rail Interaction

Wheel and rail interaction is an essential element that couples the vehicle subsystem with the track

subsystem. The interaction between a wheel and a rail involves two basic issues – the geometric rela-

tionship and the contact forces between the wheel and the rail.

As mentioned before, each wheel-set has three degrees of freedom: the vertical, lateral, and rolling

motions with respect to its mass centre. In this study, the vertical motion of the wheel-set is assumed to

be independent of its lateral and rolling motions. The rolling displacement of the wheel-set consists of

two parts: one is due to non-uniform configurations of the right and left rails; the other is the rolling
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angle induced by the lateral displacement of the wheel-set relative to the rails due to the profiles of the

wheel and rail cross sections.

Before simulating the interaction of vehicle and track in crosswind, a geometric analysis should be

carried out to find the geometric contact information as a function of the lateral displacement of the

wheel-set. The geometric contact information includes, but it is not limited to: the relative rolling angle

of the wheel-set to the rails; the position of the contact point between the wheel and rail; the contact

angle at contact point between the wheel and rail; and the radius of curvature at contact point for either

wheel or rail. Under strong crosswind, the lateral displacement of the wheel-set relative to the rails may

be large, which may cause a strong non-linearity in the geometric relationship.

Based on the Kalker creepage theory [32], the creeping forces between the wheel and rail can be

calculated as

Tx ¼ �f 11jx ð6:43aÞ

Tz ¼ �f 22jz � f 23jsp ð6:43bÞ

Msp ¼ �f 23jz � f 33jsp ð6:43cÞ

where:

Tx, Tz and Msp are the longitudinal creeping force, lateral creeping force and spin creeping moment,

respectively;

f11, f22, f23 and f33 are the creepage coefficients;

jx, jz, and jsp are the creepage ratios in the longitudinal, lateral, and spin directions respectively, which

can be expressed as follows:

jx ¼ Vwx � Vrx

VT

; jz ¼
Vwz � Vrz

VT

; jsp ¼
Vw �Vr

VT

ð6:44Þ

where:

VT is the nominal travelling speed of the wheel-set;

Vwx and Vwz are the velocities of the wheel at contact point in the longitudinal and lateral direction,

respectively;

Vrx and Vrz are the velocities of the rail at contact point in the longitudinal and lateral direction,

respectively;

Vw and Vr are the rotational velocities of spin motions of the wheel and rail at contact point,

respectively.

For large creepage ratios, Kalker’s linear creepage theory may cause some errors in calculating

creeping forces. Johnson’s non-linear creepage law can be used to modify Kalker’s linear creepage

theory [32].

The vehicle subsystem and the track subsystem are coupled through contacts between the wheels and

rails. As shown in Figure 6.18, the contact forces transmitted from the wheels to the left and right rails

in the y- and z- directions can be expressed as

F0
yl ¼ Nl cos dl � Tzl sin dl ; F0

zl ¼ Nl sin dl þ Tzl cos dl ð6:45aÞ
F0
yr ¼ Nr cos dr þ Tzr sin dr; F0

zr ¼ �Nr sin dr þ Tzr cos dr ð6:45bÞ
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where:

N and Tz are the normal contact force and the lateral creeping force between the wheel and rail,

respectively;

d is the position angle calculated based on the contact angle and the relative rolling angle of the wheel-

set;

the subscripts l and r stand for the left and right sides, respectively;

the contact forces F0
yl , F

0
yr, F

0
zl , F

0
zr at all contact points on the rails constitute the force vector of Fc

s in

Equation 6.42.

In Equation 6.40, Fc
v is the vector of forces exerted by the track subsystem on the vehicle

subsystem with respect to the mass centre of the wheel-sets. Figure 6.18 shows that, with the

assumption of small displacement, the forces transmitted from the rails to the wheel-set at its

mass centre can be expressed as:

Fc
vy ¼ F0

yl þ F0
yr; Fc

vz ¼ F0
zl þ F0

zr ð6:46aÞ

Mc
vx ¼ ðF0

yl � F0
yrÞ � B1=2� ðF0

zl þ F0
zrÞ � R0 ð6:46bÞ

where:

B1 is the distance between the left and right contact points;

R0 is the nominal radius of the wheel.

The forces Fc
vy, F

c
vz, and Mc

vxacting on all the wheel-sets of the vehicle constitute the force vector Fc
v

in Equation 6.40.

6.5.4 Rail Irregularity

Rail irregularities provide self-excitation in a coupled vehicle-track system. Rail irregularities are, how-

ever, of random nature, and their statistical characteristics are influenced by many factors. For engineer-

ing applications, rail irregularities can be approximately regarded as stationary stochastic processes

which can be simulated by numerical methods. Wheel hunting is usually omitted in the vehicle-track

analysis, due to its weak effect.

B1

c
vyF

c
vzFc

vxM

Nr

Nl

δr

δ l

Tzr

Tzl

Y

zrF ′ yrF ′
zlF ′ ylF ′

Figure 6.18 Contact forces on wheel-set and rails (from [30]) (Reproduced with permission from Elsevier).
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In this study, the lateral, vertical, and rotational irregularities are all assumed to be zero-mean

stationary Gaussian random processes. The rail irregularity profile r(x) can then be generated

using a simple inverse Fourier transform:

rðxÞ ¼
XN
k¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Sðf kÞDf

p
cosð2pf kxþ ukÞ ð6:47aÞ

f k ¼ ðk � 1ÞDf þ Df

2
; k ¼ 1; 2; . . . ;N ð6:47bÞ

where:

S(fk) is the power spectral density (PSD) function (m
3=cycle) of the rail irregularity;

fk is the spatial frequency (cycle=m);

Df is the increment of spatial frequency;

uk is the random phase angle uniformly distributed from 0 to 2p.

6.5.5 Wind Forces on Ground Railway Vehicles

Wind forces acting on a ground railway vehicle in crosswind can be divided into two parts: the steady

and unsteady aerodynamic forces. The steady wind forces are due to the mean wind speed component,

while the unsteady wind forces are caused by the fluctuating wind speed components of natural wind.

Since a train is often much longer than a road vehicle, unsteady wind forces acting on a train must

consider spatial correlation like a bridge deck. As a result, a more sophisticated way is used in this

section to determine aerodynamic forces on a vehicle.

The mean wind speed is assumed to be horizontal and normal to the direction of motion of the vehi-

cle in this study. Only wind forces acting on the car body of the vehicle are taken into account. Wind

forces acting on the car body of the vehicle refer mainly to drag, lift and moment, as shown in Fig-

ure 6.19. If the vehicle considered is not the first or last vehicle in a long train, the conventional strip

theory and quasi-static theory for bridge decks can be applied to the aerodynamics of the vehicle [33,34].

As shown in Figure 6.19, the instantaneous wind velocity V and its angle of incidence a can be

given by:

V2 ¼ ð�uþ uÞ2 þ w2; a ¼ arctan
w

�uþ u

� �
ð6:48Þ

where:

�u is the mean wind speed component;

u and w are the longitudinal and vertical fluctuating wind speed components, respectively.

Since the vehicle runs along the track at a constant velocity VT, the wind velocity VR relative to the

vehicle and its yaw angle w can be derived as:

V2
R ¼ V2

T þ V2 ¼ V2
T þ ð�uþ uÞ2 þ w2 ð6:49aÞ

tan w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�uþ uÞ2 þ w2

q
=VT ð6:49bÞ

212 Wind Effects on Cable-Supported Bridges



In most locations, the horizontal fluctuation u and the vertical fluctuation w are considerably smaller

than the mean wind speed �u. The higher order fluctuations in Equations 6.48 and 6.49, such as u2, w2,

uw, can be neglected, which leads to:

V2 ¼ �u2 þ 2�uu; a 	 arctan

�
w

�u

�
ð6:50Þ

V2
R ¼ V2

T þ �u2 þ 2�uu; w 	 arctan
�u

VT

� �
ð6:51Þ

Based on quasi-steady theory, the aerodynamic forces on a moving railway vehicle can be expressed

as follows:

FS ¼ 1

2
rAV2

RCFS
ða;wÞ ð6:52aÞ

FL ¼ 1

2
rAV2

RCFL
ða;wÞ ð6:52bÞ

M ¼ 1

2
rAHV2

RCMða;wÞ ð6:52cÞ

where:

FS, FL andM are the side force, vertical force and rolling moment with respect to the mass centre of the

car body in the car body coordinate system, respectively;

uu +

w
V

TV

RV

ϕ

α

SF

LF

M

Figure 6.19 Wind forces on a moving vehicle (from [30]) (Reproduced with permission from Elsevier).
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r is the air density;

A is the reference area;

H is the reference height, which is taken as the height of the car body;

CFS, CFL and CM are the aerodynamic force coefficients, which are the function of incidence angle a

and yaw angle w.

Aerodynamic pitch and yawing moments on a long train are small and are neglected in this study.

The aerodynamic coefficients can be expanded in the Taylor’s series form at a¼ 0 as:

Ciða;wÞ ¼ CiðwÞ þ C0
iðwÞa 	 CiðwÞ þ C0

iðwÞ
w

�u
ð6:53Þ

where Ci(w) and C0
iðwÞ(i¼FS, FL, M) are the side force, lift force and moment coefficients and their

derivatives at a¼ 0.

By substituting Equations 6.50, 6.51 and 6.53 into Equation 6.52, and after some manipulations,

wind forces on the car body can be obtained:

FS ¼ 1

2
rA�V

2
RCFS

ðwÞ þ 1

2
rA�V

2
R CFS

ðwÞ 2�uu
�V
2
R

þ C0
FS
ðwÞw

�u

" #
ð6:54aÞ

FL ¼ 1

2
rA�V

2
RCFL

ðwÞ þ 1

2
rA�V

2
R CFL

ðwÞ 2�uu
�V
2
R

þ C0
FL
ðwÞw

�u

" #
ð6:54bÞ

M ¼ 1

2
rAH �V

2
RCMðwÞ þ 1

2
rAH�V

2
R CMðwÞ 2�uu

�V
2
R

þ C0
MðwÞ

w

�u

" #
ð6:54cÞ

where �V
2
R ¼ V2

T þ �u2.
In the above equations, the first term in each case is the steady aerodynamic force and the last two

terms are called the unsteady aerodynamic or buffeting forces. The aerodynamic admittance functions

are often invoked to reduce the errors involved in the quasi-steady theory for the unsteady aerodynamic

forces as follows:

Fbu
S ¼ 1

2
rA�V

2
R xFSu

ðnÞCFS
ðwÞ 2�uu

�V
2
R

þ xFSw
ðnÞC0

FS
ðwÞw

�u

" #
ð6:55aÞ

Fbu
L ¼ 1

2
rA�V

2
R xFLuðnÞCFS

ðwÞ 2�uu
�V
2
R

þ xFLwðnÞC0
FS
ðwÞw

�u

" #
ð6:55bÞ

Mbu ¼ 1

2
rAH�V

2
R xMuðnÞCMðwÞ 2�uu

�V
2
R

þ xMwðnÞC0
MðwÞ

w

�u

" #
ð6:55cÞ

where:

xFsu
ðnÞ, xFLu

ðnÞ, xFSw
ðnÞ, xFLw

ðnÞ,xMuðnÞ and xMwðnÞ are the aerodynamic transfer functions between

the fluctuating wind velocities and aerodynamic forces;

n is the frequency in Hz. The absolute magnitudes of these transfer functions are called the aerody-

namic admittance functions.
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Obviously, the fluctuation components of turbulence, u and w, should be given to determine the

unsteady aerodynamic forces. In this study, the turbulent wind speeds, u and w, are simulated at a series of

points along a horizontal line passing through the mass centre of the vehicle with wind turbulence coher-

ence included. The two-side cross-spectral density matrix S0(v) of each fluctuation component is given by:

S 0ðvÞ ¼

S011ðvÞ S012ðvÞ � � � S01nðvÞ
S021ðvÞ S022ðvÞ � � � S02nðvÞ

..

. ..
.

} ..
.

S0n1ðvÞ S0n2ðvÞ � � � S0nnðvÞ

2
6664

3
7775 ð6:56Þ

where n is the number of points where the fluctuation component is simulated. The simulation is performed

using the following formula:

vjðtÞ ¼ 2
ffiffiffiffiffiffiffi
Dv

p Xj

m¼1

XN
l¼1

HjmðvlÞ
�� ��cosðvl t� ujmðvlÞ þ fmlÞ ð6:57aÞ

vl ¼ ðl � 1ÞDvþ Dv=2; l ¼ 1; 2; . . . ;N ð6:57bÞ

where:

v stands for either u or w;

N is a sufficiently large number; Dv¼vup=N is the frequency increment;

vup is the upper cut-off frequency with the condition that, when v>vup, the value of S
0(v) is trivial;

fml is the sequence of independent random phase angles uniformly distributed over the interval [0, 2p];
Hjm(v) is a typical element of matrix H(v), which is defined by the Cholesky decomposition of cross-

spectral density matrix S0(v); and ujm(v) is the complex angle of Hjm(v).

The time histories of the unsteady aerodynamic forces at n points are computed using Equation 6.55,

in which fluctuating wind speeds are interpolated based on Taylor’s frozen turbulence hypothesis in

predicting dynamic response of the coupled vehicle-track system in crosswind. Furthermore, when the

aerodynamic admittance should be taken into consideration, equivalent wind spectra, including the

admittance functions, can be used to simulate the equivalent fluctuating wind speeds.

6.5.6 Numerical Solution

The dynamic response of coupled vehicle-track system in crosswind is predicted in the time domain in

this study. Since the coupled system is a non-linear system due to non-linear contacts between wheels

and rails, the Hilber-Hughes-Taylor a-method [35], which is regarded as a modified Newmark method,

is used to find numerical solution to avoid spurious high-frequency oscillations in non-linear contact

problems.

In the traditional Newmark method [36], the velocity _XtþDt and displacement XtþDt at time tþDt are
calculated in terms of the acceleration €XtþDt at time tþDt using the following algorithm:

_XtþDt ¼ _Xt þ ð1� gÞ €XtDtþ g €XtþDtDt ð6:58aÞ

XtþDt ¼ Xt þ _XtDtþ 1

2
� b

� �
€Xt þ b €XtþDt

� �
Dt2 ð6:58bÞ
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where g and b are the two weighting parameters. Let us denote:

c0 ¼ 1

bDt2
; c1 ¼ g

bDt
; c2 ¼ 1

bDt
; c3 ¼ 1

2b
�1 ð6:59aÞ

c4 ¼ g

b
� 1; c5 ¼ Dt

2

g

b
� 2

� �
; c6 ¼ Dtð1� gÞ; c7 ¼ Dtg ð6:59bÞ

Equation 6.58 can be rewritten as:

€XtþDt ¼ c0ðXtþDt � XtÞ � c2 _XtDt� c3 €Xt ð6:60aÞ

_XtþDt ¼ _Xt þ c6 €Xt þ c7 €XtþDt ð6:60bÞ

To use the a-method, the equation of motion of either the vehicle subsystem or the track subsystem

is modified as:

M €XtþDt þ ð1þ aÞC _XtþDt � aC _Xt þ ð1þ aÞKXtþDt � aKXt ¼ ð1þ aÞFtþDt � aFt ð6:61Þ

where �1=3� a� 0. Inserting Equation 6.60 into Equation 6.61 then yields:

K̂XtþDt ¼ F̂tþDt ð6:62Þ
where:

K̂ ¼ c0M þ ð1þ aÞK þ c1ð1þ aÞC ð6:63aÞ

F̂tþDt ¼ ð1þ aÞFtþDt þMðc0Xt þ c2 _Xt þ c3 €XtÞ
þ ð1þ aÞCðc1Xt þ c4 _Xt þ c5 €XtÞ � aðFt � C _Xt � KXtÞ

ð6:63bÞ

By using Equation 6.62, the displacement of either subsystem can be solved at time step tþDt, and
the corresponding velocity and acceleration of the subsystem can then be obtained using Equation 6.60.

Clearly, if a¼ 0, the a-method is reduced to the traditional Newmark method. It is shown that when the

parameters are selected as:

g ¼ ð1� 2aÞ=2; b ¼ ð1� aÞ2=4 ð6:64Þ

the a-method results in unconditional stability and second-order accuracy and improves convergence in

non-linear contact problems.

The main procedure for the numerical integration of the equations of motion of the coupled vehicle

and track system in crosswind can be summarized as follows:

(a) Estimate the motion of wheel-sets based on the motion of two rails and rail irregularities.

(b) Estimate the contact forces on the wheel-set based on the contact theory through iteration.

(c) Compute wind forces and solve Equation 6.40 to find the first approximation of motion of vehicle

subsystem.

(d) Because of the non-linear nature of contact forces, an internal iteration is required until the

solution of Equation 6.40 converges.
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(e) The contact forces computed from the vehicle subsystem are then applied to the track subsystem,

and Equation 6.42 is integrated to find the new approximation of motion of the track subsystem.

(f) Steps (a) to (e) are repeated until convergence is reached for both Equation 6.40 and Equation 6.42.

At this point, a new time step can be started from (a).

6.6 Safety and Ride Comfort of Ground Railway Vehicle under Crosswind

A computer program is written based on the framework discussed in Section 6.5 and is used to perform

a case study, in which dynamic responses of a railway vehicle running on a straight track subsystem in

crosswind are predicted, and the safety and comfort performance of the moving vehicle in crosswind

are assessed.

6.6.1 Vehicle and Track Models

The railway vehicle model consists of seven rigid bodies: one car body, two bogies and four wheel-sets.

The seven rigid bodies are connected with springs and dashpots, forming a vehicle subsystem with

27 degrees of freedom. The main parameters of the railway vehicle used in the case study are listed in

Table 6.6. The height and length of the car body are 3.2m and 22.5m respectively. The average static

axle load of the vehicle is 10,150 kg. The fundamental frequency of the railway vehicle is 0.49Hz in the

lateral direction and 1.06Hz in the vertical direction.

The railway track model includes two rails and a series of sleepers and ballasts, which are connected

to each other using springs and dashpots. The main parameters of the railway track subsystem are listed

Table 6.6 Main parameters of the railway vehicle model used in the case study (from [30]) (Reproduced with

permission from Elsevier)

Parameter Units Value

Half distance of two wheel-sets (q) M 1.200

Half distance of bogie (s) M 9.0

Half span of the first suspension system (a) M 0.978

Half span of the second suspension system (b) M 0.978

Mass of wheel-set (Mw) Kg 1900

Mass moment of inertia of wheel-set around x-axis (Iw) kgm2 1067

Distance between car body and second suspension system (h1) M 1.415

Distance between second suspension system and bogie (h2) M �0.081

Distance between bogie and wheel-set (h3) M 0.14

Radius of wheel (Rw) M 0.4575

Mass of bogie (Mb) Kg 1700

Mass moment of inertia of bogie around x-axis (IbX) kgm2 1600

Mass moment of inertia of bogie around y-axis (IbY) kgm2 1700

Mass moment of inertia of bogie around z-axis (IbZ) kgm2 1700

Mass of car body (Mc) Kg 29 600

Mass moment of inertia of car body around x-axis (IcX) kgm2 58 020

Mass moment of inertia of car body around y-axis (IcY) kgm2 2 139 000

Mass moment of inertia of car body around z-axis (IcZ) kgm2 2 139 000

Lateral damping of first suspension system (per side) (Ch1) N s=m 25 000

Lateral damping of second suspension system (per side) (Ch2) N s=m 0

Lateral stiffness of first suspension system (per side) (Kh1) N=m 5 100 000

Lateral stiffness of second suspension system (per side) (Kh2) N=m 300 000

Vertical damping of first suspension system (per side) (Cv1) N s=m 30 000

Vertical damping of second suspension system (per side) (Cv2) N s=m 108 700

Vertical stiffness of first suspension system (per side) (Kv1) N=m 873 000

Vertical stiffness of second suspension system (per side) (Kv2) N=m 410 000
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in Table 6.7. The total length of the track subsystem considered in this case study is 1090m. The spac-

ing distance between two adjacent sleepers is 0.545m. Thus, there are a total of 2001 sleepers. The

distance between the centers of two rails is 1.435m. Both the vehicle and track subsystems used in this

study represent a conventional railway line in China [37].

The cross-section profiles of both rails and wheels are important in considering vehicle and track

interaction. The TB60 rail and worn wheel, commonly used in China for analysis of vehicle and track

interaction, are adopted in this study. Then, the relationships of the relative rolling angle, the contact

angle, and others with the lateral displacement of wheel-set are found [37]. Figure 6.20 shows the rela-

tive rolling angle and the contact angle as functions of the lateral displacement of the wheel-set

at a zero yaw angle. The sign of the angles complies with the x-y-z coordinate system shown in

Figure 6.17. Clearly, their relationships are strongly non-linear.

6.6.2 Wind Forces on Railway Vehicle

For simulation of the railway vehicle and track interaction in crosswind, aerodynamic data for the mov-

ing vehicle, including both steady force coefficients and turbulence characteristics, are required. Sev-

eral researchers have acquired some valuable results in this aspect using either an experimental or a

numerical approach.

The steady coefficients of the side force, vertical force and rolling moment on the vehicle used in this

case study are depicted in Figure 6.21 as a function of the wind yaw angle. These coefficients are quite

similar to those reported in [38]. Also given in Figure 6.21 is the derivative of steady side-force

coefficient with respect to wind inclination at zero angle. The derivatives of other force (moment) coef-

ficients are not available. Note that the steady coefficients of side force, vertical force and rolling

moment at the yaw angle of 90
 are 1.1, 0.5 and 0.8, respectively.
In the simulation of unsteady aerodynamic forces on the vehicle, the following von K�arm�an longitu-

dinal and vertical wind auto-spectra are adopted [39]:

nSuuðnÞ
s2
u

¼
4
Lun

�u

1þ 70:8
Lun

�u

� �2
" #5=6

ð6:65aÞ

Table 6.7 Main parameters of the track model used in the case study (from [30]) (Reproduced with permission

from Elsevier)

Parameter Unit Value

Distance between the centers of two rails m 1.435

Sleeper spacing m 0.545

Mass of steel rail per unit length kg=m 60.64

Mass of sleeper kg 237

Lumped mass of ballast kg 739

Vertical bending stiffness of rail MNm2 6.62

Lateral bending stiffness of rail MNm2 1.079

Thickness of ballasts m 0.45

Density of ballasts kg=m3 1800

Elastic modulus of ballasts MPa=m 1.1� 108

Vertical stiffness of pads and fasteners MN=m 120

Vertical damping of pads and fasteners kN s=m 75

Elastic modulus of roadbeds MPa=m 8.0� 107

Vertical stiffness of roadbeds MN=m 65

Vertical damping of roadbeds kN s=m 31
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nSwwðnÞ
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¼
4
Lwn

�u
1þ 755

Lwn

�u

� �2
" #

1þ 283
Lwn

�u

� �2
" #11=6

ð6:65bÞ

where:

su and sw are the standard deviations of fluctuating wind in the longitudinal and vertical direction,

which are taken as 0.15�u and 0.075�u, respectively, in this study;
n is the frequency in Hz;

Lu and Lw are the integral length scales of fluctuating wind in the longitudinal and lateral directions,

which are set to 45m and 1 m, respectively, in this study.
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Figure 6.20 Relationship of relative rolling angle and contact angle with lateral displacement of wheel-set (from [30])

(Reproduced with permission from Elsevier).
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The turbulence coherence which defines the statistical dependency between the turbulence compo-

nents at two different points is given by

ffiffiffiffiffiffiffi
coh

p
¼ exp �CDn

�u

� �
ð6:66Þ

where:

C is the decay factor, selected as 10 for longitudinal turbulence and 8 for vertical turbulence;

D is the distance between the two points.

Due to lack of information, the aerodynamic admittance functions for the unsteady aerodynamic forces

are assumed to be equal to unit, and the co-spectra between the longitudinal and vertical turbulence

components are set to zero.

Based on the wind spectra and coherence functions, time histories of longitudinal and vertical fluctu-

ating wind speeds are simulated along the line of track subsystem at the level of vehicle mass center

and at a distance interval of 5m. The total number of the time histories is 219 in either the longitudinal

direction or the vertical direction. The duration of each time history is 164 seconds, and the sampling

frequency is 50 Hz. The unsteady aerodynamic forces on the moving vehicle can then be computed

using Equation 6.55a and applied to the vehicle based on Taylor’s frozen turbulence hypothesis, with a

proper interpolation at a given time.

6.6.3 Rail Irregularity

In this case study, vertical and lateral irregularities are considered for both the right and left rails of the

track subsystem. The rail irregularity in railway engineering is often represented by a one-sided power

spectral density (PSD) function. The PSD functions of rail irregularities developed by the Research

Institute of China Railway Administration [37] are used in this case study. All of rail irregularities are

expressed using a unified rational formula as:

Sðf Þ ¼ Aðf 2 þ Bf þ CÞ
f 4 þ Df 3 þ Ef 2 þ Ff þ G

mm2=m�1 ð6:67Þ
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Figure 6.21 Steady aerodynamic coefficients for the vehicle used in the case study (from [30]) (Reproduced with

permission from Elsevier).
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where:

f¼ 1=l is the spatial frequency in cycle=m (l is the wavelength);
A to G are the specific parameters, which are different for vertical and lateral rail irregularities. The

values of these parameters can be found in [37].

Figure 6.22 shows simulated vertical and lateral rail irregularities of the right and left rails. In the

simulation, the length of the track subsystem is taken as 1090m and the sampling points are 2001,

which is the same as the number of sleepers.

6.6.4 Response of Coupled Vehicle-Track System in Crosswind

Let us consider that the vehicle runs at a constant velocity of 160 km=hr in crosswind. The wind is

normal to the motion of the vehicle and of 20m=s at the level of the vehicle mass center. The relative

wind velocity VR is, therefore, 48.7m=s and the wind yaw angle, w, is 24
.
Figure 6.23 depicts the time histories of vertical and lateral displacement responses of the car body at

its center, with and without wind forces. Figure 6.24 displays the time history of lateral displacement

response of the first wheel-set of the vehicle, with and without wind forces. It can be seen that both

steady and unsteady aerodynamic forces have significant influence on the vertical and lateral displace-

ment responses of the moving vehicle, in particular in the lateral direction, where the lateral displace-

ment of the car body is very small without wind forces but increases significantly under wind forces.

Figures 6.25 and 6.26 show the time histories of vertical and lateral acceleration responses of the car

body at its center without and with wind forces, respectively. Compared with the displacement

responses of the car body, effects of unsteady aerodynamic forces on acceleration responses of the car

body are relatively smaller.

Figures 6.27 and 6.28 show the horizontal and vertical contact forces between the first wheel-set and

rails on both windward and leeward sides, without and with wind forces, respectively. It can be seen

that, without wind forces, the horizontal contact forces on the windward rail and the leeward rail are

similar in magnitude but opposite in direction. The vertical contact forces on the windward rail and the

leeward rail are similar in both magnitude and direction. With wind forces, both the horizontal and

vertical contact forces on the leeward side are much larger than those on the windward side. The hori-

zontal and vertical contact forces on the leeward side are also much larger with wind forces than with-

out wind forces. Wind forces thus certainly affect the safety and comfort performance of the moving

railway vehicle.

To know if the elasticity of the track subsystem will affect the coupled vehicle-track system in cross-

wind, the responses of the coupled vehicle-track system in crosswind are also computed using a rigid

track subsystem, in which the stiffness of all springs in the original track subsystem are assumed to be

infinitely large. The displacement responses of the car body running on the elastic and rigid track sub-

systems are plotted in Figure 6.29 for both vertical and lateral directions.

It can be observed that both the lateral and vertical displacement responses of the car body running

on the elastic track subsystem are almost the same as those running on the rigid track subsystem. This is

because the stiffness of the track subsystem used in this study is much higher than that of the railway

vehicle. However, if the stiffness of the track subsystem is comparable with that of the vehicle, the

elastic track subsystem, rather than the rigid track subsystem, should be used.

6.6.5 Safety and Ride Comfort Performance

The safety of a railway vehicle concerns mainly the risk of derailment. There are two important factors

that should be considered in the evaluation of the safety of a railway vehicle. One is the derail factor,

defined as the ratio of lateral force Q acting on the wheel to the total vertical force P acting on the same
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Figure 6.22 Vertical and lateral rail irregularities (from [30]) (Reproduced with permission from Elsevier).
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Figure 6.23 Displacement responses of the car body at its center (�u ¼ 20 m=s, VT¼ 160 km=hr) (from [30])

(Reproduced with permission from Elsevier).
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Figure 6.24 Lateral displacement responses of the first wheel-set (�u ¼ 20 m=s, VT¼ 160 km=hr) (from [30])

(Reproduced with permission from Elsevier).
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Figure 6.25 Acceleration responses of the car body at its center without wind forces (VT¼ 160 km=hr) (from [30])

(Reproduced with permission from Elsevier).
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Figure 6.26 Acceleration responses of the car body at its center with wind forces (�u ¼ 20 m=s, VT¼ 160 km=hr)

(from [30]) (Reproduced with permission from Elsevier).
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wheel. The total vertical force is the sum of the self-weight of the vehicle per wheel and the dynamic

vertical forces on the wheel. The other factor is the load reduction factor, defined as the ratio of the

reduction in the vertical force to the static wheel load:

DP=P0 ¼ ðP� P0Þ=P0 ð6:68Þ
in which P0 is the static wheel load and DP is the reduction in the wheel load with respect to P0. The

allowable derail factor (Q=P) and load reduction factor specified in the Chinese design guideline are

1.0 and 0.6, respectively [37]. Therefore, if the conditions:

Q=P � 1:0; DP=P0 � 0:6 ð6:69Þ
are satisfied at the same time, the railway vehicle is said to be safe.

The ride comfort of the passenger coach in a running train can be assessed using the Sperling com-

fort index, is defined as:

W ¼ 0:896
a3

f
Fðf Þ

� �
110

ð6:70Þ
where:

a is the acceleration of the car body in cm=s2;
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Figure 6.27 Horizontal and vertical contact forces between the first wheel-set and rails without wind forces

(VT¼ 160 km=hr) (from [30]) (Reproduced with permission from Elsevier).
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Figure 6.28 Horizontal and vertical contact forces between the first wheel-set and rails with wind forces

(�u ¼ 20 m=s, VT¼ 160 km=hr) (Reproduced with permission from Elsevier).
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Figure 6.29 Comparison of displacement responses of car body running on the elastic and rigid track subsystems

(�u ¼ 20 m=s, VT¼ 160 km=hr) (from [30]) (Reproduced with permission from Elsevier).
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f is the frequency in Hz;

F( f ) is the modification coefficient of frequency.

When vertical vibration is concerned:

Fðf Þ ¼
0:325f 2 ðf ¼ 0:5 � 5:9 HzÞ
400=f 2 ðf ¼ 5:9 � 20 HzÞ
1 ðf > 20 HzÞ:

8<
: ð6:71aÞ

When lateral vibration is concerned:

Fðf Þ ¼
0:8f 2 ðf ¼ 0:5 � 5:4 HzÞ
650=f 2 ðf ¼ 5:4 � 26 HzÞ
1 ðf > 26 HzÞ:

8<
: ð6:71bÞ

The acceleration response of the car body is random due to random wind forces and rail irregu-

larities, and it contains a wide range of vibration frequencies. Thus, the Sperling comfort index is

calculated for a series of frequencies based on the Fourier spectrum of the acceleration response

time history. Its mean value is then taken for the assessment of vehicle comfort. The allowable

value of vehicle comfort specified in the Chinese design guideline is 3.0 for both lateral and verti-

cal vibrations.

To investigate the effects of wind speed on the safety and ride comfort of the railway vehicle

concerned in this study, both displacement and acceleration responses of the coupled vehicle and

track system are computed for mean wind speed ranging from zero to 30m=s at a 5m=s interval.

The running speed of the vehicle remains at 160 km=hr. The computed results relating to the safety

and comfort indexes of the vehicle are listed in Table 6.8. The variations of the derail factor and

the load reduction factor with wind speed are plotted in Figure 6.30. It can be seen that the safety

of the vehicle is controlled by the load reduction factor rather than the derail factor. Based on the

allowable value of the load reduction factor, DP=P0¼ 0.6, the critical wind speed should be about

21m=s. Note also that, even at the critical wind speed, the lateral Sperling index is less than 2,

indicating that the ride comfort is satisfactory.

Generally speaking, the safety and comfort performance of the vehicle also vary with vehicle

speed. However, wind forces on the moving vehicle concerned in this study are dominated by

wind speed rather than vehicle speed. It is noted from the analysis that the effects of vehicle speed

on the safety and comfort performance are relatively small. Nevertheless, further studies are

required to investigate effects of vehicle speed on the safety and comfort performance when the

required experimental data are available.

Table 6.8 Safety and comfort performance of the railway vehicle used in the case study (from [30]) (Reproduced

with permission from Elsevier)

Wind velocity (m=s) Derailment factor (Q=P) DP=P0 Lateral Sperling index (W) €Zmax (m=s2)1

0.0 0.074 0.285 1.413 0.234

5.0 0.077 0.293 1.413 0.234

10.0 0.087 0.350 1.414 0.236

15.0 0.101 0.446 1.420 0.237

20.0 0.129 0.580 1.537 0.327

25.0 0.156 0.753 1.703 0.437

30.0 0.216 0.969 2.016 0.678
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6.7 Wind-Railway Vehicle-Bridge Interaction

A framework for dynamics of coupled wind-railway vehicle-bridge systems in the time domain presented

in [40] is introduced in this section. The framework is established based on wind-railway vehicle interac-

tion introduced in Section 6.5, wind-bridge interaction discussed in Chapter 4, and railway vehicle-bridge

interaction, which is similar to the railway vehicle-track subsystem interaction presented in Section 6.5.

A three-dimensional finite element model is used to represent a long-span cable-stayed bridge carrying

two railway tracks laid on the bridge deck. Two parallel rails of a track are modeled as two continuous

beams supported by the bridge deck directly, without sleepers and ballasts being included. Wind forces

acting on the bridge, including both buffeting and self-excited forces, are generated in the time domain

using a fast spectral representation method, measured aerodynamic coefficients and flutter derivatives.

Each vehicle in the train is modeled as a mass-spring-damper system. Wind forces acting on the

train, including both steady and unsteady aerodynamic forces, are simulated in the time domain,

taking into account the effects of vehicle speed and the spatial correlation with wind forces on the

bridge. In consideration of the difficulties in measuring the aerodynamic coefficients of a moving

vehicle over a bridge deck, the cosine rule is adopted to consider yaw angle effects on wind forces

on the train. The dynamic interaction between the bridge and train is realized through the contact

forces between the wheels and track, with track irregularities and wheel hunting included. The

proposed framework is finally applied to a real long-span cable-stayed bridge carrying high-speed

railway vehicles in crosswinds.

6.7.1 Formulation of Wind-Railway Vehicle-Bridge Interaction

In the formulation of wind-railway vehicle-bridge interaction by Li et al. [40], the bridge and railway

vehicles are regarded as two subsystems. The equations of motion of the coupled wind-railway vehicle-

bridge system can be expressed in the following forms:

Mb 0

0 Mv

� �
€ub
€uv

� 	
þ Cb 0

0 Cv

� �
_ub
_uv

� 	
þ Kb 0

0 Kv

� �
ub
uv

� 	
¼ Fstb þ Fbub þ Fseb þ Fvb

Fstv þ Fbuv þ Fbv

� 	
ð6:72Þ

where the subscript b and v indicate bridge and vehicle, respectively.
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Figure 6.30 Variations of safety factors of the moving vehicle with wind speed (from [30]) (Reproduced with

permission from Elsevier).
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The coupling of the two subsystems depends on interaction forces and relative geometries between

wheels and rail. Each subsystem can be solved independently, but an iterative process needs to be

applied to make sure that the displacement and force compatibility conditions at the wheel-rail contact

points are satisfied at each time step. An iterative solution can be found through the following steps:

(a) Combine rail irregularities and deck movements at the last time step to obtain equivalent rail irreg-

ularities for the current time step.

(b) Calculate the forces acting on vehicles at the current time step induced by the equivalent rail irreg-

ularities and cross winds.

(c) The equation of motion for the vehicle subsystem can be independently solved with the Newmark

integration method to obtain the initial vehicle response ( €uv
t; _utv; u

t
v) at the current time step.

(d) Based on the computed vehicle responses, the wheel-rail interaction forces at the current time step

can be determined, and the static and buffeting forces on the bridge structure at the current time

step can also be calculated.

(e) The bridge responses ( €ub
t�1; _ut�1

b ; ut�1
b ) at the last time step are taken as the initial values, and the

self-excited forces on the bridge at the current time step can be obtained.

(f) The load matrix of the bridge can be formed, and the equation of motion for the bridge subsystem

can be independently solved by the Newmark integration method. The bridge responses €ub
t; _utb; u

t
b

at the current time step can be obtained.

(g) The bridge responses €ub
t; _utb; u

t
b at the current time step are then taken as the initial value in step (e),

and steps (e) to (g) are repeated until the error of the self-excited force is less than the allowable value.

(h) The deck movements obtained at step (g) are adopted for step (a). Steps (a) to (h) are repeated until

the geometric and force compatibility conditions at the wheel-rail contact points are satisfied, and

the calculations are then continued for the next time step.

6.7.2 Engineering Approach for Determining Wind Forces on Moving Vehicle

The aerodynamic coefficients in the equation of wind loads for a moving vehicle are described as the

function of both vehicle velocity and wind yaw angle. For a ground vehicle, the aerodynamic coeffi-

cients of a moving vehicle can be measured by wind tunnel tests with a certain yaw angle to reflect the

effect of vehicle movement [41,42]. However, in a vehicle-bridge system, only the vehicle moves,

while the bridge deck is still. As a result, it is difficult to measure aerodynamic coefficients of the

moving vehicle on the bridge deck if stationary models of both vehicle and bridge deck are still being

used. It may be necessary to use a moving vehicle model on a bridge deck model for the measurement

of aerodynamic coefficients, and setting up tests with moving vehicle models is very difficult [41,43].

Therefore, some approximations have to be introduced in this study from an engineering viewpoint.

For line-like structures under crosswinds at a certain yaw angle, such as long-span bridge decks and

long trains, the cosine rule can be used to determinate wind loads approximately [44,45]. Experiments

on an idealized train model suggested that the pressure distribution over the train surface is essentially

two-dimensional at locations away from the nose, and without the front-end and back-end effect, the

pressure distribution around the train at yaw angle w could be predicted by simply scaling the prediction

for 0
 yaw angle by a factor of cos2w [45]. The following equation can thus be used to find the aerody-

namic coefficients of a moving vehicle, according to the cosine rule and the vehicle velocity:

CFS
a;wð Þ ¼ CFS

að Þcos2w ð6:73aÞ

CFL
a;wð Þ ¼ CFL

að Þcos2w ð6:73bÞ

CM a;wð Þ ¼ CM að Þcos2w ð6:73cÞ
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where Ci (a), i¼ FS, FL, FM, are the drag, lift and moment coefficients at 0
 yaw angle, which can be

easily measured through wind tunnel tests.

With the approximation above, wind loads on the vehicle are independent of vehicle velocity, and the

aerodynamic coefficients can be obtained through wind tunnel model tests. Note, however, that the

aerodynamic effect of the existing deck on wind loads of the vehicle should be considered in the deter-

mination of aerodynamic coefficients of the vehicle in wind tunnel tests.

6.7.3 Case Study

A high-speed railway in China has a length about 1300 km. Its design speed for railway vehicles is

about 300 km=h and its infrastructure is designed to support a maximum speed of 350 km=h. The bridge
within this railway is a three-pylons cable-stayed bridge across the Yangtze River. The overall length

of the bridge is 1464m, two main spans are 488m, and three pylons are about 170m in height (see

Figure 6.31). The bridge deck is composed of a pre-stressed concrete (PC) box and a steel truss as

shown in Figure 6.32.

Beam elements are used to model the steel truss, and the concrete box is modeled with three dimen-

sional spine beams. The fundamental frequencies in the vertical, lateral and torsional directions are

0.197, 0.200 and 0.793Hz, respectively. The design wind speed of the bridge is 38.4m=s at the deck

level, and the mean wind velocity profile, which is used in the simulation of the wind speed fields along

pylons, is expressed as:

�UZ

�Ud

¼ Z

Zd

� �a

ð6:74Þ

where �Uz is the mean wind velocity at the height of Z, �Ud is the design wind velocity at the deck height

of Zd, and a¼ 0.12 is the dimensionless power exponent related to ground surface roughness.

The wind velocity field of the bridge is simplified into eight independent one-dimensional

multivariate processes, as listed in Table 6.9. The distribution of simulation point is shown in

Figure 6.31.

92 points are uniformly distributed along the bridge deck longitudinal axis, with an interval distance

of 16m. 17 points are uniformly distributed, with a 10m interval, along each of pylons. The horizontal

and lateral wind spectra are adopted in Kaimal’s form [46], while the vertical spectrum is in the form

presented by Lumley and Panofsky [47]. The coherence function adopted is in Davenport’s form [48].

Horizontal wind spectrum:

nSu fð Þ
u2�

¼ 200f

1þ 50fð Þ
5
3=

ð6:75Þ
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Figure 6.31 Structural arrangement and positions of the simulation points (dimensions in meters) (from [40])

(Reproduced with permission from Elsevier).
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Lateral wind spectrum:

nSv fð Þ
u2�

¼ 15f

1þ 9:5fð Þ
5
3=

ð6:76Þ

Vertical wind spectrum:

nSw fð Þ
u2�

¼ 3:36f

1þ 10fð Þ
5
3=

ð6:77Þ
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Figure 6.32 Cross section of bridge deck (dimensions in mm) (from [40]) (Reproduced with permission from

Elsevier).

Table 6.9 One-dimensional wind fields (from [40]) (Reproduced with permission from Elsevier)

No. Position Direction Number of points

1 Left pylon Laterala 17

2 Left pylon Longitudianalb 17

3 Middle pylon Lateral 17

4 Middle pylon Longitudinal 17

5 Right pylon Lateral 17

6 Right pylon Longitudinal 17

7 Bridge deck Lateral 92

8 Bridge deck Vertical 92

aLateral direction is normal to the deck longitudinal axis.
bLongitudinal direction is along the deck axis.
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Coherence function:

Cohjm vð Þ ¼ exp �l
vrjm

2p�U zð Þ
� �

ð6:78Þ

where:

f is the dimensionless normalized frequency;

n and v are the frequency in Hz and rad=s respectively;
u� is the shear velocity of the flow;
rjm is the distance between point j and point m;
�U zð Þ is the average of the mean wind speeds at point j and point m;

l¼ 7 is the coefficient relating to wind correlation.

The train used for the high speed railway is composed of two locomotives and 14 coaches. The

design vehicle velocity is up to 350 km=h and the German rail irregularity spectra for high speed rail-

way are adopted as follows:

Alignment irregularity:

Sa Vð Þ ¼ AaV
2
c

V2 þV2
r


 �
V2 þV2

c


 � ð6:79aÞ

Vertical-profile irregularity:

Sv Vð Þ ¼ AvV
2
c

V2 þV2
r


 �
V2 þV2

c


 � ð6:79bÞ

Cross-level irregularity:

Sc Vð Þ ¼ Av=b
2


 �
V2

cV
2

V2 þV2
r


 �
V2 þV2

c


 �
V2 þV2

s


 � ð6:79cÞ

where:

b is half of the horizontal distance between two wheels;

V is the space frequency;

Aa¼ 2.19� 10�7m-rad, Av¼ 4.032� 10�7m-rad are the roughness parameters;

Vc¼ 0.8246 rad=m, Vr¼ 0.0206 rad=m, Vs¼ 0.4380 rad=m are the break frequencies.

The direct time integration is adopted using the Newmark method, with parameters a¼ 0.25, b¼ 0.5

and time interval¼ 0.00288 seconds. The section model tests were executed in the wind tunnel to

obtain the wind aerodynamic coefficients of the deck and vehicles with a special cross-slot system to

separate the aerodynamic loads of the vehicle and the bridge.

The static force coefficients of both the deck and vehicles can be found in the literature [40]. Eight

vertical and torsional flutter derivatives of the bridge deck were identified by the weighting ensemble

least-square method [49]. The 4 flutter derivatives of the bridge are displayed in Figure 6.33.
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Based on the quasi-steady theory, the first three lateral flutter derivatives are approximately estimated

by the following equation:

P�
1 ¼ � 2CD

K
; P�

2 ¼
C0

D

K
; P�

3 ¼
C0
D

K2
ð6:80Þ

As far as pylons and cables concerned, only drag coefficients are taken into consideration with 2.0

and 0.7 respectively. Since both pylons and bridge deck are blunt, aerodynamic admittances can be

adopted as 1.0 conservatively.

To demonstrate the feasibility of the proposed framework, two cases are calculated using self-

developed computer software. In case 1, wind speed is 0m=s and vehicle speed is 250 km=h; in case 2,

wind speed is 25m=s and vehicle speed is 250 km=h. The responses of both the bridge and vehicle are

computed and compared in Figures 6.34 to 6.36.

In Figure 6.34, the bridge deck has a static lateral displacement due to static wind loads, and the

bridge deck vibration in case 2 is larger than that in case 1. The lateral and vertical accelerations of the

vehicle body increase because of wind action, as shown in Figure 6.35. In case 2, the vehicle wheel-sets

are subject to additional moments induced by the lateral wind loads acting on vehicle bodies. Thus,

vertical loads acting on the wheels on one side of the wheel-sets increase, but those acting on wheels

on the other side of the wheel-sets decrease.
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Figure 6.33 Flutter derivatives of bridge deck (from [40]) (Reproduced with permission from Elsevier).
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Figure 6.34 Deck displacements at the middle of left main span (from [40]) (Reproduced with permission from

Elsevier).
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The reduction rate of vertical wheel loads is the ratio of the fluctuating vertical wheel load on one

side to the mean vertical wheel load on both sides. It can be found that reduction rates of vertical wheel

loads on one side are obviously increased, while those on the other side are remarkably decreased,

indicating that the safety factors of vehicles are reduced under wind action.

6.8 Notations

A, Af Reference area

Ar Roughness coefficient

a Acceleration of the car body

B1 Distance between the left and right contact points

b Half of the horizontal distance between two wheels

b1 Half of the horizontal distance between the two rigid bodies

C Decay factor

CD(c) Drag force coefficient

CS(c) Side force coefficient

CL(c) Lift force coefficient

CR(c) Rolling moment coefficient

CP(c) Pitching moment coefficient

CY(c) Yawing moment coefficient

Cuz Viscous damper of damping coefficient in the z-direction to the vehicle body
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Figure 6.35 Accelerations of the first coach body (from [40]) (Reproduced with permission from Elsevier).
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Figure 6.36 Reduction rate of wheel load at the first wheel-set of the first coach (from [40]) (Reproduced with

permission from Elsevier).

234 Wind Effects on Cable-Supported Bridges



Cuy Viscous damper of damping coefficient in the y-direction to the vehicle body

Clz Viscous damper of damping coefficient in the z-direction to the tire

Cly Viscous damper of damping coefficient in the y-direction to the tire

Cb Damping matrix of the bridge

Cbbv1 Damping on the bridge from the tires

Cvb1 Coupled damping on bridge

Cbv1 Coupled damping on vehicle

Cv Damping on the vehicle related only to the DOFs of the vehicle

Cv1 Additional damping on the vehicles due to the deck surface roughness

Cbbv2 Damping on the bridge from the tires at the contact points due to the sideslip forces

between the tires and the bridge deck in the lateral direction

Cvb2 Coupled damping on bridge due to the sideslip forces between the tires and the bridge

deck in the lateral direction

Cbv2 Coupled damping on vehicle due to the sideslip forces between the tires and the

bridge deck in the lateral direction

Cv2 Additional damping on the vehicles due to the sideslip forces between the tires and the

bridge deck in the lateral direction

CFs(a) Aerodynamic drag coefficient

CFl(a) Aerodynamic lift coefficient

CFm(a) Aerodynamic moment coefficient

Cs: Damping matrix of the track subsystem

D Distance between two measured points

Fx Drag force

Fy Side force

Fz Lift force

FGi Force on the tire due to the gravity of the vehicle

Fhi Lateral contact force between the tire and the road surface

Fvi Vertical contact force between the tire and the road surface

FS Side force

FL Lift force

Fc
v Forces exerted by the track subsystem on the vehicle subsystem

Fw
v Wind forces acting on the car body

Fc
s Contact forces transmitted from the wheels to the rails

Fvyw Aerodynamic force acting on the vehicle body in the y-direction

Fvzw Aerodynamic force acting on the vehicle body in the z-direction

F0
yl Contact force transmitted from the wheels to the left rail in the y-direction

F0
zl Contact force transmitted from the wheels to the left rail in the z-direction

F0
yr Contact forces transmitted from the wheels to the right rail in the y-direction

F0
zr Contact forces transmitted from the wheels to the right rail in the z-direction

F(f) Modification coefficient of frequency

f Frequency

f11, f22, f23, f33 Creepage coefficients

fk: Spatial frequency (cycle=m)

Df Increment of spatial frequency

g Acceleration due to gravity

H Reference height

H(v) Cholesky decomposition of cross-spectral density matrix S0(v)

Hjm(v) A typical element of matrix H(v)

hv Reference height of the vehicle

Ks: Stiffness matrix of the track subsystem
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Kuy Linear elastic spring of stiffness in the y-direction to the vehicle body

Kuz Linear elastic spring of stiffness in the z-direction to the vehicle body

Kly Linear elastic spring of stiffness in the y-direction to the tire

Klz Linear elastic spring of stiffness in the z-direction to the tire

Kb Stiffness matrix of the bridge

Kbbv1 Stiffness of the bridge from the tires at the contact points

Kvb1 Coupled stiffness on bridge

Kbv1 Coupled stiffness on vehicle

Kv Stiffness on the vehicle related only to the DOFs of the vehicle

Kv1 Additional stiffness on the vehicles due to the deck surface roughness

Lu Integral length scales of fluctuating wind in the longitudinal direction

Lw Integral length scales of fluctuating wind in the vertical direction

Lux Integral scale of wind turbulence in the horizontal direction

M,Mx Rolling moment acting on the vehicle

My Pitching moment acting on the vehicle

Mz Yawing moment acting on the vehicle

Mvxw Aerodynamic moment acting on the vehicle body about the x-axis

Mvyw Aerodynamic moment acting on the vehicle body about the y-axis

Mvzw Aerodynamic moment acting on the vehicle body about the z-axis

Mb Mass matrix of the bridge

Mbbv Masses of all the tires of the vehicles

Mv Masses of all the rigid bodies of the vehicles, excluding the masses of the tires

Ms Mass matrix of the track subsystem

Msp Spin creeping moment

m Coefficient of sideslip friction

N Normal contact force between the wheel and rail

P Vertical force acting on the wheel

P0 Static wheel load

DP Reduction in the wheel load with respect to P0

Pbvg External forces on the bridge due to the gravity forces of the vehicles

Pbvr1 Inertia force of all the masses of the vehicle due to the road surface roughness

Pbvr2 Additional force on the bridge due to the deck surface roughness

Pvvr2 Additional force on the vehicle due to the deck surface roughness

Pbw Total wind force on the bridge deck

Pvw Wind force on the vehicle

Q Lateral force on the wheel

R0 The nominal radius of the wheel

Ru,N(n) Non-dimensional PSD functions for wind turbulence components in the horizontal

direction

Rw,N(n) Non-dimensional PSD functions for wind turbulence components in the vertical

direction

r(x) The vertical road surface roughness

rci(x) Road surface roughness under the ith contact point

rjm Distance between point j and point m

Sð�wÞ PSD function for the road surface roughness in the vertical direction

S(fk) PSD function of the rail irregularity

Sa(V) Alignment irregularity

Sc(V) Cross-level irregularity

Sv(V) Vertical-profile irregularity

S0(v) Two-side cross-spectral density matrix
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Tx Longitudinal creeping force

Tz Lateral creeping force

Um Mean wind velocity

Uv Road vehicle velocity

UR The wind velocity relative to the vehicle
�Uz Mean wind velocity at the height Z
�Ud Design wind velocity at the deck height Zd
u Longitudinal fluctuating wind speed components

�u Mean wind speed component

u� Shear velocity of the flow

utv Vehicle displacement response at time t

utb Bridge displacement response at time t

VT Nominal traveling speed of the wheel-set

VR Wind velocity relative to the vehicle

Vwx Velocity of the wheel in the longitudinal direction

Vwz Velocity of the wheel in the lateral direction

Vrx Velocity of the rail in the longitudinal direction

Vrz Velocity of the rail in the lateral direction

W Sperling comfort index

w Vertical fluctuating wind speed components

Xs: Nodal displacement of the track subsystem

Y, Yv Lateral displacement of the vehicle

Ybl Lateral displacement of the left ballast

Ybr Lateral displacement of the right ballast

Yw: Lateral displacement of the wheel-sets

Ysi Motions of the front axle set and the rear axle set in the y-direction

Yrl Displacement of the left rail in horizontal direction

Yrr Displacement of the right rail in horizontal direction

Yp: Displacement of the sleeper in horizontal direction

Z, Zv Vertical displacement of the vehicle

Zci Vertical displacement of the ith tire

Zw: Vertical displacement of the wheel-sets

Zsi Motions of the front axle set and the rear axle set in the z-direction

Zrl Displacement of the left rail in vertical direction

Zrr Displacement of the right rail in vertical direction

Zp: Displacement of the sleeper in vertical direction

a Incident angle

d Angle of the wheel-sets to the vehicle axis

u Roll displacement response of the vehicle

ujm(v) Complex angle of Hjm(v)

uk Random phase angle uniformly distributed from 0 to 2p
uv Pitching angle

uw Roll displacement of the wheel-sets

uYrl Displacement of the left rail in rolling direction around the y-axis

uZrl Displacement of the left rail in rolling direction around the z-axis

uYrr Displacement of the right rail in rolling direction around the y-axis

uZrr Displacement of the right rail in rolling direction around the z-axis

uP Displacement of the sleeper in the rolling direction

l Exponential decay coefficient used in the coherence function of wind turbulence

along the bridge deck
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jx Creepage ratio in the longitudinal direction

jz Creepage ratio in the vertical direction

jsp Creepage ratio in the spin direction

r Air density

su Standard deviation of wind turbulence in the horizontal direction

sw Standard deviation of wind turbulence in the vertical direction

fml Sequence of independent random phase angles uniformly distributed from 0 to 2p
fv Yaw angle of the vehicle

w Yaw angle of the wind velocity relative to the vehicle

wv Roll angle of the vehicle

�w Spatial frequency

�w0 Discontinuity frequency

xFs,u(n) Aerodynamic transfer functions between the horizontal fluctuating wind velocity and

aerodynamic drag force

xFs,w(n) Aerodynamic transfer functions between the vertical fluctuating wind velocity and

aerodynamic drag force

xFl,u(n) Aerodynamic transfer functions between the horizontal fluctuating wind velocity and

aerodynamic lift force

xFl,w(n) Aerodynamic transfer functions between the vertical fluctuating wind velocity and

aerodynamic lift force

xM,u(n) Aerodynamic transfer functions between the horizontal fluctuating wind velocity and

aerodynamic moment

xM,w(n) Aerodynamic transfer functions between the vertical fluctuating wind velocity and

aerodynamic moment

C Yaw angle of the wind velocity relative to the vehicle

V Space frequency

Vw Rotational velocities of spin motions of the wheel

Vr Rotational velocities of spin motions of the rail

vup Upper cut-off frequency

Dv Frequency increment
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7

Wind Tunnel Studies

7.1 Preview

As can be seen from earlier chapters, wind-induced response analyses of long-span cable-supported

bridges or coupled vehicle-bridge systems require some basic aerodynamic parameters or functions

such as force coefficients, flutter derivatives and aerodynamic admittance functions. At present, these

parameters and functions are obtained mainly from wind tunnel section model tests. To ensure the

functionality and safety of long-span cable-supported bridges under strong wind conditions, full aero-

elastic model tests are often carried out in wind tunnels to observe and quantify their aeroelastic behav-

ior. Wind tunnel studies are also performed to explore some new aerodynamic or aeroelastic

phenomena, such as rain-wind-induced cable vibration. There are also many situations in which the

wind load and the wind-induced responses of bridges and vehicles cannot be predicted with sufficient

accuracy, either to assure functionality and safety or to avoid using uneconomically large safety factors.

In such situations, it may be desirable to conduct wind tunnel tests of structural models. This is particu-

larly true when seeking aerodynamic measures to mitigate vortex shedding-induced vibration or

increase critical flutter velocity, as will be discussed in Chapter 12.

Techniques for the modeling of wind effects on bridge structures have improved considerably in the

past with the advent of several large wind tunnels designed to produce turbulent boundary layer models

of the natural wind. New measurement techniques used in wind tunnel tests have also been developed

to significantly improve the measurement accuracy.

This chapter first introduces the common types of boundary-layer wind tunnels used for bridge wind

engineering, followed by a general discussion for model scaling requirements and boundary wind simu-

lation. The most common types of wind tunnel tests for bridge wind engineering are then presented,

and the methods for identifying aerodynamic parameters and functions are introduced. Special wind

tunnel tests for rain-wind-induced cable vibration and wind-vehicle-bridge interaction are finally

described. Since not all of the model scaling requirements and boundary wind simulation requirement

can be satisfied in most wind tunnel tests, the validation of wind tunnel tests by field measurements is

sometimes necessary.

7.2 Boundary-Layer Wind Tunnels

A boundary-layer wind tunnel must have capabilities for creating flows that simulate the basic

characteristics of natural wind at a site in order to obtain wind-effect data representative of full-

scale conditions [1]. It must have a test section that is sufficiently long to generate a thick

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
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vertical boundary layer, be sufficiently high so that the boundary layer generated will not touch

the tunnel ceiling, and be sufficiently wide so that neighboring structures and topographical

features can be incorporated into the model. Furthermore, the blockage ratio (the ratio of the

cross-sectional area of the model blocking the flow and the cross-sectional area of the tunnel test

section) must be less than approximately one-twentieth. These requirements necessitate rather

large tunnels for bridge wind engineering.

To facilitate the rapid growth of a vertical boundary layer along the tunnel test section, not only must

roughness elements be placed on the tunnel floor, but also additional devices such as spires must be

installed upstream (see Figure 7.1). The roughness and the spires (or other vortex-generating devices

such as barrier and grid) must be designed to produce a type of velocity profile and the type of turbu-

lence that is similar to that encountered by the prototype structure.

Typically, the model tested in a wind tunnel is placed on a turntable so that it can be studied for winds

from different directions. To simulate the wind field correctly, the model should include not only the

particular structure to be tested, but also all neighboring structures and terrain features – all constructed

to the same scale ratio.

To maintain a constant pressure (zero gradient of pressure) along tunnel test sections, the cross-sec-

tional area of a tunnel test section must be slightly increased in the direction of the wind. The increasing

cross-section causes a decreasing wind velocity and an increasing pressure in the wind direction, com-

pensating for the pressure decrease caused by friction. Normally, the area increase is accomplished by

using an adjustable ceiling for the tunnel test section. The ceiling slope is adjusted to produce a zero

pressure gradient in the wind direction.

Boundary-layer wind tunnels used in bridge wind engineering are low-speed wind tunnels. There are

mainly two types of wind tunnel according to flow circuit: open-circuit wind tunnel, and closed-circuit

wind tunnel. The following is a brief description of each type of wind tunnel.

7.2.1 Open-Circuit Wind Tunnel

An open-circuit wind tunnel is normally a straight structure. Air is drawn into the tunnel from a funnel-

shaped intake at one end, and the air exits the tunnel through a funnel-shaped outlet at the other end.
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Wind

Side view

Top viewTurntable 
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Wind

Figure 7.1 Components of boundary-layer wind tunnel test section.
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Figure 7.2 shows the main components in an open-circuit wind tunnel with an axial-flow fan down-

stream of the test section [2]. There is a contraction section at the intake, usually with a flow straight-

ener and fine mesh screens, to smooth mean flow variations and reduce turbulence in the test section.

There is a diffuser at the outlet to conserve power by reducing the amount of kinetic energy that is lost

with the discharging air. The tunnel shown in Figure 7.2 is a “sucking” type. An alternative is a

“blowing” arrangement, in which the test section is downstream of the fan. For modeling atmospheric

boundary layer flows, it may not be essential to include a contraction section and a diffuser, but it would

be at the expense of high electricity consumption.

7.2.2 Closed-Circuit Wind Tunnel

The closed-circuit wind tunnel has a re-circulating loop, as shown in Figure 7.3, in which air is circu-

lated during tests [3]. It may occupy a large space if the loop is horizontal.

Consequently, indoor closed-circuit wind tunnels are sometimes arranged in a vertical loop to save

space. Some large tunnels of the closed-circuit type utilize the enlarged return section as an additional

test section for low-speed tests. The advantages of this arrangement are as follows: (a) it does not cause

undesirable wind in laboratories housing the wind tunnel; (b) it is generally less noisy than the open-

circuit type; (c) it is usually more efficient; and (d) more than one test section with different character-

istics can be incorporated. However, this type of wind tunnel has a higher capital cost and the air heats

up over a long period of operation before reaching a steady-state temperature.
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Figure 7.2 Layout of a sucking-type open-circuit wind tunnel.
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Figure 7.3 Layout of a closed-circuit wind tunnel.
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7.2.3 Actively Controlled Wind Tunnel

In conventional open- or closed-circuit wind tunnels, turbulence characteristics are commonly pro-

duced by using spires (or other vortex generating devices) and roughness blocks set on the floor of the

wind tunnel. It is difficult for these conventional tunnels to produce complex turbulence characteristics

such as those which are often encountered by long-span cable-supported bridges surrounded by a com-

plex topography. Consequently, new types of wind tunnels, with actively controlled multiple fans, have

been proposed and constructed [4–6]. Figure 7.4 is a schematic diagram of two- and three-dimensional

actively-controlled wind tunnels with multiple fans [6].

The two-dimensional multiple-fan wind tunnel has 11 fans arranged vertically. The three-dimensional

one has six rows of two-dimensional wind tunnels with a total of 66 fans. The test section dimensions

(length�width� height) are 3.8� 0.18� 1.0m for the two-dimensional wind tunnel and 5� 1.0� 1.0m

for the three-dimensional wind tunnel, respectively. The lengths of the actively-controlled wind tunnels

are very short compared to open or closed-circuit tunnels. The fans installed in the two-dimensional

multiple-fan wind tunnel are driven by high-performance AC servo-motors which are, in turn, controlled

by a computer. By using proper control algorithms, wind statistical parameters such as mean wind veloc-

ity, turbulence intensity, turbulence scale and power spectrum in a given boundary layer can be satisfac-

torily reproduced in the actively-controlled wind tunnel. Nevertheless, such tunnels have not been widely

used in practice.

7.3 Model Scaling Requirements

7.3.1 General Model Scaling Requirements

The modeling of wind effects on bridge structures first requires that a satisfactory model of the natural

wind be produced, and then that a similarly scaled structural model be tested in this modeled wind

environment. Criteria and techniques for achieving a model of the natural wind in a wind tunnel have

been discussed in various depths [7–11]. The principles and requirements of modeling of buildings and

structures have been discussed by many scholars [11–14].

One rational approach to the determination of the overall scaling or similarity requirements for any

model test is to assemble all the criteria, through either dimensional analysis or similarity arguments,

and then to form a physical understanding of each criterion to enable the criteria to be pruned to what is

essential for a given model test [15,16]. To this end, a short list of variables on which the modeling of

wind effects on buildings and structures depends is suggested as follows:

Ug;Uz; u; v;w; L; n; Su nð Þ; Sv nð Þ; Sw nð Þ; r;m; p; Ls; ns; rs;E; g; d: ð7:1Þ

Inverter DA Converter Computer AD Converter Anemometer

Honeycomb
Bars

Traverse Gear

Motor
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Probe
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Fans 2-Dimensional 3-Dimensional

20
10

Figure 7.4 Schematic diagram of two- and three-dimensional actively-controlled wind tunnels (unit: mm).
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where:

Ug is the mean wind speed at the gradient height;

Uz is the mean wind speed at height z;

u, v, w are the fluctuating velocity components in the longitudinal, lateral and vertical directions,

respectively;

L is the length associated with the external air flow (i.e. natural wind boundary layer);

n is the frequency associated with the external air flow;

Su(n), Sv(n), Sw(n) are the power spectral density function of the respective velocity components;

r is the air density;

m is the air viscosity;

p is the air pressure;

Ls is the length associated with the structure;

ns is the frequency associated with the structure;

rs is the density of the structure;

E is the elastic modulus of the structure;

g is the acceleration due to gravity;

d is the damping for the structure.

Other combinations used are: su is the standard deviation of the fluctuating component; Iu is the

turbulence intensity; and z¼ d/(2p) is the critical damping ratio.

By using either dimensional analysis or similarity arguments, it can be shown that dynamic similarity

with respect to these nineteen variables can be achieved if the sixteen non-dimensional groups listed in

Table 7.1 are maintained constant between model and full scale. The list of variables and the consequent

list of non-dimensional parameters have been deliberately basic. There are others used regularly in this

type of modeling which are either related to, or similar to, those given or are only required for special

situations. For example: force and moment coefficients which express the same force ratio as the pressure

coefficient could be used alternatively; Strouhal number related to the structure could have replaced the

density ratio or the Cauchy number; structural stresses could be used to replace stiffness and is often used

as a measured variable; shear stress distribution in a boundary layer is sometimes used.

7.3.2 Notes on Model Scaling Requirements

To achieve dynamic similarity, it is necessary to maintain constant ratios between all the forces affect-

ing the phenomena. In practice, it is rarely possible to satisfy all these requirements. Therefore, some

physical understanding of the phenomena is required to facilitate an assessment of the relative impor-

tance of the various forces, so that scaling of the less significant forces may be neglected. It may also be

necessary to permit the distortion of some criteria to allow a practicable model to be constructed, and

this again requires some analytical knowledge of the phenomena.

Full-scale Reynolds numbers can rarely be achieved, and the problems thus created are common to

all of the tests and deserve special attention. The Reynolds number expresses the ratio of fluid inertia to

viscous forces. In general, exact maintenance of this ratio is only required when the viscous forces

become of the same order of magnitude as the inertia forces. For wind effects on structures, this is only

achieved in a boundary layer, and it is most significant where boundary layer separation occurs. Fortu-

nately, most structures are sharp-edged and, hence, separations occur at these edges. In these cases, for

high Reynolds numbers, the flow field and hence pressure distributions seem to be relatively indepen-

dent of Reynolds number, so errors due to incorrect scaling are small.

The reverse situation occurs when the structure has a curved surface on which a flow separation

could occur. Model tests of these configurations must be treated very carefully, even if separation is

forced with trips. The best example, of course, is the drag of a circular cylinder,which is very Reynolds

number-dependent.
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One other situation which can occur, even with relatively sharp edged bodies, is the formation

of a leading edge separation bubble and subsequent re-attachment, which can cause very high

suction peaks. This phenomenon is Reynolds number- and turbulence-dependent and results can

be misleading, particularly when relatively low test Reynolds numbers are used.

7.3.3 Blockage Consideration

Another aspect of wind tunnel model tests which deserves attention is blockage corrections. A body

placed in a wind tunnel will partially obstruct the passage of the air, causing the flow to accelerate.

This effect is referred to as “blockage”. If the blockage is substantial, the flow around the model and

the aerodynamic behavior of the model are no longer of prototype conditions [17].

The blockage corrections depend on the body shape, the nature of the aerodynamic effect of concern,

the characteristics of the wind tunnel flow and the relative body/wind tunnel dimensions. The

Table 7.1 Non-dimensional groups

Non-dimensional group Name Physical meaning

Uz

Ug

Velocity profile Velocity ratio which defines the

vertical velocity profile

su

Uz

;
sv

Uz

;
sw

Uz

Turbulence intensity Expression relating total energy of

the fluctuating components

nSu nð Þ
s2
u

;
nSv nð Þ
s2
v

;
nSw nð Þ
s2
w

Normalized power spectral density Expression giving turbulent energy

distribution with respect to

frequency

nL

U
(L is any related length)

Strouhal number or reduced

frequency (or inverse of reduced

velocity)

Time scale

rUL

m
(L is any related length)

Reynolds number Inertia force ðfluidÞ
Viscous force

p

1=2rU
2

Pressure coefficient (or force and

moment coefficient)

Pressure force ðfluidÞ
Inertia force ðfluidÞ

L

Ls

Length ratio Ratio of lengths in boundary layer

and structure

n

ns

Frequency ratio Ratio of frequency or time in

boundary layer and structure

r

rs

Density ratio inertia force ðfluidÞ
inertia force ðstructureÞ

rU
2

E

Cauchy number Inertia force

Elastic force

Uffiffiffiffiffiffi
Bg

p Froude number Inertia force

Gravity force

d or z Logarithmic damping decrement or

critical damping ratio

Energy dissipated=cycle

Total energy of oscillation
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magnitude of blockage correction varies with the blockage ratio, which is the ratio of the model pro-

jected area normal to wind flow over the wind tunnel cross-sectional area. For example, for a blockage

ratio of 2%, the blockage corrections for measured pressures and forces are likely to be within 3–5%

[18]. In general, blockage corrections are required if the blockage ratio exceeds 5%. Tests involving a

blockage ratio of around 20% or higher are virtually worthless.

In the case of drag, the following approximate relation may be used for the great majority of model

configurations:

CDc
¼ CD

1þ KS=C
ð7:2Þ

where:

CDc
is the corrected drag coefficient;

CD is the drag coefficient measured in the wind tunnel;

S is the reference area for the drag coefficients CDc
and CD;

C is the wind tunnel cross-sectional area;

K is the coefficient.

The ratio of S over C is defined as blockage ratio.

7.4 Boundary Wind Simulation

The paramount requirement for physical modeling of wind engineering phenomena is the proper simu-

lation of natural wind characteristics. Normally, the minimum requirements for modeling of the natural

wind are similarity of velocity profile, Uz=UG, longitudinal turbulence intensity, su=Uz, and power

spectral density of the longitudinal component of turbulence, nSu nð Þ=s2
u. For bridge wind engineering,

the similarity of vertical turbulence intensity, sw=Uz, and power spectral density of the vertical compo-

nent of turbulence, nSw nð Þ=s2
w, are also important. Four methods – the natural growth method, the aug-

mented method, actively-controlled spires or grids, and actively-controlled multiple-fans – have been

used to simulate the turbulent boundary layer flow of the natural wind in wind tunnels.

7.4.1 Natural Growth Method

The natural growth method requires a wind tunnel with a very long fetch of roughness elements, over

which a rough wall boundary layer is developed, and a few special wind tunnels have been designed

and built to meet this requirement. The roughness elements for the natural growth method should be of

a size and density characteristic of the terrain surrounding the site and should extend sufficiently far

downstream for the required turbulent shear layer to become fully established. This may give a good

representation of the real conditions, but very long test sections are required [19].

7.4.2 Augmented Method

Most of the boundary-layer wind tunnels have smaller and shorter test sections than required for the

natural growth method. Thus, it is necessary to accelerate the growth of the boundary layer thickness

artificially. This can be done by introducing special devices at the entrance of the test section that mod-

ify the momentum distribution across the boundary layer, generating the same losses as those that can

be achieved by a longer region of roughness elements.

The augmented method, which uses passive and/or active devices and requires only a relatively short

fetch length, has been successfully used in practice. Large-scale turbulence is generated by installing

tripping devices (e.g. grids, barriers, spires, screens and air-injection systems) upstream of a reduced
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fetch length covered with roughness elements. The size and spacing of various devices are varied to

generate different wind models.

For example, the following procedure was proposed for the design of spires with the configuration

shown in Figure 7.5 [20]:

(a) select the desired boundary-layer depth d;

(b) select the desired shape of mean velocity profile defined by the power law exponent a;

(c) obtain the height h of the spires from the relation h ¼ 1:39d

1þ a=2
;

(d) obtain the width b of the spire base from Equation 7.3, in which H is the height of the tunnel test

section.

b

h
¼ f H=dð Þ

2 1þ fð Þ 1þ a=2ð Þ ð7:3Þ

f ¼ b 2= 1þ 2að Þ½ � þ b� 1:13a= 1þ að Þ 1þ a=2ð Þ½ �f g= 1� bð Þ2; b ¼ d=Hð Þa= 1þ að Þ ð7:4Þ

The desired mean wind profile occurs at a distance 6h downstream from the spires. The wind tunnel

floor downwind of the spires should be covered with roughness elements, e.g. cubes with height k such

that [20]:

k

d
¼ exp

2

3

� �
ln

D

d

� �
� 0:1161

2

Cf

� �
þ 2:05

� �1=2( )
ð7:5Þ

Cf ¼ 0:136
a

1þ a

� �2
ð7:6Þ

where D is the spacing of the roughness elements. Equation 7.5 is valid in the range 30< dD2/k3< 2000.

The boundary-layer wind tunnel at the University of Sydney, as shown in Figure 7.6, is an open-

circuit wind tunnel with a 2.4� 2m working cross-section. The augmented method is used, where large

scale turbulence fluctuations, generated by spires or trip-boards, are superimposed on a rough boundary

layer growing over carpet or roughness elements. The size of the tripping devices and the spacing of the

roughness elements are varied to develop wind models of open country, suburban and city centre

terrains, of different scales. The flow characteristics, namely the mean velocity profile, longitudinal

turbulence intensity profile and power spectral density function of the longitudinal component of turbu-

lence, are given in Figures 7.7 to 7.9 for the 1 : 400 scale wind models.

Wind 

Windward face 

Supporting plate 

b

h

Figure 7.5 A proposed spire configuration.

248 Wind Effects on Cable-Supported Bridges



7.4.3 Actively Controlled Grids and Spires

Physical modeling for some applications requires flows with larger scales of turbulence than can be

developed in a wind tunnel by passive devices such as stationary grids and spires. An example of this is

the investigation of aerodynamic stability for long-span bridge decks by means of a section model in
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Figure 7.6 Arrangement of the boundary layer wind tunnel at the University of Sydney.
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which the ratios of bridge-deck width to length scales of horizontal and vertical turbulence components

corresponding to full-scale values are confronted by the passive wind tunnels.

A logical way to overcome the limitation of a passive grid is to devise an actively-controlled mechani-

cal grid by which higher turbulent intensity and larger integral scale can be achieved owing to its ‘active’
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method of generating the flow. Figure 7.10 shows an actively-controlled mechanical grid and Figure 7.11

displays a flow chart of actively controlled boundary layer wind simulation [21].

Using the actively-controlled grids, the downstream turbulence intensity can easily reach up to 10%

and the integral length scale of turbulence wind can reach up to 1m. Inspired by this research, several

actively-controlled wind tunnels have been developed. For example: Teunissen [22] developed a wind

tunnel with jets to simulate the boundary layer; Cermak [23] developed a wind tunnel with active

cascades of moving airfoils to examine the effects of large-scale turbulence over bridge deck models;

Cogotti [24] used five actively-controlled spires with flaps made of carbon fiber to generate turbulent

wind field with an integral length scale of turbulence up to 1.0–2.0m.

7.4.4 Actively Controlled Multiple Fans

The power spectrum modification method is used to produce the required turbulence in actively-con-

trolled wind tunnels with multiple-fans [6]. The target spectrum is selected first, with the assumed
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Figure 7.10 Actively controlled mechanical grid.
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Figure 7.11 Flow chart of actively controlled boundary layer wind simulation.
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parameters such as U, Iu and Lu, and is then analyzed by making use of the inverse fast Fourier trans-

form program to produce a time history of turbulent wind. The time history is given to the fan motor

and the turbulent wind speed generated by the fans is measured by a hot-wire anemometer. The meas-

ured data are analyzed by the FFT method and the obtained spectrum is compared to the target one.

Based on the deviated part of the measured spectrum from the target one, a new spectrum is estimated

and given to the fan again, and the procedure is repeated until the satisfactory targeted spectrum is

achieved. This is called the “spectrum modification method”. The flow chart of the iterative procedure

to simulate the targeted turbulence is shown in Figure 7.12.

There is a certain time lag in the above actively controlled wind simulation. When a fluctuating input

signal is given to the fan motor, the same fluctuating velocity could be measured at the test section with

a certain time lag. This time lag is mainly attributed to the operation of fans and the flow time and it

depends on the inertia of rotating parts of the fans and motors and the aerodynamic delay caused by the

acceleration of air mass in the tunnel path. This was assumed to be a first-order lag by the experiments.

The time lag constant can be estimated and the time-lag modification can be implemented, i.e. the input

data are modified by using the estimated time constant before the first run and the modified data are

then given to the fans. After one or two iterations, a satisfactory time series of turbulence can be

produced.

7.4.5 Topographic Models

Information on the characteristics of the full-scale wind applicable to a bridge site may not be available

if the bridge is situated in complex topography or terrain. In such situations, small-scale topographic

models (see Figure 7.13), constructed at scales in the range of 1 : 1000 to 1 : 5000, can be effective for

estimating the full-scale mean wind flow [1]. Such data can form the basis for the subsequent modeling

of the wind at a larger scale, as required for studying wind effects on bridge structures.
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Figure 7.12 Block diagram for actively controlled turbulence simulation.
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7.4.6 Instrumentation for Wind Measurement in Wind Tunnel

The Pitot tube is the basic instrument used for measuring wind speed in a wind tunnel. It is

based on the principle of conversion of kinetic energy to pressure at a stagnation point. The

pressure differential sensed by the tube is proportional to the square of the velocity. This instru-

ment is accurate, reliable, convenient and economical, but it is inaccurate at low speeds and

unsuitable for measuring turbulence.

Hot-wire and hot-film anemometers can be used in wind tunnels to measure both mean wind

speed and turbulence (see Figure 7.14). The sensing element of a hot-wire anemometer is a wire

finer than a human hair. The turbulence in the wind causes changes of heat transfer from the

wire, which in turn causes the resistance of the wire to fluctuate. The electronic circuit automati-

cally adjusts the current going through the wire to keep the wire at a constant temperature.

Consequently, the velocity fluctuations can be determined from the fluctuations of the current

through the wire. The sensing element of a hot-film anemometer is a coated metal film laid over

Figure 7.13 Topographic model for Stonecutters Bridge (scale 1 : 1500). (Reproduced with permission from

Dr. Michael Hui).

Figure 7.14 Hot-wire anemometer (Source: (http://en.wikipedia.org/wiki/File:Hd_sonde.jpg), Permission released

under the GNU Free Documentation License. Original text : 28.06.2007 Bergmann/Kaiser).
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a tiny glass wire. The rest is the same as for hot wires. Both hot-wire and hot-film anemometers

can measure rapid changes of velocities with frequency response higher than 1 kHz.

There are many other types of instruments available for measuring various quantities of inter-

est in wind tunnel model studies. Some of these are highly complex and include online data

acquisition capabilities. There is also a growing level of automation, with computers used to

control wind tunnel tests and to analyze data. However, it is not the intent of this chapter to list

all the various instruments and associated data acquisition systems and data analysis systems.

Some instruments will be introduced in the following sections, when we discuss particular wind

tunnel tests.

7.5 Section Model Tests

7.5.1 Models and Scaling

For long-span bridges, both full bridge and partial bridge models have been tested in wind tun-

nels for different purposes [1]. The most basic of the partial bridge models has been the section

model, which represents a section of the deck. Typical model-to-prototype scale ratios include lL
(geometric length), lr (density) and lU (velocity). The density ratio is usually near unity, while

the geometric length ratio and velocity ratio are fixed mainly by the size of the model and availa-

ble wind tunnel speeds. If turbulence is introduced into the wind tunnel flow, it is important that

its intensities correspond to those in full scale, and that typical turbulence lengths are scaled in

accordance with the geometric length ratio. Full scaling of the turbulence is impractical at the

geometric scales used in section model tests. In such cases, partial simulation of turbulence up to

scales of turbulent length comparable to that of the deck width is desirable. For full models of

suspension bridges, Froude number similarity is required in situations in which gravity forces

substantially contribute to the stiffness. Froude scaling implies that:

lL
l2t

¼ lLl
2
f ¼ 1 ð7:7Þ

where lL, lt and lf are the length, time and frequency scales, respectively. As a result, if the geomet-

ric scale is decided the frequency scale and velocity scale, lU can be determined by:

lf ¼ 1ffiffiffiffiffi
lL

p ; lU ¼
ffiffiffiffiffi
lL

p
ð7:8Þ

For full bridge models of cable-stayed bridges, it is usually possible to avoid Froude number scal-

ing if pre-tensioning of the stay cables to the design dead-load tension is provided to avoid the slack-

ening of the model stays during a test.

For dynamic models in free vibration, the damping ratio shall be the same in the model as in the

prototype. In all dynamic modeling cases, the scaling of the reduced velocity is required.

U

fB

� �
m

¼ U

fB

� �
p

ð7:9Þ

where:

f is the frequency of interest, either of the fluid or the structure;

B is the characteristic length, usually deck width;

subscripts m and p mean model and prototype, respectively.

254 Wind Effects on Cable-Supported Bridges



7.5.2 Section Model Tests for Force Coefficients

As discussed in Chapters 3 and 4, force coefficients of a bridge deck are required in aerostatic and

aerodynamic analyses. The section model test on a stationary representative section of a bridge

deck is a common way to obtain the force coefficients, the first level aerodynamic characteristics

of the deck cross-section. The section model for such a test is usually rigid. Only geometric

similarity needs to be respected.

The common set-up of section model tests for force coefficients is shown in Figure 7.15. A rigid

model representing a spanwise portion of a bridge deck is mounted on a force balance for measurement

of wind forces on the model. The force balance must be designed properly according to the mass of the

model and the frequency of interest. The force balance, of which the sensing element is often strain

gauges, is usually fixed to a turntable so that wind forces on the model can be measured at different

attack angles. If it is sensitive enough, the force balance can measure both mean and dynamic forces.

End plates are usually used to eliminate end effects.

Section model tests for force coefficients are usually conducted under smooth wind flow, and the

force coefficients can be obtained from the measured wind forces with the following equations:

CDðaÞ ¼ FDðaÞ
1

2
rU

2
BmLm

CLðaÞ ¼ FLðaÞ
1

2
rU

2
BmLm

CMðaÞ ¼ MðaÞ
1

2
rU

2
B2
mLm

ð7:10Þ

where:

CD, CL and CM are the drag, lift and moment coefficients, respectively;

FD, FL andM are the drag, lift and moment forces, respectively;

Bm and Lm are the width and length of the model, respectively.

Figure 7.15 Set-up of section model tests for force coefficients.
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7.5.3 Section Model Tests for Flutter Derivatives and Vortex-Induced Vibration

A common technique to confirm the aerodynamic stability of the decks of long-span cable-supported

bridges is the section model test in either free vibration or forced vibration. The flutter (aerodynamic)

derivatives of the deck cross-section can be identified from the measured results. Free vibration tests

can also be used to detect signs of vortex-induced vibrations. Section models are relatively inexpensive

and can be constructed to scales of the order of 1/50 to 1/25, so that the discrepancies between full-

scale and model Reynolds number are smaller than in the case of full-bridge tests.

A sectional model for free vibration test is made of a representative spanwise section of the bridge

deck, constructed to the scale and spring-supported at the two ends to allow both vertical and torsional

motions. Figure 7.16 shows a common set-up of a free vibration test of the section model. By suitable

adjustment of the springs, the model frequencies in rotation and vertical translation can be arranged to

have the same ratio as those for the primary bending and torsional modes of the prototype bridge. In

order to achieve similarity between model and prototype, the reduced frequencies should be kept equal.

The model is also required to satisfy the density scaling requirement that the density ratio should be

the same in model and full scale. Table 7.2 lists the scaling requirements for free vibration model tests.

Usually, the effect of turbulence is to reduce or mark the vortex shedding-induced amplitude peaks. For

this reason, section model tests are conducted in flow conditions with low turbulence intensity, in order

to estimate the amplitudes of motion conservatively. Various edge treatments can be investigated to

improve the response to vortex shedding. In addition, to ensure that the section is aerodynamically

stable up to an acceptably high prototype wind speed, the model is also tested with the same low turbu-

lence flows, to provide conservative estimates of the flutter derivatives of the section. The response is

often investigated at various structural damping ratios.

Figure 7.16 Set-up of free vibration tests of section model.
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A section model for a forced vibration test consists of a representative spanwise section of the deck

constructed, to the required scale and attached to the force balances at the ends. The models are driven

to oscillate by driving devices through the force balances, as shown in Figure 7.17.

Total forces acting on the model can be measured by the force balances. Time-histories of

displacement and acceleration responses of the section should also be measured in the tests, using

displacement transducers and/or accelerometers. Section models for forced vibration are rigid

models, so only geometric similarity needs to be respected. Ukeguchi first used forced vibration

test technique to identify flutter derivatives in 1966 [25]. Since then, this technique has been

further developed by many researchers [26].

The forced vibration method is somewhat expensive, compared with the free vibration method, since

it involves sizeable and more complicated test equipment. Furthermore, the frequency and amplitude of

model vibration in a forced vibration test is pre-set manually and cannot represent fully the aerody-

namic characteristics of the bridge deck in a natural wind. The free vibration method seems to be more

tractable than forced vibration testing. However, at high reduced wind speeds, the vertical bending

motion of the bridge will decay rapidly, due to the effect of positive vertical bending aerodynamic

damping, and thus the length of time history available for system identifications will decrease in free

vibration, thereby adding more difficulties to the system identification [1].

7.5.4 Section Model Tests with Pressure Measurements

The relationship between incident velocity fluctuations and resulting wind loads on the bridge deck is

an important source of uncertainty in bridge aerodynamics. The analysis of the distribution of deck

fluctuating pressures will allow some insights into the mechanism of wind excitation on the bridge.

Compared with the measurement of static and dynamic forces on a stationary section model with

force balances, pressure measurement tests have the advantages of obtaining the mean and fluctuating

Table 7.2 Scaling requirements for free vibration section model

Parameters Scale ratio

Length 1/lL
Wind velocity 1/lU
Mass per unit length 1=l2L
Mass inertial per unit length 1=l4L
Structural frequency lL/lU
Damping ratio 1

Figure 7.17 Set-up of forced vibration tests of section model.
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pressure distribution over the bridge deck section and the spanwise coherence of the fluctuating forces

[35]. Because high-speed pressure scanning systems allow for simultaneous pressure measurement at a

sufficiently high rate, pressure measurement tests usually give more accurate frequency domain infor-

mation of fluctuating section forces than direct force measurement tests [27].

For a section model test with pressure measurements, pressure taps are embedded in the sectional

model to measure pressure distribution over the external surface, as shown in Figure 7.18. Pressure

should be measured at a sufficient number of locations, so that no significant aerodynamic events are

missed. Theoretically, measurements should be taken in all areas of significance, with particular atten-

tion to areas of high local pressure or potential aerodynamic “hot spots”. In practice, however, it is

difficult to install pressure taps at edges, or auxiliary components such as guard rails in a section model.

Therefore, it is likely that some aerodynamic events are missed in such pressure tests.

7.5.5 Section Model Tests for Aerodynamic Admittance

The aerodynamic admittances can be estimated by direct measurement of the aerodynamic forces of a

stationary section model, or can be extracted from the steady random responses of the aeroelastic

model of the bridge deck by system identification techniques [28–33]. The force measurement methods

can be further classified into two categories: force measurement using force balances, and surface pres-

sure integral method with pressure measurement tests. The former requires a rather higher inherent

frequency for the model-balance system (more than 80Hz) and a deck section model rigid enough not

to deform or vibrate in the test. These requirements generally bring considerable difficulty for wind

tunnel tests. The surface pressure integral technique is only applicable for closed box girder bridges,

which somewhat limits its popularity in aerodynamic admittance estimation.

7.6 Taut Strip Model Tests

The taut strip model is a three-dimensional partial-bridge model which is between an aeroelastic sec-

tion model and a full aeroelastic model [34,35]. A supporting structure, consisting of taut wires or

tubes, supports the geometrically simulated deck structural form, as shown in Figure 7.19. Usually,

fundamental vertical and torsion deck modes are simulated by the model, while bridge components

such as towers, piers and cables are neglected. A taut strip model is less expensive than a full aeroelas-

tic model and it can simulate the three-dimensional effects of wind-structural interaction.

Froude number (Bg=U
2
) similitude may be relaxed when both vortex shedding-induced oscillations

at low wind speeds and aerodynamic instability at high wind speed are to be studied. A taut strip model

can be considered as an extended section model of a bridge deck. Model scaling requirements for taut

Figure 7.18 Section model tests with pressure measurement.
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strip models are similar to those for free-vibration section models, except that more modes of the bridge

deck may be considered.

The stiffness of a taut strip model is mainly provided by the taut wires, and therefore the fundamental

bending and torsional frequencies of a taut strip model can be calculated by:

f h ¼ 1

2L

ffiffiffiffi
T

m

r

f a ¼ 1

2L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

I
� B2T

4

s ð7:11Þ

where:

fh and fa are the vertical and torsional frequency of the model, respectively;

L is the length of the model;

T is the tension force of the wires;

m is the mass per unit length;

I is the mass moment of inertia per unit length.

The main objective of taut strip model tests is to estimate the structural responses of a bridge deck

under wind action. This technique can also be used to identify aerodynamic derivatives of a bridge

deck. Nevertheless, to transfer taut-strip model results to the prototype invariably requires an analytical

interpretation [1].

7.7 Full Aeroelastic Model Tests

In addition to being geometrically similar to the full bridge, the full aeroelastic model must satisfy

similarity requirements pertaining to mass distribution, reduced frequency, mechanical damping and

shapes of vibration modes. Modeling requirements for similarity between the model and prototype

bridge components are listed in Table 7.3. Froude number similitude is generally respected for suspen-

sion bridges, where the geometrical stiffness of the main cables is the dominant stiffness.

To minimize Reynolds number effects, the geometric scale should be made as large as feasible. The

geometric scale of 1 : 100 has been realized for full bridge models [36]. However, large-scale models

require comparably large wind tunnel facilities, and the usual scale of such models is of the order

of 1 : 200 [37–39]. Because of the complexity of full aeroelastic models, finite element methods are

usually used in the design and calibration of such models.

Figure 7.19 Taut strip model.
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The construction of a full aeroelastic model is elaborate and its cost is relatively high. Thus, a full

aeroelastic model test is usually used as a final design check for the aerodynamic characteristics of

long-span cable-supported bridges.

The general practice in full aeroelastic model tests is to estimate the bridge response to smooth and

turbulent flow in terms of mean response, RMS displacement and acceleration responses, spectrum

response, total damping modifications due to wind effects, and flutter speed limits. Full aeroelastic

model tests can also be used to identify aeroelastic parameters [39,40].

Full aeroelastic model tests can offer extensive exploration of prototype conditions, such as the

effects of winds at various approach angles, velocity profiles, turbulence levels. Such models are also

highly effective in studies of bridge performance during different stages of construction. A full aero-

elastic model of a long-span cable-stayed bridge is shown in Figure 7.20.

7.8 Identification of Flutter Derivatives

7.8.1 Free Vibration Test of Section Model

Scanlan proposed the free vibration test method for flutter derivatives of a bridge deck in the 1970s, and

he also proposed the semi-experimental and semi-analytical approach for estimating critical flutter

wind speed [40,41]. In this technique, a spring-suspended sectional model is tested, and free decay

vibration signals are recorded to extract the flutter derivatives.

A great advantage of the free vibration technique is its simplicity, but the original method needs three

groups of tests. Torsional and vertical bending motions have to be constrained, respectively in order to

obtain the so-called direct derivatives. Furthermore, the vertical and torsional motions of the model

must have the same frequency at all wind velocities in order to obtain cross derivatives.

Yamada et al. [42] introduced the extended Kalman filter (EKF) method into the identification

procedure of these derivatives based on the coupled vibration time histories. In this method, the

Table 7.3 Scaling requirements for full aeroelastic model

Components Geometric similarity Stiffness similarity Aerodynamic force

similarity

Longitudinal Bending Torsional

Deck @ @ @
Cables, suspenders @ @ @
Tower @ @ @ @
Piers @

Figure 7.20 Full aeroelastic model test of Stonecutters Bridge (Reproduced with permission from Dr. Michael

Hui).

260 Wind Effects on Cable-Supported Bridges



time histories of the displacement and velocity, as well as information on the initial condition,

are simultaneously recorded. Jokobsen and Hansen [43] proposed a method for the determination

of the flutter derivatives, employing a conversion of buffeting response data to response

covariance functions. Poulsen et al. [44] used a method which combines control theory with

system identification techniques to extract flutter derivatives from section model tests for the

Great Belt East Bridge. Juang and Pappa presented an eigensystem realization algorithm (ERA)

for modal parameter identification and model reduction [45]. In 1994, Sarkar and Scanlan [46]

developed the modified Ibrahim time-domain (MITD) method to extract all the direct and cross-

derivatives from the coupled free vibration data of the 2-DOF model.

Gu et al. [47] proposed an identification method based on unifying least-squares theory. In this

method, a unified error function which is linearly composed of two error components of vertical and

torsional motions is defined as the objective function to optimize the flutter derivatives. The initial

value in the iteration procedure for the optimization of the flutter derivatives is provided by the MITD

method. The unifying least-squares method was refined by introducing two weighting factors to the

error functions and one scaling factor to the iteration in order to enhance the accuracy and convergence

rate of the identification results [48].

The above identification methods are based on free vibration of the section model with given initial

conditions in smooth flow. The accuracy of identified flutter derivatives will be affected at high reduced

velocities due to the nature of free vibration. Therefore, the identification of flutter derivatives of the

section model under turbulence wind excitation is also explored, and Gu et al. [33] proposed a stochas-

tic subspace identification (SSI) method that can directly identify flutter derivatives and aerodynamic

admittances together.

In this section, the unifying least-squares method proposed by Gu et al. [47] is introduced as an

example. As already introduced in Chapter 4, the governing equation of motion of the wind-structure

system for 2-D flutter analysis can be written as:

€X þ Ce _XþKeX ¼ 0 ð7:12Þ

where:

X ¼ ½h;a�T ð7:13aÞ
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where:

h and a are the vertical and torsional displacements of the section model, respectively;

j0h denotes the structural damping ratio in the vertical direction;

v0h denotes the structural natural frequency in the vertical direction;

j0a is the structural damping ratio in the torsional vibration;

v0a is the structural circular natural frequency in the torsional vibration;

r is the density of the fluid;
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B is the section model width;

m represents the model mass per unit length;

I represents the mass moment of inertia of the model per unit length;

vh and va denote the frequency of the vibration system in the vertical and torsional direction

respectively;

H�
i and A

�
i (i¼ 1�4) are the flutter derivatives;

Ce and Ke are the total damping and stiffness matrix of the coupled wind-structure system respectively.

The total damping and stiffness matrices of the coupled vibration system are first identified from the

displacement and acceleration time-histories recorded during the free vibration test. High-frequency

noise in the original time-history data should be removed before identification. Aerodynamic damping

and stiffness matrices, Cad and Kad, can then be obtained by deducting structural damping and stiffness

matrices C0 and K0 from the total damping and stiffness matrices:

Cad ¼ Ce � C0

Kad ¼ Ke �K0 ð7:14Þ

Eight flutter derivatives can be identified from Cad and Kad using the following relationship:

H�
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ð7:15Þ

where cadij and kadij (i, j ¼ 1, 2) are the elements of the aerodynamic damping and stiffness matrices Cad

and Kad, respectively.

It can be seen that the most important step in this identification process is to identify Ce and Ke from

the coupled vibration time-histories of the section model. The unifying least-squares method is intro-

duced below.

Equation 7.12 can be written in the state space with the matrix A ¼ 0 I

�Ke �Ce

� �
, being the state

matrix of the coupled wind-structure system. The real parts of the eigenvalues of A represent the damp-

ing of the system, while the imaginary parts of the eigenvalues of A represent the frequency of the

system.

For the 2-DOF section model, the complex eigenvalues lr and eigenvectors Cr of A can be

written as:

lr ¼ sr þ ibr; l�r ¼ sr � ibr ðr ¼ 1; 2Þ ð7:16aÞ

Cr ¼ fr

lrfr

� �
; fr ¼ fhr

far

� �
¼ Uhr þ iVhr

Uar þ iVar

� �
ðr ¼ 1; 2Þ ð7:16bÞ

where:

sr and br are the real and imaginary parts of the rth eigenvalue;

Uhr, Vhr, Uar and Uar are the coefficients of the rth eigenvector.
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Finally, the total damping and stiffness matrices of the coupled wind-structure system can be

expressed in terms of the complex dynamic characteristics as follows:

Ke Ce½ � ¼ � fL f�L�2	 
 f f�

fL f�L�

� ��1

ð7:17aÞ

f ¼ c1f1 c2f2½ �; L ¼ l1
l2

� �
ð7:17bÞ

where c1 and c2 are the two constants to be determined by the initial conditions of vibration of the

section model.

Furthermore, the theoretical displacement responses of the 2-DOF section model can be

expressed as:

ĥm ¼
X2
r¼1

esrmDt UhrcosðbrmDtÞ þ VhrsinðbrmDtÞ½ �

âm ¼
X2
r¼1

esrmDt UarcosðbrmDtÞ þ VarsinðbrmDtÞ½ �
ð7:18Þ

where:

m is the number of measured time points;

Dt is the time increment.

The errors between the theoretical and measured response time-histories can be written as:

eTh ¼ h1 � ĥ1; h2 � ĥ2; . . . ; hm � ĥm

n o
eTa ¼ a1 � â1;a2 � â2; . . . ;am � âmf g

ð7:19Þ

Because of the possible large difference between the absolute values of vertical and torsional dis-

placements, a unifying error function is introduced here:

J ¼ eTh eh þ eTaea ð7:20Þ

Iterative steps of the unifying least-squares method are required to obtain the optimal value of sr and

br, which makes J value smaller than an allowable value. The initial value of sr and br can be obtained

by the modified Ibrahim time-domain method [46].

7.8.2 Forced Vibration Test of Section Model

In a forced vibration test, the section model is driven by a specially designed device to perform a simple

harmonic vibration with designated frequency and amplitude. Self-excited forces, displacement and

acceleration responses of the section model are directly measured. Flutter derivatives can then be iden-

tified, based on the measured data in either the frequency domain or the time domain. Compared with

the free vibration method, the forced vibration method has advantages of simplicity in the identification

algorithm and accuracy in identification results, particularly in high reduced velocity, but it requires

special testing devices. The testing devices commonly used include the SDOF device for vertical vibra-

tion or torsional vibration and the 2DOF device for coupled vertical and torsional vibration. Only the

frequency domain method for identifying torsional flutter derivatives from forced vibration tests with a
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torsional vibration device is introduced in this subsection [25]. Other flutter derivatives can be identi-

fied with a similar procedure.

The section model is forced to have a torsional vibration as:

aðtÞ ¼ a0e
iðvatþwaÞ ð7:21Þ

where:

a(t) is the time history of torsional displacement;

a0 is the vibration amplitude;

wa is the phase angle.

The total dynamic forces acting on the section model include several parts:

Ldyða; _a; €aÞ ¼ Lseða; _aÞ þ Lno

Ddyða; _a; €aÞ ¼ Dseða; _aÞ þ Dno

Mdyða; _a; €aÞ ¼ Mseða; _aÞ þMinð €aÞ þMno

ð7:22Þ

where:

the subscript dy denotes the total dynamic force;

the subscript se denotes the self-excited force;

the subscript in denotes the inertial force;

the subscript no denotes noise.

The self-excited force can be obtained by the total dynamic force minus the total dynamic force

identified at zero wind speed:

Lseðf aÞ ¼ Ldyðf aÞ � Ldy;0ðf aÞ
Dseðf aÞ ¼ Ddyðf aÞ � Ddy;0ðf aÞ
Mseðf aÞ ¼ Mdyðf aÞ �Mdy;0ðf aÞ

ð7:23Þ

where:

the subscript dy,0 denotes the total dynamic force identified at zero wind speed;

fa is the torsional vibration frequency.

Equation 7.23 can be rewritten in complex form as:

Re½Lseðf aÞ� ¼ Re½Ldyðf aÞ� � Re½Ldy;0ðf aÞ�
Im½Lseðf aÞ� ¼ Im½Ldyðf aÞ� � Im½Ldy;0ðf aÞ�
Re½Dseðf aÞ� ¼ Re½Ddyðf aÞ� � Re½Ddy;0ðf aÞ�
Im½Dseðf aÞ� ¼ Im½Ddyðf aÞ� � Im½Ddy;0ðf aÞ�
Re½Mseðf aÞ� ¼ Re½Mdyðf aÞ� � Re½Mdy;0ðf aÞ�
Im½Mseðf aÞ� ¼ Im½Mdyðf aÞ� � Im½Mdy;0ðf aÞ�

ð7:24Þ

where Re and Im refer to the real and imaginary parts of the force, respectively.
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The corresponding three-dimensional aeroelastic governing equations of the self-excited forces can

be expressed in complex form as:

Re½Lseðf aÞ� ¼ rU
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B½K2

aH
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where:

H�
i , P

�
i and A

�
i (i¼ 2, 3) are the flutter derivatives related to torsional vibration;

Ka ¼ Bva=U is the reduced frequency.

Comparing Equation 7.24 with Equation 7.25 yields the following equations for torsional flutter

derivatives:
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7.8.3 Free Vibration Test of Taut Strip Model and Full Aeroelastic Model

Unlike the identification methods for section models, the identification of flutter derivatives with a

taut strip model or a full aeroelastic model involves bridge vibration of multiple modes and three-

dimensional characteristics of wind-bridge interaction.

The generalized self-excited force of the ith mode due to the motion of the jth mode can be expressed

in the frequency domain as:

FijðxÞ ¼
ZL
0

FijðxÞfiðxÞdx ð7:27Þ
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where:

subscripts i and j denotes the ith and jth mode respectively;

Fij is the self-excited force of the ith mode due to the motion of the jth mode;

fi is the ith modal shape;

L is the length of the bridge deck.

It can be demonstrated that Equation 7.27 can be expanded to [48]:

FijðxÞ ¼
ZL
0

cadij _qj þ kadij qj


 �
fjðxÞfiðxÞdx

¼ cadij _qj þ kadij qj


 �ZL
0

fjðxÞfiðxÞdx
ð7:28Þ

where cadij and kadij are the aerodynamic damping and stiffness coefficients, respectively, corresponding

to the ith mode due to the motion of jth mode (i, j¼ a, h, p).

Similar to free vibration section model tests, the system damping and stiffness matrices, Ce

and Ke, are obtained first using modal identification methods such as ERA. The aerodynamic

damping and stiffness matrices, Cad and Kad, can then be obtained by deducting the structural

damping and stiffness matrices, C0 and K0, from the total damping and stiffness matrices, Ce

and Ke. As a result, the aerodynamic damping and stiffness coefficients can be obtained as:

cadij ¼ ceij � c0ijRL
0

fjðxÞfiðxÞdx
ð7:29Þ

kadij ¼ keij � k0ijRL
0

fjðxÞfiðxÞdx
ð7:30Þ

where:

ceij and c
0
ij are the system and structural damping coefficient, respectively;

keij and k
0
ij are the system and structural stiffness coefficients, respectively.

Once the aerodynamic damping and stiffness coefficients are obtained, a total of 18 equations, which

are similar to Equation 7.15, can be used to find the 18 flutter derivatives.

7.9 Identification of Aerodynamic Admittance

As mentioned in subsection 7.5.5, aerodynamic admittance can be estimated by directly measur-

ing the aerodynamic forces of a stationary section model [28–30], or can be extracted from the

steady random responses of the aeroelastic model of the bridge deck by system identification

techniques [31–33].

266 Wind Effects on Cable-Supported Bridges



As discussed in Chapter 4, the buffeting forces can be expressed as:
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where:

CL, CD and CM are the lift, drag, and moment coefficients referred to the deck width B, respectively;

C0
L ¼ dCL=da, C

0
D ¼ dCD=da, and C

0
M ¼ dCM=da; xLu, xLw, xDu, xDw, xMu, xMw are the aerodynamic

admittance functions, which are functions of the reduced frequency and dependent on the geometri-

cal configuration of the cross-section of the bridge deck;

and u and w are the longitudinal and vertical fluctuating winds, respectively.

By neglecting the cross-spectra of the fluctuating winds, Equation 7.31 can be expressed in the

frequency domain as:

SLLðvÞ ¼ r2U2B2 C2
LSuuðvÞ xLuðvÞj j2 þ 1

4
ðC0

L þ CDÞ2SwwðvÞ xLwðvÞj j2
� �

SDDðvÞ ¼ r2U2B2 C2
DSuuðvÞ xDuðvÞj j2 þ 1

4
C02

DSwwðvÞ xDwðvÞj j2
� �

SMMðvÞ ¼ r2U2B4 C2
MSuuðvÞ xMuðvÞj j2 þ 1

4
C02
MSwwðvÞ xMwðvÞj j2

� � ð7:32Þ

where:

SLL, SDD, and SMM are the power spectrum density (PSD) functions of the vertical, longitudinal and

torsional buffeting forces respectively;

Suu and Sww are the PSD functions of the longitudinal and vertical wind fluctuations, respectively.

There are six aerodynamic admittance functions in Equation 7.32, but there are only three equations.

Some assumptions have to be made, and the following is a common one.

xLuðvÞ ¼ xLwðvÞ ¼ xLðvÞ
xDuðvÞ ¼ xDwðvÞ ¼ xDðvÞ
xMuðvÞ ¼ xMwðvÞ ¼ xMðvÞ

ð7:33Þ

where xL(v), xDðvÞ andxMðvÞ are called the equivalent aerodynamic admittance functions in the

respective direction.

As a result, the equivalent aerodynamic admittance functions can be estimated by the following

equations:

x2
LðvÞ ¼

4SLLðvÞ
rU2B
� �2

4C2
L SuuðvÞ=U2
� �þ C0

L þ CD

� �2
SwwðvÞ=U2
� �h i

x2
DðvÞ ¼

4SDDðvÞ
rU2B2
� �2

4C2
D SuuðvÞ=U2
� �þ C02

D SwwðvÞ=U2
� �	 


x2
MðvÞ ¼

4SMMðvÞ
rU2B2
� �2

4C2
M SuuðvÞ=U2
� �þ C02

M SwwðvÞ=U2
� �	 


ð7:34Þ
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For aerodynamic admittance identification by force balance technique, buffeting forces can be

directly measured and the force spectra can then be obtained. Together with the measured wind spectra

and force coefficients, the equivalent aerodynamic admittance functions can be achieved. For aerody-

namic admittance identification by pressure measurements, buffeting forces can be obtained by integra-

tion of the pressures over the section model surface.

For aerodynamic admittance identification with aeroelastic section model, buffeting forces cannot be

obtained directly. In this case, the system stiffness matrixKe and the system damping matrix Ce need to

be identified first; the PSD functions of the aerodynamic forces Sf f ðvÞ can then be obtained by the

following equation:

Sf f ðvÞ ¼ ZðvÞSyyðvÞZTðvÞ ð7:35Þ
where:

Z(v)¼Keþ jvCe�v2M is the impedance matrix of the system;

Syy is the PSD function of the model response.

Again, an important task here is to identify the system stiffness matrix Ke and the system damping

matrix Ce. Buffeting forces are random functions of time. As a result, unlike identifying Ke and Ce in

smooth wind flow, the identification of system characteristic matrices from model response data in

turbulent flow can be seen as a typical inverse problem in the theory of random vibration, and it can be

solved by stochastic system identification techniques [45,49–51]. Among all these methods, the sto-

chastic subspace identification (SSI) technique [49–51] has proven appropriate for structural engineer-

ing application.

7.10 Cable Model Tests

As discussed in Chapter 5, stay cables in cable-stayed bridges are susceptible to vibration due to their

long length and their low stiffness and damping. Excessive vibration of stay cables has been observed,

particularly in the combined environment of wind and rain. Many studies have thus been carried out to

explore the mechanism of rain-wind-induced cable vibration, such as field measurements [52–54], wind

tunnel tests [55–58] and analytical studies [59–62].

It was concluded that excessive rain-wind-induced cable vibration could occur on the down-inclined

stay cables along wind direction, with a certain wind yaw angle at a mean wind speed ranging from

10m/s to 15m/s. The main reason is that a rivulet is formed along the upper surface of a cable in the

rain-wind condition. The original cable cross-section is therefore changed, leading to a different aero-

dynamic characteristic for the cable.

The common methods of studying rain-wind-induced cable vibration can be classified into two types.

The first is to measure the aerodynamic forces acting on the cable in consideration of the effect of

rivulet, and then to calculate the dynamic responses of the cables through an analytical model. In this

way, the rivulet is usually modeled with some solid material called “artificial rivulet” in order to con-

sider the influence of rivulet on the aerodynamic forces of the cable. This way is also called the dry

cable test. The second method is to observe rain-wind-induced cable vibration directly after modeling

the rainfall in a wind tunnel. In this section, the two methods are introduced, based on the work pre-

sented in [63] and [64] respectively.

7.10.1 Inclined Dry Cable Tests

The dry cable test involves obtaining the aerodynamic forces or force coefficients of a stay cable in

consideration of the effect of rivulet. To ensure Reynolds number similarity and the same surface
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conditions as the prototype stay cables of a real bridge, the 1 : 1 cable models were manufactured as

stainless steel cylinders covered with high-density polyethylene tube. Different cylinders with smooth

surface configuration were manufactured with different diameters for the real bridge. One of the cable

models is shown in Figure 7.21.

The total length of the cylinder (cable model) was about 3m, and it was divided into three segments:

the active segment was located in the middle, with a length of 1m, and two dummy segments were

distributed at the two ends. In the tests, the rivulet was simplified by using solid materials. The artificial

rivulet was made of light wood and stuck on the smooth surface of the active segment along the cylin-

der axis (see Figure 7.22).

A special test apparatus (see Figure 7.21) was designed to take into consideration the effects of

artificial rivulet and different space attitude of the cable. The bottom part of the test apparatus

was first installed on the turntable of a wind tunnel, using high-strength bolts. The lower dummy

cylinder segment of the cable model was then mounted on the test apparatus. The active cylinder
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Amplifiers PC ComputerA/D Converter
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Turntable

Rigid bar

Dummy segment

Dummy
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Rigid bar

Rigid bar

Active segment
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Figure 7.21 Cable test model and experimental set-up (from [63]) (Reproduced with permission from Multi-

Science Publishing Co Ltd).
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Figure 7.22 Position of rivulet and aerodynamic forces (from [63]) (Reproduced with permission from Multi-

Science Publishing Co Ltd).
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segment was mounted next to the lower dummy segment through a force balance, which was of

high stiffness and sensitivity.

The aerodynamic forces acting on the active cylinder segment (see Figure 7.22) were therefore meas-

ured through the force balance, one end of which was connected to the active segment, while the other

was supported by an inclined rigid bar of the test apparatus. A gear mechanism was installed at the top

end of the inclined rigid bar, so that the active cylinder segment and the force balance could rotate

synchronically around the cylinder axis for 360� with respect to the dummy segments, in order to facili-

tate adjustment of the position of the artificial rivulet. Finally, the upper dummy cylinder segment was

installed next to the active cylinder segment, through a rigid steel tube which was mounted on the

ceiling of the wind tunnel.

There was a small gap between the active segment and the lower segment and between the active

segment and the upper segment, to ensure that only wind forces acting on the active segment were

measured. The lower dummy segment and the upper dummy segment had the same diameter and types

of surface and material as the active segment, to ensure a proper flow would be simulated at both the

ends of the active segment. The ratio of length to diameter of the dummy segment was more than 5, so

as to render the end effects unimportant.

The test apparatus was mounted in the high-speed working section of the CLP Wind Tunnel at the

Hong Kong University of Science and Technology. The cross-section of the high speed working section

is 3m wide and 2m high. Similar to the conventional measurement of aerodynamic coefficients of a

bridge deck, smooth flow condition is considered. The two net screens were installed in the working

section before the turntable to generate a uniform flow with turbulence intensity less than 1%. The test

mean wind speed ranged from 10–16m/s.

The instrumentation for measuring aerodynamic forces acting on the active cylinder segment was

comprised of a force balance of six components, a DC power supply, a DC voltage amplifier of six

channels, a NI PCI-6052E data acquisition board, a LabVIEW Full Development System software

package and a PC computer working in the Windows 2000 operating system. The force balance was a

strain balance and its electric bridge was powered by a DC power supply and connected to a six-chan-

nel DC voltage amplifier. A temperature compensation system was built in the electric bridge to elimi-

nate the temperature effects automatically. The voltage signals from the amplifier were transmitted to

the PC computer through the data acquisition board. The signals were sampled at a frequency of

1000Hz and duration of 30 seconds.

The drag and lift coefficients of test cylinders with and without an artificial rivulet were measured and

compared against each other to see the effect of artificial rivulet on aerodynamic forces. Four cases were

selected and these are listed in Table 7.4 for comparison. The orientation of the test cylinder is shown in

Figure 7.23. The cylinder diameter and inclination selected were 160mm and 30�, respectively. The yaw
angle was selected as 0� and 35�: case 1 and case 2 with zero yaw angle, and case 3 and case 4 with a

yaw angle of 35�. The artificial rivulet was of a half-elliptic cross-section, and the rivulet angle u varied

from �90� to 20�. The test wind speed for the four cases was the same, namely 14m/s.

The aerodynamic force coefficients of the non-yawed cylinder are plotted in Figure 7.24a for case 1

and case 2, while those of the cylinder with a yaw angle are depicted in Figure 7.24b for cases 3 and 4.

Table 7.4 Four test cases selected for investigating the effect of artificial rivulet (from [63]) (Reproduced with

permission from Multi-Science Publishing Co Ltd)

Case No. a (deg) b (deg) Q (deg) U (m/s) D (mm) Rivulet

1 30 0 �90�20 14 160 Without

2 30 0 �90�20 14 160 With

3 30 35 �90�20 14 160 Without

4 30 35 �90�20 14 160 With
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The drag and lift coefficients of the cylinder without artificial rivulet remain constant and are not a

function of angle u, in theory. The drag coefficient of the non-yawed cylinder without artificial rivulet

is close to 0.95, but the lift coefficient is close to zero. The drag and lift coefficients of the yawed

cylinder without artificial rivulet are close to 0.80 and 0.65, respectively.

With the artificial rivulet, the drag and lift coefficients of the cylinder no longer remain constant and

vary with the position of the rivulet. For the non-yawed cylinder, the maximum and minimum drag

Wind

β

α

β*

ψ

Figure 7.23 Orientation of test stay cable (from [63]) (Reproduced with permission fromMulti-Science Publishing

Co Ltd).
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Figure 7.24 Comparison of aerodynamic coefficients of cylinder with and without rivulet (from [63]) (Reproduced
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coefficients are 1.20 and 0.78, respectively, while the maximum and minimum lift coefficients are 0.68

and �0.30, respectively. For the yawed cylinder, the maximum and minimum drag coefficients are 1.10

and 0.52, respectively, while the maximum and minimum lift coefficients are 0.70 and �0.15,

respectively.

Note in particular that the negative slopes of the lift coefficient appear for the non-yawed cylinder

when the rivulet angle u ranges from �85� to �80�, and then from �65� to �15�, and for the yawed

cylinder when the rivulet angle u ranges from �85� to �70�, then from �55� to �45�, and finally from

�40� to �20�. The occurrence of the negative slope of lift coefficient indicates the potential wind-rain-
induced cable vibration. Clearly, the existence of artificial rivulet changes aerodynamic coefficients

significantly. More results and discussion on this topic can be found in [63].

7.10.2 Rain-Wind Simulation of Inclined Stay Cable

Different from the dry cable test, the dynamics of a stay cable should be modeled in a rain-wind tunnel

test. Figure 7.25 shows the model of a section of the prototype stay cable.

The cable section model was designed and made of 1 : 1 scale stainless steel circular pipe, covered

with high-density polyethylene. It was then pulled at its two ends by two pre-tensioned springs. The far

end of each spring was connected to a steel frame via a steel arc track. The tension forces in the springs

could be changed by adjusting the spring lengths and monitored by a load cell. Thus, the targeted natu-

ral frequency of the prototype cable could be obtained by adjusting the tension force, and the restoring

force of the cable model actually came from the tension force, which was similar to the prototype cable

in principle. Clearly, such an arrangement could simulate the vibration of cable model in both vertical

and horizontal directions. The inclination angle, a, of the cable model could also be changed easily by

moving the sliding blocks to which the springs were connected along the arc tracks. The steel frame

alone was capable of rotation around the vertical axis at its middle section, so as to change wind yaw

angle, b, of the cable model.

The tests were carried out in the low-speed working section of the CLP Wind Tunnel at the Hong

Kong University of Science and Technology. A new contraction section was designed and installed to

convert the original cross-section of 5.0� 4.0m2 (W�H) into a working cross-section of 2.0� 3.0m2

Figure 7.25 Setup of rain-wind-induced cable vibration (from [64]) (Reproduced with permission from Elsevier).
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(W�H), so as to increase wind speed and form an open jet to facilitate wind/rain-wind-induced cable

vibration tests. Mean wind speeds and turbulence intensities were measured at the cross-section of 2m

downstream from the end of the contraction section. The maximum turbulence intensity in this section

was less than 7%, and the average mean wind speed ranged from 0 to 16m/s. Awater-spraying system

was used to simulate rainfall (see Figure 7.25). Awater-adding device was attached to the upper end of

the cable model to simulate the upstream rivulet running down along the cable. The water flow rate was

measured by a flow meter and could be adjusted by a control valve. The rainfall direction could also be

changed by rotating the orientation of the nozzles of the water-spraying system. The added water was

set at 0.31 L/min for wind-rain induced cable vibration tests, and the rainfall intensity was set at 0.2 to

1.8 L/min/m2 to investigate the effects of rainfall intensity on wind-rain-induced cable vibration.

Two triaxial piezoelectric accelerometers (BK4321), protected against water, were installed, one on

each end of the cable model, to measure the cable responses in the vertical (y) and horizontal (x)

directions. The signals from the sensors were amplified and converted to cable displacement by the

signal conditioners BK2692 and transmitted to the computer data acquisition system DEWESoft 6 for

data analysis. A load cell was installed on the top end of the upper spring to measure the tension force

in the spring. A video photographer was installed to capture the vibration of cable model. A digital

camera was set near the lower end of the model to capture the upper rivulet movements on the cable

model. A blue grid was marked on the lower end of the cable model to record approximately the

positions of the rivulet.

The cable model was tested with an inclination a of 30� and a yaw angle of 35� with simulated rain.

The added water was set at 0.31 L/min and the rainfall was set at 0.16 L/min. The area of rainfall was

taken as 0.8m2, and the rainfall intensity was set as 0.2 L/min/m2. Figure 7.26 shows the maximum

vertical amplitude of the cable model plotted against the mean wind speed, ranging from 9.0 to

14.0m/s. The corresponding horizontal amplitude of the cable model is also depicted in Figure 7.26.

It can be seen that wind-rain-induced cable vibration is a kind of velocity-restricted and amplitude-

restricted vibration. The horizontal amplitude of the cable model is much smaller than the vertical

amplitude. Figure 7.27a shows the first 110 seconds of time history of vertical displacement of the cable

model at a mean wind speed of 9.59m/s. It can be seen that the vibration amplitude increases with time,

and the vibration exhibits a sine wave of increasing amplitude. By selecting several time points with

different vibration amplitudes within the time history, a few oscillating curves can be obtained and the

total damping ratio and aerodynamic damping ratio can be estimated. The calculated aerodynamic
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Figure 7.26 Rain-wind-induced cable vibration (a¼ 30�, b¼ 35�) (from [64]) (Reproduced with permission from

Elsevier).

Wind Tunnel Studies 273



damping ratio is shown in Figure 7.27b; it is negative and ranges from �0.45% to �0.075%. More test

cases and result discussions can be found in [64].

7.11 Vehicle-Bridge Model Tests

Vehicles may become unsafe in wind conditions. Vehicle safety under winds, therefore, is an important

topic in wind engineering. A typical report about wind-induced vehicle accidents is the post-disaster

investigation after a major storm in the UK [65], where about 400 wind-induced vehicle accidents

occurred. Later on, Baker and his colleagues conducted a series of wind tunnel experiments to study

the aerodynamic forces acting on the ground vehicle [66–69]. With a growing requirement for high-

speed transportation systems, a number of long-span cable-supported bridges have been built world-

wide. Some of these bridges are located in areas prone to high wind conditions, and the safety of road

vehicles running on long span bridges is thus of increasing concern to the public [70,71]. To carry out

safety analysis of vehicles running on long-span bridges in high winds, knowledge of aerodynamic
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Figure 7.27 Displacement time history and aerodynamic damping ratio in vertical plane (from [64]) (Reproduced

with permission from Elsevier).
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forces and moments on the vehicles is required [72,73], and this could be obtained through wind tunnel

investigations. In this section, the aerodynamic force measurements of stationary vehicle on the ground

and on the bridge deck, as well as the moving vehicle on the bridge deck, are briefly introduced.

7.11.1 Vehicles on Ground

In consideration of currently-used vehicles in Hong Kong and mainland China, a double-decker bus, an

articulated lorry, a medium truck and a light car were selected as four major types of vehicles to be

investigated [74]. The geometric scale of the four vehicle models was set as 1 : 25 after a careful con-

sideration of many factors, which included the size of the bridge deck model, the size of working sec-

tion of the wind tunnel and the sensitivity and capacity of the force balance. The dimensions of the four

vehicle models were then determined, and they are illustrated in Figure 7.28.
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Figure 7.28 Four vehicle models of 1 : 25 scale (unit: mm) (from [74]) (Reproduced with permission from

Elsevier).
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Since the force balance measurement technique was employed to measure aerodynamic forces on a

vehicle model, the vehicle model required high stiffness and light weight. In this regard, high-quality

wooden plates with stiffeners were used to make the vehicle undercarriage, as well as one wheel set to

which the force balance was connected, and high-density plastic foam was used to make the vehicle

body and other wheel sets, so as to achieve high stiffness, light weight and proper aerodynamic

configuration.

Wind tunnel tests of vehicle models on the ground were carried out in the TJ-1 wind tunnel of the

State Key Laboratory for Disaster Reduction in Civil Engineering at Tongji University in China. This

wind tunnel is a boundary layer wind tunnel, having a working section of 1.8m wide, 1.8m high and

14m long. The size of this wind tunnel is suitable for economically measuring aerodynamic forces on

vehicle models without the bridge deck model. The achievable mean wind speed in the tunnel ranged

from 0.5–30m/s, and the wind speed could be adjusted continuously. The turbulence intensity in

smooth flow tests was measured less than 1.0%.
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To eliminate the boundary layer effect of the wind tunnel floor on the aerodynamic forces of a vehi-

cle model, a circular-clapboard made of Perspex plate was mounted on the turntable at 0.4m above the

wind tunnel floor (see Figure 7.29a). Four steel posts and seven small steel bars were used to support

the Perspex clapboard. A high-frequency force balance of six components was used to measure aerody-

namic forces and moments on the vehicle model. The force balance was positioned horizontally under-

neath the clapboard, and it was connected to the turntable through a high-strength steel post to provide

the sufficient stiffness to the balance (see Figure 7.29b). A special connecting part, of high stiffness and

light weight, was designed to connect the wheel set of the vehicle model firmly to the balance.

A high-frequency six-components balance was used to measure the aerodynamic forces acting on the

vehicle model. The electric bridge of the strain force balance was powered by a high-accuracy DC

power supply and connected to an eight-channel DC voltage amplifier. A multi-channel data acquisition

unit and a computer were used to digitize and record the measurement data. Calibration of the measure-

ment system was performed before the test to obtain the calibration matrix of the force balance, reflect-

ing the relationship between the applied forces/moments and the normalized output voltages.

Figure 7.30 shows the aerodynamic coefficients of the articulated lorry on the ground obtained from

the present tests and Baker’s tests [66]. Baker’s tests were carried out in three test conditions:

� The first test (Case 1) was carried out with a low turbulence flow, a length scale of 1/25 and a

Reynolds number of 2.4� 105.
� The second test (Case 2) was conducted with a low turbulence flow, a length scale of 1/50 and a

Reynolds number of 0.85� 105.
� The third test condition (Case 3) included a normal turbulence flow of 10.6% turbulent intensity (Iu),

a length scale of 1/50 and a Reynolds number of 0.88� 105.

It can be seen from Figure 7.30 that the aerodynamic coefficients obtained from the present test and

Baker’s tests have similar variation pattern with wind yaw angle, except for the pitching moment

coefficient (CMP) from Case 1, which is different from the others when the yaw angle is greater than

50�. The side force coefficient (CS) obtained from the present tests is very close to those gained from

all three Baker’s tests, in spite of different test conditions.

Figure 7.29 Vehicle model and force balance mounted (from [74]) (Reproduced with permission from Elsevier).
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The side force coefficient (CS) from the present test is slightly higher than those from the Baker’s

tests, especially after the yaw angle reaches 80�. This may be because the Reynolds number in the

present test is smaller than those in the Baker tests. The drag coefficient (CD) obtained from the present

test is also consistent with the Baker test result of Case 1 for wind yaw angles between 50� and 90�, but
it is more negative than the Baker result for the yaw angles below 50�. This may be due to the differ-

ences in the Reynolds number and the testing set-up.

The lift coefficient (CL) and the yawing moment coefficient (CMY) obtained from the present test are

also close to those obtained from Baker’s tests when the yaw angle is below 50�. However, they are

smaller than the Baker results when the yaw angle is larger than 50�. The rolling moment coefficient

(CMR) and the pitching moment coefficient (CMP) measured in the present test are well consistent with

the results obtained from Baker’s tests in Case 2 and Case 3, with a length scale of 1/50. However, they
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Figure 7.30 Comparison of aerodynamic coefficients of articulated lorry on ground (from [74]) (Reproduced with

permission from Elsevier).
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deviate significantly from the Baker results for Case 1 with a length scale of 1/25, particularly when the

yaw angle is larger than 50�. Further information can be found in [74].

7.11.2 Stationary Vehicle on Bridge Deck

The models of vehicles are the same ones described in subsection 7.11.1. Figure 7.31 shows a 1 : 25

deck model of a typical long-span highway bridge. The geometric scale of the deck section model was

set as the same as the scale of the vehicle models. The prototype typical deck section is 34.0m wide and

3.5m high, carrying a dual two-lane highway on the upper surface. The deck section model was

designed with a width of 1.36m and a length of 5m.

Since this investigation concerned aerodynamic forces of road vehicles on a bridge deck, the details

of the bridge deck needed to be considered. In this regard, two sets of side fairing were utilized to

enhance the aerodynamic performance of the bridge deck, and two lines of hand rail and four lines of

protection rail, mounted on the bridge deck, were included in the wind tunnel investigation. Two lines

of I-shape maintenance trace, with a height of 0.42m and a width of 0.122m, installed under the

bottom surface of the deck, were also modeled. The deck’s exterior appearance, including the side

fairings, hand rails, protection rails and maintenance traces, was modeled in the light of the principle

of geometric similarity.

Figure 7.32a shows the vehicle model and bridge deck section model with the details. To mount a

vehicle model on the bridge deck via a force balance, the deck section model was designed as three

segments along it lengthwise. Two end segments were made by using Perspex plates, while in the mid-

dle segment, a steel cross frame was introduced as the strong support to the force balance to make sure

that the balance could perform well.

Wind tunnel tests of vehicle models on the bridge deck model were carried out in the TJ-3 wind

tunnel of the State Key Laboratory for Disaster Reduction in Civil Engineering at Tongji University in

China. The TJ-3 is a closed-type boundary layer wind tunnel with a working section of 15� 2� 14m.

The achievable mean wind speed in the tunnel ranged from 1.0 to 17.6m/s. The bridge deck model was

installed on the turntable of the wind tunnel at 1.14m above the tunnel floor, and the deck model was

supported by ten steel posts. Those steel posts also provided high horizontal stiffness for the deck

model to ensure the measurement accuracy of aerodynamic forces on vehicle models.

As shown in Figure 7.32b, a high frequency force balance of six components was also used to mea-

sure aerodynamic forces and moments on the vehicle models for the deck case. It was mounted hori-

zontally in the box of the deck model and connected firmly to the steel cross frame of the middle

segment. The balance could be moved to pre-set positions for the concerned lanes (see Figure 7.32b) to

measure the aerodynamic forces and moments on the vehicle in different lanes. The vehicle model was

mounted on the perceiving end of the balance by using a G-shaped link and at-shaped link made of

aluminum (Figure 7.32c). After the force balance with the G-shaped link was mounted, dismountable
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Figure 7.31 Cross-section of bridge deck with flat box girder (unit: mm) (from [74]) (Reproduced with permission

from Elsevier).
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plastic plates, including a changeable cover plate and a sealing plate, were used to enclose the steel

frame, forming the complete middle segment of the bridge deck model. This arrangement avoided sig-

nificant flow leakages between the bridge deck and the metal parts connecting the vehicle model to the

force balance. The same measurement instruments were used as those presented in subsection 7.11.1.

Compared to the ground condition, the effects of bridge deck on the aerodynamic forces of vehicles

come from two major aspects:

(a) The existence of the bridge deck changes the flow pattern around a vehicle.

(b) The existence of either handrails or protection parapets changes the windward flow of a vehicle.

Both effects could lower the mean wind velocity approaching to the vehicles and reduce side forces

on the vehicles accordingly.

Figure 7.32 Vehicle and bridge deck models connected by force balance (from [74]) (Reproduced with permission

from Elsevier).

280 Wind Effects on Cable-Supported Bridges



The six aerodynamic coefficients of the double-decker bus on each of four lanes of the bridge deck

are depicted in Figure 7.33 for wind yaw angles ranging from 60� to 90�. The aerodynamic coefficient

of the vehicle on the ground is also shown in the figure for comparison.

It can be seen that the side force coefficients of the vehicle on the bridge deck concerned are signifi-

cantly smaller than those on the ground, as a result of the reduction effects of the bridge deck, rail and

parapets. Moreover, the side force coefficients of the double-decker bus on the bridge deck decrease as

expected when they are moved from a windward lane to a leeward lane across the bridge deck. The

existence of the bridge deck also affects the drag force coefficients of the double-decker bus, but this is

not so significant, because the vehicle is 4.4m in height and the influence of the bridge deck, including

rails and parapets, on the flows around the front and rear parts of the vehicle is relatively small. The lift

force coefficients of the double-decker bus on the bridge deck are larger than those on the ground

in general.
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Figure 7.33 Aerodynamic coefficients of double-decker bus on deck (from [74]) (Reproduced with permission

from Elsevier).
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The lift force coefficients of the vehicle on windward lanes (lane 1 and lane 2) are different from

those on leeward lanes (lane 3 and lane 4). The lift force coefficients of the vehicle on leeward lanes

are positive, while those on windward lanes may be negative. This may be due to the reduction of

upward lift force acting on the vehicle chassis when the vehicle moves to lane 3 and lane 4.

The rolling moment coefficients of the vehicle on the windward lanes (lane 1 and lane 2) are larger

than those on the ground. One of the major reasons for this phenomenon may be the significant reduc-

tion of mean wind speeds within the lower part of the vehicle, which may raise the action point of the

resultant side force on the windward side of the vehicle. However, the changes of the rolling moment

coefficients of the vehicle on the leeward lanes (lane 3 and lane 4) are relatively insignificant compared

with those on the ground.

The rolling moment coefficients of the double-decker bus are positive, whether it is on the ground or

on the bridge deck. The existence of the bridge deck obviously reduces the yawing moment coefficients

of the double-decker bus on all four lanes, compared with those on the ground. The change pattern in

the pitching moment coefficients of the vehicle on the bridge deck is not clear, and it depends on which

lane the vehicle runs on. More detailed information can be found in [74].

7.11.3 Moving Vehicle on Bridge Deck

It is a challenging task to carry out wind tunnel tests on a moving vehicle on a bridge deck. Because of

the size of a wind tunnel and the moving time of a vehicle, both vehicle and bridge models must be

scaled down. Figure 7.34 shows a three-vehicle model, designed with a length of 0.5m for each vehicle,

to model rail transit vehicles such as trains and light rail vehicles [75].

The intermediate vehicle model was used to simulate the middle vehicle of a train, and the two vehi-

cle models at the ends were used to simulate the head vehicle and tail vehicle of a train. As the head

vehicle and tail vehicle correspond to the transition section of aerodynamic forces, the aerodynamic

forces on the middle vehicle could keep relatively stable because the effect of three-dimensional ambi-

ent flow around the two ends of the model are weakened. For road vehicle simulation such as cars and

trucks, only the middle vehicle model was used to reflect the three-dimensional aerodynamic character-

istics. The vehicle model was made from hollow light wood to reduce the mass. The total length of the

scaled bridge model (see Figure 7.35) was 13.07m, with a constant cross-section. A measured deck

section of 0.5m length was set for measuring the aerodynamic forces of bridge deck. Vehicle model

and bridge model were separated from each other without the model of the wheels (see Figure 7.36).

The experiment was conducted in the XNJD-3 wind tunnel of the Southwest Jiaotong University in

China. The test section has a width of 22.5m, a length of 36m and a height of 4.5m. The test wind

speed can be adjusted from 1.0m/s to 17m/s. The model system (see Figure 7.35) was comprised of

four parts: guide rail device, sliding device, motor driving device and buffer device. The total length of

guide rail, with a continuous smooth chute, was 18m. The guide rail was made rigid to decrease the

deformation and to ensure the running stability of the vehicle. The sliding device was composed of two
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Aerodynamic transition section 
            (head vehicle)

Side view

Figure 7.34 Schematic diagram of vehicle model (dimensions in mm).
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slide blocks and a bidirectional conversion bracket. The two slide blocks were set on the head and the

tail ends of a bidirectional conversion bracket.

The vehicle model was connected to the bidirectional conversion bracket through the connecting parts

above the vehicle model. The vehicle model could run along the guide rail smoothly and a servo motor

was adopted as a motor driving device, with its roller linked to the sliding device through a pulling rope.

The motor speed could be accelerated to a given speed and kept constant after the acceleration.

The measurement instrumentation included both force balance devices and a data acquisition system.

Two force balances were used to measure the aerodynamic forces on the middle vehicle and on the

deck section of 0.5m long. A six-component balance was joined to the middle vehicle model. Another

five-component balance connected the selected bridge deck section to the wind tunnel floor. The data

acquisition system of 11 channels simultaneously collected the signals from the two force balances.

The test results can be found in [75].

7.12 Notations

A State matrix of the coupled wind-structure system

A�
i (i¼ 1�6) Aerodynamic derivatives

B Deck width

C Damping coefficient; Wind tunnel cross-sectional area

CD Drag force coefficient

CDc
Corrected drag coefficient

CL Lift force coefficient

Pulley

Pulling 
  rope

Servo moter

Moter 
roller

Guide rail support

Wind tunnel 
floor

Measurement
girder section

Bridge support

Supplementary 
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Vehicle force balance

Bridge force balance
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Figure 7.36 Schematic diagram of testing system.
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Figure 7.35 Arrangement of vehicle and bridge.
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CM Moment coefficient

C0 Structural damping matrix

Cad Aerodynamic damping matrix

Ce Total damping matrix of the coupled wind-structure system

c0ij Structural damping coefficients

cadij Aerodynamic damping coefficients

ceij System damping coefficients

D Spacing of the roughness elements

Db: Buffeting drag force

Ddy: Total dynamic force in along-wind direction

Dno: Noise in along-wind dynamic force

Dse: Self-excited drag force

E Elastic modulus of the structure

eh,a: Error functions between the theoretical and measured response time-histories

Fij(x) Self-excited force of the ith mode due to the motion of the jth mode

F Frequency of turbulence

fh Vertical bending frequency

fa Torsional frequency

G Gravity acceleration

H Height of the tunnel test section

H�
i (i¼ 1�6) Vertical aerodynamic derivatives

H Height of spires; vertical displacement

I Model mass moment of inertial per unit length

Iu,w Turbulence intensity

K Height of cube; Stiffness of the spring

K0 Structural stiffness matrix

Kad Aerodynamic stiffness matrix

Ke Total stiffness matrix of the coupled wind-structure system

k0ij Structural stiffness coefficients

kadij Aerodynamic stiffness coefficients

keij System stiffness coefficients

L Length associated with the external air flow; Length of model

Lo Initial length

Lb: Buffeting lift force

Ldy: Total dynamic force in vertical direction

Lno: Noise in vertical dynamic force

Ls Length associated with the structure; Length of the spring

Lse: Self-excited lift force

Lu,w Integral length scale in longitudinal or vertical direction

L Original length of spring

M Total mass of the cable model

Mb: Buffeting moment

Mdy: Total torsional dynamic force

Min Torsional inertia force

Mno: Noise in torsional dynamic force

Mse: Self-excited pitching moment

M Model mass per unit length; Number of measured time points

N Frequency associated with the external air flow

ns Frequency associated with the structure

P�
i (i¼ 1�6) Aerodynamic derivatives
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P Air pressure

S Reference area for the drag coefficients; PSD matrix; Cross spectra

S(n) Power spectral density of velocity

T Tension force of the wires

T0 Initial tension force

Ts Tension forces of the spring

Ts1, Ts2 Tension forces of springs at the ends of the cable

Dt Time increment

U Mean wind velocity

Ug Mean freestream longitudinal velocity or velocity at the gradient height

Uz Mean longitudinal velocity at height z

U Fluctuating velocity components in the longitudinal direction

V Fluctuating velocity components in the lateral direction

W Fluctuating velocity components in the vertical direction

ym(tþDt) Modified velocity

Dy Increment of output within the interval of Dt
Z Height

A Wind incidence angle; torsional displacement

a0 Torsional vibration amplitude

z Critical damping ratio

L Model-to-prototype scale ratio

lr: Eigen values of state matrix A

M Air viscosity

j0h,0a: Structural damping ratio

jh,a Damping ratio of the vibration system

rs Density of the structure

su Root mean square of the fluctuating component

fi Modal shape of the ith mode

wa Torsional vibration phase angle

xDu Aerodynamic transfer functions between the horizontal fluctuating wind velocity and

aerodynamic drag force

xDw Aerodynamic transfer functions between the vertical fluctuating wind velocity and

aerodynamic drag force

xLu Aerodynamic transfer functions between the horizontal fluctuating wind velocity and

aerodynamic lift force

xLw Aerodynamic transfer functions between the vertical fluctuating wind velocity and

aerodynamic lift force

xMu Aerodynamic transfer functions between the horizontal fluctuating wind velocity and

aerodynamic moment

xMw Aerodynamic transfer functions between the vertical fluctuating wind velocity and

aerodynamic moment

Cr Eigen vectors of state matrix A

v0h,0a Structural natural frequency

vh,a Frequency of the vibration system
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8

Computational Wind Engineering

8.1 Preview

Computational wind engineering (CWE) is a technique for solving wind engineering problems using a

computational fluid dynamics (CFD) method. The CWE method is sometimes called “numerical wind

tunnels” and, with the increased availability of high-end computing capability and user-friendly com-

mercial CFD codes, it is gradually being adopted as an attractive tool to solve wind engineering prob-

lems. Compared with analytical methods (Chapters 3–6), wind tunnel test technique (Chapter 7), and

field measurements (Chapter 9), CWE is especially useful for providing detailed flow visualization

around, and wind pressure distribution over, the surface of a structure. CFD codes can also produce

extremely large volumes of results at almost no added expense, and thus they provide an ideal tool for

parametric studies. Nevertheless, there are some challenging issues remaining in CWE and uncertain-

ties in CWE results. The accuracy of the computational results from CWE needs to be validated against

the results from either analytical methods, wind tunnel tests or field measurements.

This chapter first introduces the fundamentals of CFD, including the governing equations, turbulence

models, numerical methods, grid generations, boundary conditions and computational algorithms. With

wind effects on long-span cable-supported bridges as a topic in this book, the applications of CFD to

obtain aerodynamic (force) coefficients of a bridge deck, a vehicle on the ground and a vehicle on the

bridge deck are illustrated, and the obtained results are validated through comparisons with wind tunnel

results. The use of CFD to estimate flutter derivatives of a bridge deck is then presented, and the non-

linear aerodynamic forces on a bridge deck with large oscillation amplitude is finally explored using CFD.

8.2 Governing Equations of Fluid Flow

The governing equations of fluid flow are based on the universal laws of conservation: mass conserva-

tion, momentum conservation and energy conservation [1,2].

8.2.1 Mass Conservation

The mass conservation law applied to a fluid passing through an infinitesimal volume yields the follow-

ing equation of mass conservation in a Cartesian coordinate system.

@r

@t
þ @ðruÞ

@x
þ @ðrvÞ

@y
þ @ðrwÞ

@z
¼ 0 ð8:1Þ

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
� 2013 John Wiley & Sons Singapore Pte Ltd. Published 2013 by John Wiley & Sons Singapore Pte Ltd.



where:

r is the density of fluid;

t is the time;

u, v, w represent the x, y, z components of the velocity vector.

The equation of mass conservation is also called the continuity equation. The first term on the left

hand side of this equation represents the rate of change in time of the density (mass per unit volume).

The other three terms describe the net flow of mass out of the volume across its boundaries and is called

the convective term.

For an incompressible fluid, the density is constant and the continuity equation becomes:

@u

@x
þ @v

@y
þ @w

@z
¼ 0 ð8:2Þ

The above equation can be written in a vector form as:

divðuÞ ¼ 0 ð8:3Þ

where:

div represents the divergence operation;

u is the vector uiþ vjþwk, in which i, j, k is the unit vector in the x, y, z directions respectively.

8.2.2 Momentum Conservation

Newton’s Second Law, applied to a fluid passing through an infinitesimal volume, yields the following

momentum equations in a Cartesian coordinate system:

DðruÞ
Dt

¼ rf x þ
@sxx

@x
þ @sxy

@y
þ @sxz

@z
ð8:4aÞ

DðrvÞ
Dt

¼ rf y þ
@syx

@x
þ @syy

@y
þ @syz

@z
ð8:4bÞ

DðrwÞ
Dt

¼ rf z þ
@szx

@x
þ @szy

@y
þ @szz

@z
ð8:4cÞ

where:

sij (i¼ x, y, z; j¼ x, y, z) is the stress tensor;

fi is the body force per unit mass;
Dð Þ
Dt

represents the total derivative.

The term on the left hand side of the above equation represents the rate of increase of momentum per

unit volume in the respective direction. The first term on the right hand side is the body force per unit

volume. The rest of the terms on the right hand side are the surface forces per unit volume. The most

common body force is the gravitational force, and in this case fz is equal to the acceleration of gravity

g and fx¼ fy¼ 0.
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For an incompressible fluid, the density is constant and the momentum equations become:

r
Du

Dt
¼ rf x þ

@sxx

@x
þ @sxy

@y
þ @sxz

@z
ð8:5aÞ

r
Dv

Dt
¼ rf y þ

@syx

@x
þ @syy

@y
þ @syz

@z
ð8:5bÞ

r
Dw

Dt
¼ rf z þ

@szx

@x
þ @szy

@y
þ @szz

@z
ð8:5cÞ

8.2.3 Energy Conservation and Newtonian Flow

The First Law of Thermodynamics, applied to a fluid passing through an infinitesimal volume, can

yield the energy equation. The energy equation states that the rate of change of energy of a fluid particle

is equal to the rate of heat addition to the fluid particle, plus the rate of work done on the particle. The

details on the derivation of the energy equation can be found in the literature [1,2]. For a compressive

fluid, the linkage between the energy equation and the mass conservation and momentum equations

arises through the possibility of density variations as a result of pressure and temperature variations in

the flow field. For a non-compressive fluid, without density variations there is no linkage between the

energy equation and the mass conservation and momentum equations.

The flow field can often be solved by considering mass conservation and momentum equations only.

The energy equation needs to be solved alongside the others if the problem involves heat transfer. For

bridge wind engineering, wind is regarded as a non-compressive flow and, in most cases, only the mass

conservation and momentum equations need to be considered.

From Equation 8.4 or 8.5, one may see that the momentum equations contain the nine unknown

stress components sij. The most useful way is to introduce a suitable model to relate the stresses to the

local deformation rate or strain rate, which is called a constitutive relation. In bridge wind engineering,

the flow is considered as Newtonian flow, which means that the flow is isotropic and the stress is pro-

portional to the strain in a linear way. The constitutive relation of Newtonian flow can be expressed as:

sxx ¼ �pþ 2m Sxx � 1

3
divðuÞ

� �
; syy ¼ �pþ 2m Syy � 1

3
divðuÞ

� �
; szz ¼ �pþ 2m Szz � 1

3
divðuÞ

� �
ð8:6aÞ

sxy ¼ syx ¼ 2mSxy; sxz ¼ szx ¼ 2mSzy; syz ¼ szy ¼ 2mSyz ð8:6bÞ

Sxx ¼ @u

@x
; Syy ¼ @v

@y
; Szz ¼ @w

@z
ð8:7aÞ

Sxy ¼ Syx ¼ 1

2

@u

@y
þ @v

@x

� �
; Sxz ¼ Szx ¼ 1

2

@u

@z
þ @w

@x

� �
; Syz ¼ Szy ¼ 1

2

@v

@z
þ @w

@y

� �
ð8:7bÞ

where:

m is the dynamic viscosity coefficient of fluid;

Sij is the rate of strain;

p is the pressure.

For an incompressible fluid:

divðuÞ ¼ @u

@x
þ @v

@y
þ @w

@z
¼ 0 ð8:8Þ
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Therefore, while other equations remain unchanged Equation 8.6a becomes:

sxx ¼ �pþ 2mSxx; syy ¼ �pþ 2mSyy; szz ¼ �pþ 2mSzz ð8:9Þ

8.2.4 Navier-Stokes Equations

By submitting Equation 8.6 into Equation 8.4, the famous Navier-Stokes (N-S) equations can be

derived as:

DðruÞ
Dt

¼ rf x �
@p

@x
þ m

@2u

@x2
þ @2u

@y2
þ @2u

@z2

� �
þ 1� 2

3
m

� �
@

@x

@u

@x
þ @v

@y
þ @w

@z

� �
ð8:10aÞ

DðrvÞ
Dt

¼ rf y �
@p

@y
þ m

@2v

@x2
þ @2v

@y2
þ @2v

@z2

� �
þ 1� 2

3
m

� �
@

@y

@u

@x
þ @v

@y
þ @w

@z

� �
ð8:10bÞ

DðrwÞ
Dt

¼ rf z �
@p

@z
þ m

@2w

@x2
þ @2w

@y2
þ @2w

@z2

� �
þ 1� 2

3
m

� �
@

@z

@u

@x
þ @v

@y
þ @w

@z

� �
ð8:10cÞ

Submitting Equation 8.2 into Equation 8.10 provides the N-S equations for incompressible fluid:

r
DðuÞ
Dt

¼ rf x �
@p

@x
þ m

@2u

@x2
þ @2u

@y2
þ @2u

@z2

� �
ð8:11aÞ

r
DðvÞ
Dt

¼ rf y �
@p

@y
þ m

@2v

@x2
þ @2v

@y2
þ @2v

@z2

� �
ð8:11bÞ

r
DðwÞ
Dt

¼ rf z �
@p

@z
þ m

@2w

@x2
þ @2w

@y2
þ @2w

@z2

� �
ð8:11cÞ

In bridge wind engineering, the moving velocity of air is relatively low and wind is always consid-

ered as being an incompressible fluid. Additionally, the body forces acting on the unit mass of air is

neglected (fi¼ 0). As a result, the N-S equations in bridge wind engineering are simplified as follows:

r
DðuÞ
Dt

¼ � @p

@x
þ m

@2u

@x2
þ @2u

@y2
þ @2u

@z2

� �
ð8:12aÞ

r
DðvÞ
Dt

¼ � @p

@y
þ m

@2v

@x2
þ @2v

@y2
þ @2v

@z2

� �
ð8:12bÞ

r
DðwÞ
Dt

¼ � @p

@z
þ m

@2w

@x2
þ @2w

@y2
þ @2w

@z2

� �
ð8:12cÞ

8.2.5 Governing Equations of Wind Flow

The governing equations of compressible fluid flow comprise the continuity equation (Equation 8.1),

the momentum equation (Equation 8.10) and the energy equation. The governing equations of

incompressible fluid flow comprise the continuity equation (Equation 8.2), the momentum equation

(Equation 8.11) and the energy equation. Strictly speaking, the term “Navier-Stokes equations” refers

to the components of the momentum equations (Equation 8.10 or 8.11). However, it is common prac-

tice that the governing equations are also called as the Navier-Stokes equations. Finally, the governing

equations of wind flow or the Navier-Stokes equations for wind flow comprise of the continuity equa-

tion (Equation 8.2) and the momentum equation (Equation 8.12).
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8.2.6 Vorticity Description of Navier-Stokes Equations

In the governing equations above, the physical quantities for describing the flow are the flow velocity

and pressure. As an alternative, the vorticity can be used to describe the flow. The vorticity components

are defined as:

vx ¼ @w

@y
� @v

@z
;vy ¼ @u

@z
� @w

@x
;vz ¼ @v

@x
� @u

@y
ð8:13Þ

The partial differentiation of Equation 8.12c to y minus the partial differentiation of Equation 8.12b

to z leads to:

r
Dvx

Dt
¼ r vx

@u

@x
þ vy

@u

@y
þ vz

@u

@z

� �
þ m

@vx

@x2
þ @vx

@y2
þ @vx

@z2

� �
ð8:14aÞ

In a similar way, one may have other two equations as:

r
Dvy

Dt
¼ r vx

@v

@x
þ vy

@v

@y
þ vz

@v

@z

� �
þ m

@vy

@x2
þ @vy

@y2
þ @vy

@z2

� �
ð8:14bÞ

r
Dvz

Dt
¼ r vx

@w

@x
þ vy

@w

@y
þ vz

@w

@z

� �
þ m

@vz

@x2
þ @vz

@y2
þ @vz

@z2

� �
ð8:14cÞ

Equations 8.14 are the Navier-Stokes equations for wind flow in terms of vorticity.

8.3 Turbulence and its Modeling

As discussed in Chapter 2, within the atmospheric boundary layer and over a flat, homogeneous terrain,

the wind velocity can normally be decomposed into a mean wind speed in the mean wind direction and

three perpendicular turbulence components in a sufficiently long averaging time. When turbulent winds

interact with a structure, turbulence structures around the surface of the structure become more com-

plex and very geometric-dependent. Thus, wind flow calculations must include sufficiently accurate

and general descriptions of the turbulence that capture not only the turbulence of incoming wind, but

also that caused by the interactions between incoming flow and the structure.

However, this represents a very difficult problem. All presently known turbulence models have limi-

tations: the ultimate turbulence model has yet to be developed. Our expectations in turbulence model-

ing are reduced from “seeking the ultimate” to “seeking models that have reasonable accuracy over a

limited range of flow conditions”. The purpose of this section is to introduce the methodology com-

monly used in turbulence modeling. It is important to remember that turbulence models must be veri-

fied through comparison with wind tunnel test or field measurement results.

8.3.1 Direct Numerical Simulation

Turbulent winds have a random characteristics, with a wide range of length and time scales. The ratios

of the smallest scale in length h and time t, to the largest scale, are approximated as:

Length-scale ratio :
h

L
¼ Re�3=4 ð8:15Þ
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Time-scale ratio :
t

L=U
¼ Re�3=4 ð8:16Þ

where:

U is the mean wind speed;

L is the characteristic length of a structure;

Re is the Reynolds number.

The governing equations for wind flow are Equations 8.2 and 8.12. There are a total of four equations with

four variables, indicating that the equations can be solved directly with initial and boundary conditions. The

direct solving method is named as “direct numerical simulation” (DNS), and its aim is to compute the mean

flow and all turbulent fluctuations at the same time. The unsteady Navier-Stokes equations are solved on

spatial grids that are so fine that they can resolve the length scales at which energy dissipation takes place,

andwith time steps sufficiently small to resolve the period of the fastest fluctuations. The potential benefits of

DNS include providing precise details of turbulence and instantaneous results.

However, in bridge wind engineering, the Reynolds number (Re) is high. For example, if a bridge

deck is 10 m in width, Re is then 6.8� 106 under a mean wind of 10 m/s. According to Equation 8.15,

the number of numerical discrete cells has a magnitude about (L/h)3¼Re9/4 in three-dimensional flows,

or (L/h)2¼Re3/2 in two-dimensional flows. The time step should be as small as Re–3/4(L/U), according

to Equation 8.16.

For the deck mentioned above, the quantity of numerical cells is approximately 1.8� 1010 and

2.4� 1015 for two-dimensional and three-dimensional flows respectively. The corresponding time step

is about 7.5� 10–6 seconds, and thus a huge number of time steps are needed in practice. It is therefore

difficult to apply DNS to bridge wind engineering at present, although it is likely to play an increasingly

important role in turbulence research in the near future as the computer performance becomes further

enhanced.

8.3.2 Reynolds Averaged Method

For some problems in bridge wind engineering, the time-averaged properties, such as mean wind speed

and mean wind pressure, are good enough for the design purpose, and it is unnecessary to resolve the

details of turbulent fluctuations. In this regard, the Navier-Stokes equations are time averaged, leading

to the so-called Reynolds averaged Navier-Stokes (RANS) equations or the Reynolds equations of

motion. Time averaging the Navier-Stokes equations gives rise to new terms, due to the interactions

between various turbulent fluctuations and the effects of turbulence on mean flow properties. These

new terms must be related to the mean flow variables through turbulence models. This process needs to

introduce further assumptions and approximations in order to close the system of equations.

In the conventional Reynolds decomposition, the randomly changing flow variables are replaced by

time averages plus fluctuations about the average:

fðtÞ ¼ fðtÞ þ f0ðtÞ ð8:17Þ

fðtÞ ¼ 1

Dt

ðDt
0

fðtÞdt ð8:18Þ

where:

f(t) represents a variable such as wind speed u or wind pressure p;

fðtÞ and f0(t) are the mean and fluctuation parts of f(t);

Dt is the time interval.
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In theory, the time interval will approach infinity but Equation 8.18 can provide meaningful time

averages if Dt is larger than the time scale associated with the slowest variations (due to the largest

eddies) of f(t).

The time averaged mean value and the fluctuation value have the following properties:

f0ðtÞ ¼ 0; f1ðtÞ þ f2ðtÞ ¼ f1ðtÞ þ f2ðtÞ;
@f

@q

� �
¼ @f

@q
ð8:19Þ

Replace the flow variables u, v, w and p in the governing equations (Equations 8.2 and 8.12) by the

sum of its mean and fluctuation parts, as expressed by Equation 8.17, and then time-average the govern-

ing equations. The famous Reynolds averaged Navier-Stokes (RANS) equations can be derived for the

incompressible fluid as follows:
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¼ 0 ð8:20Þ
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There are ten unknowns – �p, �u, �v, �w,u0u0 , v0v0 , w0w0 , u0v0 , u0w0 , and v0w0 – in the above RANS equa-

tions. They cannot be solved by the four RANS equations directly. Of these unknowns, �ru0u0 , �rv0v0 ,
�rw0w0 , �ru0v0 , �ru0w0 , �rv0w0 are the so-called Reynolds stresses. In addition to these, other four

unknowns exist with their time-averaged values. The Reynolds stresses represent the contribution of

fluctuation flow to the mean flow. To solve for the mean flow, the Reynolds stresses should be related to

the time-averaged variables through turbulence models.

Many turbulence models have been proposed, mostly based on Boussinesq’s assumption. Boussinesq

suggested, more than 100 year ago, that the apparent turbulent shearing stresses might be related to the

rate of mean strain through an apparent scalar turbulent or eddy viscosity. For the general Reynolds

stresses, the Boussinesq assumption gives:

�ru0u0 ¼ 2mtSxx � 2

3
rk; � rv0v0 ¼ 2mtSyy �

2

3
rk; � rv0v0 ¼ 2mtSzz �

2

3
rk ð8:22aÞ

�ru0v0 ¼ 2mtSxy ; � ru0v0 ¼ 2mtSxy ; � rv0w0 ¼ 2mtSyz ð8:22bÞ

where mt is called the eddy viscosity to be determined; k is the kinetic energy of turbulence per unit

mass; and e is the dissipation per unit mass that is associated with k.

k ¼ 1

2
ðu0u0 þ v0v0 þ w0w0 Þ ð8:23aÞ

e ¼ m

r

@u0
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ð8:23bÞ
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Turbulence models based on the Boussinesq assumption are called the viscosity models. The com-

monly used viscosity models are the Spalart-Allmara model, the standard k-e model, the RNG k-e
model, the Wilcox k-v model and the SST k-v model.

(a) Spalart-Allmara Model

The Spalart-Allmara model involves one equation only for kinematic eddy viscosity parameter, ~v, and a
specification of a length scale by means of an algebraic function, fv1, to obtain the eddy viscosity in

Equation 8.22, where the turbulence kinetic energy term is ignored. This model provides economical

computation of boundary layers in external aerodynamics [3]. The eddy viscosity in this model is

related to ~v by:

mt ¼ r~vf v1 ð8:24Þ
~v is solved from the following transport equation:
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where the closure coefficients and functions are:

f v1 ¼
x3

x3 þ c3v1
; f v2 ¼ 1� x

1þ xf v1
; f w ¼ g

1þ c6w3
g6 þ c6w3

� �
; x ¼ ~v

v
ð8:26Þ

g ¼ rþ cw2ðr6 � rÞ; r ¼ ~v
~Sk2d2

; ~S ¼ Vþ ~v

k2d2
f v2 ð8:27Þ

V ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðVxyVxy þVxzVxz þVyzVyzÞ

q
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� �
; Vyz ¼ 1

2

@�v
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� @�w
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� �
; cw1 ¼ cb1

k2
þ 1þ cb2

s
; cb1 ¼ 0:1355 ð8:29Þ

cb2 ¼ 0:622; cv1 ¼ 7:1; s ¼ 2=3; cw2 ¼ 0:3; cw3 ¼ 2; k ¼ 0:41 ð8:30Þ

where:

Vijis the rotation tensor;

d is the distance from the closest surface.

(b) Standard k-eModel

The standard k-e model expresses the eddy viscosity in Equation 8.22a as the ratio of turbulent kinetic

energy k and its dissipation rate e [4].

mt ¼ rCmk
2=e ð8:31Þ
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k and e are determined from the following transport equation:
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The model constants for the standard k-e model are:

Cm ¼ 0:09; Ce1 ¼ 1:44; Ce2 ¼ 1:92; sk ¼ 1:0; se ¼ 1:3 ð8:34Þ

The standard k-e model is a two-equation model. Until the last decade of the twentieth century this

model was the most popular two-equation model by far.

(c) RNG k-eModel

Using the techniques from the renormalization group (RNG) theory, Yakhot and Orszag have developed

what is known as the RNG k-e model [5]. The eddy viscosity equation (Equation 8.31) remains

unchanged, but the solution equations for k and e are:
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Cm ¼ 0:0845; Ce1 ¼ 1:42; C�
e2 ¼ 1:68 ð8:37Þ

ak ¼ 1:39; ae ¼ 1:39 ð8:38Þ

C
�
e1 ¼ Ce1 � hð1� h=h0Þ

1þ bh3
; h ¼ k

e
S; h0 ¼ 4:377; b ¼ 0:012 ð8:39Þ

S ¼
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q
ð8:40Þ

Note that the RNG k-e model contains a strain-dependent correction term in the constant Ce1 of the

production term. This model removes the small scales of motion from the governing equations by

expressing their effects in terms of larger scale motions and a modified viscosity.

(d) Wilcox k-vModel

One of the most prominent two-equation models is the Wilcox k-v model [6]. In this model, the

turbulence frequencyv ¼ e=k is used as the second variable in addition to k. The eddy viscosity in

Equation 8.22 is expressed as the product of the turbulent kinetic energy k and the turbulence frequency

v as follows:

mt ¼ rk=v ð8:41Þ

The equations for k and v are:
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The constants in the above transport equations are:

sk ¼ 2:0; sv ¼ 2:0; a1 ¼ 0:553; b1 ¼ 0:075; b
� ¼ 0:09 ð8:44Þ

The Wilcox k-v model initially attracted attention because integration to the wall does not require

wall-damping functions in low Reynolds number applications.
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(e) SST k-vModel

The standard k-e model is much less sensitive to the assumed values in the free stream, but its near-wall

performance is unsatisfactory for boundary layers with adverse pressure gradients. On the other hand,

the k-v model is sensitive to the assumed free stream values but performs well in the boundary layers.

Menter [7] thus proposed the shear-stress transport (SST) k-v model to effectively blend the robust and

accurate formulation of the k-v model in the near-wall region with the k-e model in the far field. The

eddy viscosity in Equation 8.22 is expressed as the product of the turbulent kinetic energy k and the

turbulence frequency v as follows:

mt ¼
a1rk

maxða1v; SF2Þ ð8:45Þ

F2 ¼ tanhðF2
2Þ ð8:46Þ

F2 ¼ maxð
ffiffiffi
k
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0:045vy
;
500m

ry2v
Þ ð8:47Þ

a1 ¼ 0:31 ð8:48Þ

where y is the distance to the near surface.

The equations for k and v are:
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where:

sk ¼ 1

F1=sk;1 þ 1� F1ð Þ=sk;2
ð8:51Þ

sv ¼ 1

F1=sv;1 þ 1� F1ð Þ=sv;2
ð8:52Þ

Computational Wind Engineering 299



F1 ¼ tanhðF4
1Þ ð8:53Þ
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bi;1 ¼ 0:075; bi;2 ¼ 0:0828; k ¼ 0:41 ð8:66Þ

Menter et al. [8] summarized a series of modifications to optimize the performance of the SST k-v

model, based on experience with the model in general-purpose application.

8.3.3 Large Eddy Simulation

In the RANS method, many turbulence models have been developed to consider the effect of turbulence to

the averaged flow. However, they are limited to special flow problems and cannot be used to solve all of the

flow problems. The main reason for this limitation is that the RANS method ignores the scales effect of

flow in space, and a single turbulence model is employed for all eddies with different scales. The turbulence

actually has multi-scales in space; the difference of size between the smallest and the largest scales is huge

in high Reynolds number flow. The smaller eddies have a universal behaviour and perform isotropically,

while the larger eddies interact with the mean flow and are related to the geometry of the flow domain.

A different approach, the large eddy simulation (LES), has therefore been proposed [9,10]. In the

LES approach, the larger eddies are computed directly for each problem with a time-dependent
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simulation, while the universal behavior of the smaller eddies is captured with a compact model. This is

accomplished by using a spatial filtering operation on the governing equations of fluid flow to obtain a

set of equations that separate the larger eddies from the small eddies, compared with the temporal aver-

age used in deriving the Reynolds equations.

The filtering of small scale eddies in the original turbulent flow fðx0; y0; z0; tÞin LES is completed via

a filter function:

�fðx; y; z; tÞ ¼
ð1

�1

ð1
�1

ð1
�1

G x; y; z; x0; y0; z0;Dð Þfðx0; y0; z0; tÞdx0dy0dz0 ð8:67Þ

where:

�fðx; y; z; tÞ is the filtered variable;
x0; y0; z0 are the original spatial coordinates before filtering;
D is the cutoff-width of the filter as an indicative measure of the size of eddies that are retained in the

computations and the eddies that are rejected;

G is the filter function;

and the overbar demotes the filter operation in space domain not in time domain.

The commonest forms of the filtering function in three-dimensional LES computation are the sharp

cut-off filter, the top hat filter, and the Gaussian filter.

The sharp cut-off or spectral filter:
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The top hat or box filter:
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The Gaussian filter:

G X;Dð Þ ¼
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; g ¼ 6 ð8:70Þ

The top-hat filter is used in finite volume implementations of LES, while the Gaussian filter was

introduced for LES in finite differences. The sharp cut-off filter is preferred in the research literature.

The most common selection of the cutoff width D is to take the same order as the grid size.

After filtering in space, the flow variables can be decomposed into the sum of large scale and small

scale parts as follows:

f ¼ �fþ f̂ ð8:71Þ
where:

f̂ is the small scale part of flow containing unresolved spatial variations at a length scale smaller than

the filter cutoff width;
�f is the filtered function with spatial variations that are larger than the cutoff width.
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Let us filter the Navier-Stokes continuity and momentum equations for wind flow. The governing

equations of LES can be derived as:
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txx ¼ ruxux � ruxux ; tyy ¼ ruyuy � ruyuy ; tzz ¼ ruzuz � ruzuz ð8:74aÞ

txy ¼ tyx ¼ ruxuy � ruxuy ; tyz ¼ tzy ¼ ruyuz � ruyuz ; txz ¼ tzx ¼ ruxuz � ruxuz ð8:74bÞ

where tij is the subgrid stress that represents the contributions of the smaller eddies to the larger eddies

from three groups: Leonard stresses, cross-stresses, and LES Reynolds stresses [1].

Clearly, the filtering here is different from the time averaging. The subgrid stress can be modeled

using the so-called subgrid stress (SGS) models. The typical SGS models are the Smagorinsky model

and the dynamic SGS model.

(a) Smagorinsky Model

The Smagorinsky SGS model adopts the Boussinesq hypothesis and relates the subgrid stress to the

strain rate of the resolved flow.
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3
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where mSGS is the subgrid eddy viscosity and can be approximated by:

mSGS ¼ rðCsDÞ2 �Sj j ð8:76Þ
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q
ð8:77Þ

where Cs is the Smagorinsky constant, within a range from 0.1–0.24, and is adjusted case-by-case.
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(b) Dynamic SGS Model

The dynamic SGS model replaces the Smagorinsky constant (Equation 8.76) with a new parameter Cd:

mSGS ¼ rCdD
2 �Sj j ð8:78Þ

The parameter Cd is obtained through the filtering of the governing equations 8.73a, once again with

a filter size of D̂ (D̂>D) [11].

8.3.4 Detached Eddy Simulation

To save computation time while, at the same time, retaining the computation accuracy, some hybrid

models have been presented. Among these, the detached eddy simulation (DES) method is the most

popular approach [12]. The DES method is a cost-effective procedure that treats the largest eddies

through a conventional LES and handles boundary layers and thin shear layers with the conventional

RANS method. The crucial ingredient in the DES method is how to distinguish the RANS and LES

portions of computation – the so-called DES blending problem. The most acceptable way in which we

distinguish the appropriate length scale and computational mode (LES or RANS) is that based on either

the Spalart-Allmaras model or the SST k-v model.

(a) DES Based on Spalart-Allmars Model

The distance from the wall d is taken from the original Spalart-Allmars model as a length scale to judge

the change between the RANS and LES. The judgment parameter is defined as:

d̂ ¼ minðd;CdesDÞ ð8:79Þ
where Cdes¼ 0.65 is a closure coefficient whose value has been determined by the results of homoge-

neous turbulence computations. Equation 8.79 means that the Spalart-Allmars model will be used if the

distance from the wall d is less than the value of CdesD.

(b) DES Based on SST k-vmodel

The length scale of turbulence in the SST k-v model is expressed as:
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ð8:80Þ

A new length scale of turbulence is defined as:

d ¼ minðl;CDESDÞ ð8:81Þ
where CDES¼ 0.78.

Based on this modification, the turbulent kinetic energy equation in the original SST k-v model is

changed to:
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If the eddy length scale d is smaller than CDESD, the RANS method is adopted. Otherwise, the LES

method is used.

8.3.5 Discrete Vortex Method

The flow around a body can also be simulated by solving Equations 8.14. The method to solve the vorticity

is called the discrete vortex method. Larsen and Walther [13] and Taylor and Vezza [14] used this method

to obtain the aerodynamic characteristics of a bridge deck section of two dimensions. In a two-dimensional

plane x-y, w¼ 0 and @ð Þ=@z ¼ 0, therefore vx¼vy¼ 0. The governing equations become:

vz ¼ @v

@x
� @u

@y
ð8:83Þ

r
Dvz

Dt
¼ m

@vz

@x2
þ @vz

@y2

� �
ð8:84Þ

The total vorticity field is composed of vorticity elements:

vzðr; tÞ ¼
XN
j¼1

vzjdðr� rjðtÞÞ ð8:85Þ

where:

r¼ x i þ y j is the location vector;

vzj and rj are the vorticity and location of the jth vorticity element;

N is the total number of vorticity elements;

dðÞ is the Dirac Delta function.

The locations of the jth vorticity elements are updated during calculation:

@rjðtÞ
@t

¼ uðrj ; tÞ ð8:86Þ

u is obtained based on the Biot-Savart formation:

uðr; tÞ ¼ K � vz ¼
ð
Kðr� r0Þvzðr0; tÞdr0 þ u1 ð8:87Þ

Kðr� r0Þ ¼ �ðy� y0Þiþ ðx� x0Þj
2p r� r0j j2 ð8:88Þ

where u1 is the flow velocity at the infinite location.

8.4 Numerical Considerations

The governing equations of fluid flow are partial differential equations (PDE) which are continuous in

both space and time. In the numerical calculation, the continuous equations should be discretized in

space and time domain with the formation of a system of algebraic equations for the variables at a set

of discrete points. The algebraic equations can usually be solved once at a time.
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Several considerations determine whether the solution will be a good approximation to the exact solu-

tion of the original PDE. These considerations are truncation error, consistency, and stability [2]. The

commonly-used discretization methods for solving the governing equations of fluid flow numerically

are the finite difference method, the finite element method and the finite volume method. In this section,

the steady governing equation of momentum in the x-direction of two-dimensional flow is taken as an

example to illustrate the three discretization methods. The expression of the concerned equation is:

r
@u

@x
uþ @u

@y
u

� �
¼ � @p

@x
þ m

@2u

@x2
þ @2u

@y2

� �
ð8:89Þ

8.4.1 Finite Difference Method

The finite difference method (FDM) replaces the continuous problem domain by a finite difference

mesh or grid [2]. Let us establish a grid on the domain using a uniform discretized nodes arranged with

intervals of Dx and Dy, as shown in Figure 8.1.
The variables at each node are the velocity u, v and pressure p. Applying Equation 8.89 to this grid

yields the following discrete equation:

@uði; jÞ
@x

ruði; jÞ þ @uði; jÞ
@y

rvði; jÞ ¼ � @pði; jÞ
@x

þ m
@2uði; jÞ
@x2

þ @2uði; jÞ
@y2

� �
ð8:90Þ

In the above equation, the derivatives
@uði; jÞ
@x

,
@uði; jÞ
@y

,
@pði; jÞ
@x

,
@2uði; jÞ
@x2

,
@2uði; jÞ
@y2

are not the basic

variables to be solved, and they have to be approximated by the variables at nodes. If u(xþ dx, y) is

expanded in a Taylor-series about u(x, y):

uðxþ dx; yÞ ¼ uðx; yÞ þ dx
@uðx; yÞ

@x
þ dx2

2

@2uðx; yÞ
@x2

þ dx3

3!

@3uðx; yÞ
@x3

þ � � � ð8:91Þ

we can have:

@uðx; yÞ
@x

¼ uðxþ dx; yÞ � uðx; yÞ
dx

� dx

2

@2uðx; yÞ
@x2

� dx2

3!

@3uðx; yÞ
@x3

� � � � ð8:92Þ

Figure 8.1 A typical finite difference grid.
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Then, expanding u at the node (i, j) with Dx and –Dx gives:

@uði; jÞ
@x

¼ uði þ 1; jÞ � uði; jÞ
Dx

� Dx

2

@2uði; jÞ
@x2

� Dx2

3!

@3uði; jÞ
@x3

� � � � ð8:93Þ

@uði; jÞ
@x

¼ uði; jÞ � uði � 1; jÞ
Dx

þ Dx

2

@2uði; jÞ
@x2

þ Dx2

3!

@3uði; jÞ
@x3

þ � � � ð8:94Þ

Subtracting Equation 8.94 from Equation 8.93 yields:

@2uði; jÞ
@x2

¼ uði þ 1; jÞ � 2uði; jÞ þ uxði � 1; jÞ
ðDxÞ2 � 2Dx2

3!

@3uði; jÞ
@x3

� � � � ð8:95Þ

Therefore,
@uði; jÞ
@x

and
@2uði; jÞ
@x2

can be approximated as follows:

@uði; jÞ
@x

¼ uði þ 1; jÞ � uði; jÞ
Dx

ð8:96Þ

@uði; jÞ
@x

¼ uði; jÞ � uði � 1; jÞ
Dx

ð8:97Þ

@2uði; jÞ
@x2

¼ uði þ 1; jÞ � 2uði; jÞ þ uði � 1; jÞ
ðDxÞ2 ð8:98Þ

Equation 8.96 is called the first-order forward difference, and Equation 8.97 is the first-order back-

ward difference. Equation 8.98 is the central difference. In a similar way, the expressions for other

derivatives can obtained:

@uði; jÞ
@y

¼ uði; j þ 1Þ � uði; jÞ
Dy

ð8:99Þ

@pði; jÞ
@x

¼ pði þ 1; jÞ � pði; jÞ
Dx

ð8:100Þ

@2uði; jÞ
@y2

¼ uði; j þ 1Þ � 2uði; jÞ þ uði; j � 1Þ
ðDyÞ2 ð8:101Þ

Substituting Equations 8.96 and 8.98–8.101 into Equation 8.90 leads to the following algebraic

equation:

� r

Dx
uði; jÞ � r

Dy
vði; jÞ þ 2m

ðDxÞ2 þ
2m

ðDyÞ2
" #

uði; jÞ � m

ðDxÞ2 uði � 1; jÞ

þ r

Dx
uði; jÞ � m

ðDxÞ2
" #

uði þ 1; jÞ � m

ðDyÞ2 uði; j � 1Þ þ r

Dy
vði; jÞ � m

ðDyÞ2
" #

uði; j þ 1Þ

¼ � 1

Dx
pði þ 1; jÞ � pði; jÞ½ �

ð8:102Þ
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A series of algebraic equations similar to Equation 8.102 can be constructed for all the nodes. The

grids shown in Figure 8.1 are regular, with definite relation between the neighboring nodes. Grids

with such a feature are called structured grids. For a structure of complex geometry in bridge wind

engineering, it is difficult to use structured grids. Therefore, FDM is often used for the flow around a

structure of simple geometry.

8.4.2 Finite Element Method

In the finite element method (FEM), some weight functions are used to bridge the values at the

concerned positions with the values at the corners (nodes) of the element. The element can be of

an arbitrary shape, so that FEM has the ability to solve the flow around a structure of complex

geometry. There are two options for the formulation of finite element equations: variational meth-

ods or weighted residual methods. However, variational principles are not available in exact forms

for non-linear governing equations in general. Thus, it is logical to seek the weighted residual

methods [15]:

Figure 8.2 shows a typical quadrilateral finite element with four nodes, taken as an example to illus-

trate how the steady governing equations are discretized in FEM. Local interpolation functions Ne
v and

Ne
p are formed to approximate the relationships of flow variables inside the element to those at the

nodes. The approximate variables ûe, v̂e and p̂e inside the element can be expressed as:

ûe ¼ Ne
vuN

e v̂e ¼ Ne
vvN

e p̂e ¼ Ne
ppN

e ð8:103Þ

uN
e ¼ u1 u2 u3 u4f gT ; vN

e ¼ v1 v2 v3 v4f gT ; pN
e ¼ p1 p2 p3 p4f gT ð8:104aÞ

Nv
e ¼ Ne

v1 N
e
v2 N

e
v3 N

e
v4

� 	T
;Np

e ¼ Ne
p1 N

e
p2 N

e
p3 N

e
p4

n oT

ð8:104bÞ

where the superscript e represents the element coordinate.

Replacing the variables in Equation 8.89 with the approximated values given by Equation 8.103

yields the residual of the equation as:

Re ¼ @ûe

@x
rûe þ @ûe

@y
rv̂e þ @p̂e

@x
� m

@2ûe

@x2
þ @2ûe

@y2

� �
ð8:105Þ

The basic idea of the weighted residual method is to construct a mathematical process in which the

residual is minimized to zero. This can be done by forming a subspace spanned by the weighting func-

tions and projecting the residual orthogonally onto this subspace. This process is called the inner prod-

uct of the residual, which can be expressed as:

Figure 8.2 A typical quadrilateral finite element.
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ðð
A

WRedA ¼ 0 ð8:106Þ

where:

W is the weighting function;

A is the area of the element.

If the weighting functions are replaced by the interpolation functions, the above equation is known as

the Galerkin method. Therefore, the substitution of Equation 8.103 into Equation 8.105 and then into

Equation 8.106 gives:

ðð
A

Nvi
e rNe

vuN
e @N

e
v

@x
þ rNe

vvN
e @N

e
v

@y

� �
þ m

@Nvi
e

@x

@Ne
v

@x
þ @Nvi

e

@y

@Ne
v

@y

� �� �
dA

8<
:
�
ðð
G

mNvi
e @Ne

v

@x
þ @Ne

v

@y

� �
dG

)
uN

e ¼ �
ðð
A

Ne
vi

@Ne
p

@x
pN

e

� �
dA ð8:107Þ

where:

Ne
vi¼Wi (i¼1, 2, 3, 4) is the ith interpolation function;

' is the boundary of the element shown in Figure 8.2.

For the sake of simplicity, Equation 8.107 can be shortened to:

AiuN
e ¼ Bi; i ¼ 1; 2; 3; 4 ð8:108Þ

where:

Ai ¼
ðð
A

Nvi
e rNe

vuN
e @N

e
v

@x
þ rNe

vvN
e @N

e
v

@y

� �
þ m

@Nvi
e

@x

@Ne
v

@x
þ @Nvi

e

@y

@Ne
v

@y

� �� �
dA

�
ðð
G

mNvi
e @Ne

v

@x
þ @Ne

v

@y

� �
dG ð8:109Þ

Bi ¼ �
ðð
A

Ne
vi

@Ne
p

@x
pN

e

� �
dA ð8:110Þ

After considering all the four nodes of the element shown in Figure 8.2, the above equation can be

expanded as:

AuN
e ¼ B; A ¼

A1

A2

A3

A4

2
664

3
775; B ¼

B1

B2

B3

B4

2
664

3
775 ð8:111Þ

Assuming that the element coordinate system is parallel to the global coordinate, as shown in Fig-

ure 8.2, the discretized governing equation for the element in the global coordinate is:

AuN ¼ B ð8:112Þ
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Equation 8.112 can be applied to all the elements in the flow region, leading to a series of algebraic

equations for the steady governing equations.

8.4.3 Finite Volume Method

In the finite volume method (FVM), the solution domain is divided into a series of continuous control

volumes and the steady governing equations are applied to each control volume [1]. The steady govern-

ing equations are employed in the integral form. Interpolation is used to express variable values at the

control volume surface in terms of the values at the center of the control volume. As a result, an alge-

braic equation can be formed for each control volume. The FVM can be applied to any kind of grids,

and therefore it is suitable for a structure of complex geometry.

In Figure 8.3, a solution domain is divided into a series of control volumes (In the 2-D plane, the length

perpendicular to the plane can be viewed as unit). P is the center of the concerned control volume, marked

with oblique lines. N, W, S and E are the centers of the other control volumes surrounding the concerned

control volume P. n, w, s and e are the points on the corresponding interfaces between these control vol-

umes, respectively. The integration of Equation 8.89 on the control volume VP with P as its center gives:ð
VP

r
@u

@x
uþ @u

@y
v

� �
dv ¼ �

ð
VP

@p

@x
dvþ

ð
VP

m
@2u

@x2
þ @2u

@y2

� �
dv ð8:113Þ

According to Gauss’s divergence theorem, the above equation can be changed to the surface

integration: ð
AP

ruu � ndA ¼ �
ð
VP

@p

@x
dvþ

ð
AP

m
@u

@x
iþ @u

@y
j

� �
� ndA ð8:114Þ

where:

AP is the surfaces enclosing the control volume VP;

n is the direction normal to the surface.

Each term in Equation 8.111 can be approximated as:Ð
AP

ruu � ndA ¼ Ð
Aw

ruu � ndAþ Ð
Ae

ruu � ndAþ Ð
An

ruu � ndAþ Ð
As

ruu � ndA

¼ Ð
Ae

ruudA� Ð
Aw

ruudAþ Ð
An

ruvdA� Ð
As

ruvdA

� rue
2Dy� ruw

2Dyþ rususDx� rusunDx

ð8:115aÞ

Figure 8.3 A typical finite volume grid.
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ð
VP

@p

@x
dv � @pP

@x
DxDy ð8:115bÞ

ð
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m
@u

@x
iþ @v

@y
j
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� ndA ¼

ð
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m
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@x
iþ @v

@y
j
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� ndAþ

ð
Ae

m
@u

@x
iþ @v

@y
j
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� ndA

þ
ð
An

m
@u

@x
iþ @v

@y
j

� �
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ð
As

m
@u

@x
iþ @v

@y
j

� �
� ndA

¼
ð
Ae

m
@u

@x
dA�

ð
Aw

m
@u

@x
dAþ

ð
An

m
@v

@y
dA�

ð
As

m
@v

@y
dA

� m
@ue
@x

Dy� m
@uw
@x

Dyþ m
@vn
@y

Dx� m
@vs
@y

Dx

ð8:115cÞ

where Aw,Ae, An and As are the interface between the concerned control volume P and the control vol-

umes W, E, N and S, respectively.

Submitting Equation 8.115 into Equation 8.113 yields the following equation:

rue
2Dy� ruw

2Dyþ runvnDx� rusvsDx

¼ m
@ue
@x

Dy� m
@uw
@x

Dyþ m
@vn
@y

Dx� m
@vs
@y

Dxþ @pP
@x

DxDy
ð8:116Þ

In FVM, the unknown variables are placed at the center of the control volume. Therefore, the values

at the interfaces and the derivatives in Equation 8.116 need to be determined. Typical methods are the

central difference, the upstream difference or the QUICK scheme. In the central difference method, the

value at the interface is linear, interpolated from the values of the neighboring volumes:

uw ¼ 1

2
ðuW þ uPÞ ð8:117Þ

In the upstream method, the value at the interface is taken to be equal to the value at the upstream

control volume:

uw ¼ uW if uw > 0 ; or uw ¼ uP if uw < 0 ð8:118Þ

In the QUICK scheme, a three-point upstream-weighted quadratic interpolation for the interface

value is employed.

ue ¼ 6

8
uP þ 3

8
uE � 1

8
uW if ue > 0 ð8:119Þ

uw ¼ 6

8
uP þ 3

8
uW � 1

8
uE if uw < 0 ð8:120Þ

Take the central difference scheme as an example to derive algebraic equations:

uw ¼ 1

2
ðuW þ uPÞ; ue ¼ 1

2
ðuE þ uPÞ; us ¼ 1

2
ðuS þ uPÞ ð8:121Þ
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un ¼ 1

2
ðuN þ uPÞ; us ¼ 1

2
ðuS þ uPÞ; vn ¼ 1

2
ðvN þ vPÞ ð8:122Þ

@uw
@x

¼ uP � uW

Dx
;
@ue
@x

¼ uE � uP

Dx
;
@vs
@y

¼ vP � vS

Dy
ð8:123Þ

@vn
@y

¼ vN � vP

Dy
;
@pP
@x

¼ pE � pW
2Dx

ð8:124Þ

Submitting Equations 8.121 to 8.124 into Equation 8.116 gives a algebraic equation as follows:

2ruEDy� 2ruWDyþ rðvN þ vPÞDx� rðvS þ vPÞDxþ 8m
Dy

Dx
þ 8m

Dx

Dy

� �
uP

þ ruEDy� 4m
Dy

Dx

� �
uE þ �ruWDy� 4m

Dy

Dx

� �
uW þ rðvN þ vPÞDx� 4m

Dx

Dy

� �
uN

þ �rðvS þ vPÞDx� 4m
Dx

Dy

� �
uS ¼ 2DyðpE � pW Þ

ð8:125Þ

The above equation can be re-written as:

uP ¼ aWuW þ aEuE þ aSuS þ aNuN þ b ð8:126Þ

The coefficients in the above equation can be found easily through the comparison with Equa-

tion 8.125. In a similar way, a series of algebraic equations can be constructed for all the control

volumes in the solution domain.

8.4.4 Solution Algorithms for Pressure-Velocity Coupling in Steady Flows

The governing equations are intricately coupled, because every velocity component appears in each

momentum equation and in the continuity equation. Moreover, there are non-linear quantities in the

momentum equations. These features also appear in the discretized algebraic equations for steady flows

(e.g. Equation 8.102). For incompressible steady flows, the density is constant and hence, by definition,

there is no pressure-velocity linkage in the continuity equation. Both the problems associated with the

non-linearities in the momentum equations, and the lack of velocity-pressure linkage in the continuity

equation, can be resolved by adopting an iterative solution strategy such as the SIMPLE algorithm [16],

the SIMPLER algorithm [17] and the SIMPLEC algorithm [18].

(a) SIMPLE

SIMPLE is the short name for the Semi-Implicit Method for Pressure-Linked Equation [16]. It is

essentially a guess-and-correct procedure for the calculation of pressure. The method is illustrated

using the x-momentum equation in the two-dimensional steady flow with the FVM method. To

initiate the SIMPLE calculation process, a pressure field p� and velocity fields u�, v� are guessed.

The discretized momentum equations (e.g. Equation 8.125) are solved using the guessing pressure

field to yield velocity components.
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Taking the discretized steady governing equation (Equation 8.125) as an example, the velocity com-

ponent in the x-direction can be expressed as

uP
� ¼

X
nb

anbunb
� þ cxðpE� � pW

�Þ ð8:127Þ

where:

nb represents the neighboring control volumes (E, W, S, N) surrounding the volume P;

anb, cx are the coefficients of the corresponding velocities.

Now we define the correction p0 as the difference between the correct pressure field p and the guessed
pressure field p�, so that:

p ¼ p� þ p0 ð8:128Þ

Similarly, we define the correct velocity field as the sum of the guessed values u� and the correction u0:

uP ¼ uP
� þ uP

0 ð8:129Þ

The correct velocity field and the correct pressure field also satisfy the discretized momentum equation:

uP ¼
X

anbunb þ cxðpE � pWÞ ð8:130Þ

Subtraction of Equation 8.127 from Equation 8.130 yields:

uP
0 ¼

X
anbunb

0 þ cxðpE 0 � pW
0Þ ð8:131Þ

At this point, an approximation is introduced:

X
anbunb

0 ¼ 0 ð8:132Þ

Omission of the above term is the main approximation of the SIMPLE algorithm. With this approxima-

tion, Equation 8.131 becomes:

uP
0 ¼ cxðpE 0 � pW

0Þ ð8:133Þ
Therefore:

uP ¼ uP
� þ uP

0 ¼ uP
� þ cxðpE 0 � pW

0Þ ð8:134Þ

In a similar way, we can have the equation in the y-direction:

vP ¼ vP
� þ vP

0 ¼ vP
� þ cyðpN 0 � pS

0Þ ð8:135Þ

Integrating the continuity equation on the control volume as shown in Figure 8.3 gives:

ueAe � uwAw þ vnAn � vsAs ¼ 0 ð8:136Þ
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Applying the centre difference scheme on the above equation yields:

uE þ uP

Dx
Ae � uW þ uP

Dx
Aw þ vN þ vP

Dy
An � vS þ vP

Dy
As ¼ 0 ð8:137Þ

In short, the above equation can be expressed as:

X
i¼P;E;W

bx;iui þ
X

i¼P;N;S

by;jvj ¼ 0 ð8:138Þ

Substitution of Equation 8.134 and 8.135 into Equation 8.138 leads to a linear algebraic equation:

X
i¼P;E;W;N;S

dipi
0 ¼

X
i¼P;E;W

dx;iui
� þ

X
i¼P;N;S

dy;j v̂j
� ð8:139Þ

which means that the pressure difference can be solved through the guessed velocity fields.

The implementation of the SIMPLE algorithm is therefore:

1. Guess the pressure field and the velocity field.

2. Solve the momentum equation based on the guessed fields and update the guessed velocity fields.

3. Solve Equation 8.139 to find the pressure difference between the guessed pressure and the correct

pressure.

4. Correct the pressure and velocity field using Equations 8.134 and 8.135.

(b) SIMPLER

The SIMPLER (SIMPLE Revised) is an improved version of SIMPLE [17]. Instead of the pressure

correction equation in SIMPLE, the pressure field is solved directly. Express Equation 8.127 as follows:

uP ¼ ûP þ cxðpE � pWÞ ð8:140Þ

where:

ûP ¼
X

anbunb ð8:141Þ

Similarly, in the y direction:

uP ¼ ûP þ cyðpN � pSÞ ð8:142Þ

By substituting Equations 8.140 and 8.142 into Equation 8.138, a linear algebraic equation can be

obtained:

X
i¼P;E;W;N;S

d̂ipi ¼
X

i¼P;E;W

d̂x;i ûi þ
X

i¼P;N;S

d̂y;j v̂j ð8:143Þ

which means that the pressure can be solved directly.

Subsequently, the SIMPLER procedure is completed by taking the pressure field obtained above as

the guessed pressure field.
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(c) SIMPLEC

The SIMPLEC (SIMPLE-Consistent) algorithm follows the same steps as SIMPLE, with differences in

the correction equations for velocity [18]. The velocity correction equation (see Equation 8.133) is

changed into the following formulation:

uP
0 ¼ cx

1�P anb
ðpE 0 � pW

0Þ ð8:144Þ

The sequence of operation of SIMPLEC is identical to that of SIMPLE.

8.4.5 Solution for Unsteady Flows

Having discussed the numerical methods for steady flows, we are now in a position to consider

unsteady flows. The unsteady governing equation of momentum for a two-dimensional unsteady flow

in the x-direction is taken as an example to illustrate the numerical methods for unsteady flows. The

expression of the corresponding governing equation is:

r
@u

@t
þ @u

@x
uþ @u

@y
v

� �
¼ � @p

@x
þ m

@2u

@x2
þ @2u

@y2

� �
ð8:145Þ

The first term in the above equation represents the rate of change with time and is zero for steady

flows. To predict transient problems, we must retain this term in the discretization process. By discretiz-

ing Equation 8.145 with a time step Dt, using the first-order forward difference scheme, the discretized

equation can be written as:

rðu
ðtþDtÞ � ut

Dt
þ @ut

@x
ut þ @ut

@y
vtÞ ¼ � @pt

@x
þ m

@2ut

@x2
þ @2ut

@y2

� �
ð8:146Þ

After discretizing Equation 8.146 in the space, the variable at the location p at the time tþDt can be

calculated as:

up
ðtþDtÞ ¼ aup

t þ
X
nb

anbunb
t þ b ð8:147Þ

The second term on the right hand side is the sum of the neighboring nodes, or elements or volumes

next to the location p. The right hand side of Equation 8.147 only contains values at the old time step,

so that the variable of the left hand side at the new time can be calculated. It is called the explicit

method.

Equation 8.147 can also be discretized on the time domain in another way:

r
uðtþDtÞ �ut

Dt
þ@uðtþDtÞ

@x
ux

ðtþDtÞ þ@uðtþDtÞ

@y
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@x
þm

@2uðtþDtÞ
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@y2

� �
ð8:148Þ

After discretizing Equation 8.148 in the space, the variable at the location p at the time tþDt can be

calculated as:

up
ðtþDtÞ ¼a0uptþ

X
nb

a0
nbunb

tþDtþb0 ð8:149Þ
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Thus, the variables at the time tþDt are solved requiring the values at both time t and time tþDt. It

is called the implicit method.

8.4.6 Boundary Conditions

All CFD problems are defined in terms of initial and boundary conditions. In transient problems, the

initial values of all the flow variables need to be specified at all solution points in the flow domain. This

involves no special measures other than initializing the appropriate data arrays in the CFD code [1]. Let

us focus on the implementation of boundary conditions.

The common boundary conditions in bridge wind engineering are inlet, outlet, symmetry, periodicity

and wall. Winds blow from the inlet boundaries. The magnitudes and angles of upcoming wind are set

at the inlet boundaries. For RANS and DES method, the turbulence-related quantities such as k, e, and
v are also defined at the inlet boundaries. Usually, the outlet boundaries are far from the target objects,

and the flows there reach a fully developed state. The gradients of all flow variables (except the pres-

sure) are assumed to be zero at the outlet boundaries. For the symmetry boundary, no flow crosses the

boundary, and flow velocities normal to the boundary are zero. For the periodicity boundary, a pair of

boundaries are coupled together with the same values as the flow variables. Wall boundaries are

attached on the surfaces of the target objects directly. The relative velocity between the wall and the

fluid at the surface is assumed to be zero, which is called the non-slip boundary condition.

In a wall boundary, the velocity parallel to the wall is expressed by a dimensionless velocity:

uþ ¼ u

ffiffiffiffiffi
tw

r

r
ð8:150Þ

It varies with the dimensionless height from the wall:

yþ ¼ ry

m

ffiffiffiffiffi
tw

r

r
ð8:151Þ

where:

y is the distance from the wall;

tw is the shear stress at the wall.

If yþ	 11.63, the flow is located in a viscous sublayer and:

uþ ¼ yþ ð8:152Þ
If yþ> 11.63, the flow is assumed to be in a log-law region and:

uþ ¼ 1

k
lnðEyþÞ ð8:153Þ

where:

k is von Karman’s constant;

the value of E for smooth walls is 9.793.

8.4.7 Grid Generation

The first step to compute a numerical solution to the governing equations is the construction of a grid.

The physical domain must be covered with a mesh, so that discrete points, elements or volumes are

identified where the conservation laws can be applied. A well-constructed grid greatly improves the

quality of the solution and, conversely, a poorly constructed grid is a major contributor to a poor result.
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Techniques for generating grids can be classified as structured and unstructured approaches [2].

Techniques for structured grid generation include complex variable methods, algebraic methods and

differential equation methods, while those for unstructured grid generation are point insertion schemes,

advancing front methods and domain decomposition methods. Unstructured methods are primarily

based on using triangular or prismatic elements. Complex variable methods for the structured grid gen-

eration are restricted to two dimensions. Thus, only the algebraic method to generate the structured

grids is explained here to illustrate the basic concept of so-called mapping.

Suppose a grid generation is needed in order to solve the flow in a diverging nozzle, as shown in

Figure 8.4. The boundary lines of the physical domain of the nozzle are ABCD. The mathematic

expressions of the boundaries are:

AB: 1	 x	 2, y ¼ 0;

BC: x¼ 2, 0	 y	 4;

CD: 1	 x	 2, y¼ x2;

DA: x¼ 1, 0	 y	 1.

To generate computational grids using the algebraic method, known functions are used to take arbi-

trarily shaped physical domain into rectangular computational domain, as shown in Figure 8.5.

Although the computational domain is not required to be rectangular, the usual procedure uses a

rectangular domain for simplicity. The computational domain is a rectangle with the Cartesian coordi-

nates (j, h). The boundary lines abcd are corresponding to the ABCD in the physical domain with the

following expressions:

ab: 0	 j	 1, h¼ 0;

bc: j¼ 1, 0	 h	 1;

cd: 0	 j	 1, h¼ 1;

da: j¼ 0, 0	 h	 1.

A relationship between the computational domain and the physical domain has to be constructed for

the boundary lines:

x ¼ jþ 1; y ¼ hðjþ 1Þ2 ð8:154Þ

Figure 8.4 Nozzle geometry and physical domain.

Figure 8.5 Computational domain.

316 Wind Effects on Cable-Supported Bridges



Then a uniform mesh are generated in the computational domain as shown in Figure 8.6, with

Dj¼ 0.2 and Dh¼ 0.2. The coordinates of each of the nodes in the computational domain can be

obtained easily, and then the coordinates of the corresponding nodes in the physic domain can be calcu-

lated using Equation 8.154. The grid system in the physical domain generated is shown in Figure 8.7. It

is clear that the grid points generated in the physical domain are mapped from the rectangular computa-

tional domain in a unique way.

8.4.8 Computing Techniques

A system of linear algebraic equations is generated through the discretization of the governing equa-

tions for fluid flow in the previous sections. The complexity and size of the set of algebraic equations

depends on the dimensionality of the problem, the number of grid nodes and the discretization practice.

There are two families of solution techniques for linear algebraic equations: direct methods and itera-

tive methods. Iterative methods are commonly used in practice and are introduced in this section. Well-

known iterative methods include Jacobi, Gauss-Seidel and relaxation iterations. In order to improve the

convergence rate of iterative methods, the multi-grid method is also introduced here.

(a) Jacobi Iteration

A linear algebraic system of n equations and n unknowns have the following expression

Xn
j¼1

aijxj ¼ bi ði ¼ 1; 2; . . . ; nÞ ð8:155Þ

In all iterative methods, the expression is rearranged and the variables to be solved are located

at the left:

xi ¼ bi

aii
�
Xn

j¼1; j 6¼i

aij

aii
xj ð8:156Þ

Figure 8.7 Meshing in physical domain.

Figure 8.6 Meshing in computational domain.
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In the Jacobi method, the values after the kth iteration are calculated based on the variable values

from the last iteration step:

x
ðkÞ
i ¼ bi

aij
�
Xn

j¼1;j 6¼i

aij

aii
xk�1
j ð8:157Þ

This equation is the iteration equation for the Jacobi method in the form used for actual calculations.

(b) Gauss-Serdel Iteration

The kth iteration can be completed based on the values in the k-1 iteration and the values already

updated in the kth iteration by the following equation:

x
ðkÞ
i ¼ bi

aij
�
Xi�1

j¼1

aij

aii
xkj �

Xn
j¼iþ1

aij

aii
xk�1
j ð8:158Þ

This is the Gauss-Serdel iteration.

(c) Relaxation Method

The convergence rate of the Jacobi and Gauss-Seidel methods depends on the properties of the iteration

matrix. The iteration procedure of Jacobi method can also be written as:

x
ðkÞ
i ¼ x

ðk�1Þ
i þ bi

aij
�
Xn
j¼1

aij

aii
xk�1
j

 !
ð8:159Þ

It can be improved by the introduction of a relaxation parameter a on the second term in the right

hand of Equation 8.159:

x
ðkÞ
i ¼ x

ðk�1Þ
i þ a

bi

aij
�
Xn
j¼1

aij

aii
xk�1
j

 !
ð8:160Þ

The relaxation parameter can also be introduced to the Gauss-Seidel iteration:

x
ðkÞ
i ¼ x

ðk�1Þ
i þ a

bi

aij
�
Xi�1

j¼1

aij

aii
xkj �

Xn
j¼i

aij

aii
xk�1
j

 !
ð8:161Þ

Different values of parameter a will result in different iterative rates. If 0< a< 1, the procedure is an

under-relaxation method, whereas a > 1 is called over-relaxation. Relaxation method may be advanta-

geous if selecting an optimum value of a. Unfortunately, the optimum value of the relaxation parameter

is meshing-dependent and it is difficult to give precise guidance.

(d) Multi-grid Method

It has been found that the convergence rate of iterative methods rapidly reduces as the mesh is refined.

Multi-grid methods are therefore designed to improve this problem. In this method, iterations are com-

pleted on grids with different intervals in space.
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Let us take a simple two-stage multi-grid procedure as an example. The target equation is AX¼B.

The iterations, based on the iterative method described above, are performed on the finer grid with

interval h. The solution (Xh) and the residual errors (Rh¼Bh�AhXh) are obtained at the same time.

The calculations then turn to the coarser grid, with interval mh (m> 1). The target equation becomes

AmhEmh¼Rmh (Amh and Rmh are obtained from Ah and Rh). After iterations, the error array Emh is

solved and transferred into Eh for the finer grids. Finally, the results can be combined as: Xh¼XhþEh.

It has been proved that the iterations on finer grid can reduce the errors with long waves, while the short

wave errors can be reduced on the coarser grids.

8.4.9 Verification and Validation

Errors and uncertainties are unavoidable in CFD simulation. It is necessary to develop rigorous meth-

ods to quantify the level of confidence in its results: verification and validation [1]. The process of

verification involves quantification of the errors. For example, round-off error can be assessed by com-

paring CFD results obtained using different levels of machine accuracy. Iterative convergence error can

be quantified by investigating the effects of systematic variation of the truncation criteria for all resid-

uals on target quantities of interest. Discretization error is quantified by systematic refinement of the

space and time meshes.

The process of validation involves quantification of the input uncertainty and physical model uncer-

tainty. For example, input uncertainty can be estimated by means of sensitivity analysis or uncertainty

analysis. The physical modeling uncertainty requires comparison of CFD results with high-quality

experimental or field measurement results.

8.4.10 Applications in Bridge Wind Engineering

CFD technique has been applied to bridge wind engineering since 1990s, starting with the exploration

of aerodynamic characteristics of a bridge deck. The static aerodynamic force coefficients are basic

properties of a bridge deck, which have been computed using CFD and compared with the results from

wind tunnel tests [13,14,19–26]. The flow features around different types of bridge decks, with and

without ancillary, have been explored extensively [19,21,27,28]. The dynamic aerodynamic character-

istics, including vortex-induced phenomenon [13,14,19] and flutter derivatives [13,24,25,27,29,30],

have been computed and compared with wind tunnel test results. With the rapid development of com-

puter hardware, CFD can also be employed to investigate more complex flow conditions, such as bridge

deck vibration of large magnitude and the vehicle-bridge coupled system. The following sections pres-

ent some of these applications.

8.5 CFD for Force Coefficients of Bridge Deck

In this section, the process of computing static aerodynamic forces on a bridge deck using the CFD tool

is introduced, and the simulated aerodynamic force coefficients are validated through comparison with

the results from wind tunnel tests.

8.5.1 Computational Domain

Figure 8.8 shows the cross-section of the box girder of a completed long-span bridge. The width and

height of the deck are denoted as B and H, respectively. It is taken as an example to illustrate how to

obtain the static aerodynamic forces, using CFD as a tool.

For the completed bridge deck, the side fairings are fixed to form a approximate streamlined shape.

The protection rail, hand rail and maintenance trace are also equipped on the upper and bottom surfaces

Computational Wind Engineering 319



of the deck. The first step is to simplify the cross-section and generate a 2-D geometric model. In the

flow field of air, only the outer boundaries of the deck interact with air, so the outer boundaries of the

deck are taken as the basic geometric model.

Figure 8.9 shows the simplified geometric model for the deck. Unlike the prototype deck, the rails in

the 2-D model do not have an identical cross-section to that of the prototype, because of vertical posts.

The vertical posts are taken out, but their influence is taken into consideration through the horizontal

bars, based on the principle that the porosity ratio of the simplified rails in the 2-D model is equal to

that of the prototype deck.

In the real situation, the bridge deck is exposed to almost unbounded air. However, artificial bounda-

ries have to be formed to limit the computational domain. As shown in Figure 8.10, four outer bounda-

ries (B_In, B_Out, B_Up, B_Down) are provided. The computational domain is the area surrounded

by the four outer boundaries. The size of the computational domain (the sizes of Lu, Ld, Hu, Hd in

Figure 8.10) is obtained through a series of parameter optimizations, until the aerodynamic forces are

not too sensitive to the size.

8.5.2 Meshing

After the computational domain is determined, the meshing needs to be performed. As shown in

Figure 8.11, the mesh near the deck surfaces is dense because the gradients of flow variables are
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Figure 8.8 Cross-section of a completed bridge deck (from [35]) (Reproduced with permission from Elsevier).

Figure 8.9 Cross-section of 2-D bridge deck model.

Figure 8.10 Computational domain of bridge deck model.
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large in these locations. The maximum yþ of the first layer grids near the deck is less than 2. As

shown in Figure 8.12, the mesh near the outer boundaries becomes sparse because the flow there

is little affected by the bridge deck. In the transition region from the surface of the deck to the

out boundaries, the mesh changes smoothly from dense status to sparse status.

8.5.3 Boundary Conditions and Numerical Method

For the surface of the bridge deck, a non-slip wall boundary condition is employed. The outer boundary

B_In in Figure 8.10 is defined as velocity-inlet boundary, with a uniform wind velocity. The outer

boundary B_Up and B_Down are set as symmetric boundary, which means that the gradients of flow

variables perpendicular to the boundary are equal to zero. B_Out is defined as pressure-outlet boundary

with a pressure value of zero. The steady RANS method is employed to solve the flow and the SST k-v

model is used to model the turbulence. The coupled pressure and velocity are computed using the

SIMPLEC method. The pressure is discretized in second order, while other flow variables are discre-

tized in the QUICK scheme.

8.5.4 Aerodynamic Force Coefficients and Flow Field

By slightly rotating the deck shown in Figure 8.10, the cases of different wind angles of attack to the

bridge deck can be realized. The simulated aerodynamic force coefficients of the bridge deck in the

wind coordinate system are computed and compared with the results from wind tunnel tests. The results

are shown in Figure 8.13, which shows that the simulated aerodynamic forces agree well with the

experimental results. The velocity contours around the deck at the attack angles of �8
, �4
, 0
, 4


and 8
 are shown in Figure 8.14; these cannot be obtained easily in wind tunnel tests.

Figure 8.11 Meshing around bridge deck.

Figure 8.12 Meshing for entire computational domain.
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Figure 8.13 Static aerodynamic force coefficients.

Figure 8.14 Velocity contour around the deck at different attack angle.
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8.6 CFD for Vehicle Aerodynamics

Road vehicles may potentially overturn or slide when exposed to a strong crosswind environment. The

aerodynamic loads on a vehicle should be determined in order to ascertain the safety of the vehicle. In

this section, the aerodynamic forces of a road vehicle on the ground are determined by CFD. The

numerical model is generated and simulated in a 3-D domain.

8.6.1 Computational Domain

A high-sided articulated vehicle, a type which has been investigated by many scholars [31–34], is

selected as a reference vehicle. The geometric model of the vehicle is scaled with a ratio of 1: 25 and is

shown in Figure 8.15.

A 3-D box computational domain is formed around the vehicle. Figure. 8.16 shows the top view of

the domain. The length and width of the domain are 15L and 10L, respectively, in which L is the length

of the vehicle. The height of the domain (vertical to the plane of Figure 8.16) is 6.7 times the height of
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Figure 8.16 Computational domain sketch: vehicle-ground system.
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Figure 8.15 Dimensions of vehicle model (unit: mm).
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vehicle. To take into consideration various yaw angles, a (the angle between inflow direction and the

vehicle longitudinal axis, as shown in Figure 8.16), a rotating region is established for numerical simu-

lation of the vehicle on the ground. The circle marked Zone A in which the vehicle model is located, is

designed to be rotatable to achieve any designated yaw angle. Zone B is constructed as a transition

region between Zone A and the outer zone to accommodate the change of grid size.

8.6.2 Meshing

Meshes change gradually from smaller sizes at the locations near the vehicle, to larger sizes near the

outer boundaries of the computational domain. The height of the first layer grids over the surfaces of

the vehicle and the ground underneath the vehicle is 1� 10�5m only. The maximum yþ of the first

layer grids near the vehicle and the ground is less than 1. A total of 5.4 million grids are created for the

case of the vehicle on the ground (see Figures 8.17 and 8.18).

Figure 8.17 Meshing for vehicle.

Figure 8.18 Meshing for vehicle on ground.
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8.6.3 Boundary Conditions and Numerical Method

The surfaces of the vehicle are modeled as non-slip wall boundaries, and the entire computational domain

is enclosed by six outer boundaries. Four outer boundaries from the top view can be seen from Figure 8.16.

The left boundary is set as flow inlets with a uniform velocity of 10m/s, which leads to a Reynolds number

of 1.13� 105 in terms of the height of the vehicle. The right boundary is specified as flow outlets with zero

pressure. The other outer boundaries are all defined in such a way that the gradients of flow variables

(including velocity and pressure) normal to those boundary faces are zero. The unsteady RANS method is

used together with the SST k-v turbulence model. The governing equations are discretized using the

QUICK scheme, based on the finite volume method. The SIMPLEC algorithm is employed for the cou-

pling of velocity and pressure. The time integration is performed using the second-order implicit method.

8.6.4 Simulation Results

There are six aerodynamic load components acting on the vehicle in the Cartesian coordinate system:

lift force FL, drag force FD, side force FS, pitching moment MP, yawing moment MY and rolling

momentMR, as shown in Figure 8.19.

All of these components refer to the center of gravity of the unloaded vehicle and vary with wind

yaw angle a. The non-dimensional aerodynamic force coefficients are defined by:

CL ¼ FL

qA
; CD ¼ FD

qA
; CS ¼ FS

qA
ð8:162Þ

CP ¼ MP

qAL
;CY ¼ MY

qAL
;CR ¼ MR

qAL
ð8:163Þ

q ¼ 0:5rU2 ð8:164Þ
where:

r is the air density;

U represents the mean wind speed at the inlet boundary of the computational domain;

A is the frontal project area of the vehicle without wheels and refers to the project area in the X-Y plane

in this study, as shown in Figure 8.19;

L represents the maximum length of the vehicle in the Z-Y plane, as shown in Figure 8.19.
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Figure 8.19 Definitions of aerodynamic forces.
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Four cases, with wind yaw angles of 0
, 30
, 60
 and 90
, are simulated. The comparisons of numeri-

cal and experimental aerodynamic coefficients [35] are performed and the results are displayed in Fig-

ure 8.20. It can be seen that the varying trend of numerical aerodynamic coefficients with the yaw angle

is the same as that of the experimental results.

The non-dimensional pressure coefficients for pressures acting on the surface of the vehicle are

defined by:
Cp ¼ p

q
ð8:165Þ

where p is the air pressure acting on the vehicle.

The distributions of mean pressure coefficients over the surfaces of the vehicle at 90
 yaw angle are

shown in Figure 8.21. The stagnation area can be observed clearly on the windward surface of the

vehicle, in which high positive pressures occur. Over other surfaces of the vehicle, there are all negative

wind pressures because of flow separations and wakes.
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Figure 8.20 Aerodynamic force coefficients of vehicle.

Figure 8.21 Mean pressure coefficient distributions over vehicle surfaces.
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The instantaneous flow structures around the vehicle at the 90
 yaw angle are illustrated in Figure 8.22

for the cross-sections located at the middle length of the trailer of the vehicle (section 1-1 shown in

Figure 8.15) and the middle height of the vehicle (section 2-2 shown in Figure 8.15).

It can be seen clearly that vortexes are generated from the sharp edges between the windward surface

and the top surface, the bottom surface and the side surfaces of the vehicle, forming separation zones.

At the back of the vehicle – particularly the trailer – the flow is highly turbulent, forming wake regions.

The mean flow structures are shown in Figure 8.23 in terms of projected streamlines and velocity con-

tours for section 1-1 and section 2-2, respectively. It can be seen that after separations, the flow is

Figure 8.22 Contours of instantaneous vorticity magnitude for vehicle on ground (unit: sec-1).

Figure 8.23 Projected streamlines and averaged velocity magnitude contours for vehicle on ground (unit: m/s).

Computational Wind Engineering 327



accelerated. In particular, because of the small gaps between the bottom surface of the vehicle and the

ground and between the tractor and the trailer, the mean wind speeds are relatively high over there. The

mean wind speeds are relatively small in the wake regions.

8.6.5 Vehicle Moving on Ground

The previous discussion is for the vehicle on ground without movement. Now let us consider road vehi-

cles moving on ground. As illustrated in Figure 8.24a, a vehicle moves with a velocity uv and the winds

blow perpendicular to the vehicle with a velocity of uw. If the reference coordinate system is fixed on

the vehicle as in Figure 8.24b, the moving velocity of the ground ugv, the velocity of upcoming wind

uwv and its yaw angle a are calculated by:

ugv ¼ �uv; uwv ¼ uw � uv; a ¼ arctan
juwj
juvj

� �
ð8:166Þ

The case presented in Figure 8.24b is actually replaced by that shown in Figure 8.25a in the compu-

tational simulation. The yaw angle in this case is caused by the movement of the vehicle.

As illustrated in the simulation of the vehicle on ground without movement, the yaw angle is realized

through the rotation of the vehicle model, as shown in Figure 8.25b. What we want to know is whether

there is any difference of force coefficients between the vehicle moving on ground and the static vehicle

of the same yaw angle. In the numerical setting, the ground is fixed for the static vehicle. In the case of

the moving vehicle, the ground moves with a velocity of ugv. The other numerical settings of the mov-

ing vehicle cases are the same as the static vehicle cases.
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Figure 8.25 Modeling of moving vehicle.
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Figure 8.24 System transform.
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For the sake of illustration, the moving vehicle with a yaw angle of 30
 is simulated. The flow char-

acteristics of the moving vehicle in sections 1-1 and 2-2 are shown in Figures 8.26 and 8.27 respec-

tively. Figure 8.28 shows the surface pressure coefficient distribution of the moving vehicle at a 30


yaw angle.

Figure 8.29 shows the aerodynamic coefficients of the vehicle in both the moving and static situa-

tions, with the yaw angles defined above. It can be seen that the differences of aerodynamic coefficients

between the two conditions are small. The absolute aerodynamic coefficients of the moving vehicle

seem slightly larger than those of the static vehicle.

Figure 8.26 Flow characteristics in Section 1–1 at 30
 yaw angle.

Figure 8.27 Flow characteristics in Section 2–2 at 30
 yaw angle.
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8.7 CFD for Aerodynamics of Coupled Vehicle-Bridge Deck System

When a vehicle is running on a bridge deck, a coupled vehicle-bridge deck system is formed. Com-

pared with the vehicle on the ground, the aerodynamic characteristics of the vehicle-bridge system are

much more complex because of the mutual influence on flow around the vehicle and the bridge deck. In

this section, the vehicle on the bridge deck is simulated for a wind yaw angle of 90
 (i.e. wind perpen-

dicular to the bridge deck), and then the computational results are compared with the wind tunnel test

results.

0 20 40 60 80 100
–2

–1

0

1

2

3

4

5

6

7
 Satic C

S
 Moving C

S

 Satic C
L

 Moving C
L

 Satic C
D

 Moving C
D

Yaw angle (°)

A
er

od
yn

am
ic

 fo
rc

e 
co

ef
fic

ie
nt

0 20 40 60 80 100

–0.6

–0.5

–0.4

–0.3

–0.2

–0.1

0.0

0.1

0.2

Simulated C
P

 Tested C
P

Simulated C
Y

 Tested C
Y

Simulated C
R

 Tested C
R

Yaw angle (°)

A
er

od
yn

am
ic

 m
om

en
t c

oe
ffi

ci
en

t

Figure 8.29 Comparison of aerodynamic coefficients between moving and static vehicle.

Figure 8.28 Mean pressure coefficients of moving vehicle at 30
 yaw angle.
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8.7.1 Computational Domain

The same vehicle model as used in the case of vehicle on ground is adopted, and the same deck model

as used in the case for force coefficient simulation is chosen. Figure 8.30 shows the cross-section of the

computational flow domain of the vehicle-bridge system. The vehicle is located on the first lane of the

bridge deck. The length and height of the computational flow domain are 15B and 11H, respectively,

where B and H represent the width of the deck and the height of the vehicle-bridge system. The width of

the computational domain, which is the length of the bridge deck model, is seven times the length of the

vehicle. The vehicle is located at the middle of the width of the computational domain.

8.7.2 Meshing

As above, meshes change gradually form smaller sizes at locations near the vehicle and deck, to larger

sizes near the outer boundaries of the computational domain. The height of the first layer grids, adjacent

to the surfaces of the vehicle, is set as about 1� 10�5m, with yþ< 1, while the height of the first layer

grids, next to the surfaces of the bridge deck is about 1.0� 10�4m, with yþ< 7. A total of 4.8 million

grids are generated for the vehicle-bridge system (see Figure 8.31).

Figure 8.31 Meshing for vehicle-deck system.
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Figure 8.30 Computational domain sketch: vehicle-bridge system.
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8.7.3 Boundary Conditions and Numerical Method

The surfaces of both the vehicle and the bridge deck are all modeled as non-slip wall boundaries. The

entire computational domain is formed by six boundaries. The left boundary in Figure 8.30 is set as

flow inlets with a uniform velocity of 10 m/s, which leads to a Reynolds number of 1.13� 105 in terms

of the height of the vehicle. The right boundary in Figure 8.30 is specified as flow outlets with zero

pressure. All of the other boundaries are defined in such a way that the gradients of flow variables

(including velocity and pressure) normal to those boundary faces are zero. The unsteady RANS method

is used, together with the SST k-v turbulence model. The governing equations are discretized using the

QUICK scheme, based on the finite volume method. The SIMPLEC algorithm is employed for the

coupling of velocity and pressure. The time integration is performed using the second-order implicit

method.

8.7.4 Simulation Results

The aerodynamic force coefficients of the vehicle on the bridge deck are listed and compared with wind

tunnel test results in Table 8.1. The simulation results and wind tunnel results are compatible in general,

but there is a large difference in the lift force coefficient, which needs to be investigated further.

For the vehicle on the bridge deck, the simulated aerodynamic coefficients of the bridge deck along

its length are presented and compared with the wind tunnel test results, and also the CFD results of the

bridge deck only, in Figure 8.32. The vehicle is located from z¼ 0–0.54, with its head toward the
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Figure 8.32 Aerodynamic coefficients of bridge deck.

Table 8.1 Aerodynamic coefficients of vehicle on bridge deck

CS CL CD CP CY CR

Simulation 4.439 �0.003 0.254 �0.123 �0.627 �0.229

Wind tunnel 4.000 �0.641 0.287 �0.281 �0.602 �0.226
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positive direction of the z-axis. At locations away from the vehicle, the aerodynamic coefficients of the

bridge deck are close to the wind tunnel test results. However, due to the existence of the vehicle, the

aerodynamic coefficients of the bridge deck (from z¼ 0–0.54) undergo some changes compared with

those of other deck sections without vehicle influence (e.g. z¼ –1.0). The drag force coefficient CD of

the bridge deck is reduced, while its moment coefficient CM is increased slightly because of the vehicle.

The lift force coefficient CL of the bridge deck reaches a peak value at the head and tail positions of the

vehicle.

The instantaneous contours of vorticity magnitude are shown in Figure 8.33. The vortex shedding

from the vehicle moves downward and interacts with the vortex shedding from the deck. The projected

streamlines and velocity contours of the vehicle-deck system are shown in Figure 8.34. The upcoming

flow separates at the bottom surface of the bridge deck. However, due to the existence of the vehicle,

the upcoming flow above the bridge deck directly pushes on the windward surface of the vehicle, then

separates at the sharp lines and forms a wake region at the back of the vehicle. Moreover, the wind flow

from the gap between the bottom surface of the vehicle and the top surface of the deck leads to a low

speed area just above the top surface of the bridge deck.

Figure 8.34 Projected streamlines and velocity contours.

Figure 8.33 Flow characteristics around vehicle-deck system.
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The distributions of mean pressure coefficients over the surfaces of the vehicle on the deck are dis-

played in Figure 8.35. The stagnation area can be observed clearly on the windward surface of the

vehicle, in which high positive pressures occur. Over other surfaces of the vehicle, all the wind pres-

sures are negative because of flow separations and wakes.

8.7.5 Moving Vehicle on Bridge Deck

In a real situation, the vehicle actually moves over the bridge deck and there is relative motion between

the vehicle and the deck. Meanwhile, the moving velocity of the vehicle contributes to the aerodynamic

forces on the vehicle-deck system. In this section, the flow around the moving vehicle-deck system is

simulated. Similar to the case of the vehicle moving on the ground, the bridge deck is forced with a

velocity to simulate the moving effect of the vehicle-bridge deck system. The simulation of the moving

vehicle-bridge deck system with a yaw angle of 30
 is illustrated here.
The simulated aerodynamic coefficients of the bridge deck with the moving vehicle along its length are

presented and compared with those of the bridge deck with fixed vehicle along its length in Figure 8.36.

The vehicle is located from z¼ 0–0.54, with its head toward the positive direction of the z-axis. Due to

the movement of the vehicle, the aerodynamic coefficients of the bridge deck (from z¼ 0–0.54) exhibit

significant changes compared with the vehicle on the bridge deck without movement.

The instantaneous contours of vorticity magnitude of the flow around the moving vehicle-bridge

deck system are shown in Figure 8.37 for the selected sections. The vortex shedding from the vehicle

moves downward and interacts with that from the deck, forming a complex vortex street at the back of

the vehicle-deck system. The projected streamlines and velocity contours of the vehicle-deck system

are displayed in Figure 8.38. The upcoming flow separates from the deck and vehicle, and a wake

region at the back of the vehicle is formed.

Figure 8.35 Mean pressure coefficients over vehicle.
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Figure 8.36 Aerodynamic coefficients of bridge deck.

Figure 8.38 Projected streamlines and velocity contours of moving vehicle-deck system.

Figure 8.37 Flow characteristics around moving vehicle-deck system.
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The distributions of mean pressure coefficient over the surfaces of the moving vehicle on the bridge

deck are shown in Figure 8.39. The stagnation area can be observed clearly on the head surface of the

vehicle, in which high positive pressures occur. Lower positive wind pressures are distributed on the

windward side surface. Over other surfaces of the vehicle, the wind pressures are all negative because

of flow separations and wakes.

8.8 CFD for Flutter Derivatives of Bridge Deck

Flutter derivatives are the basic aerodynamic parameters for the buffeting and aeroelastic analyses of

long-span cable-supported bridges. They represent the aeroelastic forces or self-excited forces acting

on the bridge deck due to its motion. The forced vibration test technique is one of the common methods

to obtain the flutter derivatives in a wind tunnel, as discussed in Chapter 7. In this section, the force

vibration technique is used in terms of CFD. The bridge deck is forced to move with a single degree of

freedom, and the transient aerodynamic forces of the deck are solved numerically. Finally, the flutter

derivatives are identified using the least squares method.

8.8.1 Modeling and Meshing

The modeling and meshing of the bridge deck and its computational domain are similar to the case for

obtaining the static aerodynamic forces in Section 8.3. Unlike the procedure obtaining the static aero-

dynamic forces, the bridge deck is forced to oscillate in the computational domain. Thus, the dynamic

meshing should be adopted in order to realize the movement of the bridge deck.

As shown in Figure 8.40, the computational domain around the bridge deck is decomposed into three

parts: the quadrilateral mesh region R_A, around the deck, the quadrilateral mesh region near the outer

boundaries, R_B, and the triangle mesh region R_C, in the middle region. The grids in R_A move together

Figure 8.39 Mean pressure coefficients over moving vehicle.
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with the bridge deck, while the grids in R_B have no motion. As a result, the meshes in R_C vary with the

motion of R_A and the bridge deck. The grids in the R_C region should be deformed every time step.

The motion of the deck can be divided into two types: vertical and rotational. For the single degree of

freedom motion in the vertical direction, the center of the bridge deck is forced to have the following

displacement:

y ¼ ystsinð2pf vtÞ ð8:167Þ
where:

yst is the amplitude of vertical oscillation, selected as 0.065 m;

fv is the frequency of the vertical vibration with 1.8 Hz.

For the single degree of freedom rotational motion, the angle displacement refers to the section cen-

ter with the following form:

u ¼ ustsinð2pf rtÞ ð8:168Þ
where:

ust is the amplitude of the rotational vibration, selected as 2
;
fr is the frequency of the rotational vibration with 3 Hz.

8.8.2 Numerical Method

In order to get the transient aerodynamic forces, the unsteady RANS equations are solved. The calculated

time step is 0.002s. Second implicit time integration is adopted. The schemes of deformation of

the dynamic mesh in the region R_C are “Smoothing” and “Remeshing” in the commercial software

FLUENT. Different upcoming wind velocity conditions are set to obtain a range of reduced wind velocity.

For vertical motion, the upcoming wind velocities are 3, 6, 9, 12, 15, 18 and 21 m/s, and the correspon-

ding reduced wind velocities (Vr¼U/fB) are 2.70, 5.39, 8.09, 10.79, 13.48, 16.18 and 18.88 m/s. For

Figure 8.40 Modeling and meshing for flutter derivatives.
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rotational motion, the upcoming wind velocities are 1.5, 3.0, 4.5, 6.0, 7.5, 9.0 and 10.5 m/s, and the

corresponding reduced wind velocities are 0.81, 1.62, 2.43, 3.24, 4.05, 4.85 and 5.66 m/s. The other

settings are the same as the solution for the static aerodynamic forces of the deck in Section 8.3.

8.8.3 Simulation Results

Using the CFD simulation, the transient aerodynamic lift and moment are obtained. Taking the vertical

motion at an upcoming wind velocity of 12 m/s as an example, the displacement, transient aerodynamic

lift and moment are computed and plotted in Figure 8.41.

From the expressions of self-excited forces in Chapter 4, the aerodynamic lift and moment are related

to the displacement and the velocity of deck motion through the flutter derivatives (see Chapter 4). After

the simulation of the vertical and the rotational vibration of the bridge deck at different reduced veloc-

ities, the flutter derivatives can be obtained by fitting and using the least squares method. Figure 8.42
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shows the comparison of flutter derivatives obtained from this simulation with wind tunnel test results.

The comparative results are satisfactory.

8.9 CFD for Non-Linear Aerodynamic Forces on Bridge Deck

As a first step investigation, this section selects a thin flat plate as a bridge deck configuration to deter-

mine non-linear aerodynamic forces on the plate of large amplitude oscillation through integration of

the CFD method and the forced asymptotic oscillation method. Similar work, but on a square section,

can be found in the literature [36].

8.9.1 Modeling and Meshing

A two-dimensional thin flat plate of width B¼ 0.7 m and thickness H¼ 3.5� 10–3m is selected as a

numerical example. The set-up of the numerical wind tunnel, using the domain decomposition algo-

rithm, is shown in Figures 8.43 and 8.44. The height of body-fitted meshes is smaller than 2 mm to

simulate properly the boundary layer around the plate. The initial 68 638 meshes in the computational

domain are shown in Figure 8.44a, in which the circle domain (Figure 8.44b) has 20 543 quadrangular

meshes and the dynamic mesh region (Figure 8.44c) has 34 564 triangular meshes.

The thin flat plate is forced to oscillate in either torsion or vertical direction, with a single frequency

but asymptotic amplitude. The asymptotically oscillating displacement of the plate A(t) is given by:

AðtÞ ¼ AnðtÞsinð2pf tÞ ð8:169aÞ
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Figure 8.44 Meshing of computational domain.
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AnðtÞ ¼
A0 0 	 t 	 t1

A0exp 2plf ðt� t1Þ½ � t1 	 t 	 t2

A0exp½2plf ðt2 � t1Þ� t � t2

8><
>: ð8:169bÞ

where:

f is the oscillation frequency in Hz;

An(t) is called the instantaneous oscillation amplitude;

A0 is a constant representing the initial amplitude of the plate oscillation;

l is a constant of very small value, so that the amplitude of oscillation slowly increases with time as

indicated in the second part of Equation 8.158b.

Note that for the vertical oscillation, the vertical displacement A(t) is applied to the entire plate. For

the torsional oscillation, the torsional displacement A(t) is applied only to the rotation point (middle

point) of the plate.

8.9.2 Numerical Method

The inflow is set as a uniform flow with a mean speed of U¼ 15 m/s and a turbulence intensity of 0.5%.

The parameters involved in the forced oscillating displacement A(t) expressed by Equation 8.169a are

selected as A0¼ 3
 or 3 cm, f¼ 3.571Hz, l¼ 0.005. As a result, the reduced velocity Vr¼U/fB is 6.0 and

the Reynolds number is Re¼ 7.2� 105, based on the plate width. In the computation, the time interval

gradually reduces as the amplitude increases, with an initial time interval of 3� 10�4 seconds at time t¼ 0.

8.9.3 Simulation Results

Figure 8.45 shows the computed lift coefficient time history CL(t) and the computed moment

coefficient time history CM(t) due to the forced asymptotically torsional oscillation.

After the wavelet transform of the coefficient time history is completed, the snake penalization

method is used to find the ridges of the wavelet transform. For the concerned plate, three ridges are

found at the three instantaneous frequencies (f1, f2 and f3), being approximately 1, 3 and 5 times the

forced oscillation frequency. Once the ridges are obtained, the instantaneous amplitudes DLi(t) and

DMi(t), corresponding to all the three instantaneous frequencies, can be determined. The instantaneous

amplitudes DLi(t) and DMi(t) are further normalized by the instantaneous amplitude An(t) of the forced

oscillation:

DLRiðtÞ ¼ DLiðtÞ=AnðtÞDMRiðtÞ ¼ DMiðtÞ=AnðtÞ ð8:170Þ
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Figure 8.45 Computed force coefficients.
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Figures 8.46 and 8.47 show the normalized instantaneous amplitudes DLRki(t) and DMRi(t) for the

three frequencies (f1, f2 and f3) for the torsional and vertical oscillation, respectively. In these figures,

the instantaneous amplitudes at f2 and f3 are not plotted when they are smaller than the 5% instanta-

neous amplitude at f1 (equal to the forced frequency in this case). The line labeled with “theory” is

directly computed from Scanlan’s formulas [37], based on Theodorsen’s circulation function [38] at

the forced oscillation frequency.

From these figures, it can be easily observed that the instantaneous amplitude of non-linear aerody-

namic forces on the plate is dominated by the forced oscillation frequency, but this also depends on the

forced amplitude as well as the instantaneous amplitudes at the other two frequencies. These phe-

nomena clearly demonstrate the non-linearities of aerodynamic forces on the plate when it oscillates in

large amplitude.

8.10 Notations

A Frontal project area of the vehicle

CD Drag force coefficient

CL Lift force coefficient

CP Pitching moment coefficient

CR Rolling moment coefficient

CS Side force coefficient

CY Yawing moment coefficient

Cd Constant in dynamic SGS model

Cp Pressure coefficient

Cs Smagorinsky constant
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Figure 8.46 Variation of instantaneous amplitude with torsional oscillation amplitude.
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FD Drag force

FL, Lift force

FS, Side force

fx Body force per unit mass along x-coordinate axis

fy Body force per unit mass along y-coordinate axis

fz Body force per unit mass along z-coordinate axis

G Filter function

Hu Size parameter of computational domain

Hd Size parameter of computational domain

i Unit vector in x-coordinate axle

j Unit vector in y-coordinate axle

k Unit vector in z-coordinate axle

k Turbulence kinetic energy

L Maximum length of the vehicle

Ld Size parameter of computational domain

Lu Size parameter of computational domain

MR Rolling moment

MP Pitching moment

MY Yawing moment

Ne
p Local interpolation functions

Ne
v Local interpolation functions

peN Pressure vector for nodes in element

p Pressure

p̂e Pressure in element coordinate system

p� Guessed pressure

p0 The difference between the correct and guessed pressure

Re Residual

r Location vector

Re Reynolds number

Sij Deformation rate

Si Deformation rate after filtering in space or average in time

t Time

u Velocity vector

u1 Velocity vector at the infinite location

ueN Vector of velocity component for nodes in element

U Mean wind speed at the inlet boundary

u1 flow velocity at infinite positions

u Velocity component along x-coordinate axis

�u Mean part or large scale part of u after averaging or filtering in space

u0 Fluctuation part of u

û Small scale of u after filtering in space

ûe Velocity component in element coordinate system

u� Guessed velocity along x-direction

u0 The difference between the correct and guessed velocity along x-direction

VBV Velocity of deck related to vehicle

VV Moving speed of vehicle

VW Velocity of cross wind

VWV Velocity of wind related to vehicle

veN Vector of velocity component for nodes in element

v Velocity component along y coordinate axis
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�v Mean part or large scale part of v after averaging or filtering in space

v0 Fluctuation part of v

v̂ Small scale of v after filtering in space

v̂e Velocity component in element coordinate system

v� Guessed velocity along y-direction

W Weighting function

w Velocity component along z-coordinate axis

�w Mean part or large scale part of w after averaging or filtering in space

w0 Fluctuation part of w

ŵ Small scale of w after filtering in space

ŵe Velocity component in element coordinate system

x Coordinate component in Cartesian coordinate system

y Coordinate component in Cartesian coordinate system

z Coordinate component in Cartesian coordinate system

a Yaw angle

b Angle between VWV and the moving direction of vehicle

D Filter width

Dt Averaging time

d Dirac delta function

e Turbulence dissipation rate

h Length scale of the smallest scale turbulence

m Dynamic viscosity coefficient of fluid

mt Eddy viscosity

mSGS subgrid eddy viscosity

r Density of air

sij Stress tensor

t Time scale of the smallest scale turbulence

tij Subgrid stress

P Flow variable
�f Mean part or large scale part of P after averaging or filtering in space

P’ Fluctuation part of P(t)

f̂ Small scale part of flow variable after filtering in space

v Turbulence frequency

vx Vorticity in x-direction

vy Vorticity in y-direction

vz Vorticity in z-direction
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9

Wind and Structural Health
Monitoring

9.1 Preview

In recent decades, long-term wind and structural health monitoring systems (WASHMS) have been

developed to measure the loading environment and responses of bridges in order to assess serviceability

and safety while tracking the symptoms of operational incidents and potential damage. This advanced

technology is based on a comprehensive sensory system and a sophisticated data processing system,

which are implemented with advanced information technology and supported by cultivated computer

algorithms. It stems from short-term field measurements, but covers much more than just field measure-

ments. Using this technology, real loading conditions of a bridge can be monitored, real performance of

the bridge under various service loads can be assessed, the design rules or assumptions employed can

be verified or updated, damage and deterioration of the bridge may be identified, and bridge rating and

maintenance can be more effective and efficient. This all helps to ensure that the bridge functions prop-

erly during a long service life and guards against catastrophic failure under extreme events.

The Tsing Ma Bridge in Hong Kong is one of the pioneering long-span suspension bridges that were

installed with an advanced WASHMS. The author has carried out long-term collaborative researches on

the wind and structural health monitoring of the Tsing Ma Bridge with the Hong Kong Highways

Department since 1995. This chapter will first outline the design criteria of a WASHMS for a long-span

cable-supported bridge. The commonly used types of sensors, data acquisition systems, basic signal

processing techniques and data management systems will then be introduced. The WASHMS for the

Tsing Ma Bridge will be introduced as an example. Finally, the monitoring results and the modal

parameter identifications of the Tsing Ma Bridge during Typhoon Victor will be presented to demon-

strate partially the functions of the WASHMS.

Since structural health monitoring technology is a mountainous topic, the emphasis of this chapter

will be placed on the monitoring of wind and wind effects, rather than other types of loadings. Further-

more, the materials presented in this chapter provide practical and technical support to Chapters 2 to 6

for wind data pertinent to wind characteristics, wind-induced load and wind-induced vibration. The

technology presented in this chapter also provides a most reliable way to verify wind tunnel technology,

as introduced in Chapter 7, and computational simulation, as discussed in Chapter 8.
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9.2 Design of Wind and Structural Health Monitoring Systems

Design of a WASHM system is a systematic work integrating various expertises [1–4], and the content

introduced here on this topic is based on the work presented in the literature [5]. An online WASHM

system generally consists of the following modules (see Figure 9.1):

� Sensory system (SS).
� Data acquisition and transmission system (DATS).
� Data processing and control system (DPCS).
� Data management system (DMS).
� Structural evaluation system (SES).

The first two of these systems are often embedded on the bridge, whereas the other three are usually

located in the control office of the bridge administrative department. The sensory system is composed

of various types of sensors that are distributed along the bridge to capture different signals of interest.

The data acquisition and transmission system is responsible for collecting signals from the sensors and

transmitting the signals to the central database server. The data processing and control system is

designed to control the data acquisition and data transmission, process and store the data, and display

the data. The data management system comprises the database system for temporal and spatial data

management.

In accordance with monitoring objectives, the structural evaluation system may have different appli-

cations. It may include an online structural condition evaluation system and=or an offline structural

health and safety assessment system. The former (online) is mainly to compare the measurement data

with the design values, analysis results and pre-determined thresholds and patterns, in order to provide

a prompt evaluation on the structural condition. The latter (offline) incorporates varieties of model-

based and data-driven algorithms, e.g. loading identification, modal identification and model updating,

bridge rating system, and damage diagnosis and prognosis.

Design of a WASHM system requires the designer to understand the needs of monitoring, character-

istics of the bridge structure, environmental condition, hardware performance and economic considera-

tions. Different bridges have different characteristics and demands. Designers of a WASHM system

should work together with the designers of the bridge and know their main concerns. The monitoring

items and the corresponding information should be identified, which may include [6]:

(a) the parameters to be monitored, such as wind, displacement and acceleration;

(b) the nominal value and expected ranges of the parameters;

(c) the spatial and temporal properties of the parameters, e.g. variation speed of the measurands, loca-

tion and correlation of the measurands;

(d) the accuracy requirement;

(e) the environmental condition of the monitoring; and

(f) the duration of the monitoring.

DPCS DMSSS DATS  SES

On-bridge Central control office

Figure 9.1 Architecture of a WASHM system (from [5]) (Reproduced with permission from Taylor & Francis).
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After the monitoring parameters are identified, the number of sensors should be determined,

according to the size and complexity of the bridge structure and the monitoring objectives. The

types of sensors are then carefully selected, such that their performance can meet the requirement

of the monitoring. Important sensor performance characteristics include measurement range, sam-

pling rate, sensitivity, resolution, linearity, stability, accuracy, repeatability, frequency response,

durability and so forth.

In addition, sensors must be compatible with the monitoring environment, such as temperature range,

humidity range, size, packaging, isolation and thermal effect. The data acquisition units (DAUs) should

be compatible with the sensors, too. Location and number of DAUs should be determined to trade-off

the distance from the sensors to the DAUs and the number of channels of the DAUs. Sampling rate,

resolution, accuracy and working environment should be taken into account for selection of hardware.

The designer should also consider the budget of the project, availability of hardware, wiring, and the

installation of and protection of the hardware. In practical monitoring projects, wires or cables are more

easily damaged than the sensors. Special protection of sensors and wires is worth the effort. Mainte-

nance is also a factor to be considered during the design stage. Important sensors and DAUs should be

accessible for check and repair after installation.

9.3 Sensors and Sensing Technology

In a bridge monitoring system, the sensors are mainly employed for monitoring three types of

parameters:

(a) loading sources such as wind, seismic, and traffic loading;

(b) structural responses such as strain, displacement, inclination, and acceleration; and

(c) environmental effects including temperature, humidity, rain, and corrosion.

This section will introduce the commonly used sensors for monitoring wind and wind effects on

long-span cable-supported bridges.

9.3.1 Anemometers and Other Wind Measurement Sensors

Propeller and ultrasonic anemometers are the most commonly used instruments for measuring wind

speed and direction on site. The propeller anemometer directly records wind speed and direction. It is

convenient and relatively reliable, and is sustainable in harsh environments, but it is not sensitive

enough to capture turbulent winds of higher frequencies. This is particularly true in situations when

wind speed or direction changes rapidly. The ultrasonic anemometer measures wind velocity through

its two or three orthogonal components. It is quite sensitive, but it is not sustainable in harsh

environments.

The accuracy requirement for wind velocity measurement by the anemometers must be main-

tained under heavy rain, i.e. there should be no occurrence of spikes during heavy rainstorms. For

a long-span cable-supported bridge, the anemometers are often installed at a few bridge deck

sections on both sides and along the height of the towers, so that not only wind characteristics at

key positions can be measured, but also the correlation of wind speed velocity in both horizontal

and vertical directions can be determined. The positions of the anemometers must be selected so

as to minimize the effect of the adjacent edges of the bridge deck and towers on the airflow

towards them. To meet this requirement, anemometer booms or masts are often needed, so that

the anemometer can be installed a few meters away from the bridge edges. The boom or mast

must be equipped with a retrievable device to enable retracting of the anemometer in an

unrestricted and safe manner for inspection and maintenance.
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Occasionally, pressure transducers are installed to measure wind pressures and pressure distribution

over a particular part of the bridge envelope. Wind pressure transducers sense differential pressure and

convert this pressure difference to a proportional electrical output for either unidirectional or

bidirectional pressure ranges. To measure the pressure difference accurately, the location of the refer-

ence pressure transducer needs to be selected appropriately in order to avoid possible disturbances from

the surrounding environment.

As discussed in Chapter 2, mean wind speed profiles in the atmospheric boundary layer are very

important for determining wind loads on the bridge, but they are difficult to measure. In recent years,

Doppler radar [7], GPS drop-sonde [8] and Doppler sodar [9] have become powerful devices for meas-

uring boundary layer wind profiles at high altitudes during typhoons.

9.3.2 Accelerometers

Accelerometers are widely used to measure wind-induced acceleration of a bridge. The acceleration

responses of a bridge are closely related to the serviceability and functionality of the bridge.

Basically, an accelerometer is a mass-spring-damper system that produces electrical signals in pro-

portion to the acceleration of the base where the sensor is mounted. Selection of accelerometers should

consider the following parameters: usable frequency response, sensitivity, base strain sensitivity,

dynamic range and thermal transient sensitivity. Installation of accelerometers and cables is also critical

for a good vibration measurement. There are four main types of accelerometers available: piezoelectric

type, piezoresistive type, capacitive type, and servo force balance type.

Piezoelectric type accelerometers are robust and stable in long-term use. However, their major

drawback is that they are not capable of a true DC (0 Hz) response, which makes this type

inappropriate for long-span cable-supported bridges of very low frequencies (e.g. around 0.1 Hz);

the lower frequency limit of piezoelectric accelerometers is generally above 1 Hz. Piezoresistive

and capacitive accelerometers are adequate for bridge structures, as they can measure accelera-

tions from DC level. Capacitive type accelerometers are accurate and appropriate for low fre-

quency and low-level vibration measurement such as micro-g (gravity acceleration¼
9.80m=sec2). Force balance sensors are suitable for DC and low frequency measurement,

providing milli-g measurement capability.

9.3.3 Displacement Transducers and Level Sensors

Displacement of a bridge structure serves as an effective indicator of its structural performance condi-

tion. Excessive displacements may affect the bridge’s structural integrity, so displacement monitoring

is therefore needed. Equipment to measure displacement includes linear variable differential transform-

ers, level sensing stations, Global Positioning System (GPS), etc.

A linear variable differential transformer (LVDT) is a commonly used electro-mechanical facility for

measuring relative displacements based on the principle of mutual inductance. It consists of a hollow

metallic tube containing a primary and two secondary coils, with a separate movable ferromagnetic

core. The coils produce an electrical signal that is in proportion to the position of the moving core. The

frictionless movement of the core leads to a long mechanical life, high resolution, good zero repeatabil-

ity and long-term stability. LVDTs are available in a wide range of linear strokes, ranging from micro-

meters to 0.5m.

The measurement of vertical displacement by the level sensors is based, in principle, on the pressure

difference. The system basically consists of two or more interconnected cells filled with a fluid (usually

water). Relative vertical movement of the cells causes movement of water, and variation in the water

level is measured. The conventional level sensing system can detect the elevation difference of about

0.5mm.
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9.3.4 Global Positioning Systems

The dynamic displacement response of the bridge can be measured using displacement transducers, or

obtained by integrating the acceleration records twice with time. The absolute static or quasi-static

displacement responses of the bridge deck and towers caused by the long-period component in the

coming wind cannot be captured using these devices, but the total displacement (static plus dynamic) is

imperative for monitoring the integrity and safety of the bridge. To circumvent this problem, Global

Positioning System (GPS) technology is preferred.

GPS technology, developed by the U.S. Department of Defense in 1973, was originally designed to

assist soldiers, military vehicles, planes, and ships [10]. It consists of three parts: the space segment, the

control segment and the user segment. The space segment comprises 32 satellites in six orbital planes.

The control segment consists of a master control station, an alternate master control station and shared

ground antennas and monitor stations. The user segment is composed of thousands of military users of

the secure precise positioning service, as well as millions of civil, commercial, and scientific users of

the standard positioning service.

GPS provides a powerful ability to track dynamic, as well as static, displacements of long-span

cable-supported bridges in high winds, in which the Real Time Kinematic (RTK) technique is often

used on the basis of carrier phase measurements of the GPS, where a reference station provides the

real-time corrections [11–17]. A RTK system usually consists of a base station receiver and a number

of mobile units. The base station re-broadcasts the phase of the carrier that it measures, and the mobile

units compare their own phase measurements with the ones received from the base station. This system

can achieve a nominal accuracy of 1 cm� 2 parts per million (ppm) horizontally and 2 cm� 2 ppm

vertically. This is likely to be improved further in the foreseeable future. Nevertheless, a few factors

affect the accuracy of GPS measurement – in particular, the atmospheric conditions and multi-path

effects. Inconsistencies of atmospheric conditions affect the speed of the GPS signals as they pass

through the Earth’s atmosphere. The signals are also reflected by surrounding obstacles, causing delay

of signals.

9.3.5 Strain Gauges

Foil strain gauges, vibrating wire strain gauges and fiber optic strain gauges are commonly used sensors

measuring strain in bridge structures.

Foil strain gauges are the most common type of strain gauge, consisting of a thin, insulting backing

which supports a fine metallic foil. The gauge is attached to the object by a suitable adhesive. As the

object is deformed, the foil is stretched or shortened, causing a change in its electrical resistance in

proportion to the amount of strain, which is usually measured using a Wheatstone bridge. The physical

size of most foil strain gauges is about a few millimeters to centimeters in length. Its full measurement

range is about a few milli-strain. These gauges are economical and can measure dynamic strains, but

their long-term performance (e.g. zero stability) is not as good as the alternatives, particularly in a harsh

environment. For example, the presence of moisture may result in electrical noise in the measurement

and zero drift.

A vibrating wire strain gauge consists of a thin steel wire held in tension between two end ancho-

rages. When the distance between the anchorages changes, the tension of the wire changes and so does

the natural frequency. The change in the vibration frequency of the wire is transferred into the change in

strain. Consequently, the captured strain can be transmitted over a relatively long distance (a few hun-

dred meters to kilometers) without much degradation. This is one advantage of vibrating wire gauges

over foil gauges. Vibrating wire gauges are easy to install on the surface or embedded in concrete, and

they are typically is about 100�200mm long, with a measurement range of 3000me and a resolution of
1.0me, which is suitable for monitoring of bridge structures. A main drawback of these gauges is that

they can measure the static strain only, as it takes seconds to obtain the frequency of the vibrating wire.
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9.3.6 Fiber Optic Sensors

Optical fibers can be used as sensors to measure strain, temperature, pressure and other quantities. The

sensors modify a fiber so that the quantity to be measured modulates the intensity, phase, polarization

and wavelength of light in the fiber. Accordingly, fiber optic sensors can be classified into four catego-

ries: intensity modulated sensors, interferometric sensors, polarimetric sensors and spectrometric sen-

sors [18].

A significant advantage of fiber optic sensors is multiplexing – that is, several fiber optic sensors can

be written at the same optical fiber and interrogated at the same time via one channel. In addition, fiber

optic sensors are very small in size, compared with conventional strain gages, and are immune to elec-

tromagnetic interferences. They are also suitable for both static and dynamics measurements, with a

frequency from hundreds to thousands Hertz. Their major drawback is the high cost of both sensors

and the acquisition unit (or readout unit). In addition, the fibers are rather fragile and need to be handled

very carefully in the field installation.

In bridge monitoring, Fiber Bragg grating (FBG) sensors are commonly used for strain measurement

[19,20]. They work on the principle that the strain variation causes a shift in the central Bragg wave-

length. Consequently, FBG strain sensors monitor changes in the wavelength of the light. Commer-

cially available white light sources have a spectral width around 40 to 60 nm. An FBG sensor with the

measurement range of 3000me takes a wavelength of 3 nm. Counting the spectral space between the

sensors, one optical fiber can accommodate six to ten FBG sensors.

9.3.7 Laser Doppler Vibrometers

A laser Doppler vibrometer (LDV) is an instrument that is used to make non-contact vibration measure-

ments of a surface. The LDV basically uses the Doppler principle to measure velocity at a point to

which its laser beam is directed. The reflected laser light is compared with the incident light in an

interferometer to give the Doppler-shifted wavelength, which provides information on surface velocity

in the direction of the incident laser beam. Some advantages of an LDV over similar measurement

devices such as an accelerometer include that the LDV can be directed at targets that are difficult to

access, or which may be too small or too hot to attach a physical transducer. Also, the LDV makes the

vibration measurement without mass-loading the target, which is especially important for tiny devices

such as micro-electro-mechanical systems.

Abe et al. [21] and Kaito et al. [22] applied an LDV to measure vibration of bridge deck and stay

cables. They found that when the measurement grid was pre-determined, the LDV automatically scan-

ned 45 points at a high frequency, such that one LDV could measure the vibration of all points at the

same time. With one reference, the modal properties could be extracted.

Other non-contact measurement techniques, the photogrammetric and videogrammetric techniques,

have been developed with the advance of inexpensive and high-performance charge-coupled-device

cameras and associated image techniques. Bales [23] applied a close-range photogrammetric technique

to several bridges for estimation of crack sizes and deflection measurement. Li and Yuan [24] devel-

oped a 3D photogrammetric vision system consisting of video cameras and 3-D control points for

measuring bridge deformation. Olaszek [25] incorporated the photogrammetric principle with the com-

puter vision technique to investigate the dynamic characteristics of bridges. Others applications include

[26]. Ji and Chang [27] and Zhou et al. [28] employed the techniques for cable vibration measurement.

9.3.8 Weather Stations

In some applications, it is desirable to measure environmental conditions such as ambient temperature,

humidity, rainfall, air pressure and solar irradiation. A typical weather station usually integrates a few
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types of sensors and can measure the above-mentioned parameters as well as wind speed and direction.

Solar irradiation intensity, air temperature and wind are important parameters for deriving the tempera-

ture distribution of structures. With temperature distribution, the thermal effect on the structural

responses can be evaluated quantitatively.

9.3.9 Wireless Sensors

Advances in micro-electro-mechanical systems (MEMS) technology, wireless communications and

digital electronics have enabled rapid development of wireless sensor technology since the late twenti-

eth century [29–33]. A wireless sensor network can comprise all of the components in a wire-based

WASHM system described previously, such as SS, DATS, DPCS, DMS, and SES, whereas it has its

unique characteristics as compared with the wire-based WASHM systems. Although wireless sensors

and networks have been developed rapidly, at present wireless monitoring is not ready to use for contin-

uous health monitoring of long-span cable-supported bridges. Traditional wire-based systems still dom-

inate practical WASHM projects, and wireless sensor nodes are mainly for research purposes or

supplementary to the wired systems. Nevertheless, wireless sensors and networks might be a future

direction for WASHM.

9.4 Data Acquisition and Transmission System (DATS)

9.4.1 Configuration of DATS

Sensors generate analog or digital signals that represent the physical parameters being monitored.

Data acquisition is an intermediate device between the sensors and computers, which collects the

signals generated by the sensors, converts them and transmits the signals to the computers for

processing. For a small laboratory-based experiment, the above function can be achieved with a

card-based data acquisition unit in a personal computer (PC). However, configuration of a data

acquisition and transmission system (DATS) in a long-term bridge monitoring system is generally

much more complicated. It usually consists of local cabling network, stand-alone data acquisition

units (DAUs) or substations, and global cabling network, as illustrated in Figure 9.2. The local

cabling network refers to the cables connecting the distributed sensors to the individual DAUs,

while the global cabling network refers to the cables connecting the DAUs to central database

servers.

For long-span cable-supported bridges, appropriate deployment of DAUs plays a significant role in

assuring the quality and fidelity of acquired data. As the distributed sensors are far from the central

control office, the length of the wires causes noise and significant loss in analog signals. It is also

inefficient to wire all sensors to one central server. Therefore, DAUs are assigned at a few cross-sec-

tions of the bridge to collect the signals from surrounding sensors, condition the signals and transmit

the digital data into the central database server.

Note that some proprietary sensors, such as GPS, video cameras, and fiber optic sensors, have spe-

cific data acquisition systems. These united systems capture corresponding information, transform the

information into digital data and connect directly to the central data server for processing.

For such a system, as illustrated in Figure 9.2, it is desirable to have a uniform platform to assure the

scalability, functionality and durability of the system.

9.4.2 Hardware of Data Acquisition Units

A data acquisition unit (DAU) generally comprises a number of electronic components, including sig-

nal conditioner, memory and data storage unit, microcontroller, communication device, uninterruptible
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power supply, fan=air conditioner, lightning conductor and GPS time synchronizer. All of these compo-

nents are integrated in a waterproof, rugged enclosure or cabinet for the long-term monitoring purpose.

It is common to include different types of sensors, with different output signals and different sam-

pling rates, in one DAU. Consequently, a DAU can facilitate this flexibility and may have more than

one signal conditioner. A signal conditioner manipulates an analog signal such that it meets the require-

ments of further processing. Signal conditioning usually includes amplification, filtering, analog-to-

digital (A=D) conversion and isolation. Amplification serves to amplify the analog signal before A=D
conversion to utilize the full range of the A=D converter, thus increasing the signal-to-noise ratio and

resolution of the input signal. Filtering is used to remove the unwanted frequency components, and

most signal conditioners employ low-pass filters. Isolation is used to isolate the possible ground loop

and protect the hardware from damage.

As the sampling rate in the measurement data of bridges is usually low, a single A=D converter

can perform A=D conversion by switching between several channels. This is much less expensive

than having a separate A=D converter for each channel, and is thus adopted in most practical

SHM systems. The internal memory serves as a temporary buffer of data for transmission, and is

usually integrated with the microcontroller. The data storage unit can save measurement data for

relatively longer, in case the global cabling network does not work appropriately. The data can be

retrieved manually to the external storage devices, or automatically to the database server when

the global cabling network recovers.

The microcontroller consists of internal electronic circuitry to execute commands sent by the users,

and to control other hardware components. For example, the sampling rates and acquisition duration of

the sensors can be changed by the users. The communication device is responsible for communication

between the DAU and the computer. Usually, an Ethernet interface is employed.

The power supply provides power to the data acquisition system and to some sensors that require an

external power source. An uninterruptible power supply provides instantaneous or near-instantaneous

protection from unexpected power interruption or unstable input voltage. A fan or air conditioner is

used to cool the temperature of the DAU. A lightning conductor can provide the DAU with protection

from lightning damage. DAUs were previously synchronized through a synchronization signal sent
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United sensor system
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Figure 9.2 Configuration of a data acquisition and transmission system (from [5]) (Reproduced with permission

from Taylor & Francis).
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from the central station regularly but, nowadays, GPS time synchronizers have become more popular.

These can provide an easy way to keep the DAUs and united sensor systems accurately synchronized.

9.4.3 Network and Communication

In the DATS, a uniform network communication is crucial to assure the data can be transmitted over the

entire system. Various communication network technologies, such as Ethernet, RS-232, RS-485 or

IEEE-1394 can be employed for the common network.

In a WASHM system for a long-span bridge, the distance between the DAUs and the central control

office may be as far as a few kilometers, and fiber optic cabling is desirable. There are basically two

types of fiber optic cables: single mode and multi-mode fibers. Multi-mode fibers generally have a

larger core diameter and are used for shorter distance communication. Single mode fibers are used for

communication links longer than 600 meters, so are preferable for long-span bridges.

Wireless communication and networking have been rapidly developed and employed for data

transmission, but transmission speed and accuracy are still not comparable with the cable-based

network at the moment. Nevertheless, the wireless network shows promise for the near future. It

has advantages in some situations, particularly for construction monitoring when the cable net-

work is not ready.

9.4.4 Operation of Data Acquisition and Transmission

After the hardware has been installed, the DATS should be tested or verified through field tests – for

example, controlled load tests, because the actual performance of the hardware is uncertain under long-

term exposure to harsh conditions. Moreover, it is difficult in practice to identify, repair and change

damaged facilities after the bridge is put into service. Field verification can thus help to identify prob-

lems in hardware, installation, cabling and software, such that these problems can be fixed before nor-

mal operation.

During normal operation, data acquisition and transmission are carried out in a systematic and

organized manner. Depending on the nature of the monitored parameters, some sensors may work

continuously (long-term mode), while others may work in the trigger mode (short-term mode),

in which the signals are collected only when the parameters are above a certain threshold, due

to some extreme event. These two modes can operate simultaneously in one data acquisition

system.

Sampling rate (or sampling frequency) is an important factor affecting the data acquisition speed. It

relies on the variation speed of the monitored parameters and can be programmed by users. If a parame-

ter is not sampled quickly enough (under-sampling), the resulting digitized signal will not represent the

actual signal accurately, and this error is called as aliasing error. To avoid this error, the Nyquist crite-

rion requires that the sampling rate should be more than twice the highest frequency component of the

original signal.

In bridge monitoring exercises, the sampling rate of most signals is usually not higher than

100Hz, as the fundamental frequencies of long-span bridges are relatively low, unless some spe-

cial measurements like acoustic methods or guided-wave methods are employed. For the low

sampling rate, multiplexed sampling, rather than simultaneous sampling, can be employed. Multi-

plexed sampling allows different channels to share one A=D converter and be sampled sequen-

tially. This can reduce cost compared with simultaneous sampling, in which each signal channel

has an individual A=D converter.

After operation for a period in the adverse environment, DAUs are inevitably subject to error or

malfunction, so it is preferable to carry out periodical calibrations. As mentioned previously, the DAUs

should be accessible for maintenance.
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9.5 Data Processing and Control System

Functions of the data processing and control system include:

1. control and display of the operation of the data acquisition system;

2. pre-processing of the raw signals received from the data acquisition system;

3. data archive into a database or storage media;

4. post-processing of the data; and

5. viewing the data.

9.5.1 Data Acquisition Control

A large-scale WASHM system comprises various types of data acquisition hardware, so centralized

data acquisition control is preferable. As described above (Section 9.4.4), the signals can be collected

in a long-term or short-term mode. Therefore, the data acquisition control unit should be flexible in

handling both continuous monitoring mode and scheduled trigger modes. In practical WASHM sys-

tems, the centralized control unit is located in the central control office and operated by the users for

carrying out communication with the local acquisition facilities via a graphical user interface.

The graphical user interface (GUI) program is an interface between the data acquisition hardware

and the hardware driver software. It controls the operation of the DATS, including how and when the

DATS collect data, and where to transmit. It provides users with an easy interface.

9.5.2 Signal Pre-Processing and Post-Processing

The collected raw signals are pre-processed prior to permanent storage. The data pre-processing has

two primary functions:

1. Transforming the digital signals into the monitored physical data.

2. Removing abnormal or undesirable data.

Signal transforming is simply done by multiplying the corresponding calibration factor or sen-

sitivities. There are several data-elimination criteria for the removal of typical abnormalities asso-

ciated with various types of statistical data. The source of abnormal data is possibly derived from

malfunction of the measurement instrument. There are a few criteria defining abnormal data; for

example, extremely large or extremely small data may be regarded as abnormal if they do not

have any physical meaning.

The pre-processed signal will be saved into a database system for future management, or on storage

media such as hard disks and tapes after proper packaging and tagging. The stored data are post-

processed for various uses. A few basic data processing techniques include data mining methods in the

time domain (e.g. regression analysis, generic algorithm, artificial neural networks, support vector

machine), spectral analyzes in the frequency-domain (e.g. Fourier transform, power spectrum, correla-

tion analysis, frequency response function) and time-frequency analysis tools (e.g. short-time Fourier

transform [34], wavelet transform [35], Hilbert-Huang transform [36]).

A WASHM system usually includes various types of sensors located in different spatial positions,

and different types of sensors located in the same position may capture different signals. Spatially dis-

tributed sensors may also demonstrate different features of the bridge structure. Therefore, integration

of data from different sensors and integration of the results made by different algorithms are important

to a robust monitoring exercise [37]. In this regard, data fusion is an important data processing tool

[38,39].
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9.6 Data Management System

The collected data and processed data, or results in a WASHM system, should be stored and managed

properly for display, query and further analysis. Relevant information on the WASHM system, compu-

tational models and design files also need to be documented. These tasks are completed by the DMS via

a standard database management system such as MySQL or ORACLE.

9.6.1 Components and Functions of Data Management System

A standard database management system allows users to store and retrieve data in a structured way, so

that later assessment is more efficient and reliable. In a long-term WASHM system for long-span cable-

supported bridges, the data size is large in different types. Therefore, a large WASHM system usually

consists of a few databases, including the device database, measurement data database, structural anal-

ysis data database, health evaluation data database and user data database. The DMS manages each

database to fulfill their corresponding functions.

The device database records the information on all sensors and substations. For sensors, their ID, label,

substation, location, specifications, manufacturer, installation time, initial values, sampling rate, thresh-

olds, working condition and maintenance record should be recorded. For substations, their ID, label,

sensors, location, specifications, manufacturer, installation time, working condition and maintenance files

should be recorded. These data are necessary to examine the collected measurements in the long term.

Various types of sensors should be labeled properly so that they can be easily identified by users. The

DMS has the facility to insert and delete sensors and substations, and can monitor their conditions.

The measurement data database records all the data collected from the sensor system, including the

loads, structural responses and environmental parameters. For efficiency, the database usually stores

data for a limited period only, e.g. one year. Historical data beyond this period are archived in storage

media, such as tapes and DVDs. For data safety, all measurement data should have a spare backup. The

DMS has facilities for automatic retrieval and output of measurement data and data query from autho-

rized users.

The structural analysis data database records the finite element model data, input parameters of the

models and major output data, design drawings and basic design parameters. For long-span bridges,

there might be more than one finite element model for cross-checking and for different applications.

The models can be input into the corresponding analysis software, and output data are employed for

comparison and evaluation.

The health evaluation data database records the evaluation time, parameters, objects, criteria, results

and reporting. The structural health evaluation may be performed regularly for normal operation. Once

an extreme event occurs (e.g. an earthquake), a specified evaluation should be carried out immediately.

For each kind of evaluation, pre-determined criteria should be provided.

The user data database manages users’ information, such as username, ID, user group, and personal

data and contact information. Different users will have been authorized different rights by the DMS to

log into the WASHM system.

A DMS should provide security management, which may include network security, data protection,

database backup and user operation audit.

Finally a DMS should provide an alarming function. The alarming module can automatically gener-

ate warning messages when some pre-defined criteria are satisfied. Important alarms should be sent to

relevant staff through email and short messages until countermeasures are taken.

9.6.2 Maintenance of Data Management System

A large WASHM system is operated by authorized persons who have received basic training in com-

puter technology and structural engineering. When the databases start working, their functions and

Wind and Structural Health Monitoring 355



performance need to be tested. After a period of operation, increase in sizes of the databases may cause

physical storage malfunctions and reduce the efficiency of the databases. Therefore maintenance of the

DMS is necessary. The duties of the administrator of a DMS include backup and restoration of the data-

bases, monitoring and improvement of the databases, reconstruction and reconfiguration of the

databases.

9.7 Structural Health Monitoring System of Tsing Ma Bridge

9.7.1 Overview of WASHMS

A Wind And Structural Health Monitoring System (WASHMS) for the Tsing Ma Bridge has been

devised, installed, and operated by the Highways Department of the Government of Hong Kong Special

Administrative Region since 1997 [3]. The central control office is located in the Tsing Yi administra-

tion building. The system architecture of the WASHMS is comprised of six integrated modules: the SS,

DATS, DPCS, structural health evaluation system (SHES), portable data acquisition system (PDAS)

and portable inspection and maintenance system (PIMS).

The layout of the sensory system for the Tsing Ma Bridge is shown in Figure 9.3. The sensors are of

seven major types: anemometers, temperature sensors, weigh-in-motion sensors, accelerometers, dis-

placement transducers, level sensing stations and strain gauges, as listed in Table 9.1.

Tag numbers for all sensors except the GPS have the following format that is used in this

system: AA-TBX-YYC. The letters and numbers have the following meanings: AA – sensor code

as listed in Table 9.1, T – for Tsing Ma Bridge, B – section code as shown in Figure 9.3, X –

location code (‘A’ for abutment, ‘C’ for main cable, ‘N’ for north side of deck, ‘S’ for south side

of deck, ‘T’ for tower), YY – sequential number, and C – identifier. For some sensors, YYC is

not shown here for brevity. In 2001, a GPS was installed in the Tsing Ma Bridge, which includes

14 rover stations on the bridge and two reference stations. Details of the various sensors are

described in the following sections.

The DATS for the Tsing Ma Bridge has three DAUs, connected by a token ring fiber optic

network. The positions of the DAUs are shown in Figure 9.3. One DAU controls 64 to 128 data

channels. The DPCS comprises two UNIX-based 64-bit Alpha Servers and two 32-bit SGI Intel-

based (Quad-CPU) Visual Workstations. The DPCS carries out the overall control of data acquisi-

tion, processing, transmission, filing, archiving, backup, display and operation. The application

software systems for WASHMS are customized MATLAB, customized GPS software and a MAT-

LAB data analysis suite.

The SHES comprises one UNIX-based 64-bit (Quad-CPU) Alpha server and one UNIX-based 64-bit

Alpha workstation. The sever is used for structural health evaluation works, based on a customized

bridge rating system, together with advanced finite element solvers such as MSC=NASTRAN,
ANSYS=Mulitiphysics, ANSYS=LS-DYNA, ANSYS=FE-SAFE and MATLAB data analysis suite.

The workstation is used for the preparation and display of graphical input and output files based on

advanced graphical input=output tools such as MSC=PATRAN.
The PDAS comprises a 32-channel PC-based datalogger, 24 portable biaxial servo-type accelerome-

ters, five portable uniaxial servo-type accelerometers and 16 cable drums. It is equipped with a custom-

ized LABVIEW software system for acquisition, processing, archiving, storage and display. It is used

to measure the tensile forces in cables and to assist the fixed servo-type accelerometers in identifying

the global dynamic characteristics of the bridge.

The PIMS comprises three portable notebook computers, which are used to carry out the inspection

and maintenance work on the SS and DATS. Another major function of the PIMS is to facilitate the

system inspection and maintenance by storing and updating all the system design information, includ-

ing all drawings and all operation and maintenance manuals.
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Figure 9.3 Layout of sensors and DAUs of the Tsing Ma Bridge (from [5]) (Reproduced with permission from Taylor & Francis).

Note: (1) Numbers in parentheses are the numbers of sensors. (2) Lev: Level sensing (9); Ane: Anemometer (6); Acc–U: Uniaxial Accelerometer (4); Acc–B: Biaxial

Accelerometer (7); Acc–T: Triaxial Accelerometer (2); Str–L: Linear strain gage (106); Str–R: Rosette strain gage (4); T: Temperature sensor (115); Disp: Displacement transducer

(2); DAU: Data acquisition unit (3). (3) Weigh-in-motion sensors are not located on the bridge and therefore are not shown in the figure.



9.7.2 Anemometers in WASHMS

The WASHMS of the bridge includes a total of six anemometers, with two at the middle of the main

span, two at the middle of the Ma Wan side span and one of each on the Tsing Yi Tower and Ma Wan

Tower (see Figure 9.4). To prevent disturbance from the bridge deck, the anemometers at the deck level

were installed on the north side and south side of the bridge deck respectively, via a boom 8.965m long

from the leading edge of the deck (see Figure 9.5).

The anemometers installed on the north side and south side of the bridge deck at the middle of the

main span, respectively specified as WI-TJN-01 and WI-TJS-01, are digital-type Gill Wind Master

ultrasonic anemometers. The anemometers located at the two sides of the bridge deck near the middle

of the Ma Wan approach span, specified as WI-TBN-01 on the north side and WI-TBS-01 on the south

side, are analog mechanical (propeller) anemometers. Each analog anemometer consists of a horizontal

component (RM Young 05106) with two channels, giving the horizontal resultant wind speed and its

azimuth, and a vertical component (RM Young 27106) with one channel, providing the vertical wind

speed. The other two anemometers, arranged at 11m above the top of the bridge towers and specified as

Table 9.1 Sensors deployed on the Tsing Ma Bridge (from [5]) (Reproduced with permission from

Taylor & Francis)

Monitoring item Sensor type Sensor

code

No. of

sensors

Position

Wind speed and direction Anemometer WI 6 2: deck of main span

2: deck of the Ma Wan side span

2: top of towers

Temperature Thermometer P1–P6, TC 115 6: ambient

86: deck section

23: main cables

Highway traffic Weigh-in-motion

station

WI 7 Approach to Lantau Toll Plaza

Displacement Displacement

transducer

DS 2 1: lowest portal beam of the Ma

Wan tower (lateral)

1: deck at the Tsing Yi abutment

(longitudinal)

GPS station TM 14 4: top of towers

2: middle of main cables

2: middle of the Ma Wan side span

6: 1/4,
1/2 and

3/4 of main span

Level sensing station LV 9 1: abutment; 2: towers

2: deck of the Ma Wan side span

4: deck of main span

Acceleration Accelerometer AS, 13 4: uniaxial, deck

AB, 7: biaxial, deck and main cables

AT 2: triaxial, main cables and the

Ma Wan abutment

Strain Strain gage SP, 110 29: Ma Wan side span

SR, 32: cross frame at the Ma Wan

tower

SS 49: main span

Total 276
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WI-TPT-01 for the Tsing Yi tower and WI-TET-01 for the Ma Wan tower, respectively, are analog

mechanical anemometers of a horizontal component only. The sampling frequency of measurement of

wind speeds was set as 2.56Hz.

9.7.3 Temperature Sensors in WASHMS

The total number of temperature sensors installed on the bridge is 115, and their positions are shown in

Figure 9.6. The collected temperature data from WASHMS can be grouped into three categories:

1. ambient temperature (P3, 6 in number);

2. section temperature (P1, P2, P4, and P6, 86 in number); and

3. cable temperature (TC, 23 in number).

The TC type is a thermocouple sensor and P1 to P6 are PT100 Platinum resistance temperature

sensors.

One air temperature sensor (P3-TJS) is located approximately at the middle of the main span and

attached on a sign gantry which stands on the upper deck. The other five (P3-TON and P3-TOS) mea-

sure the ambient temperature around the bridge deck section of the main span near the Tsing Yi tower.

23 thermocouples (TC-TEC) were embedded inside the main cables at three different locations to mea-

sure the cable temperature.
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Figure 9.5 Deck cross-section and position of anemometers (unit: m) (from [5]) (Reproduced with permission

from Taylor & Francis).
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Figure 9.4 Distribution of anemometers in the Tsing Ma Bridge (from [5]) (Reproduced with permission from

Taylor & Francis).
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The deck section in the Ma Wan side span is equipped with 15 sensors (P1-TDS). Deck section ‘O’,

close to the Tsing Yi tower, is equipped with 71 sensors – 43 sensors (P1-TON, P1-TOS, P4-TOS, and

P6-TOS) installed on the cross-frame and 28 (P2-TNN and P2-TNS) mounted on the orthotropic deck

plates, 2.25m away from the section. The sampling frequency of all of the temperature sensors is

0.07Hz.

9.7.4 Displacement Transducers in WASHMS

The displacement of the Tsing Ma Bridge in the three orthogonal directions – longitudinal (x-direc-

tion), lateral (y-direction) and vertical (z-direction) – is reflected in the measurement data recorded

from displacement transducers, level sensing stations and GPS stations together.

The lateral and longitudinal movements of the bridge deck are measured by two displacement trans-

ducers at two locations, as shown in Figure 9.7. One displacement transducer (DS-TEN-01), which

indicates the lateral motion with a positive value if the deck sways to the north side, is installed in the

north side of a bearing frame that sits on the lowest portal beam of the Ma Wan tower with bearing

connection. The transducer is connected between the bearing frame and the tower leg, and thus mea-

sures the relative lateral movement of the deck to the Ma Wan tower.

The longitudinal movement of the bridge deck at the Tsing Yi abutment is recorded by another dis-

placement transducer (DS-TRA-01). This transducer, which is exactly underneath the expansion joint

bearing, is attached between the Tsing Yi abutment and the bottom chord of a cross-frame next to the

abutment in order to give the absolute displacement of the bridge deck. The measurements from this, in

millimeters, have positive values if the deck moves toward the Tsing Yi Island.
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Figure 9.6 Distribution of temperature sensors in the Tsing Ma Bridge (from [5]) (Reproduced with permission

from Taylor & Francis).
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Figure 9.7 Distribution of displacement transducers in the Tsing Ma Bridge (from [5]) (Reproduced with

permission from Taylor & Francis).
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9.7.5 Level Sensing Stations in WASHMS

The vertical motion of the bridge deck is monitored by the level sensing stations which give positive

values when the deck moves downward. The level sensing stations are mounted at six locations along

the bridge deck as displayed in Figure 9.8.

There are, in total, three level sensing stations installed on one side of the bridge deck at the location

of the Ma Wan abutment (LV-TAA-01), the Ma Wan tower (LV-TEN-01) and the Tsing Yi tower

(LV-TPS-01). The vertical displacement at the Ma Wan approach span and the main span are monitored

by one pair (LV-TBN=S-01) and two pairs (LV-THN=S-01 and LV-TJN=S-01) of level sensing stations,
respectively. The installation positions of pairs of level sensing stations at the deck sections can be seen

in Figure 9.9. The torsion of the deck sections is determined by the difference in vertical displacements

between the two level sensing stations divided by the distance of separation [40].

The level sensing stations, at a sampling rate of 2.56Hz and cut-off frequency of 1.28Hz, provide

real-time monitoring of displacements with a measurement accuracy of approximately 2mm at typical

deck sections, at vertical planes only.

9.7.6 GPS in WASHMS

Real-time measurement accuracy of GPS has been improved to centimeter-level, making it well suited

to monitor three-dimensional displacement of bridges in response to wind, temperature, and traffic

loads. The commissioning of the GPS in January 2001 brought an additional 14 rover stations into the

existing WASHMS, for improving the efficiency and accuracy of the bridge health monitoring system.

The components of the bridge implemented with the GPS receivers include bridge towers, main

cables and the bridge deck, as shown in Figure 9.10. Two base reference stations sit atop a storage

LV-TEN-01
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Ma Wan Island 

Anchorage 
Tsing Yi Island 

Ma Wan Tower Tsing Yi Tower
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LV-TJN-01
LV-TJS-01

LV-TBN-01 
LV-TBS-01 

LV-TAA-01

LV-THN-01
LV-THS-01

Figure 9.8 Distribution of level sensing stations in the Tsing Ma Bridge (from [5]) (Reproduced with permission

from Taylor & Francis).
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Figure 9.9 Mounting position of level sensing stations in the Tsing Ma Bridge (from [5]) (Reproduced with

permission from Taylor & Francis).

Wind and Structural Health Monitoring 361



building adjacent to the bridge monitoring room (see Figure 9.11). The Ma Wan tower and the Tsing Yi

tower are each equipped with a pair of GPS receivers, which they are mounted at the tops of saddles on

each of the tower legs. The displacement of the main cables is monitored through a pair of GPS receiv-

ers at the mid-span. The mid-span of the Ma Wan side span is equipped with a pair of receivers. Three

pairs of GPS receivers are positioned at one quarter, one half, and three quarters of the distance along

the main span of the bridge deck.

The displacements monitored by these GPS receivers indicate positive movements in the correspond-

ing three directions if the bridge component moves toward the Tsing Yi Island, sways to the north side

or goes upward, respectively.

9.7.7 Strain Gauges in WASHMS

There are 110 strain gauges installed at three sections of the Tsing Ma Bridge, with a sampling rate of

51.2Hz, as shown in Figure 9.12. The strain gauges have three types of configuration, i.e. 44 single

gauges, 62 pairs and four rosettes.
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Figure 9.10 Distribution of GPS receivers in the Tsing Ma Bridge (from [5]) (Reproduced with permission from

Taylor & Francis).

Figure 9.11 A GPS reference station on the roof of a storage building (from [5]) (Reproduced with permission

from Taylor & Francis).
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9.7.8 Accelerometers in WASHMS

The WASHMS of the bridge includes 13 Honeywell Q-Flex QA700 accelerometers: four uni-axial and

four bi-axial accelerometers at four sections of the bridge deck; three bi-axial and one tri-axial on the

main cables; and one tri-axial at the Ma Wan abutment, as shown in Figure 9.13.

In each of the four deck sections, one bi-axial accelerometer (AB-TBS-01, AB-TFS-01, AB-TIS-01,

and AB-TJS-01) is installed on the south side for measuring acceleration in the vertical and lateral

directions, while one uni-axial accelerometer (AS-TBN-01, AS-TFN-01, AS-TIN-01, and AS-TJN-01)

is installed on the north side to measure the vertical acceleration. Three bi-axial accelerometers (AB-

TCC-01, AB-TGC-01, and AB-TQC-01) are installed on the main cables for measuring the accelera-

tions in the vertical and horizontal directions. Tri-axial accelerometers AT-TGC-01 and AT-TAA-01

measure the acceleration of the main cable and the Ma Wan abutment respectively in the longitudinal,

vertical and lateral directions. Hourly acceleration time histories are recorded on tapes, with a sampling

frequency of 25.6Hz before 2001 and 51.2Hz from 2002 onward.

9.8 Monitoring Results of Tsing Ma Bridge during Typhoon Victor

9.8.1 Typhoon Victor

The Tsing Ma Bridge was opened to the public on 20 May 1997 [41]. On 31 July 1997, less than

three months after the opening of the bridge, the tropical depression designated “Victor” formed

in the middle of the South China Sea [42]. It first moved northwesterly for 12 hours, then made a

sudden turn to near north and remained in almost the same direction during its passage over

Hong Kong (see Figure 9.14).
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Figure 9.12 Distribution of strain gauges in the Tsing Ma Bridge (from [5]) (Reproduced with permission from

Taylor & Francis).
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Figure 9.13 Distribution of accelerometers in the Tsing Ma Bridge (from [5]) (Reproduced with permission from

Taylor & Francis).
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Tropical depression Victor became a real typhoon when it entered the region of 250 km south of

Hong Kong at 8:00 HKT (Hong Kong Time) on 2 August, 1997. At 19:00 HKT on 2 August, the centre

of the typhoon victor moved into the region about 8 km east of Cheung Chau Island. The lowest air

pressure measured on Cheung Chau Island at sea level was 972 hPa. Typhoon Victor then crossed over

the Tsing Ma Bridge at 20:05 and made landfall over the western part of the New Territories. It crossed

over the whole of Hong Kong within two hours at an average translational speed about 25 km per hour.

The WASHMS timely recorded time-histories of wind velocity and bridge responses. The wind and

acceleration data recorded from 17:00 to 24:00 HKT of 7 hours duration [43] are used in this chapter as

an example. Thus, the data number of each 7-hour time history is 64 512 for wind speed and 64 5120

for bridge acceleration response. Using MATLAB as a platform, some programs were developed to

analyze the measured data to obtain wind characteristics and bridge acceleration response. The fre-

quency resolution is 0.00175Hz for wind spectral analysis.

9.8.2 Local Topography

Hong Kong is situated in the coastal area of South China. Not only there are many islands in Hong

Kong, but there are also many mountains covering most areas of the territory (see Figure 9.15). The

local topography surrounding the Tsing Ma Bridge within the dashed circle of 5 km in radius includes

sea, islands, and mountains ranging between 69–500m high. Taking the bridge as a centre, the sur-

rounding area may be roughly classified into seven types of regions (I to VII), bounded by seven lines

R1 (18� south of east), R2 (45� north of east), R3 (15� north of west), R4 (15� south of west), R5 (49�

south of west), R6 (63� south of west) and R7 (40� east of south). The alignment of bridge deck devi-

ates from the west-east axis for about 17� anticlockwise.

9.8.3 Calculations of Mean Wind Speed and Fluctuating Wind Components

Before wind characteristics can be analyzed, the mean wind and the three turbulence components of

fluctuating wind should be extracted from the wind data recorded by different types of anemometers.
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Figure 9.14 Moving path of Typhoon Victor (from [43]) (Reproduced with permission from Techno.Press).
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For this purpose, the wind coordinate system XSYEZU displayed in Figure 9.16 is selected, in which axis

XS points to the due south horizontally, axis YE points to the due east horizontally and axis ZU is verti-

cally upward.

US(t), UE(t) and UU(t) are, respectively, denoted as the horizontally southward and eastward compo-

nents of the transient wind velocity and the vertically upward component. For the ultrasonic anemom-

eters used in this chapter, US(t) is equal to the southward component of the anemometer whilst UE(t)

and UU(t) take the minus values of the westward and downward components of the anemometer. For

the mechanical anemometers, UU(t) takes the minus values of the downward component of the ane-

mometer while US(t) and UE(t) should be determined from the simultaneously recorded horizontal

transient wind speed and azimuth by using the following equations.

USðtÞ ¼ UHðtÞ � cos bHðtÞ ð9:1aÞ
UEðtÞ ¼ �UHðtÞ � sin bHðtÞ ð9:1bÞ
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Figure 9.15 Schematic diagram of the topography of Hong Kong (from [43]) (Reproduced with permission from

Techno.Press).
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where:

UH(t) is the horizontal resultant wind speed measured by the mechanical anemometer;

bH indicates the azimuth of UH(t); the azimuth angle will be zero when the wind blows from the due

north and 90� when the wind is from the due east.

By assuming the recorded wind velocity is an ergodic stochastic process, the mean values of US(t),

UE(t) and UU(t) can be obtained by the following formulae:

US ¼ 1

T

Z T

0

USðtÞdt ¼ 1

M

XM
i¼1

USi ð9:2aÞ

UE ¼ 1

T

Z T

0

UEðtÞdt ¼ 1

M

XM
i¼1

UEi ð9:2bÞ

UU ¼ 1

T

Z T

0

UUðtÞdt ¼ 1

M

XM
i¼1

UUi ð9:2cÞ

where:

T is the duration of wind speed time history sample;

M¼ T=Dt¼ Tfs is the discrete data number of each sample;

Dt is the time interval of sampling;

fs is the sampling frequency.

The three turbulence components of fluctuating wind along the axes XS, YE and ZU can be determined

as follows:

uSðtÞ ¼ USðtÞ � US ð9:3aÞ

uEðtÞ ¼ UEðtÞ � UE ð9:3bÞ

uUðtÞ ¼ UUðtÞ � UU ð9:3cÞ

The resultant mean speed and its directional cosine vector in the XSYEZU coordinate system (see

Figure 9.16a) can be determined by the following equations:

U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U

2

S þ U
2

E þ U
2

U

� �r
ð9:4aÞ

cos au; cosbu; cos guð Þ ¼ US;UE;UU

� �
=U ð9:4bÞ

As the positive direction of longitudinal turbulence component u(t) is normally defined to be in the

same direction as the resultant mean wind, the positive direction of u(t) is indicated by the unit vector

of (cos au, cos bu, cos gu) (see Figure 9.16b). Furthermore, it is stipulated that the lateral turbulence

component v(t) is horizontal and normal to the mean wind. The vertical turbulence component w(t) is

upward and perpendicular to both u(t) and v(t). As a result, the unit vector (cos av, cos bv, cos gv),

indicating the positive direction of v(t), and the unit vector (cosaw, cosbw, cos gw), indicating the posi-

tive direction of w(t), can be determined as follows:

cos av; cos bv; cos gvð Þ ¼ �cos bu; cos au; 0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 au þ cos2 bu

p ð9:4cÞ
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cos aw; cos bw; cos gwð Þ ¼ �cos aucos gu;�cos bucos gu; cos
2 au þ cos2 buð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cos2 au þ cos2 bu

p ð9:4dÞ

After having determined the above directional cosine vectors, the alongwind, lateral and upward

components of wind turbulence can then be obtained with the following formulae:

uðtÞ ¼ uSðtÞ cos au þ uEðtÞ cos bu þ uUðtÞ cos gu
¼ USðtÞ cos au þ UEðtÞ cos bu þ UUðtÞ cos gu � U

ð9:5aÞ

vðtÞ ¼ uSðtÞ cos av þ uEðtÞ cos bv þ uUðtÞ cos gv

¼ USðtÞ cos av þ UEðtÞ cos bv þ UUðtÞ cos gv
ð9:5bÞ

wðtÞ ¼ uSðtÞ cos aw þ uEðtÞ cos bw þ uUðtÞ cos gw

¼ USðtÞ cos aw þ UEðtÞ cos bw þ UUðtÞ cos gw

ð9:5cÞ

It should be noted that the positive direction of w(t) is upward, but it may not to be in the vertical

direction if the upward component of mean wind speed UU is not zero. Figure 9.17 shows typical time

histories of three fluctuating wind components measured at the middle point of the main span.

9.8.4 Mean Wind Speed and Direction

Ten-minute mean wind speed, mean wind direction and mean wind inclination are presented in this

section. Displayed in Figures 9.18 and 9.19 are the variations of mean wind speed and mean wind

direction, respectively, with time at the positions of the anemometers WITJS01, WITBS01, WITPT01,

and WITET01.

Figure 9.19 shows that the mean wind to the bridge blew from the northeast in Region I between

17:00 and 19:50 HKT, from the southwest in Region V between 21:00 and 22:00 HKT, and from the

southwest in Region VI between 22:00 and 24:00 HKT. There was a sudden change of wind direction

from northeast to southwest between 19:50 and 20:10 HKT. During this period, mean wind speed was
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Figure 9.17 Typical time histories of fluctuating wind components (from [43]) (Reproduced with permission from

Techno.Press).
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very small, as shown in Figure 9.18. The reason for such a sudden change is that, during this period,

Typhoon Victor’s eye crossed over the bridge. In consideration of the bridge alignment, the mean wind

yaw angles between the mean wind direction measured at the top of the Tsing Yi tower and the longitu-

dinal axis of the bridge were about 20�, 34� and 52� when the wind blew in Regions I, V, and VI,

respectively.

The maximum ten-minute mean wind speeds were measured as 12.9m=s at the deck level and 16

m=s at the tower-top level before Typhoon Victor crossed the bridge. After the crossing, they became,

respectively, 18.5m=s and 21.1m=s between 21:00 and 22:00 HKT, and 17.4m=s and 23.3m=s
between 22:00 and 24:00 HKT. Clearly, the maximum ten-minute mean wind speed was larger after

Typhoon Victor crossed the bridge than before the crossing.

For the horizontal distribution of mean wind speed, one may compare the mean wind speed meas-

ured from anemometer WITJS01 with that from anemometer WITBS01 (see Figure 9.18), because they

were arranged on the same side of the bridge deck with a horizontal distance about 860 m. Although the
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Figure 9.18 Variation of ten-minute mean wind speed (south side) (from [43]) (Reproduced with permission from

Techno.Press).
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from Techno.Press).
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patterns of variation of the mean wind speed with time were similar to each other, there were some

differences in the values of mean wind speed, particularly after the crossing of Typhoon Victor. The

same feature can be also found in Figure 9.20 for the mean speeds from anemometers WITJN01 and

WITBN01, both of which are located on the north side of the bridge deck.

The mean wind speed profile during a typhoon is not yet well known. Also, it could not be exactly

explored this time, as only two level wind speeds were available. However, by fitting two level mean

wind speeds to the power law mean wind profile, it was found that the value of exponent for the power

law varied with time. The mean value was about 0.324 when the wind blew from the northeast in

Region I, and 0.199 when the wind blew from the southwest in Region V.

The variation of mean wind inclination with time is shown in Figure 9.21 for the anemometers near

the middle of the main span of the bridge (WITJS01 and WITBN01). It is seen that the mean wind

inclination, i.e. the transient angle between the mean wind direction and the horizontal plane, ranges

from þ6� to �6�.
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Figure 9.20 Variation of ten-minute mean wind speed (north side) (from [43]) (Reproduced with permission from

Techno.Press).
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Figure 9.21 Variation of ten-minute mean wind inclination (from [43]) (Reproduced with permission from

Techno.Press).
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9.8.5 Turbulence Intensity and Integral Scale

As discussed in Chapter 2, turbulence intensity is the ratio of the standard deviation s(z) of the fluctuat-

ing wind to the mean wind speed UðzÞat height z. It represents the intensity of the fluctuating wind and

is expressed as:

Ii ¼ siðzÞ
UðzÞ i ¼ u; v;w ð9:6Þ

Figures 9.22 and 9.23 display the longitudinal and lateral turbulence intensities at the top of the Ma

Wan tower and the Tsing Yi tower (206m above the sea level), respectively, using samples of ten min-

utes duration.

It was found that the mean longitudinal turbulence intensity at the top of the Ma Wan tower (ane-

mometer WITET01) was 20.6% between 17:00 and 20:00 HKT for Region I, 14.3% between 21:00

and 22:00 HKT for Region V and 14.0% between 22:00 and 24:00 HKT for Region VI. Clearly, the

longitudinal turbulence intensity varied with wind direction. The ratio of the mean lateral turbulence

intensity to the mean longitudinal turbulence intensity at the top of the Ma Wan tower was 0.97 for

Region I, 1.05 for Region Vand 1.03 for Region VI. These ratios are much higher than those under the

seasonal wind condition [44].

At the top of the Tsing Yi tower (anemometer WITPT01), the mean longitudinal turbulence intensity

was 25.8% for Region I, 14.3% for Region Vand 10.0% for Region VI. Compared with those at the top

of the Ma Wan tower, it was found that turbulence intensity may not uniformly distribute along the

longitudinal axis of the bridge under the typhoon condition. Furthermore, the mean longitudinal turbu-

lence intensity at the middle main span of the deck was 30% for Region I, 15.8% for Region Vand 12.8

% for Region VI. Compared with the same quantities at the top of the Ma Wan tower and the Tsing Yi

tower, the mean longitudinal turbulence intensities at the deck level are larger at most times, but occa-

sionally smaller under the typhoon condition.

The integral scale of turbulence represents the average size of the turbulence eddies in the flow (see

Chapter 2). The integral scales of the turbulence component u, v, and w in the mean wind direction can

be estimated by:
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Figure 9.22 Variation of turbulence intensity at WITET01 (from [43]) (Reproduced with permission from

Techno.Press).
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Lxi ¼ U

Z1
0

CiðtÞdt i ¼ u; v;w ð9:7Þ

where Ci(t) is the auto-variance function normalized by the variance.

The mean integral scale of the turbulence component u at the top of the Tsing Yi tower was 210m

between 17:00 and 20:00 for Region I, 243m between 21:00 and 22:00 for Region V, and 294 m

between 22:00 and 24:00 for Region VI. The ratio of the mean integral scale of the turbulence compo-

nent v to the turbulence component u at the top of the Tsing Yi tower was 0.54 for Region I, 0.78 for

Region V and 0.46 for Region VI, respectively. Clearly, these ratios obtained under the typhoon condi-

tion were much higher than those obtained under the seasonal trade wind condition [44].

It was also found that the mean integral scales at the top of the Tsing Yi tower were different from

those at the top of the Ma Wan tower. The mean integral scales of the turbulence component u and w at

the deck level are usually smaller than those at the top of the towers.

9.8.6 Wind Spectra

The auto-spectrum of turbulence describes wind energy distribution over frequency n. For the turbu-

lence component u, von Karman [45], Kaimal et al. [46] and Simiu and Scanlan [44] presented Equa-

tion 9.8, Equation 9.9 and Equation 9.10, respectively, as the normalized alongwind auto-spectrum:

nSuðnÞ
u2�

¼ 4s2
unL

x
u

u2�U½1þ 70:8ðnLxu=UÞ2	5=6
ð9:8Þ

nSuðnÞ
u2�

¼ 105f

ð1þ 33f Þ5=3
ð9:9Þ

nSuðnÞ
u2�

¼ 200f

ð1þ 50f Þ5=3
ð9:10Þ
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Figure 9.23 Variation of turbulence intensity at WITPT01 (from [43]) (Reproduced with permission from Techno

.Press).
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where f ¼ nz=U. Friction velocity u� is estimated through the horizontal shear stress [47]. The mean

friction velocities were found to be 1.23, 1.09 and 0.86m=s for Regions I, Vand VI, respectively, at the

deck level.

For the turbulence component v, von Karman [45], Kaimal et al. [46] and Simiu and Scanlan [44]

proposed Equation 9.11, Equation 9.12 and Equation 9.13, respectively, as the normalized lateral auto-

spectrum:

nSvðnÞ
u2�

¼ 4s2
vnL

x
v ½1þ 755:2ðnLxv=UÞ2	

u2�U½1þ 283:2ðnLxv=UÞ2	11=6
ð9:11Þ

nSvðnÞ
u2�

¼ 17f

ð1þ 9:5f Þ5=3
ð9:12Þ

nSvðnÞ
u2�

¼ 15f

ð1þ 9:5f Þ5=3
ð9:13Þ

For the turbulence component w, von Karman [45], Kaimal et al. [46] and Simiu and Scanlan [44]

recommended Equation 9.14, Equation 9.15 and Equation 9.16, respectively, as the normalized vertical

auto-spectrum:

nSwðnÞ
u2�

¼ 4s2
wnL

x
w½1þ 755:2ðnLxw=UÞ2	

u2�U½1þ 283:2ðnLxw=UÞ2	11=6
ð9:14Þ

nSwðnÞ
u2�

¼ 2f

ð1þ 5:3f 5=3Þ ð9:15Þ

nSwðnÞ
u2�

¼ 3:36f

ð1þ 10f 5=3Þ ð9:16Þ

The spectral analysis was carried out on the measured turbulence components at different locations

and in different time periods, using samples of one hour duration, and the obtained auto-spectra were

then compared with those expressed by Equations 9.8 to 9.16. It was found that the normalized auto-

spectra of three components of fluctuating wind (nSu=u
2
�, nSv=u

2
�, nSw=u

2
�) varied significantly with time

due to the change of wind direction and upwind terrain, and also with the height of the anemometer

position. It was also found that the von Karman spectra, using measured integral scales, fit the meas-

ured spectral much better than the Kaimal and Simiu spectra, especially in the low frequency region.

Figures 9.24 to 9.26 display the longitudinal, lateral, and vertical wind spectra measured from

WITJS01 during the period of 23:00 to 24:00 HKT.

The cross-spectra between three turbulence components at each position were also analyzed. The

cross-spectrum is a complex quantity. Its real part is called the co-spectrum, which is an even function

of frequency, and its imaginary part is named as the quadrature spectrum, which is an odd function of

frequency. The cross-spectrum mainly describes the statistical dependence between the turbulence

components at a given frequency. A typical co-spectrum is plotted in Figure 9.27; this was measured

from WITJS01 during the period of 23:00 to 24:00 HKT.

The following empirical formula of the co-spectrum [46] is also plotted in Figure 9.27 for compari-

son:

nCuwðnÞ
u2�

¼ � 7f

ð1þ 9:6f Þ2:4 ð9:17Þ
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9.8.7 Acceleration Response of Bridge Deck

Figure 9.28 illustrates the time histories of lateral, vertical and torsional acceleration responses of the

bridge deck at the mid-main span during the period of 18:00 to 24:00 HKT. The lateral response was

directly taken from the lateral accelerometer. The vertical response was obtained by averaging the sig-

nals from the two vertical accelerometers. The torsional acceleration response is expressed as the dif-

ference between the two vertical signals and divided by 2.

Figure 9.29 shows the variations of standard deviations of lateral, vertical and torsional accelerations

with time in ten-minute intervals. The maximum lateral, vertical and torsional standard deviation acceler-

ation responses were found to be 0.588 cm=sec2, 3.082 cm=sec2 and 0.0010 rad=sec2, occurring at about
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Figure 9.24 Longitudinal normalized spectra at WITJS01 (from [43]) (Reproduced with permission from

Techno.Press).
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Figure 9.25 Lateral normalized spectra at WITJS01 (from [43]) (Reproduced with permission from Techno.Press).
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21:35, 23:35 and 22:45 HKT, respectively. Furthermore, by plotting the lateral, vertical and torsional

standard deviation acceleration responses against ten-minute mean wind speed (see Figure 9.30), it is

seen that the vertical and torsional acceleration responses increase almost proportionally to the cube of

mean wind speed. The lateral acceleration response increases almost proportionally to the square of mean

wind speed. Clearly, the vertical acceleration is much larger than the lateral acceleration.

9.8.8 Acceleration Response of Bridge Cable

The acceleration responses of bridge cable at four positions were also analyzed. The maximum lateral

and vertical standard deviation acceleration responses of the main cable at the accelerometer ABTLC
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Figure 9.26 Vertical normalized spectra at WITJS01 (from [43]) (Reproduced with permission from Techno

.Press).
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were 1.574m=sec2 and 2.965m=sec2, occurring at about 21:30 and 22:40 HKT, respectively. For the

cable in the Tsing Yi side span, the maximum lateral and vertical standard deviation acceleration

responses measured by the accelerometer ABTQC were 4.296m=sec2 and 3.133m=sec2, respectively,
at 23:50 HKT. Clearly, the lateral and vertical standard deviation acceleration responses of the bridge

cable are sometime larger than those of the bridge deck.

9.8.9 Remarks

From the measured wind characteristics and bridge responses of the Tsing Ma Bridge during Typhoon

Victor, it is clear that for a long-span suspension bridge located in a complex terrain and attacked by a

typhoon, wind direction may not be perpendicular to the longitudinal axis of the bridge. The mean wind

speed, mean wind inclination, turbulence intensity, auto-spectrum and other factors also vary with the
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Figure 9.28 Time histories of lateral, vertical and torsional accelerations (18:00 to 24:00) (from [43]) (Reproduced

with permission from Techno.Press).
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Figure 9.29 Variation of standard deviation of acceleration response (from [43]) (Reproduced with permission

from Techno.Press).
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longitudinal axis of the bridge. The turbulence intensity and integral scales under the typhoon condition

are usually higher than those used for the seasonal trade wind case.

9.9 System Identification of Tsing Ma Bridge during Typhoon Victor

9.9.1 Background

Natural frequencies, mode shapes and modal damping ratios are the most important modal parameters

to be determined when designing a long-span cable-supported bridge. Knowledge of these properties is

essential in order to understand and interpret with confidence the response of the bridge to strong

winds. Therefore, it is always desirable to carry out field measurements on long-span bridges to provide

such information in order to check the modal parameters used in the design, to understand the actual

dynamic performance of the bridge under strong winds and to develop better design theories for future

bridges.

For a long-span bridge, the most popular approach for identifying modal parameters is to carry out

ambient vibration measurements and then to apply the Fast Fourier Transform (FFT) based method to

the measured bridge response time histories. Though this approach can identify natural frequencies

quite accurately, it often overestimates modal damping ratios, due to bias error involved in the spectral

analysis. Also, this approach cannot provide information on how modal parameters (dynamic character-

istics) vary with bridge vibration caused by winds. Furthermore, this approach may become more ques-

tionable when identifying the modal damping ratios from non-stationary bridge response time history.

Motivated by this problem, the (EMDþHT) method [48], which consists of mainly the empirical

mode decomposition (EMD) and the Hilbert transform (HT), was used and applied to the field measure-

ment results recorded by the WASHMS of the Tsing Ma Bridge during Typhoon Victor to demonstrate

one of the functions of the WASHMS [49].

9.9.2 EMDþHT Method

The EMDþHT method is a two-step data analyzing method. The first step is the EMD, by which a

measured structural response time history can be decomposed into a series of intrinsic mode functions

(IMF) that admit well-behaved Hilbert transforms (HT) [36]. This decomposition is based on the direct

extraction of the energy associated with various intrinsic time scales of the time history itself. To avoid

mode mixing during the sifting process, the intermittency check is used to separate the waves of differ-

ent periods into different modes, based on the period length, to obtain modal response time histories.
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Figure 9.30 Standard deviation acceleration response vs. mean wind speed (from [43]) (Reproduced with

permission from Techno.Press).
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The random decrement technique (RDT) is then applied to each of the modal response time histories in

order to obtain the free modal response time histories. The second step of the EMDþHT method is

implemented by performing the HT to each of the free modal response time histories to find the corre-

sponding natural frequency and modal damping ratio.

The EMD developed by Huang et al. [36] is a relatively new data processing method, which can

decompose any data set into several IMFs by a procedure called the sifting process. Suppose y(t) is the

signal to be decomposed. The sifting process is conducted by first constructing the upper and lower

envelope of y(t) by connecting its local maxima and local minima through a cubic spline. The mean of

the two envelopes is then computed and subtracted from the original time history. The difference

between the original time history and the mean value is called the first IMF, c1, if it satisfies the follow-

ing two conditions:

1. within the data range, the number of extreme and the number of zero-crossings are equal or differ by

1 only; and

2. the envelope defined by the local maxima and the envelope defined by the local minima are symmet-

ric with respect to the mean.

The difference between y(t) and c1 is then treated as a new time history and is subjected to the same

sifting process, giving the second IMF. The EMD procedure continues until the residue becomes so

small that it is less than a predetermined value of consequence, or the residue becomes a monotonic

function. The original time history, y(t), is finally expressed as the sum of the IMF components plus the

final residue:

yðtÞ ¼
XN
j¼1

cjðtÞ þ rðtÞ ð9:18Þ

where:

N is the number of IMF components;

r(t) is the final residue.

To extract the modal responses from the measured acceleration response time history of the bridge,

an intermittency check [50] should be imposed during the sifting process in the EMD method in order

to separate the waves of different periods into different modes based on the period length. The intermit-

tency check is designed as the lower limit of the frequency that can be included in any given IMF

component. It can be achieved by specifying a cut-off frequency, vc, for each IMF during its sifting

process. Data having frequencies lower than vc will be removed from the resulting IMF. The cut-off

frequencies can be decided according to the natural frequencies of the bridge estimated from the modal

analysis, or the natural frequencies identified from the power spectrum of the response time history. As

a result, the measured acceleration response of the bridge, €xðtÞ, can be decomposed by the EMD as

follows [4.48]:

€xðtÞ ¼
Xk
j¼1

€xjðtÞ þ
XN�k

i¼1

ciðtÞ þ rNðtÞ ð9:19Þ

where:

€xjðtÞ is the jth modal acceleration response;

ci(t) is the ith IMF.
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From each modal acceleration response €xjðtÞ, the random decrement technique [51] is then applied

to obtain the free modal response time history. In this regard, a threshold level should be selected to

obtain L segments. The jth free modal response, €xf
j ðiDtÞ, can then be obtained from the ensemble aver-

age of all segments as:

€xf
j ðiDtÞ ¼

1

L

XL
k¼1

€xjðtk þ iDtÞ; i ¼ 1; 2; . . . ;M ð9:20Þ

where:

€xjf ðtÞ is the jth free modal response;

L is the number of segments related to the threshold level €xs;
tk is the starting time for each segment;

Dt is the time interval of the modal response time history;

M is an integer, withMDt¼ T being the duration of each segment.

Having obtained the free modal response €xf
j ðtÞ, it is possible to identify the natural frequency and

modal damping ratio using the HT applicable to a single degree of freedom (SDOF) system.

The Hilbert transform (HT) has long been used to study linear and non-linear dynamic systems and

to identify their modal parameters in the frequency-time domain [52]. For a linear SDOF system under

the impulsive loading, the impulse displacement response function of the system v(t)¼ 0 for t< 0 and:

vðtÞ ¼ A0e
�jv0tsin vd t; t 
 0 ð9:21Þ

where:

v0 is the natural circular frequency of the system;

j is the damping ratio;

vd is the damped natural circular frequency;

A0 is the constant depending on the intensity of impulsive loading and the mass and frequency of the

system.

For convenience of applying the HT, the impulse response function can be extended to the negative

domain by considering its mirror image:

vðtÞ ¼ A0e
�jv0 tj jsin vd t; �1 < t < 1 ð9:22Þ

According to the HT theory [53], the analytical signal z(t) associated with v(t) is defined as:

zðtÞ ¼ vðtÞ þ i~vðtÞ ¼ AðtÞe�iuðtÞ ð9:23Þ

where ~vðtÞ is the HT of v(t).

For a special case in which j is small and v0 is large, the amplitude A(t) and the phase angle u(t) for

the SDOF system can be obtained by:

AðtÞ ¼ A0e
�jv0t ð9:24Þ

uðtÞ ¼ vd t� p=2 ð9:25Þ
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By introducing the logarithmic and differential operators to Equations 9.24 and 9.25 respectively,

one obtains:

ln AðtÞ ¼ �jv0tþ ln A0 ð9:26Þ

vðtÞ ¼ duðtÞ
dt

¼ vd ð9:27Þ

Therefore, the damped natural circular frequency vd can be identified from the instantaneous

frequency v(t). With the identified vd and the slope �jv0 of the straight line of the decaying

amplitude A(t) in a semi-logarithmic scale, the damping ratio j can be identified from the func-

tion vd ¼ v0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j2

p
.

In consideration that the instantaneous frequency may fluctuate around its mean value due to the

amplitude variation of the signal and that the requirement of small damping ratio may limit the applica-

tion of the HT method, the following procedure suggested in [48] is used for the system identification

of SDOF systems based on the HT method:

1. determine the damped frequency vd from the slope of the phase function u(t)by the linear least-

squares fit technique;

2. determine the damping ratio j by applying the linear least-squares fit technique to the decaying

amplitude A(t) in a semi-logarithmic scale.

By applying the above-mentioned identification procedure to the jth free modal response, €xj
fðtÞ, the

jth natural frequency and modal damping ratio of the bridge can be identified easily.

9.9.3 Natural Frequencies and Modal Damping Ratios

The EMDþHT method and the FFT method are applied to the measured acceleration response time

histories of one hour duration of the Tsing Ma Bridge during Typhoon Victor for identifying the natural

frequencies and modal damping ratios of Lat1, Lat2, Ver1, Ver2, and Tor1, which stand for the first and

second lateral vibration modes, the first and second vertical vibration modes and the first torsional

vibration mode, respectively [54].

The resulting natural frequencies from six hour-long records are listed in Table 9.2, and the resulting

modal damping ratios are shown in Table 9.3, in which HKT means Hong Kong Time. Note that the

damping identified here is the total damping, which consists of the net structural damping and the

aerodynamic damping. The aerodynamic damping ratios in the lateral, vertical and torsional modes of

vibration can be estimated in terms of aerodynamic coefficients. After removing the aerodynamic

Table 9.2 Comparison of identified natural frequencies by EMD-HTand FFT (ATTID) (from [49]) (Reproduced

with permission from Elsevier)

HKT Lat1 Lat2 Ver1 Ver2 Tor1

EMD FFT EMD FFT EMD FFT EMD FFT EMD FFT

18:00–19:00 0.0686 0.0688 0.1602 0.1625 0.1137 0.1141 0.1365 0.1359 0.2652 0.2656

19:00–20:00 0.0677 0.0672 0.1608 0.1609 0.1138 0.1149 0.1373 0.1359 0.2653 0.2656

20:00–21:00 0.0683 0.0688 0.1610 0.1609 0.1139 0.1141 0.1387 0.1375 0.2655 0.2641

21:00–22:00 0.0677 0.0672 0.1598 0.1594 0.1133 0.1141 0.1362 0.1359 0.2641 0.2641

22:00–23:00 0.0681 0.0688 0.1587 0.1594 0.1141 0.1141 0.1376 0.1375 0.2645 0.2641

23:00–24:00 0.0677 0.0672 0.1601 0.1594 0.1145 0.1141 0.1373 0.1359 0.2645 0.2641
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damping ratio from the identified total damping ratio for a given mode of vibration, the structural

damping ratio can be obtained [4.49].

It is encouraging to see from Table 9.2 that, for a given mode of vibration, the natural frequen-

cies identified by the EMDþHT method from the six records are very close to each other. It is

also interesting to see that the natural frequencies identified by the EMDþHT method are very

close to those obtained by the FFT-based method. The damping ratios identified by the EMDþ
HT method are smaller than those obtained from the FFT-based method (see Table 9.3). It is well

known that the bias error in the FFT-based method always leads to an overestimation of damping

because of the limitation on the frequency resolution, so hundreds of stationary samples should

be used in the damping ratio estimation to reduce the random error. Obviously, in reality, during

a typhoon it is almost impossible to obtain a stationary record long enough for damping estima-

tion. Considering all these factors, and the adaptive nature of the EMDþHT method performed

in the frequency-time domain, one may say that the EMDþHT method is superior to the FFT-

based method for modal damping estimation.

The variations of natural frequency, total modal damping ratio, and structural modal damping ratio

with vibration amplitude and mean wind speed were examined, and the variation of structural modal

damping ratio with modal frequency was also investigated. The results demonstrated that the natural

frequencies of the bridge decreased very slightly with the increase in either mean wind speed or vibra-

tion amplitude (see Figure 9.31).
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Figure 9.31 Variations of total damping ratio (from [49]) (Reproduced with permission from Elsevier).

Table 9.3 Comparison of identified modal damping ratios by EMD-HTand FFT (ATTID) (from [49]) (Reproduced

with permission from Elsevier)

HKT Lat1 Lat2 Ver1 Ver2 Tor1

EMD FFT EMD FFT EMD FFT EMD FFT EMD FFT

18:00–19:00 0.80% 2.54% 1.27% 1.39% 0.35% 1.24% 1.01% 1.68% 0.29% 0.45%

19:00–20:00 1.52% 2.09% 0.91% 1.02% 1.27% 1.61% 0.66% 0.98% 0.75% 0.81%

20:00–21:00 0.82% 1.97% 0.81% 1.27% 1.03% 0.97% 0.78% 0.93% 0.56% 0.54%

21:00–22:00 0.55% 1.67% 0.58% 1.09% 0.68% 1.09% 0.49% 0.92% 0.35% 0.48%

22:00–23:00 1.31% 2.22% 1.07% 1.61% 0.73% 1.14% 0.94% 1.62% 0.47% 0.62%

23:00–24:00 1.58% 2.20% 1.33% 1.24% 0.89% 1.55% 0.62% 0.89% 0.47% 0.54%
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The total modal damping ratios and the structural damping ratios both exhibited an increasing trend

with increasing vibration amplitude or increasing mean wind speed (see Figure 9.32). In consideration

that most of the bridge response time histories recorded during Typhoon Victor were non-stationary, it

may be concluded that the EMDþHT method is superior to the FFT-based method for damping identi-

fication of large civil structures under strong typhoon. Further discussions on non-stationary wind and

wind-induced bridge responses can be found in Chapter 15.

9.10 Notations

A(t) Decaying amplitude

Ci(t) Auto-variance function normalized by the variance

ci(t) ith IMF

fs Sampling frequency

I i¼ u, v, w, denotes turbulence component

Ii Turbulence intensity of turbulence component i

Lxi Integral scale of turbulence component i

M Discrete data number of each sample

N Number of IMF components

n Frequency

r(t) Final residue

Si(n) Auto-spectrum of turbulence component i

T Duration of wind speed time history sample

U Mean wind speed

u� Friction velocity

uE(t) Turbulence components of fluctuating wind along the axis YE
UE(t) Horizontally eastward component of transient wind velocity

UE Mean value of UE(t)

UH(t) Horizontal resultant wind speed measured by the mechanical anemometer

uS(t) Turbulence components of fluctuating wind along the axis XS

US(t) Horizontally southward of transient wind velocity

US Mean value of US(t)

Acceleration Std. (cm/s2)
Lateral direction 
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Figure 9.32 Variations of natural frequency (from [49]) (Reproduced with permission from Elsevier).
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uU(t) Turbulence components of fluctuating wind along the axis ZU
UU(t) Vertically upward component of transient wind velocity

UU Mean value of UU(t)

XSYEZU Wind coordinate system

€xs Threshold level

€xjðtÞ jth modal acceleration response

€xf
j ðtÞ jth free modal acceleration response

bH Horizontal resultant wind azimuth

v0 Natural circular frequency

vd Damped natural circular frequency

j Damping ratio

Dt Time interval of sampling

si(z) Standard deviation of turbulence component i

u(t) Phase angle
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10

Buffeting Response to Skew Winds

10.1 Preview

As discussed in Chapter 4, buffeting analysis methods have been continuously refined as a result of the

enhancement of computer technique and capacity, as well as the demand for more accurate prediction

of the buffeting response of modern long-span cable-supported bridges. Nowadays, not only the effects

of multi-modes, inter-mode coupling and aerodynamic coupling, but also the interaction between major

bridge components can be included in either the time domain analysis or the frequency domain

analysis.

However, most of the previous investigations take incident mean wind at a right angle to the longitu-

dinal axis of the bridge. This may not always be the case when the bridge is located in a complex and

heterogeneous topography and is attacked by a typhoon which has a three-dimensional vortex structure.

The field measurements on the Tsing Ma suspension bridge during typhoons by the wind and structural

health monitoring system (WASHMS), as discussed in Chapter 9, demonstrated that strong typhoon

winds seldom attacked the bridge in a direction normal to the bridge longitudinal axis.

Although some efforts have been made to take into consideration skew winds in buffeting analysis of

bridges, they are all based on the decomposition approach (cosine rule and sine rule). That is, the mean

yaw wind is decomposed into two components: one normal and the other parallel to the bridge span.

The contribution of the parallel mean wind component is then either ignored or is separately analyzed

from that of the normal mean wind component.

If the parallel wind component is neglected, the buffeting response of a long-span cable-supported

bridge due to yaw wind, obtained by taking the decomposition approach, would always be smaller than

that due to the normal wind of the same wind speed. However, some wind tunnel tests revealed that

buffeting response due to yaw wind would reach the same level as that due to the normal wind. This

indicates that the decomposition approach may underestimate the buffeting response of bridges under

yaw wind and may not truly reflect the effects of buffeting action due to skew wind on the bridge.

Therefore, the rational buffeting analysis method for a long-span cable-supported bridge under skew

winds is needed for more accurate prediction and comparison with field measurement results, in order

to verify various assumptions made in the analytical methods. Furthermore, the rational buffeting anal-

ysis method for skew winds is also required to enable a better evaluation of probability or risk analysis

of the bridge exposed to local wind climate.

In this connection, this chapter first presents a finite element (FE)-based framework for buffeting

analysis of long-span cable-supported bridges under skew winds in the frequency domain, based on the

linear quasi-steady theory and the oblique strip theory, in conjunction with the pseudo-excitation
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method. The frequency domain framework is then extended to the time domain in terms of the spectral

representation method, the convolution integral and the Newmark numerical method. Fundamental

aerodynamic information required in the frameworks, such as the aerodynamic coefficients and the

flutter derivatives of the bridge deck under skew winds, are measured in wind tunnels by using specially

designed test rigs and typical oblique strip models of a bridge deck. The proposed frameworks are

finally applied to the Tsing Ma suspension bridge to compute its buffeting response caused by skew

winds during Typhoon Sam, and to compare the computed responses with field measurement results.

10.2 Formulation in the Frequency Domain

10.2.1 Basic Assumptions

The development of the framework for buffeting analysis of long-span cable-supported bridges under

skew winds requires some basic assumptions [1]. First, the incident wind is assumed to be stationary and

its mean wind speed is sufficiently larger than any of three fluctuating wind components. Second, the

mean wind speed used in buffeting analysis falls outside the range that may cause either aeroelastic

instability or vortex shedding of the bridge. Third, the average scales of the turbulence are assumed to be

sufficiently larger than the chord-wise dimension of the bridge deck, so that the quasi-steady theory is

applicable. Finally, wind-induced bridge vibration is small, so that the linear approach can be accepted.

In the following, the expressions of buffeting forces on a long-span cable-supported bridge under

skew winds are derived based on the quasi-steady theory and the aerodynamic strip theory, as used for

the conventional buffeting analysis [2,3]. An oblique strip of a bridge deck along the mean wind direc-

tion is introduced. All of the six components of the aerodynamic force acting on the oblique strip due to

skew winds are included. The buffeting forces are first formed for an element in the wind coordinate

system, then are transferred to the structural coordinate system and finally used to assemble the global

buffeting force vector. The transformations are conducted on the buffeting forces rather than on the

mean and fluctuating winds, thus avoiding the difficulties involved in the traditional decomposition

method [4–6].

10.2.2 Coordinate Systems and Transformation Matrices

Some Cartesian coordinate systems, obeying the right-handed rule, are introduced to facilitate the for-

mulation of buffeting forces. As shown in Figure 10.1, XYZ is the global structural coordinate system
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Figure 10.1 Global structural and wind coordinate systems (from [1]) (Reproduced with permission from

Elsevier).
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used to describe the bridge structural model and the overall dynamic equilibrium conditions. XuYvZw is

called the global wind coordinate system, required to define wind direction and fluctuating wind com-

ponents. The axis Xu is along the direction of mean wind velocity U, and the axis Yv is located in a

horizontal plane, while the axis Zw is always positive upward. There are many possible combinations

between the XYZ-system and the XuYvZw-system in the practice.

Figure 10.1 just shows a typical example of one of these combinations, where the axis Yv is parallel

to the X-Y plane. The mean wind direction in the global structural coordinate system can then be deter-

mined, with a global mean wind yaw angle (b0) in conjunction with a global mean wind inclination

angle (u0). As shown in Figure 10.1, b0 is defined as the angle between the vertical plane normal to the

bridge longitudinal axis and the vertical plane with the mean wind velocity included; u0 is interpreted as

the angle between the mean wind velocity and the horizontal plane. Furthermore, b0 is positive when

mean wind comes from the right side of the Y-Z plane, and u0 is positive when the vertical component

of the mean wind velocity is upward.

Figure 10.2 shows a typical combination of two local coordinate systems of an arbitrary element

(strip), where xyz is called the local structural coordinate system used to present the elemental parame-

ters, such as the matrices of elemental mass, stiffness, damping and loading, and qph is the local refer-

ence coordinate system introduced to define the wind direction with respect to the element. The axis q

is along the longitudinal axis of the element. The axis p is located in either the deck plane or the tower

plane. Its positive direction should be determined in such a way that the angle between the axis p and

the mean wind direction is less than 90� and, when the mean wind is parallel to the qp plane and normal

to the axis q, the axis p is along the mean wind direction.

The local mean wind yaw angle (b) is defined as the angle between the ph-plane and the plane con-

stituted of the mean wind U and the axis h. b is positive when the mean wind component Uq along the

axis q is negative. The local mean wind inclination (u) is defined as the angle between the mean wind

velocity and the qp-plane. It takes a positive value when the mean wind component Uh along the axis h

is positive. Figure 10.2 also shows the local yaw angle ~b and the inclination angle ~u of instantaneous

wind, which together determine the direction of the instantaneous wind V(t). The rules for defining the

angles ~b and ~u are similar to those for the angles b and u.

Figures 10.3 and 10.4 show the local mean wind coordinates, the qph-system, and the local instanta-

neous wind coordinates, the ~q~p~h-system, respectively, which are used to derive six-component buffet-

ing forces acting on an oblique strip. The qph-system is attained by rotating the qph-system by an angle

of b around the axis h first, and then by an angle of u around the axis q. Similarly, the ~q~p~h-system is

attained by rotating the qph-system by an angle of ~b around the axis h first, and then by an angle of ~u
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Figure 10.2 Local reference coordinate system (from [1]) (Reproduced with permission from Elsevier).
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around the axis ~q. As a result, the axes q and ~q are located in the qp-plane. The axis p is along the mean

wind direction, while the axis ~p is along the instantaneous wind direction.
Various coordinate transformation matrices are to be used during the formulation of buffeting forces.

Denote by TS1S2 the 3� 3 transformation matrix from the system S2 to the system S1, where the sub-

scripts S1 and S2 (S1 6¼ S2) can be any two of GW, GS, Ls, Lr, Lw and L~w which represents, respectively,

the global wind coordinate XuYvZw-system, the global structural coordinate XYZ-system, the local struc-

tural coordinate xyz-system, the local reference coordinate qph-system, the local mean wind coordinate

qph-system and the local instantaneous wind coordinate ~q~p~h-system. If the size of S3 is the same as

those of S1 and S2, then:

TS1S3 ¼ TS1S2TS2S3 ð10:1Þ

Furthermore, it can be proved that:

TS1S2 ¼ T�1
S2S1

¼ TT
S2S1

;TS2S1 ¼ T�1
S1S2

¼ TT
S1S2

ð10:2Þ
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Figure 10.3 Local mean wind coordinate system (from [1]) (Reproduced with permission from Elsevier).
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Figure 10.4 Local instantaneous wind coordinate system (from [1]) (Reproduced with permission from Elsevier).
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For example, for the two global systems shown in Figure 10.1, the transformation matrix can be

expressed as:

TGsGw ¼ TT
GwGs ¼

�cosu0 sinb0 �cosb0 sinu0 sinb0

cosu0 cosb0 �sinb0 �sinu0 cosb0

sinu0 0 cosu0

2
4

3
5 ð10:3Þ

The transformation matrix between the global wind coordinate system and the local reference coordi-

nate system can be found as:

TLrGw ¼ TLrLsTLsGsTGsGw ¼
t11 t12 t13
t21 t22 t23
t32 t32 t33

2
4

3
5 ð10:4Þ

where tij (i,j¼ 1,2,3) is the element of TLrGw at the ith row and jth column, and it is the function of b0
and u0 and satisfies the following relationships:

X3
k¼1

tiktjk ¼ 1; i ¼ j

0; i 6¼ j

�
;
X3
k¼1

tkitkj ¼ 1; i ¼ j

0; i 6¼ j

�
; ði; j ¼ 1; 2; 3Þ ð10:5Þ

Moreover, one can derive the transformation matrix between the local mean wind coordinate system

and the local reference coordinate system as:

TLrLw ¼
cosb �cosu sinb sinu sinb
sinb cosucosb �sinucosb

0 sinu cosu

2
4

3
5 ð10:6Þ

The 6� 6 transformation matrix from the local mean wind coordinate system to the local instantaneous

wind coordinate system can be expressed as:

TLwL~w ¼ Iþ Tv

v

U
þ Tw

w

U
ð10:7Þ

where I is the 6� 6 identity matrix, and

Tv ¼ Tv 0

0 Tv

� �
;Tv ¼

0 �s1 s2t31
s1 0 �s3

�s2t31 s3 0

2
4

3
5 ð10:8aÞ

Tw ¼ Tw 0

0 Tw

� �
;Tw ¼

0 �s4 s5t31
s4 0 �s6

�s5t31 s6 0

2
4

3
5 ð10:8bÞ

s1 ¼ t11t22 � t21t12ð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t211 þ t221

q
; s2 ¼ t11t22 � t21t12ð Þ= t211 þ t221

� � ð10:9aÞ

s3 ¼ t32=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t211 þ t221

q
; s4 ¼ t11t23 � t21t13ð Þ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t211 þ t221

q
ð10:9bÞ

s5 ¼ t11t23 � t21t13ð Þ= t211 þ t221
� �

; s6 ¼ t33=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t211 þ t221

q
ð10:9cÞ
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10.2.3 Wind Components and Directions

As shown in Figure 10.1, the alongwind, lateral and upward components of wind turbulence, u(t), v(t),

and w(t), are defined as the three velocity fluctuations along the axes Xu, Yv and Zw, respectively, and

their positive directions are consistent with those of axes Xu, Yv and Zw. Thus, u(t) is along the direction

of mean wind (U), v(t) is horizontal and normal to the mean wind direction, and w(t) is upward and

normal to the mean wind direction. The resultant wind is therefore:

VðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½U þ uðtÞ�2 þ v2ðtÞ þ w2ðtÞ

q
ð10:10Þ

The aerodynamic coefficients and flutter derivatives of a bridge deck are measured via wind tunnel tests

and are expressed as the functions of mean wind yaw angle and inclination angle with respect to the test

section model. The mean wind yaw angle and inclination angle refer to b and u of the section model,

and they may be different from the global ones of b0 and u0. Therefore, in order to use correctly the

measured aerodynamic coefficients and flutter derivatives when determining wind-induced forces act-

ing on an arbitrary element, b and u should be determined first.

Note that, though the vector of wind speed shows its different appearances in the global structural

coordinate system and the local reference coordinate system, the absolute wind speed and direction are

actually independent of the used coordinate systems. Therefore, the angles b and u for each element can

be computed from b0 and u0, with the following trigonometric functions derived via the coordinate

transformation.

cos u ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t211 þ t221

q
; sin u ¼ t31 ð10:11aÞ

cosb ¼ t21=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t211 þ t221

q
; sin b ¼ �t11=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t211 þ t221

q
ð10:11bÞ

where tij (i,j¼ 1, 2, 3) is the element of the ith row and jth column of the 3� 3 transformation matrix

(TLrGw) from the XuYvZw-system to the qph-system of the element concerned, and it is the function of u0
and b0.

Furthermore, the angles ~b and ~u for three fluctuating wind components can be derived from b and u.

In consideration that the fluctuating wind components are much smaller than the mean wind speed, the

increments of local wind yaw angle (Db ¼ ~b� b) and local wind inclination angle (Du ¼ ~u � u) can

thus be expressed as the following linear functions of u, v, and w by using Taylor’s expansion formula

and ignoring all the non-linear items of u, v, and w:

Du � sinDu ¼ t32ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t211 þ t221

p v

U
þ t33ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

t211 þ t221
p w

U
ð10:12aÞ

Db � sinDb ¼ t11t22 � t12t21

t211 þ t221

v

U
þ t11t23 � t13t21

t211 þ t221

w

U
ð10:12bÞ

10.2.4 Buffeting Forces and Spectra under Skew Winds

Figure 10.5 shows an oblique strip (element) parallel to the mean wind direction. The vector of the total

aerodynamic wind forces acting on an element per unit length, ~f
adðtÞ, due to the instantaneous wind

velocity V(t), can be expressed as:

~f
adðtÞ ¼ Cad

~q ðtÞ;Dad
~p ðtÞ; Lad~h ðtÞ;Mad

~a ðtÞ;Mad
~g ðtÞ;Mad

~f
ðtÞ

� 	T
¼ 1

2
rVðtÞ2B ~Cð~b;~uÞ ð10:13Þ
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where:

Cad
~q ðtÞ, Dad

~p ðtÞ, Lad~h ðtÞ are the total crosswind force, drag force and lift force, respectively, along the axis
~q, the axis ~p and the axis ~h of the ~q~p~h-system;

Mad
~a ðtÞ, Mad

~g ðtÞ and Mad
~f
ðtÞ are, respectively, the total pitching moment, rolling moment and yawing

moment around the axis ~q, the axis ~p and the axis ~h, respectively;
r is the air density; and

B ¼ DiagðB;B;B;B2;B2;B2Þ ð10:14Þ

in which B is the characteristic width of the elemental true cross section normal to the longitudinal axis

of the element. ~Cð~b;~uÞ is the aerodynamic coefficient vector corresponding to ~b and ~u. ~Cð~b;~uÞ can be

linearized using Taylor’s formula and ignoring all non-linear terms of u, v, and w:

~Cð~b;~uÞ ¼ Cðb; uÞ þ C
0bðb; uÞDbþ C

0uðb; uÞDu ð10:15Þ
where:

Cðb; uÞ ¼ CCq
;CDp

;CL
h
;CMa

;CMg
;CM

f
ÞTðb;uÞ



ð10:16aÞ

is the aerodynamic coefficient vector corresponding to b and u, and

C
0bðb; uÞ ¼ @Cðb; uÞ=@b ¼ C

0b
Cq
;C0b

Dp
;C0b

L
h
;C0b

Ma
;C0b

Mg
;C0b

M
f

� 	T
ðb;uÞ

ð10:16bÞ

C
0uðb; uÞ ¼ @Cðb; uÞ=@u ¼ C0u

Cq
;C0u

Dp
;C0u

L
h

;C0u
Ma

;C0u
Mg

;C0u
M

f

� 	T
ðb;uÞ

ð10:16cÞ

in which:

CCq
, CDp

,CL
h
, CMa

, CMg
and CM

f
are, respectively, the aerodynamic coefficients of crosswind force,

drag force, lift force, pitching moment, rolling moment and yawing moment with respect to the local

mean wind coordinate qph-system, which will be discussed in Section 10.4;

the subscript ðb; uÞ means that the aerodynamic coefficients take the values at b and u based on the

oblique strip;
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Figure 10.5 Aerodynamic forces in local instantaneous wind coordinate system (from [1]) (Reproduced with

permission from Elsevier).
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ð Þ0b ¼ @ð Þ=@b and ð Þ0u ¼ @ð Þ=@u represent the partial derivatives with respect to either the local mean

wind yaw angle or the local mean wind inclination.

As shown in Figure 10.6, Cb
qðtÞ, Db

pðtÞ, LbhðtÞ, Mb
aðtÞ, Mb

gðtÞ and Mb

f
ðtÞ are the buffeting crosswind

force, drag force, lift force, pitching moment, rolling moment and yawing moment due to the fluctuat-

ing wind, with respect to the local mean wind coordinate qph-system, and the buffeting force vector can

then be expressed as:

f
bðtÞ ¼ Cb

qðtÞ; Db
pðtÞ; LbhðtÞ;Mb

aðtÞ;Mb
gðtÞ;Mb

wðtÞ
� 	T

¼ TLwL~w
~f
adðtÞ � 1

2
rU

2
BCðb; uÞ

¼ 1

2
rVðtÞ2TLwL~wB Cðb; uÞ þ C

0bðb; uÞDbþ C
0uðb; uÞDu

h i
� 1

2
rU

2
BCðb; uÞ

ð10:17Þ

where:

TLwL~w is determined by Equation 10.7;

Db and Du are determined by Equation 10.12.

Then, by ignoring the non-linear terms of u(t), v(t), and w(t), one obtains:

f
bðtÞ � A

b
aðtÞ ð10:18Þ

where:

aðtÞ ¼ uðtÞ; vðtÞ;wðtÞ½ �T ð10:19aÞ

and A
b
is the 6� 3 aerodynamic coefficient matrix of buffeting forces, i.e.

A
b ¼ A

u
;A

v
;A

w� � ð10:19bÞ

A
u ¼ rUBxuðb; u;KÞCðb; uÞ ¼

1

2
rU

2CCq
BxCqu

2CDp
BxDpu

2CL
h
BxL

h
u

2CMa
B2xMau

2CMg
B2xMgu

2CM
f
B2xM

f
u

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

ðb;uÞ

ð10:20aÞ
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Figure 10.6 Buffeting forces in local mean wind coordinate system (from [1]) (Reproduced with permission from

Elsevier).
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A
v ¼ 1

2
rU TvBxvðb; u;KÞCðb; uÞ þ s2Bxvðb; u;KÞC0bðb; uÞ
n
þ s3Bxvðb; u;KÞC0uðb; uÞ

o

¼ 1

2
rU

½�s1CDp
þ s2t31CL

h
þ s2C

0b
Cq

þ s3C
0u
Cq
�BxCqv

½s1CCq
� s3CL

h
þ s2C

0b
Dp

þ s3C
0u
Dp
�BxDpv

½�s2t31CCq
þ s3CDp

þ s2C
0b
L
h
þ s3C

0u
L
h

�BxL
h
v

½�s1CMg
þ s2t31CMw

þ s2C
0b
Ma

þ s3C
0u
Ma

�B2xMav

½s1CMa
� s3CMw

þ s2C
0b
Mg

þ s3C
0u
Mg
�B2xMgv

½�s2t31CMa
þ s3CMg

þ s2C
0b
Mw

þ s3C
0u
Mw
�B2xMwv

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

ðb;uÞ

ð10:20bÞ

A
w ¼ 1

2
rU TwBxwðb; u;KÞCðb; uÞ þ s5Bxwðb; u;KÞC0bðb; uÞ
�
þ s6Bxwðb; u;KÞC0uðb; uÞ

o

¼ 1

2
rU

½�s4CDp
þ s5t31CL

h
þ s5C

0b
Cq

þ s6C
0u
Cq
�BxCqw

½s4CCq
� s6CL

h
þ s5C

0b
Dp

þ s6C
0u
Dp
�BxDpw

½�s5t31CCq
þ s6CDp

þ s5C
0b
L
h
þ s6C

0u
L
h

�BxL
h
w

½�s4CMg
þ s5t31CMw

þ s5C
0b
Ma

þ s6C
0u
Ma

�B2xMaw

½s4CMa
� s6CMw

þ s5C
0b
Mg

þ s6C
0u
Mg

�B2xMgw

½�s5t31CMa
þ s6CMg

þ s5C
0b
Mw

þ s6C
0u
Mw

�B2xMww

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

ðb;uÞ

ð10:20cÞ

in which the coefficients si (i¼ 1, . . . , 6) are determined by Equation 10.9 and depend on b0 and u0 :

xuðb; u;KÞ ¼ DiagðxCqu
;xDpu

;xL
h
u;xMau

;xMgu
;xM

f
uÞ ð10:21aÞ

xvðb; u;KÞ ¼ DiagðxCqv
;xDpv

;xL
h
v;xMav

;xMgv
;xM

f
vÞ ð10:21bÞ

xwðb; u;KÞ ¼ DiagðxCqw
;xDpw

;xL
h
w;xMaw

;xMgw
;xM

f
wÞ ð10:21cÞ

In the above equations, K ¼ vB=U is the reduced frequency of the turbulence eddy with circular fre-

quency v; and x
f a
ðb; u;KÞ (f ¼ Cq, Dp, Lh, Ma, Mg , Mf; a¼ u, v, w) are the 18 aerodynamic admit-

tance functions, considering the unsteadiness of wind turbulence and the partial coherence of the

turbulence along the chord of the oblique cross-section in skew wind direction.

All of these admittance functions are functions of the reduced frequency and wind direction.

The coherence of wind turbulence is higher for turbulence components with longer wavelength

(lower frequency or higher velocity) than for those with shorter wavelength (higher frequency or

lower velocity). As a result, the values of the aerodynamic admittance functions will drop with an

increasing value of K.

Equations 10.18 to 10.21 are the universal expressions of the unit length quasi-steady buffeting

forces acting on an arbitrary oblique element of the bridge deck under skew winds. The conventional

cases can be deduced from these expressions. For instance, if b ¼ b0 ¼ 0 and u ¼ u0 ¼ 0, all the values
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of CCq
, CMg

, CM
f
and C

0b
f
(f ¼ Cq, Dp, Lh, Ma, Mg , Mf) are equal to zero for a straight element with

constant cross-section. As a result, Equation 10.19b can be simplified as:

A
b ¼ 1

2
rU

0 �CDp
BxCqv

0

2BCDp
xDpu

0 �CL
h
þ C0u

Dp

� 	
B xDpw

2BCL
h
xL

h
u 0 CDp

þ C0u
L
h

� 	
B xL

h
w

2B2CMa
xMau

0 C0u
Ma

B2xMaw

0 CMa
B2xMav

0

0 0 0

2
666666666664

3
777777777775
ð0;0Þ

ð10:22Þ

Equation 10.22 is the same as that used in the traditional buffeting analysis if the mean wind is normal

to the bridge deck and the lateral component of fluctuating wind along the bridge deck is ignored.

In the finite element model of a long-span cable-supported bridge, the length of some elements, such

as cable and tower leg elements, may be quite long. To ensure the accuracy of buffeting analysis, these

elements can be further divided into a number of segments so that a constant mean and fluctuating

wind speeds, and a fully coherent turbulence wind, can be assumed within each segment. Suppose that

nk is the total number of segments in the kth element; Li,k (i¼ 1, . . . nk) is the length of ith segment,

according to the principle of virtual work, the 12� 1 vector of buffeting forces at the nodes of the kth

element, fbe;kðtÞ, in the xyz-system can be derived as:

fbe;kðtÞ ¼ Fb
xI ;F

b
yI ;F

b
zI ;M

b
uxI
;Mb

uyI
;Mb

uzI
;Fb

xJ ;F
b
yJ ;F

b
zJ ;M

b
uxJ
;Mb

uyJ
;Mb

uzJ

� 	T
k

¼ Lk

Z1
0

NT
d;kðjÞTLsLr;kTLrLw;kA

b

kakðj; tÞdj

¼ Lk
Xnk
i¼1

T
T

LsLr;k

Z ji;k

ji�1;k

Nd;kðjÞdj
" #T

TLrLw;kA
b

i;kai;kðtÞ
 ! ð10:23Þ

where:

the subscript k indicates the kth element;

the subscript i indicates the ith segment;

I and J represent the left and right nodes of the element;

j¼ x/Lk (0� j� 1) is the reduced coordinate;

ji,k¼ xi,k/Lk; Lk ¼Pnk
i¼1

Li;k is the total length of the kth element;

xi,k is the distance from the right end of the ith segment to the left node of the kth element with x0,k¼ 0;

Nd,k(j) is the 6� 12 matrix of displacement interpolation function of the kth element with respect to the

local xyz-system, reflecting the relationship between the displacement at an arbitrary position within

the kth element and the nodal displacements.

Designate Fb
e;kðtÞ the 12� 1 nodal buffeting force vector of the kth element in XYZ-system. It can

then be obtained through the coordinate transformation as follows:

Fb
e;kðtÞ ¼ Fb

XI ;F
b
YI ;F

b
ZI ;M

b
uXI
;Mb

uYI
;Mb

uZI
;Fb

XJ ;F
b
YJ ;F

b
ZJ ;M

b
uXJ

;Mb
uYJ
;Mb

uZJ

� 	T
k

¼ TGsLs;k f
b
e;kðtÞ ¼

Xnk
i¼1

Pb
i;kai;kðtÞ

ð10:24Þ
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where:

TGsLs;k is the 12� 12 transformation matrix of the kth element from the xyz-system to the XYZ-system;

Pb
i;k is the 12� 3 coefficient matrix of nodal buffeting forces with respect to the XYZ-system for the ith

segment of the kth element and is determined by:

Pb
i;k ¼ LkTGsLs;k T

T
LsLr;k

Z ji;k

ji�1;k

Nd;kðjÞdj
" #T

TLrLw;kA
b

i;k ð10:25Þ

Designate Fb(t) the 6N� 1 global vector of nodal buffeting forces of the entire bridge assembled in

the XYZ-system, where N is the number of nodes in the finite element model of the bridge. It can then

be assembled from all Fb
e;kðtÞ as follows:

FbðtÞ ¼ PbaðtÞ ð10:26Þ
where Pb is the 6N � 3m coefficient matrix of buffeting forces, assembled from all Pb

i;k, and it is fre-

quency-dependent and complex in nature if aerodynamic admittance functions are included in the com-

putation. m is the total number of segments of the entire bridge and also the total point number of

random excitations of fluctuating wind. 3m is the total number of the random excitations.

aðtÞ ¼ aT1;1; � � � ; aTn1;1; � � � ; aTn1;k; � � � ; aTnk ;k; � � � ; aT1;M ; � � � ; aTnM ;M
� 	T

ð10:27Þ

is a 3m� 1 vector of the fluctuating wind components of the entire bridge.

The Fourier transformation of the buffeting force vector FbðtÞ is:

F
_bðvÞ ¼ PbðvÞa_ðvÞ ð10:28Þ

where a_ðvÞ is the Fourier transformation of fluctuating wind vector a(t). By using the following rela-

tionship:

F
_b	 ðvÞF_bTðvÞ ¼ Pb	 ðvÞ a_	ðvÞ a_TðvÞ PbTðvÞ ð10:29Þ

the spectral density function matrix of buffeting forces, SbFFðvÞ, can be obtained as:

SbFFðvÞ ¼ Pb	 ðvÞSaaðvÞPbTðvÞ ð10:30Þ
where:

the superscript asterisk denotes a complex conjugation operation;

Saa(v) is the spectral density function matrix of fluctuating wind components. It is a 3m� 3m matrix

and can be expressed as follows:

SaaðvÞ ¼

Sa1;1a1;1ðvÞ � � � Sa1;1ank ;1ðvÞ � � � Sa1;1a1;MðvÞ � � � Sa1;1anM ;M
ðvÞ
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Sank ;1a1;1ðvÞ � � � Sank ;1ank ;1ðvÞ � � � Sank ;1a1;MðvÞ � � � Sank ;1anM ;M
ðvÞ

..

.
} ..

.
} ..

.
} ..

.

Sa1;Ma1;1ðvÞ � � � Sa1;Mank ;1ðvÞ � � � Sa1;Ma1;MðvÞ � � � Sa1;ManM ;M
ðvÞ

..

.
} ..

.
} ..

.
} ..

.

SanM ;Ma1;1ðvÞ � � � SanM ;Mank ;1
ðvÞ � � � SanM ;Ma1;MðvÞ � � � SanM ;ManM ;M

ðvÞ

2
66666666666666664

3
77777777777777775

ð10:31Þ
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where Sai;kaj;lðvÞ (i¼ 1, . . . , nk; j ¼ 1; � � � ; nl ; k¼ 1, . . . , M;, l¼ 1, . . . , M) is the 3� 3 matrix of

auto/cross-spectral densities between the three fluctuating wind components at the center of the ith

segment of the kth element, as well as at the center of the jth segment of the lth element:

Sai;kaj;lðvÞ ¼
Sui;kuj;l ðvÞ Sui;kvj;l ðvÞ Sui;kwj;l

ðvÞ
Svi;kuj;l ðvÞ Svi;kvj;l ðvÞ Svi;kwj;l

ðvÞ
Swi;kuj;l ðvÞ Swi;kvj;l ðvÞ Swi;kwj;l

ðvÞ

2
664

3
775 ð10:32Þ

in which, for example, Svi;kuj;l means the cross-spectrum between v at the center of the ith segment of

the kth element and u at the center of the jth segment of the lth element. The diagonal elements of

Saa(v) are the auto-spectra of fluctuating wind at a designated location and they are real quantities. All

of the non-diagonal elements of Saa(v) are cross-spectra and complex in general, with its real part being

co-spectra of even function and its imaginary part being quadrature spectra of odd function. Thus, the

two-sided spectra (�1<v<þ1) are to be adopted in this study. In addition, it can be proved that

Saa(v) is a non-negative definite Hermitian matrix.

The conventional expressions of cross-spectra between the fluctuating wind components at two dif-

ferent spatial points, P1 and P2, can be found frequently in the literature [7–10]. To carry out a fully

coupled buffeting analysis of a three dimensional bridge, these conventional expressions are extended

with the following forms, which at the same time take into account the turbulence coherence in all three

directions along the axes of the global wind coordinate XuYvZw-system:

Sa1P1 a2P2
ðvÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sa1P1 a2P1

ðvÞSa1P2 a2P2 ðvÞ
q

Ra1P1
a2P2

ðvÞ ð10:33Þ

Ra1P1
a2P2

ðvÞ ¼ ð1� f̂ a1P1 a2P2
Þexp
�f̂ a1P1 a2P2

ðvÞ þ iwa1P1 a2P2
ðvÞ� ð10:34Þ

f̂ a1P1 a2P2
ðvÞ ¼ ½f̂ a1P1 a1P2 ðvÞ þ f̂ a2P1 a2P2

ðvÞ�=2 ð10:35aÞ

f̂ aP1 aP2
ðvÞ¼

2nxa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ca
Xu

XuP1
�XuP2

� 	h i2
þ Ca

Yv
YvP1

�YvP2

� 	h i2
þ Ca

Zw
ZwP1

�ZwP2

� 	h i2r
UP1

þUP2

ð10:35bÞ

wa1P1
a2P2

ðvÞ¼ ½wa1P1
a1P2

ðvÞþwa2P a2P2
ðvÞ�=2 ð10:35cÞ

where:

each of the subscripts a, a1 and a2 can be one of u, v and w;

Ra1P1
a2P2

is the root-coherence function between the fluctuating wind components a1 at point P1 and

a2 at point P2;

i ¼ ffiffiffiffiffiffiffi�1
p

;

XuPj
, YvPj

and ZwPj
are the coordinates of point Pj (j¼ 1, 2) in the global wind coordinate XuYv Zw

-system;

UPj
is the mean wind speed at point Pj, determined by the specified design wind speed and mean wind

profile;

Sa1Pj a2Pj
is the cross-spectrum between a1 and a2 at point Pj and is a complex function of v when a1 6¼ a2;

Ca
Xu
, Ca

Yv
and Ca

Zw
are the nine decay coefficients of turbulence coherence;

wa1a2P2
is the phase spectrum between the turbulent component a1 at point P1 and the turbulent

component a2 at point P2, and is traditionally set to zero in practice because there is little informa-

tion about it;
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and nxa are the modified frequency determined by the following equation:

nxa ¼ Gð5=6Þ
2
ffiffiffi
p

p
Gð1=3Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 70:78

nLxua
UðzÞ

 �2

s
UðzÞ
Lxua

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 þ 1

70:78

UðzÞ
Lxua


 �2
s

ð10:36Þ

where:

n¼v/2p;
Lxua is the length scale of turbulence component a in the alongwind direction;

G represents the Gamma function.

10.2.5 Aeroelastic Forces under Skew Winds

Figure 10.7 shows an arbitrary oblique segment of the bridge element submerged in a skew wind field

with the mean wind speed U and the local mean wind yaw angle b and inclination u. When the segment

oscillates due to wind, there will be some motion-dependent aeroelastic forces and moments acting on

the segment, caused by the interaction between the segment motion and the wind around the segment.

These self-excited forces are often expressed in terms of Scanlan’s flutter derivatives [11–14].

Since this investigation concerns skew winds, Scanlan’s flutter derivatives are to be measured from

the wind tunnel tests with an oblique sectional model under skew winds. Thus, they are not only the

function of the reduced frequency but also the function of b and u. Theoretically, there should be six

components of the aeroelastic forces/moments, but only the three major components, i.e. the pitching

moment Mse
a , the drag Dse

p and the lift Lseh , as shown in Figure 10.7, are generally regarded as being

significant to the buffeting response prediction of the bridge.

In this chapter, the Mse
a , D

se
p and Lseh are defined with respect to the qph-system rather than the

qph-system, because they are induced by structural motions. The positive directions ofMse
a , D

se
p and Lseh

are determined by the qph-system and are independent of b and u. Similar to that in [11–14], the fol-

lowing expressions are then adopted in this study for the self-excited aeroelastic forces acting on a unit

length segment of a bridge component under skew winds:

Mse
a ¼ 1

2
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2
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U
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ð10:37aÞ
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p ¼ 1
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Figure 10.7 Aeroelastic forces in local reference coordinate system (from [1]) (Reproduced with permission from

Elsevier).
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Lseh ¼ 1

2
rU

2
B KH	

1ðb; u;KÞ
_dh

U
þ KH	

2ðb; u;KÞ
B_da

U
þ K2H	
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B
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5ðb; u;KÞ
_dp

U
þ K2H	

6ðb; u;KÞ
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� ð10:37cÞ

where:

dp(t) and dh(t) are the dynamic displacements along the axis p and the axis h and da(t) is the dynamic

angular displacement about the axis q;

each over-dot denotes one order of partial differentiation with respect to time;

P	
i ðb; u;KÞ, H	

i ðb; u;KÞ and A	
i ðb; u;KÞ (i¼ 1, . . . , 6) are the flutter derivatives of the oblique cross

section in the mean wind direction, and take the width of the true cross-section (B) as the reference

characteristic width.

Finally, the global vector of self-excited aeroelastic forces of the whole bridge, Fse(t), can be

expressed as:

FseðtÞ ¼ �KseDðtÞ � Cse _DðtÞ ð10:38Þ

where Kse and Cse are the 6N� 6N global aerodynamic stiffness matrix and damping matrix with

respect to the XYZ-system, which can easily be obtained based on Equation 10.37 according to the

finite element technique. D(t) is the 6N� 1 vector of the nodal displacement of the whole bridge refer-

ring to the XYZ-system.

10.2.6 Governing Equation and Solution in the Frequency Domain

Under the framework of finite element approach, the governing equation for buffeting analysis of a

long-span cable-supported bridge under skew winds in the frequency domain can be expressed as:

M€DðtÞ þ C _DðtÞ þKDðtÞ ¼ FbðtÞ ð10:39Þ

where:

M ¼ Ms;K ¼ Ks þKse;C ¼ Cs þ Cse ð10:40Þ

Ms, Cs and Ks are, respectively, the global structural mass, damping and stiffness matrices of the whole

bridge with the dimensions of 6N� 6N. Fb(t) is the 6N� 1 buffeting force vector of the entire bridge

under skew winds, which is determined by Equation 10.26.

Because the number of degrees of freedom (DOF) of the finite element model of a long-span

bridge is large, the modal superposition scheme is commonly used to reduce computational

efforts when solving the governing equation in the frequency domain. Traditionally, the complete

quadratic combination (CQC) method and the square root of the sum of square (SRSS) method

are employed for the solution [15,16]. However, the CQC method needs great computational

efforts for high accuracy, while the SRSS method bears the loss of accuracy to some extent for

its facility. In this connection, a so-called pseudo-excitation method developed by Lin et al. [17–

19] is used to solve the governing equation (10.39) with less computational efforts and, at same

time, sufficient accuracy.
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Designate F the 6N�MF modal matrix containing the MF modes of vibration of the entire bridge

and introduce the following linear transformation for the buffeting displacement response of the bridge:

DðtÞ ¼ uhðtÞ ¼ ½u1; � � � ;ur; � � � ;uMF
�hðtÞ ð10:41Þ

where:

ur is the 6N� 1 mode shape vector of the rth mode;

h(t) is theMF� 1 vector of generalized displacement coordinates.

Then, Equation 10.41 can be reduced to:

~M
s
€hðtÞ þ ð~Cs þ ~C

seÞ _hðtÞ þ ð~Ks þ ~K
seÞhðtÞ ¼ ~F

bðtÞ ð10:42Þ

where ~F
bðtÞ is the MF� 1 vector of the generalized buffeting force, determined with the following

equations:

~F
bðtÞ ¼ FTFbðtÞ ¼ FTPbaðtÞ ð10:43aÞ

where ~M
s
, ~K

s
, ~C

s
, ~K

se
and ~C

se
are, respectively, the diagonal matrices of the generalized structural

stiffness and damping, and the generalized aerodynamic stiffness and damping matrices with dimen-

sions ofMF�MF:

~M
s ¼ FTMsF ð10:43bÞ

~C
s ¼ FTCsF ¼ ~M

s
Diagð2z1v1; � � � ; 2zMF

vMF
Þ; ~Cse ¼ FTCseF ð10:43cÞ

~K
s ¼ FTKsF ¼ ~M

s
Diagðv2

1; � � � ;v2
MF

Þ; ~Kse ¼ FTKseF ð10:43dÞ

where vr and zr (r¼ 1, . . . , MF) are the natural circular frequency and damping ratio, respectively, of

the rth mode of vibration of the bridge.

Provided that the fluctuating wind components in the vector a(t) are stationary random processes and

the bridge vibration is linear, ~F
bðtÞ, h(t) and D(t) are also stationary random processes. In accordance

with random vibration theory [20], the cross-spectral density matrices of h(t) and D(t) can be found

from the cross-spectral density matrix of the wind turbulence Saa(v) as follows:

ShhðvÞ ¼ ~H
	ðvÞS~F~FðvÞ~H

TðvÞ; SDDðvÞ ¼ FShhðvÞFT ð10:44Þ

S~F~FðvÞ ¼ FTPb	SaaðvÞPbTF ð10:45Þ
where Sb~F~FðvÞ is the MF�MF matrix of the generalized buffeting force spectra; and the generalized

matrix of frequency response functions of the bridge is:

~HðvÞ ¼ ð~Ks þ ~K
se � v2 ~M

sÞ þ ivð~Cs þ ~C
seÞ

h i�1

ð10:46Þ

A direct computation of Equation 10.44 is very time-consuming. However, because the cross-spectral

matrix of wind turbulence, Saa(v), is a non-negative definite Hermitian matrix, it can be expressed as

the sum of sub-spectral matrices using the L	DLT decomposition as follows:

SaaðvÞ ¼ l	ðvÞdðvÞlTðvÞ ¼
Xmp

j¼1

Saa;jðvÞ; Saa;jðvÞ ¼ dj l
	
j ðvÞlTj ðvÞ ð10:47Þ
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where:

mp� 3m is the rank of the spectral matrix Saa(v);

d(v) is a 3m� 3m real diagonal matrix;

l(v) is a 3m� 3m lower triangular matrix with all its diagonal elements being unity;

dja(v) is the jth non-zero diagonal element of dðvÞ;
lj(v) is the jth column of l(v).

As a result, Equation 10.45 becomes:

Sb~F~F ¼
Xmp

j¼1

dj
~l
	
j ðvÞ~l

T

j ðvÞ;~ljðvÞ ¼ FTPbðvÞljðvÞ ð10:48Þ

Obviously, the generalized spectral matrix Sb~F~FðvÞ is also Hermitian, and it can also be decomposed

with L	DLT as follows:

Sb~F~FðvÞ ¼ L	ðvÞDðvÞLTðvÞ ¼
XMp

r¼1

DrðvÞL	
r ðvÞLT

r ðvÞ ð10:49Þ

where:

Mp�MF is the rank of Sb~F~FðvÞ;
D(v) is a realMF�MF diagonal matrix;

L(v) is aMF�MF lower triangular matrix with all its diagonal elements being unity;

Dr(v) is the rth non-zero diagonal element of D(v);

Lr(v) is the rth column of L(v).

Physically,
ffiffiffiffiffiffi
Dr

p
LrðvÞeivt can be regarded as a harmonic generalized pseudo excitation of the gener-

alized system governed by Equation 10.42. One can then get:

~M€hp;rðv; tÞ þ ~C _hp;rðv; tÞ þ ~Khp;rðv; tÞ ¼
ffiffiffiffiffiffi
Dr

p
LrðvÞeivt ð10:50Þ

where hp,r(v,t) is the rth harmonic generalized pseudo displacement response vector corresponding to

the rth harmonic generalized pseudo wind excitation. Since this is a determinate dynamic problem, the

generalized pseudo displacement response can be easily found as follows:

hp;rðv; tÞ ¼ ~HðvÞLrðvÞ
ffiffiffiffiffiffiffiffiffiffiffiffi
DrðvÞ

p
eivt ð10:51Þ

Then, according to the principle of pseudo excitation method, the cross-spectral matrices of the gener-

alized buffeting response can be found as follows:

ShhðvÞ ¼
XMp

r¼1

h	
p;rðv; tÞhT

p;rðv; tÞ ¼
XMp

r¼1

DrðvÞ~H	ðvÞL	
r ðvÞLT

r ðvÞ~H
TðvÞ ð10:52Þ

From Equation 10.44, one can then obtain the cross-spectral matrices of buffeting response as:

SDDðvÞ ¼
XMp

r¼1

DrðvÞ~D	
p;rðvÞ~D

T

p;rðvÞ; S _D _DðvÞ ¼ v2SDDðvÞ; S€D €DðvÞ ¼ v4SDDðvÞ ð10:53Þ

~Dp;rðvÞ ¼ F~HðvÞLrðvÞ ð10:54Þ
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Furthermore, the RMS (root mean square) responses of the nodal displacement, velocity and accelera-

tion can be calculated through the integral of corresponding spectrum in the frequency domain:

sDi
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

Zþ1

0

SDi
ðvÞd v

vuuut ð10:55Þ

where:

Di¼ (xi, yi, zi, uxi, uyi, uzi)
T and sDi

are the nodal displacement vector and RMS response vector of the

nodal displacement at the ith node;

SDi
is the auto-spectral vector at the ith node, extracted from the diagonal elements of the cross-spectral

matrices SDD(v).

10.3 Formulation in the Time Domain

The frequency domain approach for predicting the buffeting response of long-span cable-supported

bridges under skew winds is now extended to the time domain [21]. The buffeting forces on an oblique

strip of the bridge deck in the mean wind direction are derived in terms of aerodynamic coefficients

measured under skew winds and equivalent fluctuating wind velocities, with aerodynamic impulse

functions [22] included. The time histories of equivalent fluctuating wind velocities and then buffeting

forces along the bridge deck are simulated using the spectral representation method [23,24]. The self-

excited forces on an oblique strip of the bridge deck are represented by the convolution integrals

involving aerodynamic impulse functions and structural motions [22]. The aerodynamic impulse func-

tions of self-excited forces are derived from experimentally measured flutter derivatives under skew

winds, using rational function approximations. The governing equation of motion of a long-span cable-

supported bridge under skew winds is established using the finite element method and is solved by

using the Newmark numerical method.

10.3.1 Buffeting Forces due to Skew Winds in the Time Domain

Based on the discussions in Section 10.2 and Equation 10.26, the buffeting forces due to skew winds in

the global structural coordinate system in the time domain can be given as

FbðtÞ ¼ PbaðtÞ ¼
Xn
i¼1

Tb
i F

b

i ðtÞ ð10:56Þ

where:

F
b

i ðtÞ is the 12� 1 vector of buffeting forces at the nodes of the ith element with respect to the global

structural coordinate XYZ-system;

Tb
i (i¼ 1, . . . , n) is the N� 12 matrix, with its elements being either zero or unit to locate the vector

F
b

i ðtÞ at the proper position in the global vector FbðtÞ;
n is the number of the total elements on which the buffeting forces need to be accounted.

With reference to Equation 10.25 and considering one element as a segment, the expression of F
b

i ðtÞ
can be written as:

F
b

i ðtÞ ¼ TGsLs;i
~N
T

i TLsLw;iP
b

i ðtÞ ð10:57Þ
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where:

P
b

i ðtÞ ¼ f
bðtÞ � A

b
aðtÞ is the 6� 1 vector of buffeting forces per unit length of the ith oblique strip

(element) of the bridge deck with respect to the local mean wind coordinate qph-system;

TLsLw; is the 6� 6 transformation matrix from the local wind coordinate system qph to the local struc-

tural coordinate system xyz for the ith element;
~Ni is the 6� 12 matrix of the displacement interpolation functions of the ith element as used in the

conventional finite element method;

TGsLs;i is the 12� 12 transformation matrix from the local xyz-system to the global XYZ-system for

the ith element.

The vector P
b

i ðtÞ is the function of the air density r, the element width Bi, the mean wind speed at the

center of the element Ui, the fluctuations of wind velocity at the center of the element ui(t), vi(t) and

wi(t), the aerodynamic impulse functions of the element under skew winds, the aerodynamic coeffi-

cients and their derivatives of the element under skew winds, the coordinate transformation matrix

TLrGw,i and others. The resulting expression is as follows:

P
b

i ðtÞ ¼

Cb
q;iðtÞ

Db
p;iðtÞ

Lb
h;i
ðtÞ

Mb
a;iðtÞ

Mb
g;iðtÞ

Mb
w;iðtÞ

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>;

¼ rUiBi
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a11uCb

q;i
;eqðtÞ þ a12vCb

q;i
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a21uDb
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;eqðtÞ þ a22vDb
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;eqðtÞ þ a23wDb
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a31uLb
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h;i
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a41uMb
a;i
;eqðtÞ þ a42vMb

a;i
;eqðtÞ þ a43wMb

a;i
;eqðtÞ

a51uMb

g;i
;eqðtÞ þ a52vMb

g;i
;eqðtÞ þ a53wMb

g;i
;eqðtÞ

a61uMb

w;i
;eqðtÞ þ a62vMb

w;i
;eqðtÞ þ a63wMb

w;i
;eqðtÞ

2
6666666666666664

3
7777777777777775

ð10:58Þ

where:

Cb
q;iðtÞ, Db

p;iðtÞ, Lbh;iðtÞ, Mb
a;iðtÞ, Mb

g;iðtÞ and Mb
w;iðtÞ are the buffeting crosswind force, drag, lift, pitching

moment, rolling moment and yawing moment on the ith oblique element of the bridge deck with

respect to the local wind coordinate qph system, respectively;

ajk (j¼ 1,2 . . . , 6; k¼ 1,2 . . . , 6) are the coefficients which are the function of aerodynamic coeffi-

cients and their derivatives of the element under skew winds and the coordinate transformation

matrix TLrGw;i[21];

u
P
b

i ;eq
ðtÞ, v

P
b

i ;eq
ðtÞ, w

P
b

i ;eq
ðtÞ (Pb

i ¼ Cb
q;i, D

b
p;i, L

b

h;i
, Mb

a;i, M
b
g;i and Mb

w;i) are six sets of equivalent fluctuat-

ing wind velocities defined as follows:

uCb

q;i
;eqðtÞ vCb

q;i
;eqðtÞ wCb

q;i
;eqðtÞ

n oT

¼
Z t

�1
I
C
b;u

q;i

ðt� tÞuiðtÞdt
Z t

�1
I
C
b;v

q;i

ðt� tÞviðtÞdt
Z t

�1
I
C
b;w

q;i

ðt� tÞwiðtÞdt
� �T ð10:59aÞ

uDb

p;i
;eqðtÞ vDb

p;i
;eqðtÞ wDb

p;i
;eqðtÞ

n oT

¼
Z t

�1
I
D

b;u

p;i

ðt� tÞuiðtÞdt
Z t

�1
I
D
b;v

p;i

ðt� tÞviðtÞdt
Z t

�1
I
D

b;w

p;i

ðt� tÞwiðtÞdt
� �T ð10:59bÞ
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uLb
h;i
;eqðtÞ vLb

h;i
;eqðtÞ wLb

h;i
;eqðtÞ

n oT

¼
Z t

�1
I
L
b;u

h;i

ðt� tÞuiðtÞdt
Z t

�1
I
L
b;v

h;i

ðt� tÞviðtÞdt
Z t

�1
I
L
b;w

h;i

ðt� tÞwiðtÞdt
� �T ð10:59cÞ
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;eqðtÞ wMb
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n oT
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Z t

�1
I
M
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I
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b;v

a;i

ðt� tÞviðtÞdt
Z t
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I
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uMb
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;eqðtÞ wMb
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;eqðtÞ

n oT

¼
Z t
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M
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uMb
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;eqðtÞ vMb

w;i
;eqðtÞ wMb

w;i
;eqðtÞ

n oT

¼
Z t

�1
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M
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Z t
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M

b;v
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ðt� tÞviðtÞdt
Z t
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I
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where:

the superscript T represents the matrix operation of transpose;

I
P
b;u

i

ðt� tÞ, I
P
b;v

i

ðt� tÞ and I
P
b;w

i

ðt� tÞ (Pb

i ¼ Cb
q;i, D

b
p;i, L

b

h;i
, Mb

a;i, M
b
g;i and Mb

w;i) are the aerodynamic

impulse functions of the ith oblique element.

Equation 10.59 indicates that six sets of equivalent turbulent wind velocities are needed to describe

the corresponding six-component buffeting forces.

Each set of equivalent turbulent wind velocities along the bridge deck can be simulated using the

spectral representation method [23,24]. Let us take the equivalent turbulent wind velocities associated

with the drag force as an example. The equivalent turbulent wind velocities along the bridge deck in the

lateral direction can be expressed as a multivariate stochastic process:

fDb

p
;eqðtÞ ¼ uDb

p;1
;eqðtÞ vDb

p;1
;eqðtÞ wDb

p;1
;eqðtÞ . . . . . . uDb

p;n
;eqðtÞ vDb

p;n
;eqðtÞ wDb

p;n
;eqðtÞ

n oT

ð10:60Þ

The cross-spectral density matrix of fDb

p
;eqðtÞ is a 3n� 3n matrix S0

Db

p

ðvÞ given by

S0
Db

p

ðvÞ ¼
SDb

p
;11ðvÞ � � � SDb

p
;1nðvÞ

� � � } � � �
SDb

p
;n1ðvÞ � � � SDb

p
;nnðvÞ

2
64

3
75 ð10:61Þ

SDb

p
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� �
SDb

p
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� �
SDb

p
;eq;uw Pj ;Pk;v

� �
SDb

p
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� �
SDb

p
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� �
SDb

p
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� �
SDb

p
;eq;wu Pj ;Pk;v

� �
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p
;eq;wv Pj ;Pk;v

� �
SDb

p
;eq;ww Pj ;Pk;v

� �
2
664

3
775

ðj ¼ 1; 2; . . . ; n; k ¼ 1; 2; . . . ; nÞ
ð10:62Þ
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SDb

p
;eq;abðPj ;Pk;vÞ ¼ I

D
b;a

p

ðvÞI	Db;b

p

ðvÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SabðPj ;vÞSabðPk;vÞ

q
RabðPj ;Pk;vÞ

ða ¼ u; v;w; b ¼ u; v;wÞ
ð10:63Þ

where:

SDb

p
;jkðvÞ is the 3� 3 matrix of the cross-spectral density functions between three equivalent turbulent

wind velocities at the center point (point j) of the jth element and the center point (point k) of the kth

element;

Rab(Pj,Pk,v) is the coherence function between turbulent wind components a and b at point j and point k;

Sab(Pj,v) is the cross-spectral density function between turbulent wind components a and b at the same

point j;

the product I
D
b;a

p

ðvÞI	Db;b

p

ðvÞ is defined as aerodynamic admittance functions;

I
D

b;a

p

ðvÞ and I
D

b;b

p

ðvÞ are, respectively, the Fourier transform of I
D
b;a

p

ðtÞ and I
D
b;b

p

ðtÞ;
the superscript 	 denotes a complex conjugate operation.

The matrix S0
Db

p

ðvÞ can be decomposed into the following product with Cholesky’s method:

S0
Db

p

ðvÞ ¼ H
Dpb

ðvÞDb

pHT	
Db

p

ðvÞ ð10:64Þ

Based on the spectral representation method [23,24], the equivalent turbulent wind velocities along the

bridge deck,fDb

p

ðtÞ, associated with the drag force, can be simulated by the following series as N ! 1:

f Db

p
;jðtÞ ¼

ffiffiffiffiffiffiffiffiffi
2Dv

p Xj
m¼1

XN
l¼1

HDb

p
;jkðvmlÞ

��� ���cosðvmlt� uDb

p
;jkðvmlÞ þFmlÞ; j ¼ 1; 2; 3; . . . ; 3n ð10:65Þ

where:

Dv ¼ vup=N is the frequency increment;

vup is an upper cutoff frequency beyond which the elements of the cross-spectral density matrix S0
Db

p

ðvÞ
are assumed to be zero;

HDb

p
;jkðvmlÞ is the element of HDb

p

ðvmlÞ at the jth row and kth column;

uDb

p
;jkðvmlÞ ¼ tan�1 Im½HDb

p
;jkðvmlÞ�=Re½HDb

p
;jkðvmlÞ�

n o
, which is the complex phase angle of

HDb

p
;jkðvmlÞ; Im½HjkðvmlÞ� and Re½HDb

p
;jkðvmlÞ� represent the imaginary and real parts of HDb

p
;jkðvmlÞ

respectively;

F1l, . . . , Fjl, l ¼ 1; 2; . . . ;N are the sequences of independent random phase angles distributed uni-

formly over the interval [0, 2p];

vml is of the double-indexing of the frequencies:

vml ¼ ðl � 1þm=3nÞDv; l ¼ 1; 2; . . . ;N ð10:66Þ

The application of the fast Fourier transform technique to the above algorithm can improve dramati-

cally the computational efficiency for simulating the equivalent turbulent wind velocities fDb

p

ðtÞ. The
detail procedure of the fast Fourier transform technique is given by Deodatis [24]. The simulated

time histories of equivalent turbulent wind velocities along the bridge deck associated with the drag

force include not only the characteristics of incoming turbulent wind but also the aerodynamic admit-

tance functions of the bridge deck.
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The same procedure can be applied to generate the time histories of equivalent turbulent wind veloc-

ities along the bridge deck associated with other forces. Finally, the time histories of buffeting forces

along the bridge deck can be obtained through Equations 10.56 to 10.58.

10.3.2 Self-Excited Forces due to Skew Winds in the Time Domain

The self-excited forces acting on the bridge deck due to wind-structure interaction can be expressed as

a function of mean wind speed, the aerodynamic impulse functions associated with the flutter deriva-

tives measured under skew winds, and the bridge motion [22]. By performing a series of coordinate

transformations, the vector of self-excited forces acting on the bridge deck due to skew winds in the

global structural coordinate system can be found as:

FseðtÞ ¼
Xn
i¼1

Tse
i F

se

i ðtÞ ð10:67Þ

where:

F
se

i ðtÞ is the 12� 1 vector of self-excited forces at the nodes of the ith element of the bridge deck with

respect to the global structural coordinate XYZ-system;

Tse
i (i¼ 1, . . . , n) is the N� 12 matrix, with its elements being either zero or unit to locate the vector

F
se

i ðtÞ at the proper position in the global vector FseðtÞ.

The expression of F
se

i ðtÞ can be written as:

F
se

i ðtÞ ¼ TGsLs;i
~N
T

i TLsLrP
se

i ðtÞ ð10:68Þ

where:

P
se

i ðtÞ is the 6� 1 vector of self-excited forces per unit length of the ith oblique element of the bridge

deck with respect to the local reference coordinate qph-system;

TLslr,i is the 6� 6 transformation matrix from the local reference coordinate system qph to the local

structural coordinate system xyz for the ith element.

The vector P
se

i ðtÞ includes six components:

P
se

i ðtÞ ¼ Cse
q;iðtÞ Dse

p;iðtÞ Lseh;iðtÞ Mse
a;iðtÞ Mse

g;iðtÞ Mse
w;iðtÞ


 �T ð10:69Þ

where Cse
q;iðtÞ, Dse

p;iðtÞ, Lseh;iðtÞ, Mse
a;i, M

se
g;iðtÞ and Mse

w;iðtÞ are, respectively, the self-excited crosswind

force, drag force, lift force, pitching moment, rolling moment and yawing moment on the ith oblique

element of the bridge deck with respect to the local reference coordinate qph system.

Generally, only the self-excited drag force Dse
p;iðtÞ, the lift force Lseh;iðtÞ and the pitching moment

Mse
a;iðtÞ are regarded to be important to the buffeting response prediction of the bridge [12,13]. Corre-

spondingly, wind tunnel tests were performed to determine the flutter derivatives associated with these

three forces under skew winds (see Section 10.5), and the other three forces, Cse
q;iðtÞ,Mse

g;iðtÞ andMse
w;iðtÞ

are omitted.

The vector P
se

i ðtÞ is the function of the air density r, the element width Bi, the mean wind speed at the

center of the element Ui, the aerodynamic impulse functions associated with the flutter derivatives of
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the element under skew winds, and the structural motion at the center of the element. It can be

expressed as follows:

P
se

i ðtÞ ¼

0

Dse
p;iðtÞ
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Mse
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ð10:70Þ

where dcep;iðtÞ and dceh;iðtÞ are the transverse displacements along the axis p and the axis h, respectively,

and dcea;iðtÞ is the torsional displacement around the axis q at the center of the ith element with respect to

the local reference coordinate system qph. These displacements, with respect to the local reference

coordinate system, can be related to those at the nodes of the element with respect to the local structural

coordinate system through the coordinate transformation and displacement interpolation function.

f Dse
a;i
ðtÞ, f Lsea;i ðtÞ, and f Mse

a;i
ðtÞ (a¼ p, h, a) are the aerodynamic impulse functions, which can be

obtained from the experimentally measured flutter derivatives of the oblique element of the bridge

deck using the rational function approximation approach. For example, f Mse
a;i
ðtÞ can be given by:

f Mse
a;i
ðtÞ ¼ cMse

a;i ;1
dcea;iðtÞ þ
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Ui
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ce
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where:

the value of mMse
a;i
determines the level of accuracy of the approximation;

cMse
a;i ;i

and dMse
a;i ;k

(i¼ 1,2, . . . ,mMse
a;i
; k¼ 3, . . . ,mMse

a;i
) are the dimensionless coefficients, which can

be determined by the non-linear least-squares fit of the flutter derivatives A	
2 and A	

3 simultaneously

as follows [25]:
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ð10:72Þ

406 Wind Effects on Cable-Supported Bridges



in which Vi ¼ ð2pUiÞ=ðBivÞ is the reduced mean wind velocity. The substitution of Equation 10.71 to

Equation 10.70 then yields:
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where IPse
a;i ;k

ðtÞ (Pse
a;i ¼ Dse

p;i;D
se
h;i;D

se
a;i; L

se
p;i; L

se
h;i; L

se
a;i;M

se
p;i;M

se
h;i;M

se
a;i; k ¼ 3, . . . , mPse

a;i
) are the convolu-

tion integrations of the ith element, which can be calculated using a recursive algorithm. For instance,
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10.3.3 Governing Equation and Solution in the Time Domain

The governing equation of motion of a long-span cable-supported bridge under skew winds in the fre-

quency domain is expressed by Equation 10.39, in which the self-excited forces are shifted to the left

side of the equation. In the time domain, the self-excited forces remain at the right side of the equation

expressed as:

Ms €DðtÞ þ Cs _DðtÞ þKsDðtÞ ¼ FbuðtÞ þ FseðtÞ ð10:76Þ

where:

Ms, Cs and Ks are, respectively, the N�N mass, damping, and stiffness matrices of the entire bridge;

Fbu(t) and Fse(t) are, respectively, the buffeting and self-excited force vectors of N dimensions due to

skew winds;

D(t) is the global nodal displacement vector of N-dimensions;

N is the number of the total degrees of freedom of the entire bridge.

Newmark’s constant-average-acceleration scheme is used to find the step-by-step solution for the

governing equation of motion of the bridge under skew winds. Rewrite the governing equation of

motion for the time step tþDt:

Ms €Dðtþ DtÞ þ Cs _Dðtþ DtÞ þKsDðtþ DtÞ ¼ Fbuðtþ DtÞ þ Fseðtþ DtÞ ð10:77Þ

where Dt is the time interval. The formulations for the nodal displacement, velocity, and acceleration at

time tþDt can be obtained as:

Dðtþ DtÞ ¼ ~K
�1~Fðtþ DtÞ ð10:78aÞ

€Dðtþ DtÞ ¼ a0ðDðtþ DtÞ � DðtÞÞ � a2 _DðtÞ � a3 €DðtÞ ð10:78bÞ
_Dðtþ DtÞ ¼ _DðtÞ þ a6 €DðtÞ þ a7 €Dðtþ DtÞ ð10:78cÞ

where

~K ¼ Ks þ a0M
s þ a1C

s ð10:79aÞ

~Fðtþ DtÞ ¼ Fbuðtþ DtÞ þ Fseðtþ DtÞ þMsða0DðtÞ þ a2 _DðtÞ þ a3 €DðtÞÞ
þ Csða1DðtÞ þ a4 _DðtÞ þ a5 €DðtÞÞ ð10:79bÞ

in which ai (i¼ 0,1 . . . , 7) are the constant coefficients given by [26]:

a0 ¼ 1

bDt2
; a1 ¼ g

bDt
; a2 ¼ 1

bDt
; a3 ¼ 1

2b
� 1 ð10:80aÞ

a4 ¼ g

b
� 1; a5 ¼ g

b
� 2


 �
Dt

2
; a6 ¼ ð1� gÞDt; a7 ¼ gDt ð10:80bÞ

where g and b are taken as 0.5 and 0.25 in this study. Note that the self-excited force vector on the

bridge, Fse(tþDt) in Equation 10.77, is the function of bridge motion. Iterations should be performed

in each time step. For instance, for the time step tþDt, first use the self-excited force Fse(t) in the time

step t to replace Fse(tþDt) in Equation 10.77 to compute the motion of the bridge deck, then use the
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computed bridge motion to calculate the self-excited forces again. Repeat the above two steps until the

bridge motion is converged to the prescribed criteria.

10.4 Aerodynamic Coefficients of Bridge Deck under SkewWinds

To perform a satisfactory comparison of buffeting response of the Tsing Ma suspension bridge between

field measurement and analysis and to verify the proposed frameworks for buffeting analysis of long-

span cable-supported bridges under skew winds, the aerodynamic coefficients and flutter derivatives of

the bridge deck under skew winds have to be measured through wind tunnel tests. Thus, special test rigs

and the models of a typical deck section of the Tsing Ma Bridge were designed. The tests were carried

out in the TJ-2 Wind Tunnel of the State Key Laboratory for Disaster Reduction in Civil Engineering at

Tongji University, Shanghai, China. Following is a brief description of the wind tunnel tests. Detailed

information on the design of sectional models, the development of test rigs and measurement systems

and the analysis of test results can be found in Zhu et al. [27,28].

Rather than traditional wind tunnel tests for measuring aerodynamic coefficients of a bridge deck

under normal wind, a sectional model of parallelogram was used to measure aerodynamic coefficients

of a bridge deck under skew winds. The oblique sectional model was installed vertically in the wind

tunnel (see Figure 10.8).

To alleviate 3-D flow effects around the two ends of the oblique sectional model, two surrounding

segments (upper and lower) were introduced and each was mounted close to one end of, but free from

any contact with, the sectional model (the measured segment). To accommodate a few yaw angles in

the test using one sectional model, two adjustable parts were designed and placed between the top part

and the middle part, and between the bottom part and the middle part, of the model separately (see

Figure 10.9).

Each adjustable part consisted of four small triangular wedges used to adjust the middle part to form

a measured segment, and the top and bottom parts to form the upper and lower surrounding segments

for five designated yaw angles (b¼0�, 5�, 13�, 20� and 31�). The geometric scale of the deck sectional

model of the Tsing Ma Bridge was set as 1:100 after a careful consideration of many factors. These

included the size of the working section of the wind tunnel, the requirement for the model to have a

Figure 10.8 Static sectional model of the Tsing Ma bridge deck (b ¼ 31�, u ¼ �10�) (from [27]) (Reproduced

with permission from Elsevier).
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sufficiently large aspect ratio (length-over-width), the high stiffness and lightweight requirement for the

measured segment of the model, and the sensitivity and capacity of the force balance.

As a result, the width of sectional model is 410mm. The total length of the test model is 2210mm, in

which the length of the oblique sectional model (the middle measured segment) is 1060mm, the length

of longer side of the upper surrounding segment is 495mm and the length of shorter side of the lower

segment is 647mm. The gaps between the top part and the middle part, and between the bottom part

and the middle, part, are each 4mm.

The bottom part of the model was mounted rigidly on the turntable of the wind tunnel through a

special apparatus called a yaw angle device, which was made of steel and designed in such a way that

the model could be adjusted to meet the desired yaw angle. The desired angle of inclination was real-

ized by rotating the turntable. There were two steel pipes installed on the top of the bottom part of the

model – one on the left and the other on the right, as shown in Figure 10.10.

The left steel pipe had an outer diameter of 48mm. Fixed at the top of the left steel pipe was a six-

component force balance, shown in Figure 10.10 as a black cylinder. The middle measured segment of

the model was then rigidly connected to the force balance through its strong diaphragm. The right steel

pipe went through the middle part without any contact to rigidly support the top part of the model. The

outer diameter of the right steel pipe was 42mm. The top of the force balance was 508mm away from

the top end of the middle part. The longitudinal axis of the force balance was parallel with the longitu-

dinal axis of the deck model, but away from the deck longitudinal axis at 97.5mm along the deck

width and at 2.2mm along the deck height with reference to the upper surface of the deck model.

Enough spaces were kept between the measured segment and the steel pipes to prevent any contact

during the test.

The TJ-2 Wind Tunnel of Tongji University is a boundary layer tunnel of closed-circuit-type. The

working section of the tunnel is 3m wide, 2.5m high and 15m long. The achievable mean wind speed

ranges from 0.5m/sec to 68.0m/sec, adjustable continuously. All of the tests for determining aerody-

namic coefficients of the bridge deck were carried out in smooth flow. The thickness of boundary layers

near the walls, floor and ceiling of the tunnel was less than 150mm. The maximum non-uniformity of

mean wind within the cross section, excluding the boundary areas, was less than 1% and the turbulence

intensity within the same cross section was less than 0.5%. The horizontal yaw angle and vertical incli-

nation angle of the mean wind in the tunnel were less than 0.5�.
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Figure 10.9 Configuration and constitution of static deck sectional model (from [27]) (Reproduced with

permission from Elsevier).
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The tests were carried out under a mean wind of 15m/sec. To enrich the database for generating

curves of aerodynamic coefficients and to understand the effect of model end angle, it was decided that

the model was to be tested under a wide combination of yaw angles, from 0� to 34� at an interval of 1�

or 2�, and inclination angles from �10� to þ10� at an interval of 1�. As a result, there were a total of
735 cases tested. For each test case, the measurement was repeated for at least three times. Each single

measurement lasted for 10 seconds, with a sample frequency of 500Hz. The trial tests showed that the

test results in terms of aerodynamic coefficients were repeatable. The discrepancies among the three

test results were small at the levels from 0.2% to 1%.

The six aerodynamic forces/moments applied on the test segment were measured by the six-compo-

nent force balance. The measured forces/moments were then used to calculate the aerodynamic coeffi-

cients with respect to the local wind coordinates qph and the true width of the cross-section. The

measurement data were selected and grouped to form two databases: one for lift force, drag force and

pitching moment coefficients; the other for crosswind force, rolling moment and yawing moment coef-

ficients. Interpolation and the curve-fitting technique were employed on each database to generate the

curves of six aerodynamic coefficients as functions of both mean wind inclination and yaw angle.

Figure 10.10 Force balance and steel pipes in model (from [27]) (Reproduced with permission from Elsevier).
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Figure 10.11 depicts variations of six aerodynamic coefficients with the angle of inclination for a

series of yaw angles. It can be seen that, with the increase of wind inclination, the lift coefficient grows

from negative to positive, while the pitching moment coefficient goes down from positive to negative,

according to the sign convention set in this investigation. The drag coefficient is always positive and

attains the minimum value in the inclination range between 2.0� and 3.0� for all the concerned yaw

angles. The slopes of drag coefficient curves are negative up to the inclination of 2.0� and 3.0� and then
become positive.

Within the inclination range from �7.0� to þ7.0�, the crosswind force coefficient decreases mono-

tonically for all the concerned yaw angles. For yaw angles greater than 10�, the rolling moment

coefficient decreases from positive value to negative value with the increase of inclination angle. When

the yaw angle is less than 15�, the yawing moment coefficient becomes small as the inclination grows

up. However, when the yaw angle ranges from 20� to 35�, the yawing moment coefficient curve has a

maximum value around u ¼ 0�. Both the rolling and yawing moment coefficients are very small when

the yaw angle is less than 5�.
Major conclusions drawn from the wind tunnel tests are as follows:


 The drag, lift, and pitching moment coefficients were much larger than the crosswind force, rolling

moment and yawing moment coefficients, even at a large yaw angle of 31�.

 The variation of lift coefficient with yaw angle was small for an angle of inclination less than 5�. The
value of drag coefficient, however, decreased with increasing yaw angle for all the concerned angles
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Figure 10.11 Variations of aerodynamic coefficients with angle of inclination (from [27]) (Reproduced with

permission from Elsevier).
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of inclination, whereas the value of pitching moment increased with increasing yaw angle for angles

of inclination less than 10�.

 With increase of wind inclination, the lift coefficient changed from negative value to positive value,

while the pitching moment coefficient went down from positive to negative. The drag coefficient was

always positive and attained the minimum value in the inclination range between 2.0� and 3.0� for all
the concerned yaw angles.


 The coefficients of the aerodynamic force along the model axis q, and the aerodynamic moments

around the model axes p and h, were not zero for the non-zero yaw angle, as is assumed in the cosine

rule. They became noticeably large for larger yaw angles.

 The coefficients of the aerodynamic forces along the model axes p and h, and the aerodynamic

moment around the model q-axis, did not comply with the traditional cosine rule, particularly for

large yaw angle cases.

10.5 Flutter Derivatives of Bridge Deck under SkewWinds

To facilitate the investigation of flutter derivatives of the bridge deck under skew winds, the dynamic

sectional deck model was designed as an oblique strip composed of five major parts: one middle part,

two end parts and two support arms between the middle and end parts (see Figure 10.12) [28].

The length of the middle part was 2.407m for a 1/100 geometric scale and it remained unchanged in

all the tests. The two end parts of the model were trapezoidal, and its length changed with designated
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Figure 10.11 (Continued )
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yaw angle. Five yaw angles – i.e. 0�, 5�, 13�, 20� and 31� – were concerned in this investigation. In

correspondence with the five yaw angles, five pairs of the end parts were made. The short side length

of the end part was 0.013m for all the test cases, while the long side length varied according to the

function of 0:013þ 0:41tanb. The two support arms, each 0.024m wide, were suspended by eight

helical springs from the wind tunnel and kept horizontal in all the test cases when there was no wind in

the tunnel (see Figure 10.13).
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Figure 10.12 Dynamic sectional model of bridge deck under yaw wind (from [28]) (Reproduced with permission

from Elsevier).

Figure 10.13 Installation of dynamic sectional model in TJ-2 wind tunnel (b ¼ 31�) (from [28]) (Reproduced with

permission from Elsevier).
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The middle part and the two end parts were then properly connected to the two support arms to form

a complete test model. The two ends of the model were always kept in parallel to the incident wind in

the wind tunnel. To facilitate adjustment of the sectional model to each of the five designated wind yaw

angles, there were two broken-line tracks fixed on the ceiling and another two on the floor of the wind

tunnel (see Figure 10.13). Five sets of screw eyes were bored and labeled on the tracks for the five

designated yaw angles. There were two sets of holes on the aluminum support arm. Corresponding to

the two sets of holes on the support arm, there were two sets of screw eyes drilled on the aluminum end

plate of the middle part just next the big hole. These holes and screw eyes were used to adjust the

inclination of the model. The inclination of the model concerned in this study ranged from 0� to �5�.
The length-to-width ratio of the model in all the test cases was greater than 6.0. Thus, the three-dimen-

sional flow effect around the two ends of the model was regarded insignificant.

The test sectional model simulated the first symmetric vertical bending mode of vibration and

the first symmetric torsional mode of vibration of the bridge [29]. The frequency ratio between the

first torsional mode and the first vertical bending mode of similar shape is 0.1366Hz. The stiffness

of eight helical springs and the distance between each pair of springs across the model width were

determined in accordance with the similarity law to satisfy the required frequency ratio. To have a

better wind tunnel simulation using a 2DOF sectional deck model, the effects of motion of other

bridge components, such as towers and cables, and the effects of other modal components can be

taken into consideration indirectly. In this connection, the effective mass and the effective mass

moment of inertia of the prototype bridge deck are used and targeted in the design, together with

the frequency ratio.

The coupled 2DOF free decay vibration was performed to identify the eight flutter derivatives A	
i and

H	
i (i¼ 1,2,3,4) in conjunction with the unifying least square (ULS) method [30]. Theoretically, the

ULS method can be used to identify all of the 18 flutter derivatives using a 3DOF sectional bridge deck

model. However, due to the lack of a more inclusive experimental setup to accommodate the 3DOF

bridge deck model, only the eight flutter derivatives associated with the vertical and torsional motions,

namely H	
i and A	

i (i¼ 1,2,3,4), were measured. The flutter derivatives are functions of reduced

velocity/frequency, wind inclination, and wind yaw angle.

Seven model inclinations (u¼ 0�, �2�, �3�, �5�) and five yaw angles (b¼ 0�, 5�, 13�, 20�, 31�)
were considered, resulting in a total of 35 cases. To obtain the time-histories of free decay curves of the

model at a given position and a given wind speed, two accelerometers were mounted on one support

arm and a third was mounted on the other support arm. The vertical response of the model was obtained

by averaging the outputs from the two accelerometers arranged in the diagonal. The torsional response

was gained by multiplying the difference between the two outputs from the two accelerometers on the

same support arm by a factor.

The acceleration signals from the accelerometers were sampled at 500Hz. The digital acceleration

data from the three channels were immediately analyzed using a computer program implementing the

ULS method to extract the flutter derivatives. The test was repeated at least three times for each wind

speed and each model position, and the average values of flutter derivatives were stored into the test

database for further analysis.

The test data of flutter derivatives for a given model position were interpolated/extrapolated and

fitted to generate the design curves of eight flutter derivatives H	
i and A	

i (i¼ 1,2,3,4). Figure 10.14

shows the three major flutter derivatives H	
1, A

	
2 and A	

3 measured at an inclination u¼0� and �3� for

yaw angles b¼ 0�, b¼ 5�, b¼ 13�, b¼ 20�, and b¼ 31�. Further details can be found in [28].
Major conclusions can be drawn from the test results as follows:


 The effect of wind yaw angle on the flutter derivatives H	
1, H

	
2, H

	
3, A

	
2 and A	

3 was, in general, not

conspicuous in the range of lower reduced velocity, but became considerable in the range of higher

reduced velocity. The flutter derivatives H	
4, A

	
1 and A	

4, however, oscillated remarkably with reduced

velocity and were affected by the wind yaw angle within the whole range of reduced velocity.
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 The eight flutter derivatives were sensitive to wind inclination, particularly in the range of higher

reduced velocity.

 The critical wind speed of the Tsing Ma Bridge may not increase with increasing wind yaw angle.

The lowest critical wind speed could occur when the mean wind deviated from the normal of the

bridge axis. The discrepancies between the two sets of flutter critical wind speeds obtained from the

single DOF torsional flutter analysis and the two DOF coupled flutter analysis are very small (<8%)

when wind inclination is not zero. However, the discrepancy becomes considerably larger (more than

15%) when wind inclination is zero.
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Figure 10.14 Flutter derivative curves: H	
1 vs. U=f B. Flutter derivative curves: A	

2 vs. U=f B. Flutter derivative

curves: A	
3 vs. U=f B (from [28]) (Reproduced with permission from Elsevier).
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 In general, the major flutter derivatives estimated by the empirical formulas based on the skew wind

theory [31] deviated considerably from the measured results. The major flutter derivatives could be

estimated using the empirical formulae only in the range of lower reduced velocity.

10.6 Aerodynamic Coefficients of Bridge Tower Under SkewWinds

To be consistent with wind tunnel tests for aerodynamic coefficients and flutter derivatives of the

bridge deck under skew winds, a detailed wind tunnel investigation for determining the mean aero-

dynamic coefficients of the tower legs and transverse beams of the Tsing Ma Bridge in various

arrangements, and under smooth flow condition, were performed [32]. The aerodynamic coeffi-

cients of the lower and upper segments of the windward and leeward tower legs, and those of the

transverse beams at different levels, with and without the dummy bridge deck model, were meas-

ured as a function of yaw wind angle. The effects of wind interference among the tower compo-

nents, and the influence of the bridge deck on the tower aerodynamic coefficients, were also

investigated.

The Tsing Ma Bridge has two H-shaped concrete towers, each is composed of two reinforced con-

crete legs and four deep transverse pre-stressed concrete beams. The two towers are almost identical, so

only one tower was selected and tested. According to the wind tunnel size, the geometrical scale of the

tower was selected as 1 : 100. The height of the tower model was 1935.1mm.
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The tower model was assembled from two tower legs and four transverse beams (see Figure 10.15).

A circular steel plate was fixed at the base of each leg. The two legs and the four transverse beams

could be disconnected and remounted in different ways, depending on the test cases. To consider the

influence of the bridge deck on the wind flow around the bridge tower, a section equivalent to a

180.00m long segment of the full-scale bridge deck was connected to the bridge tower. This section

was considered to be a dummy deck model in the wind tunnel tests. It was made of foam plastic and

mounted on the tower model symmetrically with respect to the tower plane. The transverse beam below

the dummy deck model is defined as lower transverse beam, and all other beams as upper transverse

beams.

A total of nine cases were considered in this wind tunnel investigation.

In Case 1, the aerodynamic forces acting on one single tower leg were measured with the dummy

deck, the dummy tower leg and the transverse beams in place. The four transverse beams were con-

nected to the dummy tower leg, which was fixed to the top plate of the turntable. The instrumented

tower leg was centrally mounted on a five-component force balance through the aluminum link. The

force balance was vertically connected to the balance support post, which was firmly mounted at the

center of the base plate of the turntable. The dummy deck model was symmetrically installed with

respect to the tower, but it was fixed directly to the turntable through four vertical thin bars (Figure

10.15). Small gaps of about 3mm in width were left between the instrumented tower leg and the four

transverse beams, and between the instrumented tower leg and the deck model.

In Cases 2 to 5, the aerodynamic forces acting on each transverse beam were measured with the

dummy deck model in place. The measurement of aerodynamic forces on each transverse beam was

indirect; for example, to determine the aerodynamic forces on the upper transverse beam, the element

was disconnected from the dummy tower leg and rigidly connected to the instrumented tower leg at the

original level. The total aerodynamic forces acting on the instrumented tower components, including

Figure 10.15 Tower leg measurements with bridge deck (from [32]) (Reproduced with permission from Techno

.Press).
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both the instrumented tower leg and the upper transverse beam, were measured in a way similar to

Case 1. The aerodynamic forces on the upper transverse beam were then calculated by subtraction of

the aerodynamic forces on the instrumented tower leg obtained in Case 1 from the measurements

obtained in the present case.

The aerodynamic forces acting on the instrumented tower leg without the dummy deck model in

place were measured in Case 6. The comparison between the aerodynamic forces measured in Case 1

and Case 6 would reveal the influence of the presence of the dummy deck model.

The aerodynamic forces acting on a single tower leg without any dummy models were measured in

Case 7. In this case, the dummy tower leg and the four transverse beams in Case 6 were removed,

leaving only one tower leg on the force balance. The influence of the dummy tower leg and the four

transverse beams on the aerodynamic forces acting on the instrumented tower leg could be evaluated

through comparison between the aerodynamic forces measured in Case 6 and Case 7.

Considering the significant variation in width of the cross-section of a tower leg from the base to an

elevation of 70.00m in full scale, the instrumented tower leg was thus further divided into two parts at a

height of 700.0mm in Case 8 and a small horizontal gap of about 3mm was left between the upper and

lower segments, as shown in Figure 10.15. The upper segment was connected to the dummy tower leg,

while the lower segment was mounted on the force balance. All other arrangements, including the four

dummy transverse beams and the dummy deck model, were kept the same as those in Case 1. The

aerodynamic forces on the lower segment of the tower leg were measured in this case. Those on the

upper leg segment were calculated by subtracting the aerodynamic forces on the lower segment meas-

ured in the present case from those on the entire leg measured in Case 1.

In the last case (i.e. Case 9), the aerodynamic forces on the lower segment of the tower leg without

the deck influence were measured. After the aerodynamic forces on the lower segment had been meas-

ured, those on the upper segment of the tower leg without the deck influence were taken as the differ-

ence between the aerodynamic forces on the entire tower leg (measured in Case 6) and those on the

lower segment (measured in Case 9).

The five-component force balance used in these tests was a base-supported strain balance

which met the requirements for high sensitivity and high stiffness, to avoid the model vibration

and to ensure the measurement accuracy. The yaw wind angle b0 is defined as zero when the

wind is normal to the longitudinal alignment of the bridge (see Figure 10.16). The designated

angle b0 was then calculated from the angle bT, which represents the clockwise angle rotation of

the turntable (see Figure 10.16).
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Figure 10.16 Positive directions of aerodynamic forces on tower legs (from [32]) (Reproduced with permission

from Techno.Press).
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For each test case, the measurements were repeated at least three times and the average values would

be presented. Based on some trial tests, the test mean wind speed was finally selected as 15m/sec. Each

single measurement lasted for 10 seconds, with a sample frequency of 500Hz. The time-averaged

method was used to analyze the data to obtain the mean aerodynamic coefficients. Since the blockage

ratio was less than 7.5%, no blockage corrections were applied to the results. The aerodynamic forces

measured by the balance under designated wind directions were first analyzed to obtain the mean coef-

ficients of the drag/lift/crosswind force of the tower members. These coefficients were then interpolated

using spline functions, or fitted using polynomial functions, to obtain the aerodynamic coefficient

curves. It should be noted that all the coefficients provided here are with reference to the wind coordi-

nate qph-system.

The drag and lift coefficients of the windward and leeward entire legs of the Tsing Ma bridge tower,

with and without the presence of the deck segment (Case 1 and Case 6) are shown in Figure 10.17 as a

function of yaw wind angle b0 from 0� to 90�. The drag and lift coefficients of the single tower leg

without any dummy models in place (Case 7) are also plotted in Figure 10.17.
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Figure 10.17 Aerodynamic coefficients of tower leg (from [32]) (Reproduced with permission from Techno.Press).
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The measured drag and crosswind force coefficients of the four transverse beams of the Tsing

Ma bridge tower with the dummy deck segment are plotted in Figure 10.18 as a function of yaw wind

angle b0.

Based on the measured results, the following observations and comments can be made:

1. The drag coefficients of the windward tower leg with the dummy leeward tower leg and four trans-

verse beams had a slight difference from those of the single tower leg for most of the concerned yaw

wind angles. The influence of the leeward leg and of the transverse beams on the lift coefficient of

the windward leg was relatively small when b0< 42�, but became remarkable when b0> 42�. The
interference effect with the deck segment on both the drag and lift coefficients of the windward

tower leg was insignificant in the range of 0� �b0� 70�.
2. The drag coefficients of the leeward tower leg with the dummy windward leg and transverse beams

were significantly different from those of both the single tower leg and the windward tower leg,
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Figure 10.18 Aerodynamic coefficients of transverse beams (from [32]) (Reproduced with permission from

Techno.Press).
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because of the sheltering effect from the windward tower leg and the transverse beams. The same

observation was made for the lift coefficients of the leeward tower leg. The influence of the dummy

deck segment on both the drag and lift coefficients of the leeward leg was also insignificant when

0� � b0� 80�.
3. The variation of the drag coefficient of the upper windward leg segment with yaw wind angle was

very similar to that of the drag coefficient of the entire windward leg. The pattern of the drag

coefficient of the lower windward leg segment was, however, slightly different from that of the

upper windward leg segment. The drag coefficient of the lower windward leg segment was larger

than that of the upper windward leg segment when b0 was smaller than 75�.
4. The variation of the drag coefficient of the upper segment of the leeward leg with b0 was quite

similar to that of the drag coefficient of the entire leeward leg. The variation of the drag coefficient

of the lower segment of the leeward leg with b0 was also similar to that of the drag coefficient of the

entire leeward leg, except for when b0> 70�. The drag coefficients of both upper and lower

9075604530150–15–30–45–60–75–90
–4

–3

–2

–1

0

1

2

3

4

5

  Coeff. of Crosswind Force
  Coeff. of Drag

C
oe

ffi
ci

en
ts

Wind Yaw β
0
 ( o )

Wind Yaw β
0
 ( o )

(c) Coefficients of drag and crosswind force of upper-middle transverse beam 

9075604530150–15–30–45–60–75–90
–4

–3

–2

–1

0

1

2

3

4

5

  Coeff. of Crosswind Force
  Coeff. of Drag

C
oe

ffi
ci

en
ts

(d) Coefficients of drag and crosswind force of upper transverse beam 

Figure 10.18 (Continued )
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segments of the leeward leg were significantly different from those of the corresponding segments of

the windward leg.

5. The lift coefficients of the upper segments of both the windward and leeward tower legs, with

and without the dummy deck segment, were very similar to those of the entire windward and

leeward tower legs, respectively. The lift coefficients of the lower segment of the windward

and leeward tower legs, however, were to a certain extent different from those of the upper

segments.

6. The variations of both drag and crosswind force coefficients with yaw wind angle were similar to

each other for all the four transverse beams. The crosswind force coefficients varied with b0 in a

manner similar to a sine wave. The drag coefficient curves, however, seemed to have the shape of a

cosine wave, but it was distorted in magnitude for b0 ranging from 0� to 27� for the lower transverse
beam, and from 0o to 15� for the other three transverse beams.

10.7 Comparison with Field Measurement Results of Tsing Ma Bridge

10.7.1 Typhoon Sam and Measured Wind Data

After developing at about 680 km east-northeast of Manila on 19 August 1999, the tropical depression

Sam moved west-northwestwards over the Pacific and intensified into a tropical storm at that night. It

then moved north-westerly towards the coast of Guangdong and became a typhoon during late morning

of 22 August near Hong Kong. Typhoon Sam finally made landfall over the eastern part of Sai Kung in

Hong Kong at around 6 pm on 22 August. Following landfall, Sam traversed the northeastern part of the

New Territories at a speed of about 25 km/h and crossed into Shenzhen, before weakening gradually

over inland Guangdong on 23 August (see Figure 10.19).

Hong Kong Observatory recorded a maximum hourly-mean wind speed of about 27m/sec and a

maximum gust wind speed of about 41m/sec at a 75m height at Waglan Island during the passage of

Typhoon Sam. The lowest instantaneous pressure at mean sea level was recorded as 979.0 hPa [33]. The

WASHMS timely recorded wind velocity and bridge buffeting responses. The sampling frequency for

Figure 10.19 Moving tracks of Typhoon Sam (from [34]) (Reproduced with permission from Elsevier).
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wind velocity was 2.56Hz and the cut-off frequency was 1.28Hz. The sampling frequency of accelera-

tion response was 25.6Hz and the cut-off frequency was 12.8Hz.

After a careful examination of all the measured wind velocity time histories, one-hour record

of wind velocity between 14:11 to 15:11 Hong Kong Time (HKT) on 22 August, 1999 was

selected for the analysis. During this period, incident wind blew to the Tsing Ma Bridge from

the direction near to the north. Therefore, the wind data recorded by the anemometers at the

south side of the bridge deck were contaminated by the bridge deck itself and were not suitable

for the analysis of natural wind structures.

Due to technical reasons, the mechanical anemometers installed at the deck and the top of the towers

failed to record the wind azimuth. As a result, wind characteristics of Typhoon Sam surrounding the

bridge could be extracted only from the wind speed time histories recorded by the three-component

ultrasonic anemometer installed on the north side of the bridge deck at the mid-span. By analyzing the

three components of the recorded wind velocity, it was found that the hourly-mean wind speed was

about 17.1m/sec and the mean wind blew from north-northeast.

The global hourly-mean wind yaw angle b0 and inclination u0 were, respectively, �29.15� and

2.25�. The time histories of fluctuating wind speeds u(t), v(t) and w(t) in the longitudinal

(alongwind), lateral and upward directions were also extracted from the measured three compo-

nents of wind velocity. It was found that the turbulence intensities were about 18.6%, 20.4% and

14.5% for u(t), v(t) and w(t), respectively, and the corresponding integral scales of turbulence

were 228m, 116m and 84m, based on Taylor’s hypothesis. Spectral analysis was performed

to find the one-side normalized auto-spectra of fluctuating wind speeds u(t), v(t) and w(t). The

co-spectra and quadrature spectra between every two of the three fluctuating wind speeds were

also analyzed. The curve fitting of non-linear least squares was carried out for all the measured

spectra [34].

10.7.2 Measured Bridge Acceleration Responses

To be consistent with wind analysis, only the acceleration response data recorded from 14:11 to

15:11HKT on 22 August 1999 were analyzed [34,35]. These included the lateral, vertical and torsional

accelerations at the three deck sections in the main span (ATTJD, ATTID and ATTFD) and one deck

section in the Ma Wan side span (ATTBD). They also included the lateral and vertical acceleration

responses at the four cable sections (ABTQC, ABTLC, ATTGC and ABTCC) and the longitudinal

acceleration response at ATTGC.

Note that when computing the buffeting response of the Tsing Ma Bridge in the frequency domain, a

lower bound and an upper bound of frequency should be set. This depends on how many modes of

vibration should be included in the computation and what is the valid frequency range for flutter deriv-

atives obtained from wind tunnel tests. In this study, the upper bound of frequency used in the computa-

tion was 0.75Hz, which is higher than the 45th natural frequency (0.7062Hz) of the bridge. The lower

bound of frequency used in the computation was set as 0.025Hz, because the flutter derivatives meas-

ured from the wind tunnel are available only for the reduced velocity lower than 18 (i.e. only for the

frequency higher than 0.0232Hz when the mean wind speed is 17.1m/sec and the deck width is 41m).

Therefore, to have a reasonable comparison between computed and measured buffeting responses, the

measured response time histories were put through a digital bandpass filter with the same lower and

upper bounds of frequency used in the computation.

The RMS acceleration responses were then calculated, using the filtered response time histories. The

results are plotted in Figure 10.20 for the bridge deck and in Figure 10.21 for the bridge cable. The

Hilbert-Huang transform (HHT) method was used to identify the modal damping ratios from the meas-

ured acceleration responses [36]. The first modal damping ratio of the bridge was found to be 1.0% in

the lateral motion, 2.2% in the vertical motion and 0.44% in the torsion.
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Figure 10.20 Measured and computed RMS responses of deck acceleration (from [34]) (Reproduced with

permission from Elsevier).

10.7.3 Input Data to Computer Simulation

To perform a comparison between the measured and computed buffeting responses of the Tsing Ma

Bridge, the buffeting response was computed using the analytical method proposed in this chapter. The

first 45 modes of vibration of the bridge were included in the buffeting analysis. The modal damping

ratios identified from the measured response time histories were used. The measured mean wind speed

of 17.1m/sec at an elevation of 75.314m with global yaw angle of �29.15� and global inclination of

2.25� were used as input wind parameters. The mean wind speed and direction were considered to be

uniform along the bridge deck in the computation.

According to the Hong Kong code of practice on wind effects, a power low with the exponent of 0.33

was adopted to describe the mean wind profile. The auto-spectra and the cross-spectra of three fluctuat-

ing wind speed components were taken as the fitted curves to the measured spectra. The friction
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velocity u	 was estimated as 1.69m/sec from the measured horizontal shear stress. The exponential

decay coefficients for the determination of the root-coherence functions could not be estimated from

the field measurements, and were taken as those suggested by Simiu and Scanlan [8]. Phase spectra

were also not available, and thus they were taken as zero.

The aerodynamic coefficients of the bridge deck, tower legs and tower transverse beams measured

from the wind tunnel tests under yaw winds were used in the buffeting analysis. As for the coefficients

of drag and crosswind forces of the main cables under skew winds, the formulae based on the tradi-

tional cosine rule were employed [31]. The aerodynamic forces on the bridge hangers (suspenders)

were neglected because they were very small.

To include the effects of aeroelastic forces in the buffeting analysis, the eight flutter derivatives of

the bridge deck measured under skew winds were used in the computation. The flutter derivatives
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Figure 10.21 Measured and computed RMS responses of cable acceleration (from [34]) (Reproduced with

permission from Elsevier).
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of P	
1, P

	
3, P

	
5, H

	
5 and A	

5 were not available from the wind tunnel tests and, hence, formulae based on

the quasi-steady theory were employed. The remaining five flutter derivatives were considered

insignificant to the bridge buffeting response and neglected in the computation.

There were no measurement data available on the aerodynamic admittance functions of the

Tsing Ma Bridge, so the empirical formula and other measures had to be used. For the bridge

tower components, including tower legs and transverse beams, the aerodynamic admittance func-

tions were set to unity. For the main cables, the formula suggested by Vickery [37] for the aerody-

namic admittance function of a circular cylinder was used. For the bridge deck, the aerodynamic

admittance functions proposed by Davenport [3] were employed for the nine aerodynamic admit-

tance functions associated with the drag, crosswind force, and yawing moment of the bridge deck.

The other nine admittance functions associated with the lift, pitching moment and rolling moment

were set to unity.

The three-dimensional dynamic finite element model of the Tsing Ma suspension Bridge has been

established and updated by Xu et al. [29], using the dynamic properties from the ambient vibration

measurement. Three-dimensional Timoshenko beam elements, with rigid arms, were used to model the

two bridge towers. The cables and suspenders were modeled by cable elements, accounting for geomet-

ric non-linearity due to cable tension. The hybrid steel bridge deck was represented by a single beam

with equivalent cross-sectional properties, determined from a finite element analysis using detailed

sectional modes. The connections between bridge components and the supports of the bridge were

properly modeled. To constitute the damping matrix of the bridge, the Rayleigh damping assumption

was used.

10.7.4 Comparison of Buffeting Response in the Frequency Domain

From the computed acceleration response spectra of the bridge deck, the RMS acceleration

responses of the bridge deck could be obtained by integration of the spectra in the frequency domain.

The frequency range for the integration was from 0.025–0.75Hz, in order to have a fair comparison.

The computed RMS acceleration responses of the bridge deck are plotted in Figure 10.20 for the

lateral, vertical, and torsional vibrations, respectively. The RMS acceleration responses measured at

the four specified deck sections are also plotted in Figure 10.20 for comparison. The measured RMS

acceleration responses were directly obtained from the measured acceleration time histories. It can

be seen from Figure 10.20 that, for the main span, the computed RMS acceleration responses of the

bridge deck in the lateral, vertical and torsional directions are all close to the measured results; the

relative differences are less than 25%. For the Ma Wan side span, the computed RMS acceleration

responses in the lateral and vertical directions are also close to the measured ones but, for the tor-

sional vibration, the relative difference between computed and measured RMS response is as high

as 139%.

The comparison between the computed and measured RMS acceleration responses of the main cable

is shown in Figure 10.21 for the lateral, vertical, and longitudinal vibration, respectively. A good agree-

ment is seen between the computed and measured RMS acceleration responses for the vertical and

longitudinal vibration of the cable in the main span and for the lateral and vertical vibration of the free

cable in the Tsing Yi side span. The relative differences between the computed and measured RMS

responses are less than 8.1%. For the lateral acceleration of the main span cable, the computed RMS

acceleration responses also agree with the measured results, with the differences less than 20%. How-

ever, for the cable section ABTCC in the Ma Wan side span, the differences between the computed and

measured RMS responses are significant for both the lateral and vertical vibrations, with relative differ-

ences of 46.3% and 35.1%, respectively.

To assess the effect of skew winds on the buffeting response of the Tsing Ma Bridge, the buffeting

responses were computed for a wide combination of wind yaw angle and inclination by using the
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presented method in the frequency domain [38], and the results were compared with those of the bridge

under normal wind. The comparative results, which are consistent in general with those of wind tunnel

tests [39,40], show that the variations of buffeting responses are not monotonous with wind yaw angle

and inclination, and that the normal wind case may not be the worst case.

10.7.5 Comparison of Buffeting Response in the Time Domain

Based on the concept of equivalent turbulent wind velocities described in Section 10.4, only two sets of

equivalent turbulent wind velocities need to be simulated according to the aerodynamic admittance

functions used for the Tsing Ma Bridge. One set of equivalent turbulent wind velocities is used for

simulating the buffeting lift force, pitching moment and rolling moment acting on the bridge deck, in

which the aerodynamic admittance functions are set to unity and the spectra of the equivalent turbulent

wind velocities are actually equal to the measured wind spectra from Typhoon Sam for a given position.

Another set of equivalent turbulent wind velocities is used for simulating the buffeting drag force,

crosswind force and yawing moment on the bridge deck, in which the spectra of the equivalent turbu-

lent wind velocities are the measured wind spectra from Typhoon Sam multiplied by Davenport’s aero-

dynamic admittance functions for a given position. The measured auto-spectra and co-spectra are

assumed to be the same for all points along the bridge deck and used in the simulation of buffeting

forces. Thus, the two sets of equivalent turbulent wind velocities to be simulated are both multivariate

stochastic processes.

The time interval and duration used in the simulation are 0.0625 sec and 3600 sec, respectively. The

total number of points along the bridge deck in the simulation n is 119. The upper cutoff frequency vup

is 4p and the frequency increment Dv is 4p/1024. The two sets of equivalent turbulent wind velocities

are generated with the same random phase angles distributed uniformly over the interval (0, 2p), so that
all the buffeting forces can be regarded to be simulated simultaneously.

The time histories of the simulated three-dimensional turbulent velocity at point ATTJD are shown in

Figure 10.22 for the second set of equivalent turbulent wind velocities. To examine the accuracy of the
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Figure 10.22 Equivalent fluctuating wind velocities at point ATTJD (from [21]) (Reproduced with permission

from Techno.Press).
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simulated results, the auto-spectra and cross-spectra of the simulated equivalent wind velocities at point

ATTJD are computed using the time histories plotted in Figure 10.23 for the second set of equivalent

turbulent wind velocities and compared with the target auto-spectra and cross-spectra. It is found that

the simulated auto-spectra and cross-spectra match quite well to their respective target auto-spectra and

cross-spectra.
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Figure 10.23 Auto/cross spectra of equivalent fluctuating wind velocities versus targeted spectra (from [21])

(Reproduced with permission from Techno.Press).
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The time histories of lateral, vertical, and torsional acceleration responses of the Tsing Ma suspen-

sion bridge deck at the mid-main span (point ATTJD) under skew winds during Typhoon Sam from

14:11 to 15 : 11HKTon 22 August 1999 were computed and are shown in Figure 10.24.

The root mean square (RMS) acceleration responses of the bridge deck computed from the response

time histories are plotted in Figure 10.25, together with the measured RMS acceleration responses at

the four specified deck sections in the lateral, vertical and torsional directions, respectively.

It can be seen that for the main span, the computed RMS acceleration responses of the bridge deck in

the lateral, vertical and torsional directions are close to the measured results. The relative differences

are less than 22% for the lateral response and less than 10% for the vertical and torsional responses. For

the Ma Wan side span, the computed RMS acceleration response in the vertical direction is also close to
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Figure 10.24 Time histories of acceleration responses of bridge deck at point ATTJD (from [21]) (Reproduced

with permission from Techno.Press).
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Figure 10.25 Comparison between measured and computed deck RMS acceleration responses (from [21])

(Reproduced with permission from Techno.Press).

the measured one, and the relative difference is less than 40%. However, in the lateral and torsional

directions, the relative differences between the computed and measured RMS responses are as high as

130%. The buffeting responses of the bridge deck computed using the time domain approach were also

compared with those computed, using the frequency domain approach (see Section 10.7.4). A reason-

able agreement was achieved, but there still existed some differences. One of the reasons for the differ-

ence is that, in the time domain, the buffeting forces on the main cables and towers of the bridge were

not included.
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Nevertheless, the case study presented in this chapter is just one single event or demonstration.

It is obviously insufficient to verify the proposed frameworks for buffeting analysis of long-span

cable-supported bridges under skew winds, because some information regarding the modeling of

aerodynamic forces, such as admittance functions, is not available for the Tsing Ma Bridge under

skew winds, and the wind characteristics measured during Typhoon Sam are not comprehensive.

Therefore, further investigation on these topics, and more case studies with comprehensive field

and wind tunnel measurements and computation of buffeting responses, will be needed in the

future before solid conclusions can be reached.

10.8 Notations

a Subscript representing one of the turbulence components, u, v, w

a(t) 3m-dimensional vector of turbulence components of entire bridge

aðtÞ 3D vector of turbulence components of a segment

A
b

6� 3 aerodynamic coefficient matrix of buffeting forces per unit length with respect to

qph-system due to fluctuating winds

A	
i Flutter derivatives for self-excited pitching moment on bridge deck due to deck motion

B Characteristic width of bridge component

B DiagðB;B;B;B2;B2;B2Þ
~C 6D vector of aerodynamic coefficients at ~b and ~u
C 6D vector of aerodynamic coefficient at b and u

Cs 6N� 6N global structural damping matrix
~C
s

MF�MF generalized damping matrix of structure

Cse 6N� 6N global aerodynamic damping matrix

CCq
Aerodynamic coefficient of crosswind force along axis q

~C
se

MF�MF generalized aerodynamic damping matrix of structure

CDp
Aerodynamic coefficient of drag along axis p

CL
h

Aerodynamic coefficient of lift along axis h

CMa
Aerodynamic coefficient of pitching moment around axis q

CMg
Aerodynamic coefficient of rolling moment around axis p

CMw
Aerodynamic coefficient of yawing moment around axis h

Cb
qðtÞ Buffeting crosswind force per unit length along axis q

Cse
q;iðtÞ Self-excited crosswind force on the ith oblique element of the bridge deck with respect

to qph-system

Cb
q;iðtÞ Buffeting crosswind force on the ith oblique element of the bridge deck with respect to

qph-system

Ca
Xu

Turbulence coherence decay coefficient of component a in Xu direction

Ca
Yv

Turbulence coherence decay coefficient of component a in Yv direction

Ca
Zw

Turbulence coherence decay coefficient of component a in Zw direction

d(v) 3m� 3m real diagonal matrix of L	DLT decomposition of Saa(v)

dj(v) jth nonzero diagonal element of matrix d(v)

D(v) MF�MF real diagonal matrix of L	DLT decomposition of Sb~F~FðvÞ
Db

pðtÞ Buffeting drag per unit length along axis p

Db
p;iðtÞ Buffeting drag on the ith oblique element of the bridge deck with respect to qph-system

Dse
p Self-excited drag per unit length along axis p

Dse
p;iðtÞ Self-excited drag on the ith oblique element of the bridge deck with respect to

qph-system

Dr(v) rth nonzero diagonal element of matrix D(v)
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Fb(t) 6N-dimensional vector of buffeting forces in XYZ-system

F
b

i ðtÞ 12� 1 vector of buffeting forces at the nodes of the ith element with respect to

XYZ-system

Fb
e;kðtÞ 12D vector of nodal buffeting forces of kth element in XYZ-system

Fse(t) 6N-dimensional vector of aeroelastic forces in XYZ-system

F
se

i ðtÞ 12� 1 vector of self-excited forces at the nodes of the ith element of the bridge deck

with respect to XYZ-system
~f
adðtÞ 6D vector of total wind forces per unit length in ~q~p~h-system
f
bðtÞ 6D vector of buffeting forces per unit length in qph-system

fDb

p
;eqðtÞ 3n� 1 vector of equivalent turbulent wind velocities along the bridge deck in the lateral

direction

fbe;kðtÞ 12D nodal buffeting force vector of kth element in xyz-system

f Pse
a;i
ðt� tÞ Aerodynamic impulse functions

GS Used as a subscript, representing the global structural coordinate XYZ-system

GW Used as a subscript, representing the global wind coordinate XuYvZw-system
~HðvÞ MF�MF matrix of generalized frequency response function

HDb

p

ðvmlÞ Cholesky decomposition of the matrix S0
Db

p

ðvÞ
H	

i Flutter derivative for deck self-excited lift

I
P
b;u

i

ðt� tÞ Aerodynamic impulse functions of the ith oblique element

IPse
a;i ;k

ðtÞ Convolution integrations of the ith element

K Reduced frequency
~K MF�MF matrix of total generalized stiffness of bridge

Ks 6N� 6N global structural stiffness matrix
~K
s

MF�MF generalized stiffness matrix of structure

Kse 6N� 6N global aerodynamic stiffness matrix
~K
se

MF�MF generalized aerodynamic stiffness matrix of structure

l(v) jth column of lower triangular matrix lðvÞ
lj(v) 3m� 3m lower triangular matrix of L	DLT decomposition of Saa(v)

L(v) MF�MF lower triangular of L	DLT decomposition of Sb~F~FðvÞ
Lxua Length scale of turbulence component a in the along wind direction

Lseh Aeroelastic lift per unit length along axis h

Lseh;iðtÞ Self-excited lift on the ith oblique element of the bridge deck with respect to qph-system

Lb
h
ðtÞ Buffeting lift per unit length along axis h

Lb
h;i
ðtÞ Buffeting lift on the ith oblique element of the bridge deck with respect to qph -system

Li,k Length of ith segment of kth element

Lk Length of kth element

Lr(v) rth column of lower triangular matrix L(v)

Lr Used as a subscript, representing the local reference coordinate qph-system

Ls Used as a subscript, representing the local structural coordinate xyz-system

Lw Used as a subscript, representing the local mean wind qph -system

L~w Used as a subscript, representing the local instantaneous wind ~q~p~h-system
m Total number of segments in bridge FE model

M Number of elements of bridge FE model

Ms 6N� 6N global structural mass matrix
~M

s
MF�MF generalized mass matrix of structure

MF Number of modes used in buffeting analysis

Mse
a Self-excited pitching moment per unit length around axis q

Mse
a;i Self-excited pitching moment on the ith oblique element of the bridge deck with respect

to qph-system

Mb
aðtÞ Buffeting pitching moment per unit length around axis q
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Mb
a;i Buffeting pitching moment on the ith oblique element of the bridge deck with respect to

qph -system

Mse
g;iðtÞ Self-excited rolling moment on the ith oblique element of the bridge deck with respect to

qph-system

Mb
gðtÞ Buffeting rolling moment per unit length around axis p

Mb
g;iðtÞ Buffeting rolling moment on the ith oblique element of the bridge deck with respect to

qph -system

Mse
w;iðtÞ Self-excited yawing moment on the ith oblique element of the bridge deck with respect

to qph-system

Mb

f
ðtÞ Buffeting yawing moment per unit length around axis h

Mb
w;iðtÞ Buffeting yawing moment on the ith oblique element of the bridge deck with respect to

qph-system
~Ni 6� 12 matrix of the displacement interpolation functions

N Number of frequency increments

n Frequency of turbulence

nk Total number of segments of kth element

nxa Modified turbulence frequency with turbulence scale effect

Nd,k(j) 6� 12 displacement interpolation matrix of kth element in xyz-system

Pb 6N� 3m coefficient matrix of buffeting forces

P
b

i ðtÞ 6� 1 vector of buffeting forces per unit length of the ith oblique strip (element) of the

bridge deck with respect to qph-system

P	
i Flutter derivatives for self-excited drag on bridge deck

P
b

i Subscript representing Cb
q;i, D

b
p;i, L

b

h;i
,Mb

a;i,M
b
g;i andM

b
w;i

Pb
i;kðtÞ 12� 3 coefficient matrix of nodal buffeting forces of kth element in XYZ-system due to

wind turbulence on the ith segment

P
se

i ðtÞ 6� 1 vector of self-excited forces per unit length of the ith oblique strip (element) of the

bridge deck with respect to qph-system

Pse
a;i Subscript representing Dse

p;i;D
se
h;i;D

se
a;i; L

se
p;i; L

se
h;i; L

se
a;i;M

se
p;i;M

se
h;i;M

se
a;i

qph Local reference coordinate system of an element

qph Local instantaneous wind coordinate system of an element

~q~p~h Local mean wind coordinate system of an element

Ra1P1
a2P2

Root-coherence function between the fluctuating wind components a1 at point P1 and a2
at point P2

Saa(v) 3m� 3m spectral matrix of wind turbulence on the entire bridge

S0
Db

p

ðvÞ 3 n� 3 n dimensional cross spectral density matrix of fDb

p
;eqðtÞ

SDb

p
;jkðvÞ 3� 3 matrix of the cross spectral density functions between three equivalent turbulent

wind velocities at the center point (point j) of the jth element and the center point

(point k) of the kth element

SbFFðvÞ 6N� 6N spectral matrix of nodal buffeting force Fb(t) of the entire bridge

Sai;kaj;l ðvÞ 3� 3 spectral matrix between one of the turbulence components at the ith segment

center of the kth element and one of those at the jth segment center of the lth element

Sb~F~FðvÞ MF�MF spectral matrix of generalized buffeting force ~F
bðtÞ

Sa1P1 a2P2
ðvÞ Spectrum between the turbulence component a1 at point P1 and a2 at point P2

Sai;kaj;l Cross-spectrum between a turbulence component at the center of the ith segment of the

kth element and a turbulence component at the center of the jth segment of the lth element

SDD(v) MF�MF response spectral matrix of bridge nodal displacements

Shh(v) 6N� 6N response spectral matrix of generalized displacements
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Tb
i N� 12 matrix with its elements being either zero or unit to locate the vector F

b

i ðtÞ at the
proper position in the global vector Fb(t)

Tse
i N� 12 matrix with its elements being either zero or unit to locate the vector F

se

i ðtÞ at the
proper position in the global vector Fse(t)

TS1S2 3� 3 transformation matrix from the system S2 to the system S1 (S1 and S2 (S1 6¼ S2) can

be any two of GW, GS, Ls, Lr, Lw and L~w)
�TS1S2

Diag( TS1S2 , TS1S2 )

T̂S1S2 Diag( TS1S2 , TS1S2 , TS1S2 , TS1S2 )

tij The element of the ith row and jth column of the 3� 3 matrix TLrGw

U Mean wind velocity

u(t) Fluctuating wind speed along mean wind

u
P
b

i ;eq
ðtÞ Equivalent fluctuating wind speed along mean wind

V(t) Instantaneous wind speed

v(t) Lateral fluctuating wind speed in horizontal direction

v
P
b

i ;eq
ðtÞ Equivalent fluctuating wind speed along mean wind

w(t) Upward fluctuating wind speed

w
P
b

i ;eq
ðtÞ Equivalent fluctuating wind speed along mean wind

XYZ Global structural coordinate system

XuYvZw Global wind coordinate system

xyz Local structural coordinate system of an element

b0 Global yaw angle of mean wind relative to bridge

b Local yaw angle of mean wind relative to an element
~b Local yaw angle of instantaneous wind relative to an element

D(t) 6N-dimensional vector of bridge nodal displacement in XYZ-system

Di 6D vector of displacement response at ith node

Dt Time step

Dv Frequency increment

Db Increment of local wind inclination due to fluctuating wind speed

Du Increment of local wind yaw due to fluctuating wind speed

dh(t) Dynamic translational displacement of an element section along axis h

dcep;iðtÞ Transverse displacements along the axis p at the center of the ith element

dp(t) Dynamic translational displacement of an element section along axis p

dceh;iðtÞ Transverse displacements along the axis h at the center of the ith element

da(t) Dynamic angular displacement of an element section around axis q

dcea;iðtÞ Torsional displacement around the axis q at the center of the ith element

Ζr rth modal damping ratio of bridge in static air

G Gamma function

h(t) MF-dimensional vector of generalized displacement coordinates

hp,r(v,t) rth harmonic generalized pseudo displacement response vector

u0 Global mean wind inclination angle

u Local inclination of mean wind relative to an element
~u Local inclination of instantaneous wind relative to an element

j Reduced coordinate of element

r Air density

sD i 6D vector of RMS displacement response at ith node

ur 6N-dimensional mode shape vector of rth mode

F 6N�MF modal matrix

436 Wind Effects on Cable-Supported Bridges



x
f a

Aerodynamic admittance functions between the buffeting force f and turbulence compo-

nent a (f ¼ Cq, Dp, Lh,Ma,Mg ,Mf; a¼ u, v, w)

v Circular frequency of structural vibration or wind turbulence

vr rth modal circular frequency of bridge in static air

vup Upper cutoff frequency
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11

Multiple Loading-Induced
Fatigue Analysis

11.1 Preview

The term “fatigue”, as it relates to materials and structural components, means damage and fracturing

due to repeated cyclic stresses caused by dynamic loads. A significant feature of fatigue is that the load

causing it is not large enough to cause immediate failure. Instead, failure occurs after a certain number

of load fluctuations have been experienced, i.e. after the accumulated damage has reached a critical

level.

Many long-span cable-supported bridges have been built around the world, and most of them are

steel or steel-concrete composite structures. When these bridges are built in wind-prone regions, as

discussed in Chapters 4 and 10, they will suffer considerable buffeting-induced vibration, which

appears within a wide range of wind speeds and lasts for almost the whole design life of the bridge. As

a result, the frequent occurrence of buffeting response of relatively large amplitude may cause fatigue

damage to steel structural members and their connections.

Furthermore, as described in Chapter 6, in addition to fluctuating wind loading, long-span cable-

supported bridges are also subject to other types of dynamic loads, such as highway loading and=or
railway loading, which also affect the fatigue life of the bridge. Therefore, fatigue analysis and fatigue

reliability of long-span cable-supported bridges under multiple dynamic loadings will be investigated

here. To fulfill this task, the dynamic stress analysis of multi-load cable-supported bridges will first be

performed. However, this is not a easy job, since it requires a complex dynamic finite element model of

the bridge, including all important bridge components, various dynamic loading models for running

trains, running road vehicles and high winds, and interactive models between the bridge and wind,

bridge and trains, and bridge and road vehicles.

This chapter first presents a structural health monitoring (SHM)-oriented finite element model

(FEM) of a long-span bridge, taking the Tsing Ma Bridge in Hong Kong as an example, in which

stresses=strains in important bridge components can be directly computed and some can be directly

compared with measured ones. A numerical procedure for buffeting-induced stress analysis based on

the established FEM is then presented. Significant improvements of the numerical procedure are that

the effects of the spatial distribution of both buffeting forces and self-excited forces on the bridge deck

structure are taken into account, and the local structural behaviors linked to strain and stress that can

cause local fatigue damage are estimated directly.

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
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Field measurement data, including wind, acceleration and stress, recorded by the SHM system (as

detailed in Chapter 9) during Typhoon York are analyzed and compared with the numerical results to

verify, to some extent, the proposed stress analysis procedure. Once the proposed procedure is con-

firmed, it can be used to predict buffeting stresses and their distributions in the locations where no

sensors are installed.

A framework for assessing long-term buffeting-induced fatigue damage to a long-span cable-

supported bridge is then presented in this chapter by integrating wind and structure interaction with

continuum damage mechanics (CDM)-based fatigue damage assessment method. By taking the Tsing

Ma Bridge as an example, the joint probability density function of wind speed and direction(as detailed

in Chapter 5) and the numerical procedure for buffeting-induced stress analysis of the bridge are used to

identify stress characteristics at hot spots in critical steel members under different wind speeds and

directions. The cumulative fatigue damage to the critical steel members at hot spots during the bridge’s

design life is evaluated using the CDM-based fatigue damage evolution model.

Another framework for dynamic stress analysis of long-span cable-supported bridges under com-

bined wind, railway and highway loadings is then presented. The bridge model, train models and road

vehicle models are respectively established using the finite element method, as discussed in Chapter 6.

The connections between the bridge and trains, and between the bridge and road vehicles, are respec-

tively considered in terms of wheel-rail and tire-road surface contact conditions. The spatial distribu-

tions of both buffeting forces and self-excited forces over the bridge deck surface are considered to

facilitate dynamic stress analysis.

The Tsing Ma suspension bridge and the field measurement data recorded by the SHM system are

utilized as a case study to examine the proposed framework. The information on the concerned loadings

measured by the SHM system is taken as inputs for the computation simulation, and computed local

stress responses are compared with the measured ones to verify the stress analysis procedure of the

bridge under combined loadings.

Nevertheless, given that a long period is involved in fatigue damage accumulation in long-span

bridges, and that the computation time for the dynamic stress responses to the combined action of mul-

tiple loading is very demanding, the proposed framework for dynamic stress analysis of long-span

bridges under combined loadings will be simplified. Taking the Tsing Ma Bridge as an example again,

a computationally efficient engineering approach is proposed for dynamic stress analysis of a long-span

suspension bridge under combined railway, highway and wind loadings. The fatigue-critical locations

are then determined for key bridge components, and databases of the dynamic stress responses at

the critical locations are established; 120 years of time histories of the dynamic stresses induced by

individual loading are generated based on the databases.

The corresponding stress time histories due to the combined action of multiple loading are compiled

and fatigue analysis is then performed to compute the cumulative fatigue damage over the design life of

120 years. The cumulative fatigue damage induced by individual loading and the damage magnification

due to multiple loading are finally investigated. The subsequent fatigue reliability analysis will be

presented in Chapter 14.

11.2 SHM-oriented Finite Element Modeling

11.2.1 Background

Most of the existing buffeting analysis methods are based on the aerodynamic strip theory and the

quasi-steady linear theory [1–3], and they are actually a combination of numerical, experimental, and

analytical approaches. The finite element method is often used to model a bridge deck using 3-D equiv-

alent beam finite elements. Wind tunnel tests of bridge section models provide flutter derivatives and

aerodynamic coefficients. Buffeting response of the bridge deck is then determined, either in the fre-

quency domain, based on random vibration theory, or in the time domain through simulation [4–7].
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Nevertheless, the modeling of a complex bridge deck using equivalent beam finite elements may

oversimplify the problem. Ignorance of spatial distribution of both buffeting forces and self-excited

forces across the cross-section of the bridge deck may have a considerable impact on the accuracy of

the buffeting-induced stress responses. There is also an increasing trend to install SHM systems in long-

span cable-supported bridges to monitor their safety and functionality at both global and stress levels

[8,9]. Currently used buffeting analysis methods should be improved to accommodate SHM-oriented

stress analysis. In line with this task, this section presents a SHM-oriented finite element model (FEM)

for the Tsing Ma suspension bridge, in which stresses=strains in important bridge components can be

directly computed and compared with measured ones [10].

11.2.2 Main Features of Tsing Ma Bridge

The Tsing Ma Bridge, stretching from the Tsing Yi Island to the Ma Wan Island, is a suspension bridge

with a main span of 1,377m that carries a dual three-lane highway on the upper level of the bridge deck

and two railway tracks and two carriageways on the lower level within the bridge deck, as shown in

Figure 11.1 [11].

Figure 11.1 Configuration of the Tsing Ma Bridge (unit: m) (from [10]) (Reproduced with permission from

Elsevier).
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The height of the towers is 206m, measured from the base level to the tower saddle. Two main cables,

36m apart, in the north and south are accommodated by four saddles located at the tops of the tower legs

in the main span. On the Tsing Yi side, the main cables are extended from the tower saddles to the main

anchorage through splay saddles, forming a 300 m Tsing Yi side span. On the Ma Wan side, the main

cables extended from the Ma Wan tower are held first by the saddles on Pier M2 at a horizontal distance

of 355.5m from the Ma Wan tower, and then by the main anchorage through splay saddles at the Ma

Wan abutment. The bridge deck is a hybrid steel structure continuing between the two main anchorages.

11.2.3 Finite Element Modeling of Tsing Ma Bridge

Modeling work is executed using the commercial software packages MSC=PATRAN as model builder

and MSC=NASTRAN as finite element solver. The modeling work is based on the previous model [12]

with the following principles:

1. Model geometry should accurately represent actual geometry.

2. One analytical member should represent one real member.

3. Stiffness and mass should be simulated and quantified properly.

4. Boundary and continuity conditions should accurately represent reality.

5. The model should be sufficiently detailed at both global and local levels to facilitate subsequent

model updating and buffeting-induced stress analysis.

The deck is a hybrid steel structure consisting of Vierendeel cross-frames supported on two longitu-

dinal trusses, acting compositely with stiffened steel plates that carry the upper and lower highways.

The bridge deck at the main span is a suspended deck and the structural configuration is typical for

every 18m segment.

Figure 11.2a illustrates a typical 18m suspended deck module consisting of mainly longitudinal

trusses, cross-frames, highway decks, railway tracks and bracings. The upper and lower chords of the

longitudinal trusses are of box section, while the vertical and diagonal members of the longitudinal

trusses are of I-section. They are all modeled as 12-DOF beam elements (CBAR), based on the princi-

ple of one element for one member. The upper and lower chords of the cross-frames are of T-section

dominantly, except for some segments with I-section for the cross-bracing systems.

The inner struts, outer struts, and the upper and lower inclined edge members of the cross-frames all

are of I-section. All of the members in the cross-frames are modeled as 12-DOF beam elements

(CBAR) with actual section properties, except for the edge members, which are assigned large elastic

modulus and significantly small density to reflect the real situation, where the joint is heavily stiffened

for the connection with the suspender. All of the members in the cross-bracings are of box section,

while all of the members in the sway bracings are of circular hollow section. These members all are

modeled as 12-DOF beam elements (CBAR) with actual section properties.

Each railway track is modeled as an equivalent beam modeled by special 14-DOF beam elements

(CBEAM), which are similar to the elements (CBAR), but with additional properties such as variable

cross-section, shear centre offset from the neutral axis, wrap coefficient and others. The railway tracks

are meshed every 4.5m according to the interval of the adjacent cross-frames. The modulus of elastic-

ity, the density and Poisson’s ratio for all members, except for the edge members, are taken as

2.05� 1011 N=m2, 8500 kg=m3 and 0.3, respectively.

Deck plates and deck troughs comprise orthotropic decks, and the accurate modeling of stiffened

deck plates is complicated. To keep the problem manageable, two-dimensional anisotropic quadrilat-

eral plate-bending elements (CQUAD4) are employed to model the stiffened deck plates. The equiva-

lent section properties of the elements are estimated by a static analysis and the material properties of

steel are used in the first instance, but it is updated subsequently.
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The connections between the deck plates and the chords of the cross-frames and the longitudinal

trusses involve the use of MPC (Multi-Point Connection). Proper offsets of neutral axes for the connec-

tions between the components are considered to maintain the original configuration. In the modeling of

the concerned typical 18m deck module, a total of 130 nodes, with 172 CBAR elements, 16 CBEAM

elements, 24 CQUAD4 elements and 50 MPCs are used. The skeleton view of the 3-D finite element

model of the 18m deck module is shown in Figure 11.2b.

The deck modules at the Ma Wan tower, at the Ma Wan approach span, at the Tsing Yi tower and at

the Tsing Yi approach span are constructed using the same principle as the deck module at the main

Figure 11.2 A typical 18 meters deck section at the main span (from [10]) (Reproduced with permission from

Elsevier).
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span, while considering the differences in the shape and size of cross-frames, longitudinal trusses and

other members.

The Ma Wan tower and the Tsing Yi tower are reinforced concrete structures, and each tower con-

sists of two reinforced concrete legs which are linked by four reinforced concrete portal beams. The

bridge towers are represented by multilevel portal frames. The tower legs are modeled using 12-DOF

beam elements (CBAR). The tower leg, from its foundation to the deck level, is meshed with an ele-

ment of length 5m. At the deck level, the tower leg is meshed according to the positions of the lateral

bearings. Although the dimension of the cross-section of the tower leg varies from its bottom to its top,

the geometric properties of the beam element are assumed to be constant along its axis, with an average

value based on the design drawings.

The four portal beams of either tower are also modeled using CBAR elements, but with different

section geometric properties. The deck-level portal beam of each tower is divided at the four particular

positions, which correspond to the four vertical bearings between the bridge deck and the tower. The

mass density, Poisson’s ratio and the modulus of elasticity of reinforced concrete for the towers are

estimated to be 2500 kg=m3, 0.2 and 3.4� 1010N=m2, respectively.

The two side spans on the Ma Wan side and the Tsing Yi side are supported by two and three piers,

respectively. All supporting piers in the side spans are reinforced concrete structures. Piers M1, T2 and

T3 are similarly modeled as a portal frame using 12-DOF beam elements (CBAR). Pier M2 is also

modeled as a portal frame using 12 CBAR elements, in which the upper portal beam is meshed accord-

ing to the four vertical bearing positions. The wall panel of pier T1 is represented by an equivalent

portal frame with 25 CBAR elements. The mass density, Poisson’s ratio and the modulus of elasticity

of reinforced concrete for the piers are taken as 2500 kg=m3, 0.2 and 3.4� 1010N=m2, respectively.

The cable system is the major system supporting the bridge deck, and it consists of two main cables,

95 pairs of suspender units and 95 pairs of cable bands. CBEAM elements are used to model the main

cables. The cable between the adjacent suspender units is modeled by one beam element of a circular

cross-section. The DOFs for the rotational displacements of each beam element are released at both

ends, because the cable is considered to be capable of resisting tensile force only. To model each cable

in the main span, 77 beam elements are used, while 26 and 8 elements are used to model one cable on

the Ma Wan side span and on the Tsing Yi side span respectively. Each suspender unit is modeled by

one CBEAM element to represent the four strands. A total of 190 elements are used to model all the

suspender units.

Since this study is not concerned with the stress distribution around the connection between the main

cable and suspenders, the modeling of cable bands is ignored in the global bridge model. The connec-

tions between the main cables and suspenders are achieved simply by sharing their common nodes. To

model the cable system, the geometry of cable profile should be determined. The geometric modeling

of the two parallel main cables follows the profiles of the cables under the design dead load at a design

temperature of 23 �C, based on the information from the design drawings.

The horizontal tension in the main cable from pier M2 to the Ma Wan anchorage is 400 013 kN, but it

is 405 838 kN in other parts of the main cable. The tension forces in the suspenders on the Ma Wan side

span are taken as 2610 kN, but they are 4060 kN in the other suspenders. The mass densities for both

cables and suspenders are taken as 8200 kg=m3. The area of cross-section is 0.759m2 for the main

cables and 0.018m2 for the suspenders. The modulus of elasticity is greatly influenced by the tension

in the main cables and suspenders, which is estimated as 1.95� 1011 N=m2 and 1.34� 1011 N=m2

respectively at the design temperature of 23 �C and will be updated subsequently.

By integrating the bridge components with the proper modeling of the connections and boundary

conditions, the entire global bridge model is established, as shown in Figure 11.3. This involves 12 898

nodes, 21 946 elements (2906 plate elements and 19 040 beam elements) and 4788 MPCs. Although the

geometric features and supports of bridge deck have been modeled in a great detail in the established

3-D finite element model of the Tsing Ma Bridge, modeling discrepancies from the bridge as built

still exist.
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The modeling discrepancies mainly come from four sources:

1. the simplified modeling of stiffened plates;

2. the uncertainties in pavement mass and others;

3. the uncertainties in the stiffness of bearings;

4. the rigid connection assumption.

Updating the model is therefore necessary. In this regard, the objective function representing the

differences between the analytical and measured natural frequencies is minimized. The measured first

18 natural frequencies and mode shapes of the bridge [11] are used in the updating process. The corre-

lation of computed mode shapes with measured ones is evaluated using modal assurance criterion. It

turns out that the updated complex FE model could provide comparable and credible structural

dynamic modal characteristics. Further details can be found in Liu et al. [10].

11.3 Framework for Buffeting-Induced Stress Analysis

11.3.1 Equation of Motion

The governing equation of motion with respect to the static equilibrium position of the bridge, based on

the SHM-oriented finite element model in the presence of buffeting forces and self-excited forces, can

be expressed as [10]:

M€XðtÞ þ C _XðtÞ þKXðtÞ ¼ Fbf þ Fse ð11:1Þ
where:

M, C andK are the global structural mass, damping and stiffness matrices of the bridge with the dimen-

sions of 6N� 6N, in which N is the total number of nodes in the FEM;

X(t)¼ {X1(t), X2(t), . . . , XN(t)}
T is the nodal displacement vector of the bridge and Xj(t) is the 6x1

displacement vector of the jth node in the global coordinate system, with the first three being transla-

tional displacements and the last three being rational displacements;

each over-dot denotes one order of partial differentiation with respect to time;

Fbf and Fse are the corresponding nodal buffeting force vector and self-excited force vector,

respectively.

Figure 11.3 3-D Finite element model of the Tsing Ma Bridge (from [10]) (Reproduced with permission from

Elsevier).
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11.3.2 Buffeting Forces

Most of the buffeting analysis methods are based on the aerodynamic strip theory and the quasi-steady

theory. A bridge deck is often modeled using 3-D equivalent beam finite elements. Buffeting forces and

self-excited forces act at the centre of elasticity of the deck section. By assuming no interaction

between buffeting forces and self-excited forces, the equivalent buffeting forces acting at the centre of

elasticity of the deck segment of unit length are expressed as:

F
bf
ei ¼ A

bf
ei qi ð11:2Þ

in which:
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bf
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where:

D
bf
ei ; M

bf
ei ; L

bf
ei are the equivalent buffeting drag, moment, and lift, respectively, on the ith node of the

equivalent bridge deck beam (see Figure 11.4);

r is the air density;

Ui is the mean velocity of the incident wind perpendicular to the ith deck segment;

Bi and Li are the width and length of the bridge deck segment at the ith node, respectively;

Figure 11.4 Buffeting forces at the center of elasticity of the ith deck section (from [10]) (Reproduced with

permission from Elsevier).
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CDi, CLi, CMi are the drag, lift and moment coefficients, respectively, of the ith bridge deck segment;

C0
Di ¼ dCDi=da; C

0
Li ¼ dCLi=da; C

0
Mi ¼ dCMi=da;

a is the angle of attack of normal incident wind, referring to the horizontal plane of the deck;

ui(t) and wi(t) are the horizontal and vertical components of fluctuating wind, respectively; and

xDbu
;xDbw

;xMbu
;xMbw

;xLbu
; and xLbw

are the aerodynamic transfer functions between fluctuating

wind velocities and buffeting forces.

In reality, the equivalent buffeting forces are actually associated with the spatial distribution of wind

pressures on the surface of the bridge deck, as shown in Figure 11.5.

Ignorance of spatial distribution and=or aerodynamic transfer function of buffeting forces across the

cross-section of the bridge deck may have a considerable impact on the accuracy of buffeting response

prediction. Furthermore, local structural behaviour of the bridge deck associated with local stress and

strain, which can cause local damage, could not be predicted directly by the currently used approaches

based on the equivalent buffeting forces. Therefore, the currently used buffeting analysis methods

should be improved to accommodate SHM-oriented stress analysis.

Let us assume that wind pressure distribution on the surface of the ith section of the bridge

deck can be measured at any given time through wind tunnel tests or field measurements. The

buffeting force at the kth node, due to wind pressures acting on the jth element of the ith section

of the bridge deck (see Figure 11.5), can be obtained by:

Figure 11.5 Buffeting wind pressures and buffeting forces at nodes (from [10]) (Reproduced with permission from

Elsevier).
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where:

lji is the length of jth element in the ith section (j¼ 1, 2, . . . , Nsi);

Nsi is the number of elements used to model the ith deck section;

pji(s,t) is wind pressure distribution over the jth element;

s is the local element coordinate;

{Fk–1(t), Fk(t)}ji are the buffeting forces at the (k–1)th and kth nodes, respectively, in the local coordi-

nate of the jth element.

The buffeting force {Fk(t)}ji at the kth node of the jth element in the local coordinate can then

be converted to {Fky, Fkz}ji in the qph coordinate system or the xyz global coordinate system

(see Figure 11.5). Finally, by adding the buffeting forces at the kth node from all the connecting

elements together, the buffeting force vector at the kth node in the ith deck section in the global

coordinate system can be obtained as Fbf
ki ¼ 0;Fbf

kiy;F
bf
kiz; 0; 0; 0

n oT

, in which k¼ 1, 2, . . . , Ndi

and Ndi is the number of nodes used to model the ith deck section. After this procedure is applied

to all the nodes in all the sections of the SHM-oriented finite element model of the bridge, the

buffeting force vector in Equation 11.1 can be formed.

Nevertheless, it is almost impossible in practice to obtain fluctuating wind pressure distribution for

the whole bridge deck as a function of time. Fluctuating wind pressure distribution on a typical bridge

deck section may not be available in most cases, including the Tsing Ma Bridge used in this study.

Therefore, an approximate approach based on the matrix A
bf
ei in Equation 11.3 is proposed here to

tackle the problem, with the assumption that fluctuating wind pressure distribution over the jth element

in the ith deck section can be decomposed as:

pjiðs; tÞ ¼ pmji ðsÞptjiðtÞ ð11:5Þ

where pmji ðsÞ is the time-invariant part of wind pressure distribution, which may be determined with

reference to the mean wind pressure distribution from either wind tunnel tests or computational fluid

dynamics (CFD).

The time-dependent part of wind pressure distribution, ptjiðtÞ, can be related to the fluctuating wind

speeds ui(t) and wi(t) as:

ptjiðtÞ ¼ Buji Bwji½ � uiðtÞ
wiðtÞ

� �
ð11:6Þ

The wind pressure distribution over the entire ith section can then be written as:
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By introducing only three independent unknown variables in Equation 11.7a and comparing with

Equation 11.3, the three variables can be determined using the following relationships for either the ui-

component or the wi-component: XNd

k¼1

Fbf
kiy ¼ Dbf

ei ð11:8aÞ

XNd

k¼1

Fbf
kiz ¼ Lbfei ð11:8bÞ

XNd

k¼1

ðFbf
kizhki � Fbf

kiypkiÞ ¼ Mbf
ei ð11:8cÞ

in which pki and hki are the lateral and vertical coordinates, respectively, of the kth node with respect to

the centre of elasticity of the ith deck section.

As shown in Figure 11.4, the p-axis, h-axis and q-axis originate at the centre of elasticity and are

parallel to the directions of y, z and x in the global coordinate system, respectively. The positive angle

a is about the q-axis anticlockwise. Note from Equation 11.8 that the resultant forces of all the nodal

buffeting forces in the ith section are actually equal to the equivalent buffeting forces acting at the

centre of elasticity at any given time. This approach therefore ensures that the global bridge responses

computed by this approach remain the same as those predicted by the currently used methods. After the

wind pressure distributions over all the sections of the bridge deck are determined by the proposed

approach, the buffeting force vector in Equation 11.1 can be formed.

11.3.3 Self-Excited Forces

The self-excited forces on a bridge deck are due to the interaction between wind and bridge motion. In

the time domain, they are often expressed in terms of convolution integrals with impulse response func-

tions [5]. The self-excited forces acting at the centre of elasticity of the ith deck section can be

expressed in the matrix form [13].

Fse
ei ¼ EeiXeiðtÞ þGei

_XeiðtÞ þHei
€XeiðtÞ þ F̂

se

ei ð11:9Þ

where:

Fse
ei ¼ 0;Dse

ei ; L
se
ei ;M

se
ei ; 0; 0

� �T
is the equivalent self-excited force acting at the centre of elasticity of the

ith deck section (see Figure 11.6);

XeiðtÞ, _XeiðtÞ, €XeiðtÞ are the displacement, velocity, acceleration vectors, respectively, with respect to

the centre of elasticity of the ith section in the qph coordinate system;

F̂
se

ei is the part of the self-excited forces reflecting aerodynamic phase lag;

Eei, Gei and Hei are the aeroelastic stiffness, aeroelastic damping and aeroelastic mass matrices, respec-

tively, of the ith deck section with respect to the centre of elasticity. The details of these matrices can

be found in the literature [13].

Similar to buffeting forces, actual information on the spatial distribution of self-excited forces over

the surface of the ith deck section is not presently available for the purpose of research here. Conse-

quently, to simulate the spatial distribution, the self-excited forces expressed by Equation 11.9 with

respect to the centre of elasticity of the ith deck section are distributed to the nodal lines of the ith

section of the health monitoring-oriented finite element model of the bridge deck. The distributions are

Multiple Loading-Induced Fatigue Analysis 449



based on the rigid body motion relationships between the motions at the nodal lines and those at the

centre of elasticity of the ith deck section [14]. Based on the finite element model of the given ith deck

section, the position of the centroid of the ith deck section can be determined in terms of the geometry

of the section. The displacement relationship between the nodal lines and the centre of elasticity of the

ith section can then be given as follows:

Xei ¼ Nse
i Xi ð11:10Þ

where:

Xi ¼ X1i;X2i; � � � ;XNdif gT is the displacement vector of all the nodes in the ith deck section in the qph

coordinate system;

Nse
i is the displacement transformation matrix, which can be expressed as:

Nse
i ¼

0

Nse
Di

Nse
Li

Nse
Mi

0

0

2
666666664

3
777777775

ð11:11aÞ

Nse
Di ¼ 0; a1i; hcib1i; 0; 0; 0; � � � ; 0; aNdi; hcibNdi; 0; 0; 0½ � ð11:11bÞ

Nse
Li ¼ 0; 0; a1i � pcib1i; 0; 0; 0; � � � ; 0; 0; aNdi � pcibNdi; 0; 0; 0½ � ð11:11cÞ

Nse
Mi ¼ 0; 0; b1i; 0; 0; 0; � � � ; 0; 0; bNdi; 0; 0; 0½ � ð11:11dÞ

where:

hci and pci are the vertical and lateral coordinates, respectively, of the centroid of the ith deck section

with respect to the qph coordinate system;

aki ¼
P

j ljki

2Lci
, in which j¼ 1, 2, . . . , Nsi and k¼ 1, 2, . . . , Ndi, and Lci¼ the summation of the lengths

of all the elements in the ith deck section;P
j ljki ¼ the summation of the lengths of all the elements connected at the kth node;

bki ¼ 1

Ndipki
, in which pki is the lateral coordinate of the kth node in the qph coordinate system.

Figure 11.6 Self-excited forces at the center of elasticity and at the nodes in the ith deck section (from [10])

(Reproduced with permission from Elsevier).
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The form and the size of the displacement transformation matrix depend on the geometry and discre-

tization of the deck cross-section.

The substitution of Equation 11.10 into Equation 11.9 yields the self-excited forces expressed in

terms of the nodal displacements vector for the ith deck section:

Fse
ei ¼ EeiN

se
i Xi þGeiN

se
i
_Xi þHeiN

se
i
€X þ F̂

se

ei ð11:12Þ

By applying the virtual work principle, the self-excited forces at the centre of elasticity of the ith

section can be distributed to all of the nodes in the ith section by:

Fse
i ¼ ðNse

i ÞTFse
ei ¼ EiXi þG _Xi þH€Xi þ ðNse

i ÞTF̂
se

ei ð11:13Þ

in which Fse
i ¼ Fse

1i ;F
se
2i ; � � � ;Fse

Ndi

n oT

is the nodal self-excited force vector and

Fse
ki ¼ 0;Fse

kiy;F
se
kiz; 0; 0; 0

n oT

; Ei ¼ ðNse
i ÞTEeiN

se
i , Gi ¼ ðNse

i ÞTGeiN
se
i and Hi ¼ ðNse

i ÞTHeiN
se
i are the

aeroelastic stiffness, aeroelastic damping and aeroelastic mass matrices, respectively, of the ith section

related to the nodal self-excited forces. By applying the same assembling procedure to all the deck

sections, the self-excited force vector in Equation 11.1 can be formed accordingly:

Fse ¼ EXþG _XþH€X þ ðNseÞTF̂se ð11:14Þ
where E, G, and H are the aeroelastic stiffness, aeroelastic damping and aeroelastic mass matrices,

respectively, of the bridge related to the nodal self-excited forces in the global coordinate system.

11.3.4 Determination of Bridge Responses

The mode superposition technique is adopted in this study to solve Equation 11.1 and compute buffet-

ing-induced bridge responses [10]. The nodal displacement vector in Equation 11.1 can be expressed by

the mode shape matrix and the generalized displacement vector:

XðtÞ ¼ FqðtÞ ð11:15Þ

where:

qðtÞ ¼ q1ðtÞ; q2ðtÞ; � � � ; qNm
ðtÞ� �T

is the generalized displacement vector;

Nm is the number of the interested modes involved in the computation;

F ¼ F1;F2; � � � ;FNm
½ � is the mode shape matrix with dimensions 6N�Nm.

The equation of motion of the wind-excited bridge, i.e. Equation 11.1, can then be rewritten as:

M €q þ C _qþKq ¼ Qbf þQse ð11:16Þ

where:

M, C and K are the generalized mass, damping and stiffness matrices, respectively, of the bridge with

the dimensions Nm�Nm;

Qbf¼FTFbf and Qse¼FTFse are the generalized buffeting and self-excited force vectors, respectively.

The substitution of Equation 11.14 to Equation 11.16 yields:

ðM�FTHFÞ €q þ ðC�FTGFÞ _qþ ðK�FTEFÞq ¼ Qbf þ Q̂
se ð11:17Þ
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in which Q̂
se ¼ FTðNseÞTF̂se

. It is convenient to normalize the modal matrix to satisfy the following

orthogonal condition:

FTMF ¼ I;FTKF ¼ diag v2
1;v

2
2; � � � ;v2

Nm

h i
ð11:18Þ

The generalized mass matrix is then the unit matrix M ¼ I. The generalized stiffness matrix is

obtained by the natural frequencies only, namely, K ¼ diag v2
1;v

2
2; � � � ;v2

Nm

h i
where vi is the ith circu-

lar natural frequency of the bridge structure.

The generalized damping matrix is expressed in the form of modal viscous damping ratios, i.e. C ¼
diag 2z1v1; 2z2v2; � � � ; 2zNm

vNm

� 	
where zi is the ith modal damping ratio of the bridge structure. The

generalized displacement vector q(t) in Equation 11.17 can be solved using the Newmark implicit inte-

gral algorithm. The nodal displacement, velocity, and acceleration vectors can then be determined

based on Equation 11.15.

Once the nodal displacement vector is determined, the element stress induced by the elastic deforma-

tion of the jth element without considering initial strains and stresses can be computed by:

sj ¼ DjLjNjXj ð11:19Þ

where:

sj is the jth element stress vector, namely, sj¼ sx; sy; sz; txy; tyz; tzx
� �T

j
;

Xj is the nodal displacement vector of the jth element;

Nj is the shape function of the jth element;

Lj is the differential operator that can transfer the displacement field to the strain field;

Dj is the elastic matrix which establishes the relationship between the stress and the strain of the jth

element.

The modal stresses of all the elements at their end sections in the global coordinate system can be

derived from the following relationship:

G ¼ DLNF ð11:20Þ
where D, L and N are the elastic matrix, the differential operator and the shape function, respectively,

of the bridge structure in the global coordinate system. With the introduction of the modal stresses, the

stresses of the element can be obtained from the superposition of the modal stresses with the general-

ized displacements.

11.4 Comparison with Field Measurement Results of Tsing Ma Bridge

The framework for buffeting-induced stress analysis using the SHM-oriented finite element model of

the Tsing Ma Bridge established here should be verified before it can be used in practice. The verifica-

tion of the framework is based on the field measurement data recorded by the WASHMS [8].

It has been more than ten years since the Tsing Ma Bridge was opened to the public in 1997. How-

ever, only on September 16, 1999, during Typhoon York (which was the strongest typhoon since 1983

and that of the longest duration on record in Hong Kong), were all vehicles except trains prohibited

from running on the bridge. This event provides a distinctive opportunity to examine the proposed pro-

cedure for buffeting-induced stress analysis of long suspension bridges. Wind data from the anemome-

ters, bridge deck acceleration responses from the accelerometers, and bridge deck stress responses from

the strain gauges recorded by the WASHMS during this event, as shown in Figure 11.7, are therefore

analyzed subsequently.
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11.4.1 Wind Characteristics

On September 12, 1999, tropical depression York developed at about 430 km northeast of Manila and

intensified into a tropical storm on the next day over the South China Sea [15]. After moving northwest

for almost two days, Typhoon York passed Hong Kong on the early morning of September 16. Signal

No.10 was forced to hoist for 11 hours – the longest on record in Hong Kong. All vehicles except trains

were prohibited from running on the Tsing Ma Bridge for two and a half hours from 3:30 pm to 6:00 pm

on September 16.

Wind data of 2.5 hours duration, recorded by the anemometer at the top of the Tsing Yi tower, were

analyzed first. These data were evenly divided into segments of duration three minutes each, with a

1.5-minute overlap between neighboring segments. The duration of three minutes was chosen based on

the fact that it takes about 1.5–2.0 minutes for a train to pass through the whole bridge completely, and

the fact that some anemometers at the deck level were out of order during Typhoon York.

For each data segment, the mean wind direction was determined, by which wind data recorded by the

two ultrasonic anemometers (WI-TJN-01 and WI-TJS-01) at the deck level in the main span were selected

with the principle that the anemometer selected should directly face the incident wind and the wind data

selected were not contaminated due to the bridge deck itself. For all wind data segments selected, the

mean wind direction at the deck level was calculated. The data segments with wind direction perpendicu-

lar to the bridge alignment (with a tolerance of �14�) were then taken as qualified data segments. The

qualified data segments during which there were no trains running on the bridge were finally selected.

Displayed in Figure 11.8 are the three-minute time histories of fluctuating wind components in

alongwind and upward directions for the case where there was no train passing through the bridge and

Figure 11.8 Time histories of measured fluctuating wind components (from [10]) (Reproduced with permission

from Elsevier).

Figure 11.7 The layout of sensory system in the Tsing Ma Bridge (from [10]) (Reproduced with permission from

Elsevier).
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the bridge was subjected to mainly high cross-winds. The mean wind speed, mean wind direction, mean

wind incidence, alongwind turbulence intensity and upward turbulence intensity corresponding to the

wind time histories shown in Figure 11.8 are 18.8m=sec, �1.4�, 3.5�, 10.3% and 7.3%, respectively.

Since the mean wind direction refers to the axis perpendicular to the bridge alignment, the mean wind

direction of the selected data segment is almost perpendicular to the bridge alignment, so as to facilitate

comparison between the measured and computed bridge responses.

To obtain wind auto spectrum, the Fast Fourier Transform (FFT) technique was used, and each three-

minute time history was re-sampled at 51.2Hz and then divided into four sub-segments with a properly

overlapped length,so that each segment contained 4096 data points. The frequency resolution in the

spectral analysis was 0.0125Hz. The piecewise smoothing method and the hamming window were

adopted in the spectral analysis. The wind auto-spectra were fitted using the non-linear least squares

method, with the following objective function:

nfSj nfð Þ ¼ nfa

1þ bnf 1=mð Þcm ðm2=sÞ ð11:21Þ

where:

the subscript j of S can be u or w (along wind and upward wind);

c is a constant exponent using 5=3;
nf is the frequency of wind turbulence in Hz;

a, b and m are the parameters to be fitted.

For the concerned two time histories, the fitted parameters a, b and m are, respectively, 81.11, 7.29

and 1.43 for the alongwind spectrum and 10.17, 60.69, and 0.54 for the upward spectrum. The fitted

auto-spectra, together with other wind characteristics, will be used for the numerical simulation of the

stochastic wind speed field for the whole bridge deck.

11.4.2 Measured Acceleration Responses of Bridge Deck

The first 80 modes of vibration of the bridge are included in the numerical computation of bridge deck

acceleration and stress responses. The highest frequency in the computed acceleration response is about

1.1Hz. To have a reasonable comparison between the measured and computed buffeting responses, the

measured acceleration time histories should go through a digital low pass filter with an upper bound of

frequency 1.1 Hz. Time histories of one lateral and two vertical acceleration responses of the bridge

deck at each of the four sections (Section B, F, I., J in Figure 11.7), corresponding to the three-minute

wind time histories, were processed.

Figure 11.9 shows the positions of two vertical accelerometers, horizontally separated by 26m,

measuring accelerations in the vertical direction, and one lateral accelerometer measuring acceleration
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Figure 11.9 Positions of three accelerometers in the deck cross-section (from [10]) (Reproduced with permission

from Elsevier).
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in the lateral direction. The maximum and root mean square (RMS) acceleration responses were

calculated and the results are listed in Table 11.1 to compare with the computed ones. In Table 11.1,

Section B is located in the Ma Wan side span, whereas Sections F, I and J are located at 1=6, 1=3 and

1=2 of the distance along the main span, respectively.

11.4.3 Measured Stresses of Bridge Deck

For the purpose of comparison with the computed results, ten strain gauges, arranged on the longitudi-

nal trusses of the bridge deck at Section L, were selected. Section L is located at almost 3=4 of the main

span form the Ma Wan tower side. The tag number and location detail of each strain gauge can be found

in Table 11.2 and Figure 11.10.

The strain gauges with the tag numbers “SS-TLN-xx” and “SS-TLS-xx” are the single linear strain

gauge arranged on the north and south longitudinal trusses of Section L, respectively. The tag numbers

“SP-TLN-xx” and “SP-TLS-xx” represent a pair of linear strain gauges arranged on the north and south

longitudinal trusses of Section L, respectively, with one single output. Note that the selected strains are

all located at the middle of the elements to avoid the effect of stress concentration and to facilitate the

comparison.

The measured strain was converted to the measured stress by multiplying the modulus of elasticity

for steel material E ¼ 2.05� 1011 N=m2. The stress time histories then went through a digital low pass

filter with an upper bound of frequency 1.1Hz, to be compatible with the highest frequency involved in

the computation results. The time histories of the ten stress responses of the bridge deck at Section L

corresponding to the three-minute wind time histories were further processed to remove the mean

Table 11.1 Measured and computed acceleration responses of bridge deck (from [10]) (Reproduced with

permission from Elsevier)

Lateral acceleration

Cross-

section

Tag no. of

accelerometer

RMS (m m=sec2) Maximum (m m=sec2)

Measured Computed RD�(%) Measured Computed RD (%)

B AT-TBS-01 17.47 16.56 5.20 49.88 52.38 �5.01

F AT-TFS-01 9.16 10.43 �13.93 24.49 38.57 �57.49

I AT-TIS-01 10.03 10.41 �3.80 30.76 35.32 �14.81

J AT-TJS-01 10.56 11.67 11.68 31.91 41.53 �30.16

Vertical acceleration (RD: Relative Difference)

Cross-

section

Tag no. of

accelerometer

RMS (m m=sec2) Maximum (m m=sec2)

Measured Computed RD (%) Measured Computed RD (%)

B AT-TBS-01 70.77 51.56 27.14 224.73 194.64 13.39

AT-TBN-01 69.46 50.12 27.84 193.76 162.90 15.93

F AT-TFS-01 61.84 62.86 �1.66 205.01 206.63 �0.79

AT-TFN-01 66.22 64.31 2.88 206.41 254.50 �23.30

I AT-TIS-01 63.67 71.39 �12.13 182.64 258.55 �41.56

AT-TIN-01 65.78 67.07 �1.96 211.41 260.95 �23.43

J AT-TJS-01 69.35 72.33 �4.29 216.76 229.70 �5.97

AT-TJN-01 69.84 76.31 �9.27 250.94 227.94 9.17
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stresses. The maximum and root mean square (RMS) stress responses were then calculated, and the

results are listed in Table 11.3 for comparison with the computed ones.

It is necessary to verify the proposed stress analysis procedure through comparison with field mea-

surement data. The wind characteristics obtained from the measured wind data, together with other

information, are used for the digital simulation of stochastic wind velocity field around the bridge. The

simulated wind velocity field is then used to generate buffeting forces at the nodes as input parameters,

together with self-excited forces at the nodes, to the SHM-oriented finite element model of the Tsing

Ma Bridge to predict bridge responses The computed acceleration and stress responses of the bridge

deck are finally compared with the measured acceleration and stress responses in order to verify the

proposed approach to some extent.

11.4.4 Wind Field Simulation

Since fluctuating wind pressure distribution over the deck surface of the Tsing Ma Bridge is not availa-

ble, the approximate approach proposed in Section 11.3 is used to estimate buffeting forces at the nodes

Figure 11.10 Locations of ten strain gauges used in this study (from [10]) (Reproduced with permission from

Elsevier).

Table 11.2 Tag number and location details of ten strain gauges used in this study (from [10])

(Reproduced with permission from Elsevier)

Tag no. of strain gauge Location details Element number

SP-TLN-01 North truss top chord 31 341

SS-TLN-01 North truss top chord

SP-TLN-05 North truss bottom chord 32 341

SS-TLN-03 North truss bottom chord

SP-TLS-12 South truss bottom chord 36 341

SS-TLS-09 South truss bottom chord

SP-TLN-02 North truss diagonal 32 341

SP-TLN-03 North truss diagonal 32 342

SP-TLS-02 South truss diagonal 36 341

SP-TLS-03 South truss diagonal 36 342
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of the FEM of the bridge. In this regard, a series of time histories of fluctuating wind velocity in hori-

zontal and vertical directions at various points along the bridge deck is essential. However, there were

only two anemometers installed along the bridge deck on each side. This situation was further wors-

ened for the bridge subjected to Typhoon York because, during the typhoon, the anemometers installed

at deck level were out of order for a certain period. Therefore, the horizontal and vertical wind auto-

spectra, the mean wind speed, the mean wind incidence and the turbulent intensities obtained from the

measured wind velocities at the mid-main span of the bridge deck are assumed to be constant along the

bridge deck.

Figure 11.10 (Continued)
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The exponential form of coherence function is adopted to reflect turbulent wind correlation along the

bridge deck in both the horizontal and vertical directions. The exponential decay coefficient is selected

as 16 in the simulation [16]. A fast spectral representation approach proposed by Cao et al. [17] is then

adopted here for the digital simulation of stochastic wind velocity field.

A total of 120 points along the bridge, with an interval of 18.0m, are considered in the simulation of

wind field. The average elevation of the bridge deck is taken as 60m. The sampling frequency and

duration used in the simulation of wind speeds are, respectively, 50Hz and ten minutes (the use of ten

minutes duration rather than three minutes is to consider the proper simulation of dynamic interaction

Figure 11.10 (Continued)

Table 11.3 Measured and computed stress responses of bridge deck (from [10]) (Reproduced with permission from

Elsevier)

Tag no. of strain gauge RMS (MPa) Maximum (MPa)

Measured Computed RD (%) Measured Computed RD (%)

SP-TLN-01 1.4824 0.9909 33.15 5.1765 3.7662 27.24

SS-TLN-01 1.4246 0.8895 37.56 4.7470 3.3586 29.25

SP-TLN-05 1.7117 1.1068 35.34 4.8009 3.4796 27.52

SS-TLN-03 1.9424 1.4428 25.72 5.2498 4.0755 22.37

SP-TLS-12 1.6625 1.2157 26.88 5.8009 4.7426 18.24

SS-TLS-09 1.8363 1.5844 13.72 6.3699 5.8040 8.88

SP-TLN-02 1.4489 1.4354 0.93 4.0886 4.4693 �9.31

SP-TLN-03 1.4083 1.4270 �1.33 3.9745 4.4464 �11.87

SP-TLS-02 1.3889 1.3107 5.63 4.1517 4.2061 �1.31

SP-TLS-03 1.4190 1.3080 7.82 4.3249 4.0949 5.32
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between wind and bridge). The corresponding frequency interval and the time interval of wind velocity

are 0.0015Hz and 0.02 sec respectively. Figure 11.11 illustrates the simulated turbulent wind velocity

time-histories of ten minutes duration in the alongwind (horizontal) and upward (vertical) directions at

the mid-main span of the bridge deck.

11.4.5 Buffeting Forces and Self-Excited Forces

With reference to the mean wind pressure distributions on the typical deck sections of the Tsing Ma

Bridge, the time-invariant part of wind pressure distribution over the three typical deck sections is decided

and shown in Figure 11.12. The three typical deck sections have 12, 10 and 8 nodes, respectively.

It can be seen from Figure 11.12 that the time-invariant part of wind pressure distribution over each

deck section contains three independent variables p1, p2 and p3. These variables can be determined

using Equation 11.8 for the ui-component and the wi-component separately. In the determination of the

three variables, the drag, lift, and moment coefficients of the bridge deck of 12-node section, measured

from wind tunnel tests, are 0.104, 0.210 and 0.082, respectively, at the wind angle of attack of 3.5� with
respect to the deck width of 41m [6]. The first derivatives of the drag, lift, and moment coefficients

with respect to the same wind angle of attack are �0.172, 1.719 and 0.344, respectively. The aerody-

namic coefficients for the other two deck sections are not available, so the aerodynamic coefficients for

the 12-node section are applied to the other two deck sections. The aerodynamic transfer functions

between fluctuating wind velocities and buffeting forces in Equation 11.3 are assumed to be one. After

the wind pressure distributions over all of the sections of the bridge deck are determined, the buffeting

force vector in Equation 11.1 can be formed, according to the procedure mentioned in Section 11.3

of this chapter.

Figure 11.11 Time histories of simulated fluctuating wind components at mid-main span (from [10]) (Reproduced

with permission from Elsevier).
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Figure 11.12 Time-invariant part of wind pressure distribution over three typical deck sections (from [10])

(Reproduced with permission from Elsevier).
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To determine the self-excited forces at the nodes of the FEM of the Tsing Ma Bridge, the aeroelastic

stiffness matrix and the aeroelastic damping matrix of the typical deck section with respect to the centre

of elasticity in Equation 11.9 will be determined first. The aerodynamic mass matrix in Equation 11.9 is

normally neglected in practice. The number of terms used in F̂
se

ei of Equation 11.9 is normally set as 2.

Due to the lack of wind tunnel test results on lateral flutter derivatives, only the vertical and rotational

motions of the bridge deck are taken into account in the simulation of self-excited forces. Moreover, the

coupled terms are neglected, since they have smaller effects on the self-excited forces. As a result, a

total of 12 frequency independent coefficients are determined by using the measured flutter derivatives

and the least squares fitting method, and they are used to determine the matrices Eei and Gei and the

coefficients in the vector F̂
se

ei for the ith typical deck section.

Because of the geometrical symmetry with respect to the mid-vertical axis of the bridge deck section,

the centre of elasticity and the centroid of the deck cross-section are both in the vertical axis. By taking

this geometric feature into account, the displacement transformation matrix Nse
i in Equation 11.10 for

the ith typical deck section can be determined easily. The aeroelastic stiffness matrix E, the aeroelastic

damping matrixG, the coefficients in the vector F̂
se
, and the self-excited forces at the nodes of the FEM

of the Tsing Ma Bridge in the global coordinate system, can then be determined using Equations 11.13

and 11.14.

11.4.6 Comparison of Bridge Acceleration Responses

The buffeting-induced acceleration and stress responses of the Tsing Ma Bridge are computed using the

mode superposition technique, as discussed in Section 11.13. and the first 80 modes of vibration of the

bridge are considered in the computation, with the highest frequency being 1.1Hz. The damping ratios

for all the modes of vibration are taken as 0.5%. The generalized displacement vector q(t) in Equation

11.17 is solved using the Newmark implicit integral algorithm with b¼ 0.25. The nodal displacement,

velocity, and acceleration vectors are determined based on Equation 11.15. The number of time steps

used in the computation is 215, with a time interval of 0.02 seconds. This is the same as that used in the

simulation of wind velocity field.

The acceleration responses are computed for all the nodes of the FEM of the bridge. Some are

then converted to the acceleration responses at the locations of accelerometers through the shape

function of the element for comparison. Figure 11.13 illustrates the computed and measured accel-

eration response time histories of three minutes duration for Section J of the bridge deck in the

vertical direction and the lateral direction on south side. The computed and measured maximum

accelerations and RMS accelerations are listed in Table 11.1, together with the relative differences

(RD: the measured one minus the computed one, then divided by the measured one) for the two

vertical points and one lateral point, in each of the four sections (Sections B, F, I and J) where the

accelerometers were installed.

It can be seen from Figure 11.13 that the computed vertical and lateral acceleration time histories are

similar in both pattern and magnitude with the measured ones. Since the time period of the computed

time histories does not coincide with that of the measured ones, an exact comparison is impossible. It

can be seen from Table 11.1 that, for lateral accelerations, the computed RMS accelerations are closer

to the measured ones than the computed maximum accelerations for the four deck sections concerned.

The relative differences in the RMS lateral accelerations range from 5.2% to 13.93%. The relative

differences in the maximum lateral accelerations range from 5.01% to 57.49%.

Similar observations are made for the vertical acceleration responses. The relative differences in the

RMS vertical accelerations range from 1.66% to 27.84%, whereas those in the maximum vertical accel-

erations range from 0.79% to 41.56%. The relatively large difference in the maximum acceleration

responses is due to the relatively short time period of the measured data available. Further comparison

using the long period of measured data is desirable in the future.
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11.4.7 Comparison of Bridge Stress Responses

The ten strain gauges concerned in this study are actually arranged in seven elements, as listed in

Table 11.2. Four strain gauges (SP-TLN-02, SP-TLN-03, SP-TLS-02 and SP-TLS-03) are stuck

on and along the neutral axis of the diagonal elements, as shown in Figure 11.10, and therefore

these stresses are caused by the axial forces only. The other six strain gauges are stuck on either

the top or bottom surface of the truss chords. These stresses are caused by both bending moments

and axial forces.

For comparison with the measured stresses at the locations of nine strain gauges, the modal stresses

of the relevant seven elements at their end sections are computed according to Equation 11.20, using

the commercial computer program. The modal stresses are then multiplied by the generalized displace-

ment vector to yield the stress time histories at five points of the end section of each element. Of these

five points, four are located at each corner of the end section and one point is situated at the centroid of

the end section. For the four diagonal elements (see Figure 11.10), the stress time history at the centroid

of the end section is taken as the stress time history at the location of the strain gauge. For the truss

Figure 11.13 Computed and measured acceleration response time histories of three minutes duration (Section J,

South) (from [10]) (Reproduced with permission from Elsevier).

462 Wind Effects on Cable-Supported Bridges



chords, the stress time histories at the corners of the two end sections are properly combined to give the

stress time history at the location of the strain gauge.

Figure 11.14 illustrates the computed and measured stress response time histories of three minutes

duration at the location of strain gauge SP-TLN-01. The computed and measured maximum stresses

and RMS stresses are listed in Table 11.3, together with the relative differences (RD) for the ten strain

gauges concerned. It can be seen from Figure 11.14 that the computed stress time history is similar to

the measured one. Since the time period of the computed time history does not coincide with that of the

measured time history, exact comparison is again impossible.

It can be seen from Table 11.3 that the computed RMS and maximum stresses on the four diagonal

elements (SP-TLN-02, SP-TLN-03, SP-TLS-02 and SP-TLS-03) are in good agreement with the meas-

ured ones. The relative differences in the RMS stress range from 0.93% to 7.82%. The relative differ-

ences in the maximum stress range from 1.31% to 11.87%. Nevertheless, the computed RMS and

maximum stresses on the truss chords do not compare so well with the measured ones. The relative

differences in the RMS stress range from 13.72% to 37.56%, whereas those in the maximum stress

range from 8.88% to 29.25%. The relatively large difference in the chord stress comparison is attributed

to the complex connections between the chords of the longitudinal trusses and the orthotropic deck

plates. The accurate modeling of stiffened deck plates is very complicated and not fulfilled in this study.

Figure 11.13 (Continued)

Multiple Loading-Induced Fatigue Analysis 463



11.5 Buffeting-Induced Fatigue Damage Assessment

11.5.1 Background

Although much work has been conducted on traffic-induced fatigue damage of steel bridges [18], there

has only been very limited research on buffeting-induced fatigue damage of long suspension bridges.

Virlogeux [19] analyzed fatigue life of the Normandy cable-stayed bridge in France due to buffeting, in

which the background component of buffeting response and the effect of wind direction were not taken

into consideration. Gu et al. [20] considered both the background component and wind direction effects

when they estimated buffeting-induced fatigue damage of the steel girders of the Yangpu cable-stayed

bridge in Shanghai in the frequency-time domain. They found that the effects of wind direction on the

fatigue damage of the Yangpu Bridge are significant, but the predicted fatigue life due to buffeting is

much longer than the design life of the bridge.

The buffeting-induced fatigue analyses mentioned above were based on Miner’s Law, which is

widely used in the fatigue design of steel structures for its simplicity. However, Miner’s Law does not

associate fatigue damage with its physical mechanism, such as fatigue crack initiation and growth. It

does not consider load sequence effects and load cycles below the fatigue limit which can actually

Figure 11.14 Computed and measured stress response time histories of three minutes duration (SP-TLN-01)

(from [10]) (Reproduced with permission from Elsevier).
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propagate micro-cracks if the cracks have already been initiated. On the other hand, fatigue crack initi-

ation and growth at the micro-scale in the vicinity of welds can be well described by continuum damage

mechanics (CDM) [21].

Li et al. [22] recently applied a CDM-based fatigue model to evaluate the effect of one typhoon on

fatigue damage to the steel deck of the Tsing Ma Bridge. They found that the increment of fatigue

damage generated by hourly stress spectrum for the typhoon loading could be much greater than that

by daily stress spectrum for normal traffic loading. However, their analysis was based on a single par-

ticular typhoon event. The long-term effects of buffeting forces on fatigue damage, associated with the

joint probability distribution of wind speed and direction, were not considered.

Furthermore, many key issues remain unsolved as to how to take full advantage of the real-time data

from the SHM system for effective and reliable health assessment of the bridges. Li et al. [22] used the

strain data recorded by the WASHMS installed in the Tsing Ma Bridge during Typhoon York to eval-

uate single typhoon-induced fatigue damage of the bridge at the strain gauge points.

Note that the number of sensors is always limited for a long-span suspension bridge, and the loca-

tions of structural defects or degradation may not be at the same positions as the sensors, so it is possi-

ble that the worst structural conditions may not be monitored directly by sensors. In this regard, a

numerical procedure for buffeting-induced stress analysis of a long-span suspension bridge using the

SHM-oriented finite element model are introduced in Sections 11.2 and 11.3 and verified through com-

parison with the field measurement data in Section 11.4. This numerical procedure will be used to find

the most critical locations of stress of the bridge and to identify stress characteristics at hot spots of

critical steel members at different levels of wind speed and direction in this section [23]. The accumula-

tive fatigue damage to critical members at their hot spots during the bridge design life will be evaluated

by using a CMD-based fatigue damage model, taking into consideration the long-term effects of buffet-

ing forces [23].

11.5.2 Joint Probability Density Function of Wind Speed and Direction

For estimation of wind-induced fatigue damage, it is necessary to have information on the distribution

of the complete population of wind speeds at a bridge site [23]. Various probability density functions

(PDF) have been proposed to model a complete population of wind speeds [24], but the convenience of

the two-parameter Weibull distribution has encouraged its greater use than the other distributions [25].

With the lower bound being zero, the cumulative distribution function (CDF) and PDF of the Weibull

form are, respectively:

Pu Uð Þ ¼ 1� exp � U

c

� �k
" #

ð11:22Þ

f u Uð Þ ¼ k

c

U

c

� �k�1

exp � U

c

� �k
" #

ð11:23Þ

where:

U is the wind speed;

c (>0) is the scale parameter with the same unit as wind speed;

k (>0) is the shape parameter without dimension.

One possible weakness in the Weibull distribution is that it neglects the effect of wind direction [26].

Since wind-induced fatigue damage to a bridge is closely related to wind direction, a joint probability

distribution of wind speed and wind direction has to be used for this study. To this end, a practical joint
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probability distribution function, introduced in Chapter 5, is adopted in this chapter for a complete

population of wind speed and wind direction, based on two assumptions:

1. The distribution of the component of wind speed for any given wind direction follows the Weibull

distribution.

2. The interdependence of wind distribution in different wind directions can be reflected by the relative

frequency of occurrence of wind.

Pu;u U; uð Þ ¼ Pu uð Þ 1� exp � U

c uð Þ
� �k uð Þ" # !

¼
ZZ

f u uð Þ f u;u U; k uð Þ; c uð Þð Þ du du ð11:24Þ

f u;u U; kðuÞ; cðuÞð Þ ¼ kðuÞ
cðuÞ

U

cðuÞ
� �kðuÞ�1

exp � U

cðuÞ
� �kðuÞ" #

ð11:25Þ

Pu uð Þ ¼
Z u

0

f u uð Þ du ð11:26Þ

where:

0	 u< 2p;
Pu(u) is the relative frequency of occurrence of wind in wind direction u.

The occurrence frequency Pu(u), as well as the distribution parameters k(u) and c(u), can be esti-

mated using wind data recorded at the bridge site.

In Chapter 5, wind records of hourly mean wind speed and direction within the period between 1

January 2000 and 31 December 2005 from the anemometer installed on the top of the Ma Wan tower

of the Tsing Ma Bridge were used to find the joint probability density function of hourly mean wind

speed and direction for monsoon winds. The relative frequency of wind direction and the scale

and shape parameters of the Weibull function given in Chapter 5 are presented in polar plot in

Figures 11.15a to (11.15)c, respectively.

It can be seen that the dominant monsoon direction is the east, and the scale and shape parameters do

not vary significantly with wind direction. For the convenience of subsequent calculation, the data

given in Table 11.4 and Figure 11.15 regarding the relative frequency of wind direction fu(u), the scale

parameter c(u) and the shape parameter k(u), are fitted by the following harmonic functions [27]:

f u uð Þ ¼ af þ
Xnf
m¼1

bfmcos mu � cfm

 � ð11:27aÞ

c uð Þ ¼ ac þ
Xnc
m¼1

bcmcos mu � ccm

 � ð11:27bÞ

k uð Þ ¼ ak þ
Xnk
m¼1

bkmcos mu � ckm

 � ð11:27cÞ

where:

a, bm and cm are the coefficients to be determined, whose superscripts f, c and k denote the relative

frequency, the scale and shape parameters respectively;

nf, nc and nk are the order of harmonic functions.

When the above joint probability density function is used to estimate fatigue damage to the bridge,

the maximum wind speed Umax for a given wind direction should be determined for a designated
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fatigue damage evolution period. The probability of the wind speed lower than the maximum wind

speed within the jth wind direction range Vj, i.e. P
E
j , can be determined by the probability distribution

function of wind speed:

PE
j ¼

Z
Vj

ZUmax;j

0

f u;u U; kðuÞ; cðuÞð ÞdU
0
@

1
Adu ¼

Z
Vj

1� exp � Umax;j

cðuÞ
� �kðuÞ" # !

du ð11:28Þ

The exceedance probability of the maximum wind speed within the jth wind direction range can be

expressed as:

1� PE
j ¼ 1

Nj þ 1
ð11:29Þ

in which Nj is the total numbers of wind records within the jth wind direction range, which can

be given by:

Nj ¼ T0n0

Z
Vj

f u uð Þdu ð11:30Þ

where:

T0 is the fatigue damage evolution period;

n0 is the number of wind records per year for all directions.

By using Equations 11.28 to 11.30, the maximum wind speed Umax,j for the jth wind direction range

can be obtained, and the results are listed in Table 11.5 for a wind return period of 120 years, which is

actually the design life of the bridge.

Table 11.4 Identified parameters in different wind direction sectors (from [23]) (Reproduced with permission from

Elsevier)

Direction Record no. fu(u) c(u) k(u) Coefficient of

determination

N 258 0.013 8.501 1.394 0.6943

NNE 730 0.037 9.100 1.823 0.9165

NE 550 0.028 6.931 1.940 0.8914

ENE 2712 0.137 7.270 1.913 0.9826

E 4042 0.204 7.222 2.146 0.9840

ESE 2888 0.146 6.764 2.344 0.9929

SE 2252 0.114 6.384 2.215 0.9916

SSE 1597 0.081 6.819 2.242 0.9887

S 1653 0.084 7.266 2.221 0.9753

SSW 880 0.045 7.460 1.949 0.9723

SW 515 0.026 6.465 2.521 0.9987

WSW 253 0.013 5.904 2.295 0.9823

W 439 0.022 6.080 2.462 0.9771

WNW 275 0.014 5.392 2.438 0.9840

NW 160 0.008 5.454 1.992 0.8268

NNW 571 0.029 5.745 1.649 0.9248

Total 19 775 1.000 6.995 2.042 0.9869
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The maximum wind speed obtained at the top of the tower is converted to the average deck level of

the Tsing Ma Bridge for buffeting-induced stress analysis using the following equation:

U zdð Þ ¼ zd

zt

� �a

U ztð Þ ð11:31Þ

where:

U(zd) is the mean wind speed at the average deck level zd;

U(zt) is the mean wind speed at the top of the tower zt;

a is the exponent of wind profile.

In this study, the average deck level is taken as 60m. The exponent a is taken to be 0.30 for

winds over the over-land fetch (see Figure 11.1b, clockwise from the SW to SE) and 0.2 for
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Figure 11.15 Relative frequency of wind direction and Weibull scale and shape parameters (from [23])

(Reproduced with permission from Elsevier).
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winds over the open-sea fetch (clockwise from the SE to SW). The converted maximum wind

speeds at the average deck level, and their components perpendicular to the bridge deck, are also

listed in Table 11.5, in which the positive sign indicates wind from the south and the negative

sign denotes wind from the north.

11.5.3 Critical Stresses and Hot Spot Stresses

In the SHM-oriented FE model of the bridge, there are a total of 15 904 beam elements used to model

the bridge deck [10]. To find the most critical beam elements and the corresponding most critical

stresses in the bridge deck, a buffeting-induced stress analysis is carried out by considering a 15m=sec
mean wind perpendicular to the bridge axis from the south for an hour. The von Karman spectra,

together with other wind characteristics, are first used for numerical simulation of the stochastic wind

velocity field for the entire bridge deck. The stochastic wind velocity field comprises a series of time

histories of fluctuating wind velocity in the horizontal and vertical directions at various points along the

bridge deck.

In the simulation, the turbulence intensity is taken 24% in the horizontal direction and 17% in the

vertical direction by considering the most turbulent cases in the field. The integral length scale is taken

as 251m in the horizontal direction and 56m in the vertical direction. The wind incidence is assumed to

be zero. The exponential form of coherence function is adopted to reflect turbulent wind correlation

along the bridge deck in both horizontal and vertical directions. The exponential decay coefficient is

selected as 16 in the simulation [16]. A fast spectral representation approach, as proposed by Cao et al.

[17], is adopted for the digital simulation of stochastic wind velocity field. A total of 120 points along

the bridge with an interval 18.0m are considered in the simulation of wind field. The average elevation

of the bridge deck is taken as 60m. Since this study concerns buffeting-induced stresses other than

traffic-induced stresses, the sampling frequency and duration used in the simulation of wind speeds are,

respectively, 16Hz and 3600 sec.

Table 11.5 Maximum hourly mean wind speeds of 120-year return period (from [23])

(Reproduced with permission from Elsevier)

Direction Umax (m=sec)

at tower top at deck level perpendicular to the deck

N 39.63 27.06 �25.89

NNE 31.45 21.47 �16.57

NE 21.89 14.94 �7.02

ENE 25.34 17.31 �1.66

E 22.36 15.27 4.46

ESE 18.79 12.83 8.16

SE 18.63 14.44 12.75

SSE 19.36 15.01 14.94

S 20.86 16.18 15.47

SSW 24.03 18.63 14.38

SW 15.62 10.66 5.01

WSW 15.02 10.26 0.98

W 14.90 10.17 �2.97

WNW 13.04 8.91 �5.66

NW 15.56 10.62 �9.38

NNW 22.28 15.21 �15.14
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The numerical method introduced in Section 11.3 is then used to estimate the buffeting forces and

self-excited forces at the nodes of the FEM of the bridge. In determining the buffeting forces at the

nodes, the drag, lift, and moment coefficients of the bridge deck are taken as 0.135, 0.090 and 0.063,

respectively, at a zero wind angle of attack with respect to the deck width of 41m, based on the wind

tunnel test results. The first derivatives of the drag, lift, and moment coefficients with respect to the

same wind angle of attack are �0.253, 1.324 and 0.278, respectively. The aerodynamic transfer func-

tions between the simulated fluctuating wind velocities and the buffeting forces are assumed to be one.

Due to the lack of wind tunnel test results on lateral flutter derivatives, only the vertical and rotational

motions of the bridge deck are taken into account in the simulation of self-excited forces. A total of

12 frequency independent coefficients are determined by using the measured flutter derivatives and the

least squares fitting method. They are used to determine the aeroelastic stiffness matrix and the aero-

elastic damping matrix, by which the self-excited forces at the nodes of the FEM of the bridge can be

determined.

The buffeting-induced stress responses of the bridge are finally computed using the mode superposi-

tion technique. The first 80 modes of vibration of the bridge are considered in the computation, with the

highest frequency being 1.1Hz. The damping ratios for all the modes of vibration are taken as 0.5%.

The modal stresses multiplied by the generalized displacement vector yield the stress time histories at

five points of the end section of each element, with four of these points located at each corner of the end

section and one point situated at the centroid of the end section.

By comparing the maximum values and the standard deviations of all stress time histories, the cross-

section of the bridge deck at the Ma Wan tower is identified as the most critical section, in which six

elements – nos. 34 111 and 38 111, 40 881 and 48 611, 58 111 and 59 111 are identified as the most

critical elements. Nos. 34 111 and 38 111 are the bottom chords of the outer north and south longitudi-

nal trusses, respectively, on the main span side (see Figure 11.16). Elements 40 881 and 48 611 are the

bottom chords of the inner north and south longitudinal trusses on the main span side, respectively, and

nos. 58 111 and 59 111 are the bottom chords in the middle of the cross-frame close to the north and

south inner longitudinal trusses, respectively.

Figure 11.16 Critical deck section and critical elements identified (from [23]) (Reproduced with permission from

Elsevier).
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The hot spot stress approach, which considers the stress concentration at welded joints, has been

widely used in hollow steel tubular structure fatigue design and analysis [28]. To apply this approach to

the fatigue damage assessment of the bridge under traffic loading, Chan et al. [9] computed the stress

concentration factors (SCF) of typical welded joints of the bridge deck based on both global and local

finite element models. The hot spot stress block cycles were then determined by multiplying the nomi-

nal stress block cycles by the SCF. This approach, and the SCF obtained by Chan et al. [9] are used in

this study.

In this regard, the maximum stress at the middle section of each critical element is computed based

on the stresses at the two ends of the element and is taken as the nominal stress of the element. The hot

spot stress is then determined by multiplying the nominal stress by the corresponding SCF. The type of

welded connection for elements 34 111, 38 111, 40 881 and 48 611 in this study is classified as F2

according to BS5400 [29], and the SCF is taken as 1.95 [9]. The type of welded connection for ele-

ments 58 111 and 59 111 is classified as F, and the SCF is taken as 1.44. Depicted in Figure 11.17 is the

one-hour time history of the hot spot stress for element 40 881.

11.5.4 Hot Spot Stress Characteristics

For the subsequent buffeting-induced fatigue damage assessment of the bridge deck at the six hot spot

stress locations for a wind return period of 120 years, the preceding exercise has to be repeated for

mean wind speeds from 5–30m=sec, with an interval of 5m=sec for winds over the overland fetch and

from 5–20m=sec at an interval of 5m=sec for winds over the open-sea fetch, respectively. This yields a
total of 60 one-hour time histories of the hot spot stresses for the bridge deck. For each of these one-

hour time histories, the rainflow counting method [30] is applied to obtain the hot spot stress character-

istics within one hour for different wind speeds and directions. The hot spot stress characteristics

include the total number of stress cycles (Nr), the stress range (sr), the mean value (sm) of each stress

cycle and the maximum stress range (sr,max). The mean value of each stress cycle includes the mean

stress caused by the mean wind speed. As a result, a total of 60 data sets of hot spot stress character-

istics are produced.

Figure 11.18 displays the total number of stress cycles and the maximum stress range against mean

wind speed and wind terrain for the hot spot stress at element 40 881. It can be seen that variations in

the total number of stress cycles with mean wind speed and wind terrain are not considerable within the

range from 2200 to 2300 cycles. The variation of the maximum stress range with wind terrain is very

small, but the effect of mean wind speeds on the maximum stress range is significant.

Figure 11.17 Time history of hot spot stress of element 40 881 (from [23]) (Reproduced with permission from

Elsevier).
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11.5.5 Damage Evolution Model

The growth in damage of the material is considered as a progressive internal deterioration, which

induces a loss of the effective cross-sectional area that carries loads. The damage index D for the iso-

tropic damage in the continuum damage mechanics (CDM) is often defined as:

D ¼ An � Ae

An

ð11:32Þ
where:

An is the nominal cross-section area;

Ae is the effective cross-section area considering area loss due to damage.

Based on thermodynamics and potential of dissipation, the rate of damage for high cycle fatigue can

be expressed as a function of the accumulated micro-plastic strain, the strain energy density release rate

and the current state of damage in CDM [31]. The micro-plastic strain (often neglected in a low-cycle

fatigue problem) and its accumulation must be considered for high-cycle fatigue damage, even if

macro-plastic strain does not exist [32]. In the one-dimensional situation, the equation for the rate of

fatigue damage, _D, can be written as:

_D ¼ s2 s � sj jb _sh i
ð1� DÞaB ð11:33Þ

where:

s ¼ sm is the mean stress;

the symbol h i denotes the McCauley brackets, where xh i ¼ x for x> 0 and xh i ¼ 0 for x< 0;

a, b and B are the material properties.

The material properties can be determined using the Woehler curves obtained through uniaxial peri-

odic fatigue tests under strain-controlled condition and direct damage measurements of the material

Figure 11.18 Variations of total number of cycles and maximum stress range of hot spot stress at element 40 881

(from [23]) (Reproduced with permission from Elsevier).
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[31,32]. Equation 11.33 is a general constitutive model for high cycle fatigue, and it can be integrated

over time for the cycles with different mean stresses and stress ranges. For example, when considering

sm¼ 0, and neglecting the variation of (1�D)a in one stress cycle, integrating Equation 11.32 over the

cycle yields:

dD

dN
¼ sbþ3

a

Bðbþ 3Þð1� DÞa ð11:34Þ

where sa is the stress amplitude of the cycle and N is the number of cycles.

In this study, the rainflow counting method has been applied to obtain the hot spot stress character-

istics within one hour for different wind speeds and directions. The hot spot stress characteristics

include the total number of stress cycles (Nr), the stress range (sr), the mean value (sm) of each stress

cycle and the maximum stress range (sr,m) within one hour. Since a normal fatigue life of a bridge may

be over 100 years, the effects of load sequence on damage accumulation within one hour can be neglec-

ted. Nevertheless, the effects of load sequence are taken into consideration in this study at one hour

intervals. Thus, by considering one hour as one block, the fatigue damage rate generated by one block

of stress cycles with zero mean stress can be expressed as:

dD

dNb

¼
Xmb

j¼1

s
bþ3
a;j

Bð1� DÞaj ðbþ 3Þ ð11:35Þ

where:

mb is the total number of stress cycles in the block;

Nb is the number of blocks.

If mean stress is not equal to zero, the fatigue damage rate generated by one block of stress cycles

can be determined by the following expression [32]:

dD

dNb

¼
Xmb

j¼1

sr;j þ 2sm;j


 �
sr;j

� 	bþ3
2

Bð1� DÞaj ðbþ 3Þ ð11:36Þ

where:

sr,j¼ 2 sa,j is the jth stress range;

aj depends on the jth stress range, i.e. aj¼ f(sr,j).

Within one hour block, the maximum stress range affects the damage increment most. Equation 11.36

can be rewritten as:

1� Dð ÞaedD ¼
Xmb

j¼1

sr;j þ 2sm;j


 �
sr;j

� 	bþ3
2

Bð1� DÞaj�aeðbþ 3Þ dNb ð11:37Þ

where ae is determined by the maximum stress range sr,max through the function aj¼ f(sr,j).

Let us consider the damage accumulation in the kth block. Integrating Equation 11.37 over the kth

block yields:

ZDk

Dk�1

1� Dð Þae;kdD ¼
ZNb;k

Nb;k�1

Xmb;k

j¼1

sr;jk þ 2sm;jk


 �
sr;jk

� 	bþ3
2

Bðbþ 3Þ 1� Dð Þae;k�aj;k

0
@

1
AdNb ð11:38Þ

Multiple Loading-Induced Fatigue Analysis 473



Making the approximation 1� Dð Þae;k�aj;k ¼ 1� Dk�1ð Þae;k�aj;k [31], the damage evolution model for

fatigue damage assessment of a long suspension bridge in this study is given as:

Dk ¼ 1� ð1�Dk�1Þae;kþ1 � ðae;k þ 1Þ
Bðbþ 3Þ

Pmb;k

j¼1

sr;jkþ2sm;jkð Þsr;jk½ �
bþ3
2 1�Dk�1ð Þae;k�aj;k Þ

� � 1

1þ ae;k

(
ð11:39Þ

Buffeting-induced fatigue in the welded joints of a bridge is a cumulative process over many years.

Buffeting-induced fatigue damage accumulation, including both fatigue crack initiation and growth in

micro-scale, can be well estimated by using Equation 11.39 evolutionally, as shown in the next section.

For the bridge concerned in this study, aj¼ kasr,jþa0 is used. The parameters ka and a0 are taken as

�0.135MPa and 101.4MPa, respectively, for both of the connection types F2 and F. (bþ 3)¼ 3.01 is

used for both the connection types. [B(bþ 3)]¼ 3.41� 1013 is used for connection type F2 and [B(bþ 3)]

¼ 5.11� 1013 is used for connection type F. According to BS5400 [29], if the stress range sr,j is less than

sc, it should be reduced in the proportion
sr;j

sc

� �2

, where sc is the stress limit to fatigue. The stress limit to

fatigue used in this study is 35MPa for connection type F2 and 40MPa for connection type F.

11.5.6 Buffeting-Induced Fatigue Damage Assessment

To assess the buffeting-induced fatigue damage to the bridge deck at the identified six hot spot stress

locations for a wind return period of 120 years, the occurrence sequences of 1 051 200 (¼ 24� 365

� 120) blocks in one hour duration should be determined in consideration of different wind speeds and

directions before Equation 11.39 can be applied [23]. The number of hourly wind records in the jth

wind direction range Vj in one year can be determined by:

no;j ¼ no

Z
Vj

f u uð Þdu ð11:40Þ

where:

n0¼ 8760 is the total number of hourly wind records in one year;

fu(u) is the relative frequency of wind direction.

After the number of wind records in the jth wind direction range is determined, the number of hourly

wind records in the ith wind speed range within the jth wind direction range can then be determined, by

considering a normalized cumulative distribution function as follows:

PuðUi; ujÞ ¼
1� exp � Ui;j

cðujÞ
� �kðujÞ

" #

1� exp � Umax;j

cðujÞ
� �kðujÞ

" # ð11:41Þ

If the hourly mean wind speeds in the jth wind direction range are divided into several wind speed

ranges from zero to Umax,j at an interval of 5m=sec, the number of hourly wind records in the ith wind

speed range within the jth wind direction range is then given as:

noði; jÞ ¼ no;j Pu 5ðiÞ; uj

 �� Pu 5ði � 1Þ; uj


 �� 	 ði ¼ 1; 2; . . .Þ ð11:42Þ
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By Equations 11.40 and 11.42, the distribution of the number of hourly wind records in one year

within the designated wind direction and wind speed ranges can be obtained. The results from this

study are listed in Table 11.6.

Because only monsoon wind effect on the bridge is considered in this study, and the monsoon wind

in Hong Kong is normally southerly (from 90� to 270� in Figure 11.15) in summer and northerly (from

270� to 90� in Figure 11.15) in winter, it is assumed that the monsoon wind blows over the open-sea

fetch in summer and over the overland fetch in winter. Two random permutation sequences of uniform

distribution are then generated according to the total number of wind records in summer and in winter,

respectively, in a particular year. The first random permutation sequence brings out the occurrence

sequence of wind records over the open-sea fetch, while the second random permutation sequence leads

to the occurrence sequence of wind records over the over-land fetch for that particular year.

Each wind record is then converted to a wind block according to its wind direction and wind speed.

The hot spot stress characteristics corresponding to each wind block can be best found from one of the

60 data sets of the hot spot stress characteristics obtained in advance. The fatigue damage accumulation

of the bridge deck at each hot spot stress location can finally be processed using the damage evolution

model one year after another, up to a total of 120 years, by assuming zero damage at the beginning of

fatigue damage accumulation.

Figure 11.19 shows the damage evolution of the bridge deck at the six hot spot stress locations during

the 120-year period. It can be seen that the damage index increases with time. A slight non-linear rela-

tionship between the damage index and time can be observed for the hot spot stress of element 48 611,

which indicates the non-linear nature of fatigue initiation and growth and the capability of the damage

evolution model used in this study.

Listed in Table 11.7 are the fatigue damage indices of the bridge deck at the six hot spot stress loca-

tions at the end of the 120 years. It can be seen that monsoon wind-induced fatigue damage to the

bridge deck is not significant. Note that this study does not take into account typhoon effects and traffic

effects. Nevertheless, the procedure proposed in this study can also be applied to typhoon wind induced

fatigue damage, and this will be done when long-term field measurement data on typhoons are

available.

Table 11.6 Distribution of the number of hourly wind records in one year (from [23]) (Reproduced with permission

from Elsevier)

Direction 0–5 5–10 10–15 15–20 20–25 25– SUM

N 98 91 46 17 5 1 258

NNE 66 84 41 11 1 0 203

NE 165 206 73 1 0 0 445

ENE 455 527 139 11 0 0 1132

E 602 802 189 4 0 0 1597

ESE 526 720 118 0 0 0 1364

SE 404 476 62 0 0 0 942

SSE 320 399 66 1 0 0 786

S 235 334 90 4 0 0 663

SSW 152 212 54 4 0 0 422

SW 100 121 7 0 0 0 228

WSW 74 79 2 0 0 0 155

W 73 75 1 0 0 0 149

WNW 78 59 0 0 0 0 137

NW 68 44 1 0 0 0 113

NNW 83 64 18 1 0 0 166

SUM 3499 4293 907 54 6 1 8760
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11.6 Framework for Multiple Loading-Induced Stress Analysis

11.6.1 Equation of Motion

To establish a framework for multiple loading-induced stress analysis [33], a long-span cable-supported

bridge, trains and road vehicles are regarded as three subsystems and represented by three finite

element models, using a commercial software package. A long-span cable-supported bridge can be

modeled using beam elements, plate elements, shell elements and others. A train usually consists of

several vehicles, and each vehicle is in turn is composed of car body, bogies, wheel-sets, primary sus-

pension systems connecting the wheel-sets to the bogies, and secondary suspension systems connecting

the bogies to the car body. The car body, bogies and wheel-sets can be modeled by either beam ele-

ments, shell elements or rigid bodies. The primary or secondary suspension systems can be modeled by

spring elements and dashpot elements. There is a variety of configurations of road vehicles in reality,

such as a tractor with trailers with different axle spacings. Each tractor or trailer is composed of a car

body, axle sets and the suspension systems connecting the two components. Similar to a train, the car

body and axle sets can be modeled by either beam elements, shell elements or rigid bodies. The suspen-

sion systems can be modeled by spring elements and dashpot elements.

Except for linear spring elements in the suspension units, the spring element non-linear parts and all

dashpot elements are treated as pseudo forces in the train and road vehicle subsystems in this study. The

subsystems are coupled through contacts between bridge and trains and between bridge and road

Figure 11.19 Damage evolution during the 120-year return period (from [23]) (Reproduced with permission from

Elsevier).

Table 11.7 Fatigue damage at the end of 120 years (from [23]) (Reproduced with permission from Elsevier)

Locations 38 111 34 111 40 881 48 611 58 111 59 111

Damage index 0.0121 0.0096 0.0169 0.0183 0.0110 0.0105
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vehicles. Wind forces may act on all three subsystems. The equations of motion of bridge, train and

road vehicle subsystems can then be expressed as [33]:

Mb
€Xb þ Cb

_Xb þKbXb ¼ Fb

Mr
€Xr þ Cr

_Xr þKrXr ¼ Fr

Mh
€Xh þ Ch

_Xh þKhXh ¼ Fh

8><
>: ð11:43Þ

where:

Mb, Kb, Mr, Kr, Mh and Kh are the mass and stiffness matrices of the bridge, train and road vehicle

subsystems, respectively;

Cb, Cr and Ch are the damping matrices of the bridge, train and road vehicle subsystems, respectively;

Xb, _Xb, €Xb, Xr, _Xr, €Xr, Xh, _Xh and €Xh are respectively the displacement, velocity and acceleration

vectors of the bridge, train and road vehicle subsystems;

Fb, Fr and Fh are the force vectors of the bridge, train and road vehicle subsystems, which can be

expressed as:

Fb ¼ Frb þ Fhb þ Fwb

Fr ¼ Fpr þ Fbr þ Fwr

Fh ¼ Fph þ Fbh þ Fwh

8><
>: ð11:44Þ

In Equation 11.44, the forces acting on the bridge subsystem Fb include contact forces Frb due to

train-bridge interaction, contact forces Fhb due to road vehicle-bridge interaction, and wind forces Fwb.

The forces acting on the train subsystem Fr include pseudo forces Fpr produced by non-linear parts of

all springs, as well as all dashpots in the train subsystem, contact forces Fbr due to train-bridge interac-

tion, and wind forces Fwr. The forces acting on the road vehicle subsystem Fh include pseudo forces Fph

produced by non-linear parts of all springs, as well as all dashpots in the road vehicle subsystem, con-

tact forces Fbh due to road vehicle-bridge interaction, and wind forces Fwh.

These force vectors will be discussed in detail subsequently. In consideration that a large number of

DOFs are involved in the finite element models of the three subsystems, the mode superposition method

is adopted to make the dynamic stress analysis of the bridge under multi-loadings manageable. Using

this method, Equation 11.43 can be rewritten as:

€qb þ 2jbvb _qb þv2
bqb ¼ FT

bFb

€qr þ 2jrvr _qr þv2
rqr ¼ FT

r Fr

€qh þ 2jhvh _qh þv2
hqh ¼ FT

hFh

8><
>: ð11:45Þ

where:

qb ¼ qb1; qb2; � � � ; qbNbm

� 	T
, qr ¼ qr1; qr2; � � � ; qrNvm

� 	T
and qh ¼ qh1; qh2; � � � ; qhNhm

� 	T
are the modal

coordinate vector of the bridge, train, and road vehicle subsystems, respectively;

Nbm, Nrm and Nhm are the number of interested modes of vibration of the bridge, train and road vehicle

subsystems, respectively;

vb, jb,Fb,vr, jr,Fr,vh, jh andFh are respectively the modal frequency matrix, modal damping ratio

matrix and mode shape matrix related to the interested modes of vibration of the bridge, train and

road vehicle subsystems.

Note that both the modal frequency matrix and the modal damping ratio matrix are a diagonal

matrix. The terms on the right side of Equation 11.45 are actually the functions of the relevant
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subsystem’s responses, so numerical iterations are required to find the solutions. Once the generalized

coordinates of the bridge are found, the element stress vector sb,j of the jth element of the bridge with-

out considering initial strains and stresses can be obtained as follows:

sb;j ¼ Gb;jqb ð11:46Þ

where Gb,j denotes the modal stress matrix, which can be determined by:

Gb;j ¼ Db;jLb;jNb;jTb;jFb;j ð11:47Þ

in which:

Fb,j is the modal shape matrix with respect to nodes of the jth element;

Tb,j is the coordinate transfer matrix from global coordinate to local coordinate with respect to nodes of

the jth element;

Nb,j is the shape function transforming local node displacements to element displacement field;

Lb,j is the differential operator transforming the element displacement field to the element strain field;

Db,j denotes the elastic matrix representing stress-strain relationship.

11.6.2 Pseudo Forces in Trains and Road Vehicles

The springs and dashpots in the suspension units of a vehicle are non-linear in some cases. In this study,

the linear part of spring stiffness is included in the finite element model of the vehicle, while all the

damping forces and non-linear restoring forces of the suspension units are treated as pseudo forces to

facilitate non-linear analysis [33]. For example, the pseudo forces produced by a dashpot with a satura-

tion property in a local coordinate can be expressed as:

f Lvn;i ¼
�Fmaxijð _dLv;i � _d

L

v;jÞ=v0ij _d
L

v;i � _d
L

v;j

��� ��� < v0ij

�Fmaxijsignð_dLv;i � _d
L

v;jÞ _d
L

v;i � _d
L

v;j

��� ��� 
 v0ij

8><
>:

f Lvn;j ¼ �f Lvn;i

8>>>><
>>>>:

ð11:48Þ

where:

f Lvn;i and f
L
vn;j are the pseudo forces acting on the nodes i and j, respectively, along the x-axis of the local

coordinates as shown in Figure 11.20;
_d
L

v;i and
_d
L

v;j are the velocities of the nodes i and j, respectively, along the x-axis of the local coordinates;

Figure 11.20 Pseudo force of saturated dashpot (from [33]) (Reproduced with permission from ASCE).
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v0ij is a saturated velocity, which is an intrinsic property of a dashpot;

Fmaxij is the saturated damping force when the dashpot velocity exceeds v0ij.

Equation 11.48 can be used to simulate dry friction when v0ij is of very small value. Using the trans-

formation matrix between the local coordinates and the global coordinates and by considering all the

damping forces and non-linear restoring forces of the suspension units in either the train subsystem or

the road vehicle subsystem, the pseudo force vectors Fpr and Fph in Equation 11.44 can be obtained.

11.6.3 Contact Forces between Train and Bridge

The train subsystem and the bridge subsystem are coupled through contact between the wheels and rails

(see Figure 11.21). Wheel-rail contact geometry computation is the basis for determining contact

forces, so it is often carried out first to find the contact geometry parameters as functions of relative

lateral displacement and yawing angle of the wheel-set to the rails. Two hypotheses are adopted for

wheel-rail contact geometry computation: wheel and rail are regarded as rigid bodies; and the wheel is

not allowed to jump away from the rail.

As plotted in Figure 11.21, Fy1 and Fy2 are the contact forces on the rails in the vertical direction; Fz1

and Fz2 denote the contact forces on the rails in the lateral direction; N1 and N2 are the normal contact

forces on the wheels; Tz1 and Tz2 are the lateral creeping forces on the wheels; and the subscripts 1 and

2 stand for the left and right rail=wheel, respectively.
Eight equations are required to find the aforementioned eight contact forces between wheels and rails

[33]. Four equations are established, based on the relationships between the contact forces on the rails

and the contact forces on the wheels. Two equations are established by considering the equilibrium

conditions of the wheel set. The last two equations are formed from the relationship between the lateral

creep forces and normal contact forces according to the Kalker creepage theory. Once the contact

forces on the rails are determined for all the wheel sets of the train subsystem, the force vector Frb due

to the train-bridge interaction in Equation 11.44 can be established for the bridge subsystem. Note that

the positions of contact forces on the rails vary with time. Therefore, the force vector Frb also varies

with time and must be updated for every time interval.

Wheel non-jump condition is considered in this study. Therefore, vertical displacement of a wheel is

dependent on the rail under the wheel, and it is not necessary to assign vertical degrees of freedom to

the wheels of the train subsystem. As a result, the vertical forces produced by the motions of the wheel

sets on the bogies of the train subsystem are found first, based on the equilibrium condition of the

wheel-set. All of the vertical forces are then used to form the force vector Fbr due to train-bridge inter-

action in Equation 11.44 for the train subsystem (excluding the vertical motion of the wheels). The

force vector Fbr is a function of time, depending on the position of the train on the bridge.

Figure 11.21 Contact forces acting on wheels and rails (from [33]) (Reproduced with permission from ASCE).
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11.6.4 Contact Forces between Road Vehicles and Bridge

This study considers wind-vehicle-bridge interaction, and the lateral motion of vehicle body should be

considered. Therefore, the axle set is connected to the vehicle body through two suspension units. One

of these is the parallel combination of a spring and a dashpot in the vertical direction (y-direction),

while the other is the parallel combination of a spring and a dashpot in the lateral direction (z-direc-

tion), as shown in Figure 11.22.

The connection of the axle set to the bridge deck is also realized through the two units representing

the dynamic characteristics of the tire: one is the parallel combination of a spring and a dashpot in the

vertical direction, while the other is the parallel combination of a spring and a dashpot in the lateral

direction. Some common assumptions are adopted in this study to calculate the contact forces between

road surface and vehicle tires, including that the vertical surface profile of the bridge deck pavement is

not too rough to make the tires jump or leave the riding surface, so that a road vehicle’s tires can be

assumed to remain in contact with the bridge deck all times.

The contact between the road surface and the moving tire of the vehicle is further assumed to be a

point contact. There is no sliding of the vehicle tires in the lateral direction. As a result, the interaction

forces between the road vehicle and the bridge deck surface, which act on the axle set and the road

surface respectively, can be determined from the relative motions of the axle set of the vehicle and the

road surface of the bridge deck by the following equations:

Fyq ¼ Klyqðywq � yrqÞ þ Clyqð _ywq � _yrqÞ
Fzq ¼ Klzqðzwq � zwqÞ þ Clzqð _zwq � _zrqÞ ðq ¼ 1; 2Þ
�

ð11:49Þ

where:

Fyq and Fzq (q¼ 1, 2) are the interaction forces in the y-direction and z-direction respectively, and the

subscripts 1 and 2 stand for the left and right tire respectively;

Klyq and Klzq are the stiffness of linear elastic springs for a tire in the y-direction and z-direction

respectively;

Clyq and Clzq are the damping coefficients of viscous dashpots for a tire in the y-direction and z-direction

respectively;

Figure 11.22 Schematic model of a road vehicle (from [33]) (Reproduced with permission from ASCE).
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ywq and _ywq are respectively the displacement and velocity of the axle set in the y-direction;

yrq and _yrq are respectively the displacement and velocity of the bridge deck surface in the y-direction at

the contact point;

zwq and _zwq are respectively the displacement and velocity of the axle set in the z-direction;

zrq and _zrq are respectively the displacement and velocity of the bridge deck surface in the z-direction at

the contact point.

Note that the displacement and velocity of the bridge deck surface should consider the road rough-

ness. Once the interaction forces on the bridge deck surface are determined for all the axles of the road

vehicle subsystem, the force vector Fhb due to the road vehicle-bridge interaction in Equation 11.44 can

be established for the bridge subsystem.

Note also that the positions of interaction forces on the deck surface vary with time. Therefore, the force

vector Fhb also varies with time and must be updated for every time interval. The interaction forces on the

axles of a road vehicle are the counter-forces acting on the deck surface, so the force vector Fbh due to

the road vehicle-bridge interaction in Equation 11.44 can be established for the road vehicle subsystem.

11.6.5 Wind Forces on Bridge

Wind forces acting on a long-span cable-supported bridge are mainly the static wind forces due to mean

wind, the buffeting forces due to turbulent wind and the self-excited forces due to interaction between wind

and bridge motion. The mean stresses of the bridge caused by the static wind forces can be readily deter-

mined separately, and only the buffeting forces Fbf and self-excited force Fse are considered in this study:

Fwb ¼ Fbf þ Fse ð11:50Þ

This study focuses on dynamic stress analysis of a long-span cable-supported bridge under

multi-types of loadings. To this end, the SHM-oriented finite element model of a long-span bridge with

significant modeling features at a stress level is used. The numerical procedure for wind-induced stress

analysis based on this model was introduced in Section 11.4 and verified in Section 11.5, in which the

buffeting forces acting at the center of elasticity of the deck cross section are distributed to the nodes of

the deck section in terms of wind pressure distribution around the deck section.

After such a distribution is applied to all the sections of the bridge, the buffeting force vector Fbf in

Equation 11.50 can be formed. Furthermore, by applying the virtual work principle, the self-excited

forces at the centre of elasticity of the bridge deck section can also be distributed to the nodes of the

bridge deck to form the self-excited force vector Fse in Equation 11.50.

Fse ¼ EXb þG _Xb þH€Xb þ ðNseÞTF̂se ð11:51Þ

where:

E, G, and H are the aeroelastic stiffness, aeroelastic damping and aeroelastic mass matrices, respec-

tively, of the bridge related to the nodal self-excited forces in the global coordinate system;

Nse is the displacement transformation matrix from the local coordinate system to the global coordinate

system;

F̂se is the part of the self-excited forces reflecting aerodynamic phase lag.

11.6.6 Wind Forces on Vehicles

Trains and road vehicles are assumed to travel along the bridge deck at constant velocities in this study.

The aerodynamic wind forces acting on a car body of either train or road vehicle are determined using
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the quasi-steady approach. As this study focuses on dynamic stresses of bridge rather than safety of

vehicles, only the three components of aerodynamic forces (i.e. lift force FL, side force FS and rolling

momentMR) acting on the center of gravity of the car body are considered [34].
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ð11:52Þ

where:

u is the mean wind speed component;

u and w are, respectively, the longitudinal and vertical fluctuating wind speed;

VR is the mean wind velocity relative to the vehicle;

Af is the reference area, which is normally taken as the frontal area of the car body;

r is the air density;

H is the reference height, which is normally taken as the height of the center of gravity of the car body

above the ground;

Ci(w) and C0
iðwÞ (i¼ L, S, R) are the lift force, side force and rolling moment coefficients and their

derivatives at a¼ 0;

a is the incidence angle;

xFLu
ðnÞ, xFLw

ðnÞ, xFSu
ðnÞ, xFSw

ðnÞ, xMRu
ðnÞ and xMRw

ðnÞ are the aerodynamic transfer functions

between the fluctuating wind velocities and aerodynamic forces;

n is the frequency in Hz.

By considering all the car bodies in the train subsystem, the force vector Fwr in Equation 11.44 for

the train subsystem can be formed. Also by considering all the car bodies in the road vehicle system,

the force vector Fwh in Equation 11.44 for the road vehicle subsystem can be obtained. Note that the

longitudinal and vertical fluctuating wind speeds in Equation 11.52 are compatible with the wind

speeds used for determining wind forces acting on the bridge deck, and therefore the correlation of

wind velocity along the bridge deck is taken into consideration. Nevertheless, the aerodynamic transfer

functions in Equation 11.52 are taken as unit in this study for simplification. Furthermore, for road

vehicles, the derivatives of the aerodynamic force coefficients are taken as zero because of lack of data.

11.6.7 Numerical Solution

The springs and dashpots in the suspension units of a vehicle may be non-linear, and therefore the

pseudo forces produced by these elements are non-linear. Furthermore, the contact forces between the

train and bridge and between the road vehicles and bridge are functions of dynamic responses of both

the bridge and vehicles, as are the self-excited wind forces. Therefore, the equations of motion of the

wind-vehicle-bridge system expressed by Equation 11.45 can be generally written as [33]:

€qb þ 2jbvb _qb þv2
bqb ¼ FT

bFbðqb; _qb; €qb; qr; _qr; €qr; qh; _qh; €qhÞ
€qr þ 2jrvr _qr þv2

rqr ¼ FT
r Frðqb; _qb; €qb; qr; _qr; €qrÞ

€qh þ 2jhvh _qh þv2
hqh ¼ FT

hFhðqb; _qb; €qb; qh; _qh; €qhÞ

8>><
>>: ð11:53Þ
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Iterative schemes are required to find numerical solutions of the above equation. In this study, the

step-by-step explicit integration method [35] is adopted and the iterative scheme is summarized as

follows:

1. Decide the time duration and time interval, Dt, for the dynamic response time histories required.

Generate or provide wind speed time histories along the bridge deck. Take the responses of bridge,

train and road vehicle subsystems at the last time step t as the initial values of the iteration for the

current time step tþDt.
2. Use the responses of the bridge, train and road vehicle subsystems at the last iteration step k to

estimate the pseudo forces acting on the trains and road vehicles for the current iteration step kþ 1.

3. Determine the contact forces and wind forces, and solve the equation of motion of the train and road

vehicle subsystems in Equation 11.53 using the step-by-step explicit integration method to find the

responses of trains and road vehicles at the iteration step kþ 1.

4. Use the train and road vehicle responses at the iteration step kþ 1 and the bridge responses at the

iteration step k to estimate the pseudo forces acting on the bridge for the current iteration step kþ 1.

5. Determine the contact forces and wind forces, and solve the equation of motion of the bridge sub-

system in Equation 11.53, using the step-by-step explicit integration method to find the bridge

responses at the iteration step kþ 1.

6. Use the train and road vehicle responses obtained in step 3 and the bridge responses obtained

in step 5 for the next iteration step until the convergence is reached for all of three equations in

Equation 11.53. At this point, a new step can be started from step 1.

11.7 Verification by Case Study: Tsing Ma Bridge

To examine the proposed framework for multiple loading-induced stress analysis, a case study is per-

formed in this section [33], for which the Tsing Ma Bridge in Hong Kong is selected. In consideration

of the nature of the case study, a time period of 140 seconds from 08:24:00 pm to 08:26:20 pm on 19th

November 2005 is selected, during which one train and 29 heavy road vehicles of over four tons were

identified running on the bridge. During this time period, bridge stress response time histories recorded

by dynamic strain gauges (see Figure 11.23) were used.

Information on the train, such as the arriving instant, running speed and heading direction, was con-

verted from the strain response time history recorded by a special set of strain gauges arranged under

the railway beams at Section L (see Figure 11.23). Information on 29 heavy road vehicles was recorded

by dynamic weigh-in-motion (WIM) stations, including the lane number, arriving instant, running

speed and heading direction. Wind data were collected by the anemometers installed at both bridge

deck and towers.

Figure 11.23 Distribution of dynamic strain gauges and anemometers in the Tsing Ma Bridge (from [33])

(Reproduced with permission from ASCE).
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11.7.1 Finite Element Models of Bridge, Train and Road Vehicles

Considering the requirement of stress analysis of local bridge components, the SHM-oriented FEM of

the Tsing Ma Bridge established in Section 11.2 and shown in Figure 11.3 is used. The train running on

the bridge is an eight-carriage (vehicle) train of a total length of approximately 182m.

Figure 11.24 shows the FEM of a four-axle railway vehicle, which is composed of one car body, two

bogies and four wheel sets. The car body, bogies and wheel-sets are regarded as rigid components. The

primary and secondary suspension systems are characterized by two springs and dashpots modeled by

spring elements and dashpot elements in either the horizontal direction or vertical direction. In the model-

ing of railway vehicles, the actual bogie loads of the typical railway vehicle running over the bridge and

recorded by the WASHMS in the concern time duration are used; other train parameters, such as damping

ratio and springs, were provided by MTR Corporation of Hong Kong, Limited [36]. The total degrees of

freedom of the railway vehicle are 23. The 23 modal frequencies and modal shapes of the vehicle model

within a frequency range up to about 30Hz are used in the subsequent dynamic analysis.

The road vehicles of over four tons running on the bridge are regarded as typical high-sided road

vehicles. Figure 11.25 shows the FEM of a two-axle high-sided road vehicle, which is composed of a

car body, two axle-sets and the connections between the two components. The car body and axle-sets in

each vehicle model are regarded as rigid components. Springs and dashpots are respectively modeled by

spring elements and dashpot elements to connect the vehicle bodies and axle sets. Axle sets and contact

points at bridge deck surfaces are connected by spring elements and dashpot elements representing the

dynamic characteristics of the tires. The actual axle loads recorded by the WASHMS are adopted,

together with other parameters used by Xu and Guo [37] for a two-axle high side road vehicle. The total

degrees of freedom of one road vehicle are 11. The 11 modal frequencies and modal shapes of the road

vehicle within a frequency range up to about 12Hz are used in the subsequent dynamic analysis.

Figure 11.24 FEM of a railway vehicle (from [33]) (Reproduced with permission from ASCE).

Figure 11.25 FEM of a road vehicle (from [33]) (Reproduced with permission from ASCE).
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11.7.2 Rail Irregularities and Road Roughness

The rail irregularities and the roughness of the bridge deck surface are important factors that determine

the contact forces between train and bridge and between road vehicles and bridge. The rail irregularities

and road surface roughness are both considered in this study. They are assumed to be a zero-mean

stationary Gaussian random process and expressed through the inverse Fourier transformation on a

power spectral density function:

yvðxÞ ¼
XN
k¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Sðf kÞDf

p
cosð2pf kxþ ukÞ ð11:54Þ

where:

S(f) is the power spectrum density (PSD) function;

fk¼ flþ (n� 1=2)Df;

Df¼ (fu� fl)=N;
fu and fl are, respectively, the lower and upper cutoff frequencies;

uk is the random phase angle uniformly distributed between 0 and 2p.

Vertical and lateral rail irregularities are considered for right and left rails of the railway track. The

rail irregularity in railway engineering is often represented by a one-sided PSD function. The PSD

functions of rail irregularities developed by the Research Institute of China Railway Administration

[35] are used in the case study. All rail irregularities are expressed using a unified rational formula as:

Sðf Þ ¼ Aðf 2 þ Bf þ CÞ
f 4 þ Df 3 þ Ef 2 þ Ff þ G

ð11:55Þ

where:

f¼ 1=l (m�1) is the spatial frequency in cycle=m (l is the wavelength);
A to G are the specific parameters, but these are different for vertical and lateral rail irregularities. The

values of these parameters can be found in [35].

The road surface roughness is also described by a PSD function in both the vertical and lateral direc-

tions. The following PSD functions are used for simulating road surface roughness [38,39]:

Sðf Þ ¼ Ar

f

f 0

� ��2

ð11:56Þ

where:

f is the spatial frequency (cycle=m);

f0 is the discontinuity frequency of (1=2p) (cycle=m);

Ar is the roughness coefficient (m
3=cycle), depending on the road condition.

11.7.3 Wind Force Simulation

In this case study, wind forces act on both the bridge and the road vehicles running on the bridge decks,

but not on the train. The first step of wind force simulation is the numerical simulation of the stochastic

wind velocity field at the entire bridge deck. The wind information recorded by the anemometers at

Multiple Loading-Induced Fatigue Analysis 485



Section J of the bridge deck, as well as some empirical formulae, are utilized for stochastic wind veloc-

ity field simulation.

In the selected time period, the measured mean wind speed was 11.91m=sec and its direction was

from north to south. The standard deviation of wind turbulence was 1.310m=sec in the horizontal direc-
tion and 0.679m=sec in the vertical direction. The integral length scales were estimated at 256.7m in

the horizontal direction and 40.8m in the vertical direction. A fast spectral representation approach [17]

is adopted for the digital simulation of stochastic wind velocity field in the horizontal and vertical

directions at points along the bridge deck. The exponential form of coherence function is adopted to

reflect turbulent wind correlation along the bridge deck in both horizontal and vertical directions. A

total of 120 simulation points along the bridge with an interval of 18.0m are considered in the simula-

tion of wind field. The average elevation of the bridge deck is taken as 60m. To keep the spatial corre-

lation of turbulent wind along the bridge deck for road vehicles, the wind speeds at the centre of gravity

of a road vehicle are interpolated from the wind velocities at two adjacent simulation points of the

bridge deck.

Buffeting forces and self-excited forces on the bridge deck are both considered in the case study. The

drag, lift and moment coefficients of the bridge deck at the zero wind angle of attack with respect to the

deck width of 41m were 0.135, 0.090, and 0.063, and their first derivatives were �0.253, 1.324, and

0.278. The buffeting forces acting at the center of elasticity of the deck cross section were then distrib-

uted to the nodes of the deck section in terms of wind pressure distribution around the deck section. The

self-excited forces at the bridge deck were determined by Equation 11.51. Further information on the

flutter derivatives from wind tunnel tests of the Tsing Ma Bridge could be found in [40,41].

In summary, due to the lack of wind tunnel results on lateral flutter derivatives, only the vertical and

rotational motion flutter derivatives derived from wind tunnel test results were taken into account in the

simulation of self-exciting forces. By using the non-linear least-squares method to fit the measured

flutter derivatives at different reduced frequencies, a total of 12 frequency-independent coefficients

were determined and used in the buffeting analyses.

Since the train ran on the lower level within the bridge deck, no wind forces were acting on the train.

The road vehicles ran on the upper level of the bridge deck, so that wind forces did act on the road

vehicles. For road vehicles, the derivatives of the aerodynamic force coefficients in Equation 11.52 are

taken as zero because of lack of measurement data.

11.7.4 Selected Results

The Tsing Ma bridge deck is a hybrid steel structure consisting of Vierendeel cross-frames supported

on two longitudinal trusses acting compositely with stiffened steel plates. Based on the aforementioned

information, dynamic stresses of the bridge are computed for all bridge components. The dynamic

stresses computed at the locations of two strain gauges (SS-TLS-12 and SP-TLS-02) installed in Fig-

ure 11.10 are selected to compare with the measured stresses for verification to some extent [33].

Strain gauges SS-TLS-12 and SP-TLS-02 are actually located at the most critical section (Section L in

Figure 11.23), with relatively high stress fluctuations. In addition, strain gauge SS-TLS-12 is installed

on the railway beam between the two neighboring cross-frames, and a large bending moment is pro-

duced in the beam when the bogies of a train are close to this location. Strain gauge SS-TLS-12 is

therefore sensitive to local stress responses induced by train bogies.

Strain gauge SP-TLS-02 is installed on the diagonal member of the outer longitudinal truss, which

mainly experiences tension or compression and is not sensitive to local stresses induced by train bogies.

For the local member with the strain gauge SS-TLS-12, the railway loads are transferred almost

directly to the member; however, highway loads are not, as these are transferred to the member through

the stiffened plates and the cross-frames. For the local member with the strain gauge SS-TLS-02, both

the highway and railway loads are transferred to the member through the stiffened plates, the railway

beams, the cross-frames and the longitudinal trusses.
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Displayed in Figure 11.26a and Figure 11.27a are the computed and measured 140-second stress

time histories at the locations concerned. In addition, the computed and measured stress amplitude

spectra computed from the corresponding time histories are plotted in Figure 11.26b and Figure 11.27b

for a frequency range less than 2Hz. The sample frequency for measured stress responses is 51.2Hz,

and the number of points involved in the FFT analysis is 7168.

Although the duration of time history used is not long enough to eliminate potential statistical bias, it

is considered to be acceptable because the FFT analysis results are used for comparison only. It can be

seen from the figures that both time histories and spectra of computed stresses are close to those meas-

ured by the corresponding strain gauges, which indicates to some extent that the proposed framework

could effectively predict the dynamic stress responses at local components of a long suspension bridge

under railway, highway and wind loading.

From Figures 11.26a and 11.27a it can also be seen that the largest stress fluctuations appear between

the first 100–115 sec of the stress time histories. This is because, at this instant, the train actually ran

close to the locations of the concerned strain gauges. These results, together with others, show that

running railway vehicles actually play a predominating role in bridge dynamic stress responses,

Figure 11.26 Comparison of measured and computed stress responses (SS-TLS-12) to wind, train and road

vehicles (from [33]) (Reproduced with permission from ASCE).

Figure 11.27 Comparison of measured and computed stress responses (SP-TLS-02) to wind, train and road

vehicles (from [33]) (Reproduced with permission from ASCE).
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compared to running road vehicles and fluctuating wind loading. Nevertheless, the measured stress time

histories used not only verify the framework for the case with a combination of railway, highway and

wind loadings, but also verify the framework for the case without railway loading.

By taking the stress time histories shown in Figure 11.26a as an example, the stress time histories

between 0–80 seconds are actually due to highway and wind loadings only. Since the computed stress

time history is found to be similar to the measured one during the period from 0–80 sec, this indicates

that the method is also effective in predicting stress response due to road vehicles and wind.

The comparative results demonstrate that the proposed framework could effectively predict the

dynamic stress responses of local components of the bridge under railway, highway and wind loading.

The results also show that the running train played a predominant role in bridge stress responses, com-

pared to running road vehicles and fluctuating wind loading [33].

11.8 Fatigue Analysis of Long-Span Suspension Bridges under Multiple
Loading

Given that the long-span period is involved in fatigue damage accumulation in long-span bridges and

the computation time for the dynamic stress responses to the combined action of multiple loading is

very demanding, the proposed framework in Sections 11.6 and 11.7 for dynamic stress analysis of

long-span bridges under combined loadings will be simplified. This section presents a general frame-

work for fatigue analysis of a long-span suspension bridge under multiple loading by integrating com-

puter simulation with measurement data from a SHM system [42].

Taking the Tsing Ma Bridge as an example, a computationally efficient engineering approach is first

proposed for dynamic stress analysis of the bridge under railway, highway and wind loading. The fatigue-

critical locations are then determined for key bridge components, and databases of the dynamic stress

responses at the critical locations are established. Based on the databases, 120 years of time histories of the

dynamic stresses induced by individual loading are generated. The corresponding stress time histories due

to the combined action of multiple loading are compiled. Fatigue analysis is then performed to compute the

cumulative fatigue damage over the design life of 120 years. The cumulative fatigue damage induced by

individual loading and the damage magnification due to multiple loading are finally investigated.

11.8.1 Establishment of Framework

To establish a framework for fatigue analysis of long-span suspension bridges under combined action

of railway, highway and wind loading, some key issues need to be considered.

� First, given that a great number of stress time histories caused by multiple loading are required for a

complete fatigue assessment of a long-span suspension bridge, it is desirable to develop a computa-

tionally efficient engineering approach for dynamic stress analysis.
� Second, as a long-span suspension bridge consists of a large number of components, it is not only

impossible, but also unnecessary, to carry out fatigue analysis for all the structural components. The

fatigue-critical locations should be properly determined for fatigue analysis.
� Third, the design life of the concerned bridge should be designated before the calculation of wind-

induced stress responses for fatigue analysis, because the wind intensity taken into consideration in

the fatigue analysis is related to the design life.
� Fourth, databases should be established in order to generate the stress response time histories of the

bridge over its design life. Databases of railway, highway and wind loading need to be built in differ-

ent ways because of different properties of loading type. Wind-induced stress responses are com-

puted in one hour to build a database for fatigue analysis. As urban passenger trains often follow a

regular timetable that is similar on different days, railway-induced stress time histories are computed
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in one day, and daily time histories are used to compose the database. The database of highway stress

time histories is also composed of daily time histories, as highway traffic conditions among different

days are found to be similar.
� Fifth, multiple loading-induced fatigue damage should be calculated based on the stress responses

induced by multiple types of loading, rather than the summation of damage induced by individual

loading. Fatigue analysis should therefore be applied directly to the multiple loading-induced stress

time histories, which is the superposition of stress responses induced by three individual loadings.
� Finally, it is recommended that measured data be adopted in the computation of fatigue damage as far

as possible, to represent better the real conditions of the bridge.

Taking the above issues into consideration, a framework for the fatigue analysis of a long-span suspen-

sion bridge under multiple types of loading within the design life is proposed and summarized as follows:

1. Develop a computationally efficient engineering approach for dynamic stress analysis.

2. Designate the design life of the concerned suspension bridge.

3. Determine the fatigue-critical locations of key structural components of the bridge.

4. Establish databases of the dynamic stress responses at the fatigue-critical locations induced by rail-

way, highway and wind loading, respectively, using an engineering approach.

5. Generate the multiple loading-induced dynamic stress time histories at the fatigue-critical locations

within the design life based on the databases established in step (4).

6. Set the initial damage D0¼ 0 and time step Dt.

7. Count the number of stress cycles at different stress range levels from the multiple load-induced

stress time history in the kth time step using the rainflow counting method [30].

8. Compute the increase in the level of fatigue damage DDk in the kth time step for a given fatigue-

critical location.

9. Compute the cumulative fatigue damage Dk¼Dk–1þDDk and the cumulative service time

tk¼ tk–1þDt in the kth time step; and

10. Move to the next time step and go from step (7) to the end of the design life.

Fatigue damage accumulated in the time step can be calculated using the Palmgren-Miner rule based

on the two-slope S-N curves in [29] for simplicity. The fatigue assessment of a long-span bridge under

multiple loadings by using the continuum damage mechanics needs further investigation.

DD ¼ DDH þ DDL ð11:57Þ

where:

DDH ¼
XN1

i¼1

ni sr;i


 �m
K2

if sr;i 
 sr;0 ð11:58aÞ

DDL ¼
XN2

i¼1

ni sr;i


 �mþ2

K2 sr;0


 �2 if sr;i < sr;0 ð11:58bÞ

where:

K2 and m are constants relevant to the fatigue detail;

K2 is determined from constant amplitude experiments corresponding to a probability of failure of

2.3%;

ni is the applied number of stress cycles at the stress range level sr,i;
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N1 and N2 are the number of stress range levels sr,i in the stress time histories above and below sr,0,

respectively;

sr,0 is the constant amplitude fatigue limit, which is defined as N¼ 107.

11.8.2 Simplifications used in Engineering Approach

Although the coupled dynamic approach presented in Section 11.6 provides an accurate estimation of

bridge dynamic stresses, the complexity of the framework makes computation very time-consuming. It

is impractical to apply the coupled dynamic approach to fatigue analysis of a long-span suspension

bridge. In this regard, two major simplifications are adopted here to simplify the coupled dynamic

approach and lead to the engineering approach, based on the features and properties of long-span sus-

pension bridges under normal operation condition, with a trade-off between computational accuracy

and efficiency.

The first major simplification is to neglect coupled effects of multiple load-induced dynamic stresses,

because wind speed is normally not too high when vehicles are running on the bridge. Under extreme

wind conditions, such as when a strong typhoon is blowing, bridge traffic management systems come

into effect and the bridge is closed to traffic. Therefore, it is reasonable to assume that the coupled

effects of dynamic stress responses of the bridge induced by railway, highway and wind loading are

insignificant under normal operation conditions, and that the bridge motions induced by railway, high-

way and wind loading are considered to be independent of each other. As a result, the bridge stress

response at a given point induced by the combined effects of the three types of loading can be approxi-

mately obtained by the synchronous superposition of stress responses induced by individual loadings:

sb ¼ srb þ shb þ swb ð11:59Þ

where srb, shb, and swb are the bridge stress responses induced by railway, highway, and wind loading,

respectively.

Another major simplification is to neglect the dynamic magnification related to vehicle dynamics.

This is because the self-weight of a long-span suspension bridge carrying both trains and road vehicles

is much larger than the weight of a train and=or a series of road vehicles. Furthermore, this study con-

cerns the dynamic stress response of the bridge rather than the safety of vehicles. As a result, trains and

road vehicles can be simplified as a series of moving forces on the bridge deck. Moreover, through the

analysis of three resonance conditions, it is found that the impact factor of a long-span cable-supported

bridge under a series of moving forces is often small [43].

Based on the above, the bridge stress responses induced by trains and road vehicles can be calculated

on the basis of a series of static forces and stress influence lines in this study, i.e. without considering

dynamic magnification. Wind-induced stress responses of a long-span suspension bridge are, however,

computed based on the aerodynamic analysis.

11.8.3 Dynamic Stress Analysis using Engineering Approach

On the basis of the two major simplifications proposed in the preceding section, the engineering

approach for dynamic stress analysis of long-span suspension bridges under multiple loading can be

implemented by the following four steps:

1. Analysis of railway-induced bridge dynamic stress based on stress influence lines.

2. Analysis of highway-induced bridge dynamic stress based on stress influence lines.

3. Analysis of wind-induced dynamic stress using buffeting theory.

4. Combination of the stress responses induced by multiple types of loading by the superposition

method in the time domain.
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The procedures for the first three steps are presented as follows.

To determine railway-induced dynamic stress responses of a long-span suspension bridge, the stress

influence lines should be established. To derive the stress influence lines for a given fatigue-critical

location, the stress response at the designated location due to a unit vertical force moving along the

railway tracks from one end of the bridge to the other end must be computed. The abscissa of the stress

influence line denotes the position of the unit vertical force in the longitudinal direction of the bridge,

and the ordinate of the stress influence line, the so-called stress influence coefficient, F, is the stress

response induced by the unit vertical force at the corresponding position.

Railway loading is then determined in terms of a series of moving vertical forces. For example, the

railway loading for an eight-car train with 32 wheel-sets can be represented by 32 vertical forces, with

each force coming from one wheel-set. The railway loading information is used to determine the railway

loading for a given train and to simulate the railway vehicle flow running along the bridge. This informa-

tion can be obtained from the train data recorded at the bridge site and includes at least the number of

trains, the number and types of railway vehicles in a train, arrival instant, running speed, heading direc-

tion, railway track in use, number of bogies, bogie weight and bogie spacing. Underlying assumptions

include a constant speed for a typical train running across the bridge on a given railway track. The

computational procedure of the stress time history under railway loading is summarized as follows:

1. Establish the database of railway loading stress influence lines for a given stress output point.

2. Update the train information at the instant t, which includes the number of railway vehicles compris-

ing the train and wheel-set locations.

3. Determine the vertical loading fk,ij due to the ith wheel-set in the jth railway vehicle on the kth

railway track using the train information obtained.

4. Determine the stress influence coefficient Fk,ij due to the ith wheel-set in the jth railway vehicle on

the kth railway track using the stress influence line database.

5. Calculate the railway load-induced stress srb by the triple summation of the product of the stress

influence coefficient Fk,ij and axle load fk,ij.

6. Move to the next time instant and go from step (2) to the end of the given duration of stress responses.

To consider the dynamic stresses induced by road vehicles running along the bridge on different traffic

lanes, highway loading stress influence line for each traffic lane should be established, and highway load-

ing should be determined based on the measured road vehicle data. For example, the highway loading of

a typical four-axle road vehicle can be represented by four vertical forces, with each load coming from

one axle. To determine not only the highway loading due to a given road vehicle, but also the road vehicle

flow running along the bridge, the highway loading information should include at least the number and

types of road vehicles, traffic lane in use, arrival time, heading direction, running speed, axle number, axle

weight and axle spacing. Underlying assumptions include a constant speed and no switching of the traffic

lane for a given road vehicle running along the bridge. The computational procedure of the stress time

history under highway loading can be derived in a similar way to that under railway loading.

Long-span suspension bridges that are built in wind-prone regions suffer considerable buffeting-

induced vibration. Therefore, wind-induced dynamic stress responses should also be considered. Wind-

induced dynamic stress response time histories can be computed using a step-by-step procedure. In the

first step, wind characteristics in a given time period, e.g. one hour or ten minutes, are identified from

wind data collected by anemometers installed at the bridge site. In the second step, the stochastic wind

velocity at the simulation points along the bridge deck, and the normal mean wind speed in the time

period of concern, are generated on the basis of the wind characteristics acquired from the measured

wind data. The buffeting and self-exciting forces on the surface of the bridge deck are then computed.

In the third step, the wind-induced stress responses in the time period of concern are computed at the

given stress output points, using an integration method. The procedure then moves to the next time

period and goes from the first step to the end of the given duration of stress responses.
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11.8.4 Verification of Engineering Approach

To validate the computational accuracy of the engineering approach, the stress responses induced by

multiple types of loading computed using the engineering approach are compared with those calcu-

lated, using the coupled dynamic approach. A 140-second dynamic stress time history was computed

by the coupled dynamic method, as shown in Figures 11.26 and 11.27 and re-plotted in Figure 11.28. It

is used as a reference for comparison.

During this period, there was one train running on the north track heading toward Hong Kong Island

and 29 road vehicles weighing over four tons running along the bridge. The normal mean wind speed is

11.91m=sec. The standard deviation of turbulent wind is 1.310m=sec in the horizontal direction and

0.679m=sec in the vertical direction. The integral length scales are 256.7m in the horizontal direction

and 40.8m in the vertical direction.

To use the engineering approach to compute 140-second dynamic stress time history, the railway and

highway loading stress influence lines of the bridge should be established. For each of the two strain

gauges specified, two stress influence lines corresponding to the two railway tracks are established. Six

stress influence lines corresponding to the six highway traffic lanes are also established. All stress influ-

ence lines are generated by structural analyses based on the finite element model of the bridge.

In the computation of stress response, the train and road vehicle information is updated at each time

step, and the length of the time step Dt is 0.02 sec. The acquired wind characteristics are adopted to

generate the stochastic wind velocity field of the entire bridge deck, then the buffeting and self-excited

forces on the bridge deck are estimated. The stress time histories under wind loading at the concerned

locations are computed. Based on the stress responses induced by railway, highway and wind loading,

respectively, the multiple load-induced stress responses are computed using the superposition method.

The result, computed by the engineering method, is also plotted in Figure 11.28 for comparison. The

figure shows that the stress time histories computed using the engineering approach match well with

those from the coupled dynamic approach. The relative differences in the peak-to-peak stress responses

(the response obtained by the coupled dynamic method minus that by the engineering approach,

divided by one predicted by the coupled dynamic method) at the location of strain gauges SP-TLS-02

and SS-TLS-12 are 16.1% and 5.4%, respectively. The 16.1% error is the worst case, but this error will

not exaggerate the final fatigue damage because fatigue damage depends on a large number of stress

ranges rather than peak stresses. The results demonstrate that the level of computational accuracy of

the engineering approach is acceptable.
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Figure 11.28 Stress time histories under railway, highway, and wind loading (from [42]) (Reproduced with

permission from Elsevier).
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In addition to computational accuracy, computational efficiency is also an important factor for the

engineering approach. Most of the trains running across the bridge follow a timetable on a daily basis

and, thus, the cycle of railway loading is close to one day. As hundreds of trains and thousands of road

vehicles run across the bridge every day, the computational efficiency of the engineering approach is

tested for one day only. The measured train, road vehicle, wind and strain data collected on 19 November

2005 are used for dynamic stress computation and comparison. This day was chosen as the wind was

relatively strong and the traffic was heavy.

The gross train weight (GTW) ranged from 282.7 and 402.2 tons, with running speed ranging from

25–38m=sec. On the same day, 8225 and 8623 heavy road vehicles weighing over 30 kN ran across the

bridge, using the north and south three-lane carriageway, respectively. The gross vehicle weight (GVW)

ranged from 4–54 tons. The mean wind speed and direction were obtained from wind data recorded by

the anemometers installed at the middle of the bridge deck. The hourly mean wind speed perpendicular

to the bridge axis ranged from 2–13m=sec on that day. Turbulence intensities were taken as 24% and

17% in the horizontal and vertical directions by considering the most turbulent cases in the field. The

integral length scales were taken as 251m and 56m in the horizontal and vertical directions, respectively.

As wind-induced dynamic stress responses are dominated by vibration modes of a relatively low fre-

quency, only the first 153 modes of vibration up to 2Hz were included in this case for the stress

response computation. 24-hour time periods of the railway-, highway- and wind-induced stress responses

were calculated using the engineering approach. Based on the daily stress responses induced by the three

individual loadings, the multiple load-induced stress response was obtained by superposition.

The daily multiple load-induced stress time histories computed using the engineering approach at the

location of strain gauges SS-TLS-12 and SP-TLS-02 are shown in Figure 11.29a and Figure 11.30a,

respectively. The measured ones are shown in Figure 11.29b and Figure 11.30b for comparison.

It can be seen that the computed stress time histories agree well with the measured ones. The relative

differences in the root mean square (RMS) of the stress responses are calculated to determine the rela-

tive differences (the measured value minus the computed one, divided by the measured one) at the two

typical locations. The relative differences in the RMSs of the stress responses are 12.9% and 8.4% for

strain gauges SS-TLS-12 and SP-TLS-02, respectively.

The coupled dynamic approach is actually not applicable for computation of the daily dynamic stress

responses, as it takes an intolerably long time, whereas only several minutes are required for the engi-

neering approach if the stress influence lines are available. The small relative differences between the

computed and measured time histories and a short computation time for the engineering approach dem-

onstrate a high level of computational efficiency and an acceptable level of computational accuracy.

11.8.5 Determination of Fatigue-Critical Locations

The above section proposes an engineering approach for dynamic stress analysis. In the next step, the

fatigue-critical locations will be determined for the key structural components of a long-span suspen-

sion bridge. Given that the main structural components of and loadings on one long-span suspension

bridge can be quite different from another, the determination of fatigue-critical locations is case-depen-

dent. The Tsing Ma suspension bridge is taken as an example for illustration. The key structural com-

ponents of the bridge can be classified into 55 components in 15 groups. The details of the classification

of the components in each group are given in Table 11.8 [44].

The fatigue-critical locations are determined through the stress analysis of each component. To make

sure that the size of the FEM is not too large to be used for dynamic analysis, some types of bridge

components cannot be modeled exactly. For instance, if the orthotropic deck of the bridge were mod-

eled using shell elements, the size of the FEM would be too large to be used. Therefore, the orthotropic

deck between the two adjacent cross frames at an interval of 4.5m was simply modeled by a plate

element that was fixed to the two cross-frames at its two ends in the longitudinal direction, and free on

the other two sides in the lateral direction. Such a model makes it impossible to obtain actual stresses of
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Figure 11.30 Daily stress time histories under multiple types of loading at SS-TLS-12: (a) calculated;

(b) measured (from [42]) (Reproduced with permission from Elsevier).

Figure 11.29 Daily stress time histories under multiple types of loading at SP-TLS-02: (a) calculated;

(b) measured (from [42]) (Reproduced with permission from Elsevier).
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Table 11.8 Classification of the structural components of Tsing Ma Bridge (from [42]) (Reproduced with

permission from Elsevier)

Name of group Name of component Group no. Component no. Serial no.

Suspension cables Main cables 1 (a) 1

Strand shoes (b) 2

Shoe anchor rods (c) 3

Anchor bolts (d) 4

Cable clamps & bands (e) 5

Suspenders Hangers 2 (a) 6

Hanger connections: stiffeners (b) 7

Hanger connections: bearing plates (c) 8

Towers Legs 3 (a) 9

Portals (b) 10

Saddles (c) 11

Anchorages Chambers 4 (a) 12

Pre-stressing anchors (b) 13

Saddles (c) 14

(Piers: M1, M2, T1, T2, T3) Legs 5 (a) 15

Cross-beams (b) 16

Outer longitudinal trusses Top chord 6 (a) 17

Diagonal (b) 18

Vertical post (c) 19

Bottom chord (d) 20

Inner longitudinal trusses Top chord 7 (a) 21

Diagonal (b) 22

Vertical Post (c) 23

Bottom chord (d) 24

Main cross-frames Top web 8 (a) 25

Sloping web (b) 26

Bottom web (c) 27

Bottom chord (d) 28

Intermediate cross-frames Top web 9 (a) 29

Sloping web (b) 30

Bottom web (c) 31

Bottom chord (d) 32

Plan bracings Upper deck 10 (a) 33

Lower deck (b) 34

Deck Troughs 11 (a) 35

Plates (b) 36

Railway beams T-sections 12 (a) 37

Top flanges (b) 38

Connections (c) 39

(continued )
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the orthotropic deck. Apart from these components, some other types are neglected because they are

not critical to fatigue in practice. The bridge components taken into consideration for fatigue analysis

in this study are highlighted in grey in Table 11.8.

As the fatigue damage of the Tsing Ma Bridge is induced by the combined effect of railway, highway

and wind loading, the fatigue-critical locations should be determined on the basis of the multiple types

of loading. However, this is very difficult, because so many stress analyses are required for a great

number of structural components under a large number of loading combinations in which different

intensities of the three loadings must be considered. Some simplifications are therefore necessary.

The fatigue damage induced by railway and highway loading was separately investigated and it was

found that, for most bridge components except for the upper deck, the fatigue damage was mainly

caused by moving trains and that the contribution of moving road vehicles was small. In addition,

wind-induced fatigue damage to the bridge was not significant [45].

Therefore, railway loading is a dominant factor for the fatigue damage of the bridge. Given that

almost all of the trains running across the Tsing Ma Bridge since November 2005 have been 16-bogie

trains, a standard train is defined to represent all 16-bogie trains by taking the weight of each bogie as

the mean weight of the relevant bogies of all 16-bogie trains in November 2005. The standard train has

a fixed configuration, and the railway loading of the train is represented by 32 vertical forces. The

standard train is then adopted to compute the railway-induced dynamic stress responses of members in

a given type of bridge component, and then the responses are compared to each other to determine the

fatigue-critical members and locations.

Equations 11.58a and 11.58b indicate that fatigue damage is the function of the stress range level sr and

number of stress cycles n. To simplify the criteria for determining fatigue-critical location, an assumption

is adopted that the number of stress cycles induced by a standard train is almost the same for all compo-

nents of the same type, and difference only exists in the stress range level. This assumption is acceptable

because the stress fluctuations at all components of the same type induced by the standard train running

across are found to have a similar pattern. In addition, the equations demonstrate that the damage is most

sensitive to the maximum stress range Dsmax, because fatigue damage is a function of (sr)
m or (sr)

mþ2.

Dsmax is therefore selected as the index for determining the fatigue-critical locations of bridge compo-

nents of the same type. To make the problem manageable, Dsmax is approximately decided by using the

Table 11.8 (Continued)

Name of group Name of component Group no. Component no. Serial no.

Bearings Rocker bearings at Ma Wan Tower 13 (a) 40

PTFE bearings at Tsing Yi Tower (b) 41

PTFE bearings at Pier T1 (c) 42

PTFE bearings at Pier T2 (d) 43

PTFE bearings at Pier T3 (e) 44

PTFE bearings at Tsing Yi anchorage (f) 45

Rocker bearings at M2 (g) 46

PTFE bearings at M1 (h) 47

Hinge bearing at Lantau anchorage (i) 48

Movement joints Highway movement joint 14 (a) 49

Railway movement joint (b) 50

Tsing Yi approach deck Top chord 15 (a) 51

Diagonal (b) 52

Vertical post (c) 53

Bottom chord (d) 54

Diagonals (K-bracings) (e) 55
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difference of the maximum and minimum stress in the stress time history, based on the principle of the

level crossing method. As fatigue is critical to the tension and reversal members, additional structural anal-

ysis should be performed to check the net stress in the member due to the dead and superposed dead loads,

plus an extreme live load. If it is positive, then the member is finally defined as a fatigue-sensitive member.

Let us take the diagonal members of outer longitudinal trusses as an example to illustrate the determina-

tion of fatigue-critical locations (see Figure 11.31). Given the symmetry of the cross-sections of the bridge,

the standard train is supposed to run on the north railway track and, accordingly, only the outer longitudi-

nal truss on the north needs to be considered. The stress time histories at the stress output points of all of

the diagonal members of the north outer longitudinal truss are computed based on the standard train run-

ning across the bridge on the north railway track. The maximum stress ranges are subsequently estimated.

Figure 11.32 shows the maximum stress ranges of the diagonal members of the north outer longitudi-

nal truss due to the standard train running on the north side of the bridge deck. The potential fatigue-

critical locations in the diagonal members of the truss can be determined from the figure – the diagonal
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Figure 11.32 Maximum stress ranges of diagonal members in north outer longitudinal trusses (from [42])

(Reproduced with permission from Elsevier).
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Figure 11.31 Major structural components of bridge deck (from [42]) (Reproduced with permission from Elsevier).
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member E32123 (T) close to the Ma Wan tower in the main span, and the diagonal member E32403 (T)

close to the Tsing Yi tower in the main span. “T” or “B” in brackets denotes that the potential fatigue-

critical location is at the top or bottom flange of the cross-section of the member at the two ends. Simi-

lar procedures are applied to the other bridge components to determine the potential fatigue-critical

locations.

Net stresses at the potential fatigue-critical locations are also checked for determining the final

fatigue-critical locations. The results demonstrate that the fatigue-critical sections of the bridge deck

are around the bridge towers. Within these fatigue-critical sections, six of the strain points are chosen

for fatigue analysis, i.e. the following elements:

� E32123 (T) at the top flange of the outer longitudinal diagonal member close to the Ma Wan Tower;
� E34415 (B) at the bottom flange of the outer longitudinal bottom chord of the Tsing Yi Tower;
� E40056 (T) at the top flange of the inner longitudinal top chord of the Tsing Yi Tower;
� E40906 (B), at the bottom flange of the inner longitudinal bottom chord of the Tsing Yi Tower;
� E39417 (B), at the bottom flange of the T-section of the railway beam of the Tsing Yi Tower; and
� E55406 (T) at the top flange of the bottom web of the cross-frame close to the Tsing Yi Tower.

11.8.6 Databases of Dynamic Stress Responses to Different Loadings

In this section, the databases of dynamic stress responses induced by railway, highway, and wind load-

ing at the critical locations of the Tsing Ma Bridge are established based on the loading information

recorded by the WASHMS.

Long-span suspension bridges built in wind-prone regions suffer from considerable wind-induced

vibration, which appears within a wide range of wind speeds and lasts for almost the whole design life

of the bridge. A joint probability distribution function of the mean wind speed and direction is utilized

to describe wind intensity at the bridge site [23]. The distribution of wind speed for any given wind

direction is assumed to follow Weibull distribution. The parameters in the distribution are determined

from monsoon wind records of hourly mean wind speed and direction during the period from 1 January

2000 to 31 December 2005, which were collected by an anemometer installed on the top of the Ma Wan

tower. Given that the measured typhoon wind records are not enough to establish a reliable joint proba-

bility distribution, only monsoon wind is of concern in this study.

The maximum wind speed at the top of the tower in each wind direction within the 120-year design

life is then obtained from the joint probability distribution. The maximum wind speed obtained at the

top of the tower is converted to the average deck level of the bridge. The maximum hourly mean wind

speed at the deck level is 25.89m=sec in the north direction for winds over the overland fetch, and

15.47m=sec in the south direction for winds over the open-sea fetch [23]. Finally, a database of hourly

wind-induced dynamic stress responses at the fatigue-critical locations is established: from 5–26m=sec
at an interval of 1m=sec for winds over the overland fetch and from 5–16m=sec at an interval of

1m=sec for winds over the open-sea fetch. The stress fluctuations induced by wind of a normal hourly

mean wind speed less than 5m=sec are neglected, as they contribute little to fatigue.
The database includes a total of 34 one-hour time histories for each fatigue-critical location. The

nominal stress of each fatigue-critical member is computed based on the stresses at five points of the

two ends of the member. The hot spot stresses, which reflect the stress concentration at welded joints,

should be considered in fatigue analysis [30]. The hot spot stresses at the fatigue-critical locations are

determined by multiplying the nominal stresses by the stress concentration factor (SCF).

Note that the value of SCF depends largely on the local geometry of the connection details. However,

there are numerous fatigue-critical locations in this bridge, and the local geometry of the connection

details at these locations is quite different. In consideration that an SCF of 1.4 was used in the design

of the concerned bridge for almost all connections, this number is also used for the six identified
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fatigue-critical locations in this study. The fatigue damage at fatigue-critical locations refers hereafter

to fatigue damage at these hot spots.

Since it is almost impossible to predict railway traffic volume in distant future for the Tsing Ma

Bridge, one month of railway traffic that is close to the current traffic conditions is adopted here to

establish the database of railway-induced stress responses at the fatigue-critical locations for fatigue

analysis. Monthly railway traffic for November 2005 is selected to establish the database, and more

than 90% of trains in this period were of the 16-bogie type. In addition, the daily average number of

trains in this month reached the maximum in the time period of concern.

The daily time histories of railway-induced stress responses at the fatigue-critical locations are com-

puted using the stress influence lines for railway loading and the railway loading information measured

in each day during November 2005. No large difference can be found in the stress time histories for

these days. The railway loading information in each day of November 2005 is adopted to compute

30 daily railway-induced stress time histories at the fatigue-critical locations, to compile the database

of railway-induced dynamic stress responses.

The highway traffic on the Tsing Ma Bridge has been monitored through seven dynamic weigh-in-

motion (WIM) stations installed near the Lantau Administration Building since August 1998. The road

vehicle data for November 2005 are adopted to build a database of highway-induced stress responses,

because this month reached a maximum number of monthly vehicles and other months had slightly

smaller vehicle numbers. Highway-induced stress time histories are also computed in one-day units.

The daily time histories of highway-induced stress responses at the fatigue-critical locations are com-

puted using the stress influence lines for highway loading and the highway loading information meas-

ured in each day of November 2005. No large differences can be found in the stress time histories.

Finally, 30 daily stress response time histories at the fatigue-critical locations are computed to create

the database of highway-induced dynamic stress response.

11.8.7 Multiple Load-Induced Dynamic Stress Time Histories in Design Life

Reflecting the 120-year design life of the Tsing Ma Bridge, 120 years of time histories of the dynamic

stresses induced by railway, highway, and wind loading need to be generated for fatigue analysis. To

generate them, the hourly mean wind speeds and directions for 120 years should be first obtained. A

two-step Monte Carlo simulation (MCS) method is adopted to draw out 1 051 200 (120� 365� 24)

pairs of hourly mean wind speed and direction for 120 years. In the first step, the mean wind direction

is extracted through MCS according to the relative frequency of the mean wind direction without con-

sidering wind speed. In the second step, the mean wind speed at the top of the tower is drawn out

through MCS according to the probability distribution of the mean wind speed at the given mean wind

direction, under the condition that it is not larger than the maximum wind speed in this direction.

The mean wind speed and direction are paired after two steps of MCS, then converted into the hourly

normal mean wind speed to generate a sequence of 120 years. As the monsoon wind in Hong Kong nor-

mally is southerly (from 90� to 270�) in summer and northerly (from 270� to 90�) in winter, the sequence

of hourly normal mean wind speeds in each year is adjusted to consider this. For each hourly normal mean

wind speed in the sequence, the corresponding wind-induced dynamic stress response can be found in the

database established in the previous section. As wind blowing in two directions is of concern, the mean

wind direction in each hour of the sequence is adopted to determine whether the wind is blowing in the

direction of the overland fetch or the open-sea fetch. As the database is established for different levels of

mean wind speed at an interval of 1m=sec, rounding towards infinity is adopted to handle the hourly

normal mean wind speeds in the sequence. Finally, 1 051 200 hours of wind-induced dynamic stress time

histories are generated at each fatigue-critical location to compose a time history of 120 years.

In addition, 120 years of railway-induced stress time histories are generated at the fatigue-critical

locations based on the database of 30 daily time histories. An integer between 1 and 30 is randomly
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drawn out for each day to generate a random number sequence of 120 years. For each item in the

sequence, the corresponding daily railway-induced dynamic stress responses can be found in the data-

base established in the aforementioned section. Finally, 43,800 daily time histories at each fatigue-criti-

cal location are used to compose 120 years of railway-induced dynamic stresses. As the database of

highway-induced stress responses is also based on 30 daily time histories, a similar processing method

is applied to obtain 120 years of highway-induced dynamic stresses at the fatigue-critical locations.

Based on the engineering approach proposed in the previous section, stress responses at the critical

locations induced by the combined effect of railway, highway and wind loading can be approximately

obtained from the three responses induced by individual loadings by superposition. Therefore, a 120-

year time history of the stress induced by multiple types of loading is determined from those induced by

railway, highway and wind loading individually. It should be noted that the bridge is closed to traffic

when the mean wind speed recorded on site is very high; therefore, the bridge stress responses under

this condition are induced by wind loading only. Figure 11.33 shows a sample daily multiple load-

induced hot-spot stress time history at the critical location E32123.

11.8.8 Fatigue Analysis at Fatigue-Critical Locations

The rainflow counting method is applied to the 120-year multiple load-induced stress time history, and

the number of stress cycles in different stress range levels can be obtained. A stress range spectrum is

defined as the percentage of the number of stress ranges in each stress range set to the total number in

all sets. Figure 11.34a shows the stress range spectrum at E32123. It demonstrates that most of the

stress ranges are at the low levels, as 92.0% are less than 8MPa.

Because fatigue damage is much more sensitive to high level stress rather than low level stress, a

stress range of large amplitude may make a great contribution to fatigue damage, even though it occurs

less frequently. Fatigue damage in each stress range set is computed using Equation 11.58. The type of

welded connection at the six fatigue-critical locations in this study is classified as F according to British

Standard [28], with sr,0¼ 40MPa, K2¼ 6:3� 1011 and m¼ 3. A fatigue damage spectrum is defined as

the percentage of fatigue damage in each stress range set to the total damage in all sets. Figure 11.34b

displays the fatigue damage spectrum at E32123. The figure shows that the contribution of stress ranges

in the low levels (less than 8MPa) to fatigue damage is small, and that the greatest fatigue damage is in

the stress range of 36–44MPa.

Based on the multiple load-induced stress time histories over the period of 120 years and the time

step Dt¼ 1=365 year, the curves of cumulative fatigue damage within 120 years at the fatigue-critical

Figure 11.33 A sample stress time history due to multiple types of loading (from [42]) (Reproduced with

permission from Elsevier).
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locations can be computed. The cumulative fatigue damage DDk on the kth day is calculated based on

the daily stress time history using Equations 11.57 and 11.58, and the cumulative fatigue damage Dk is

updated by adding the new damage on this day.

Figure 11.35 shows the cumulative fatigue damage curves at the fatigue-critical locations within a

design life of 120 years. Note that the structure is in danger when the cumulative fatigue damage is > 1.

The maximum of the 120 years of cumulative fatigue damage at the fatigue-critical locations of the

Tsing Ma Bridge is very close to one, which implies that the health condition of the bridge is satisfac-

tory. In addition, the cumulative damage curves seem to be very linear. This is because Miner’s model is

a linear damage model, and traffic loading is assumed to remain stable over the design life.

In addition to the fatigue damage induced by multiple types of loading, the fatigue damage induced

by each individual loading type is also investigated. The 120 years of cumulative fatigue damage

induced by railway, highway and wind loading are respectively computed, based on the three stress
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Figure 11.35 Cumulative fatigue damage curves at fatigue-critical locations (from [42]) (Reproduced with

permission from Elsevier).
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Figure 11.34 Multiple load-related spectra (from [42]) (Reproduced with permission from Elsevier).
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responses under the different loadings. The results of the damage at different fatigue-critical locations

are listed in Table 11.9.

It is found that railway loading plays a dominant role in the fatigue damage of the Tsing Ma Bridge,

and that the damage induced by highway loading is greater than that due to wind loading at some loca-

tions, whereas the reverse is true in other locations. It is also found that fatigue damage due to
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Figure 11.36 Fatigue damage spectra (from [42]) (Reproduced with permission from Elsevier).

Table 11.9 120 years of cumulative fatigue damage under different loading types (from [42])

(Reproduced with permission from Elsevier)

Fatigue-critical locations Loading types

Railway (R) Highway (H) Wind (W) RþHþW

E32123 (T) 0.70 0.048 0.011 1.02

E34415 (B) 0.66 0.044 0.0092 0.96

E40056 (T) 0.52 0.0022 0.0057 0.68

E40906 (B) 0.42 0.0025 0.0052 0.54

E55406 (T) 0.34 0.0037 0.0016 0.41

E39417 (B) 0.48 0.0020 0.0074 0.52
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combined effects of railway, highway and wind loading is larger than the sum of fatigue damage due to

each of individual loadings, as fatigue damage is the function of m-power stress range (non-linear rela-

tionship), and stress ranges induced by multiple loading are larger than those caused by individual load-

ing. In addition, the fatigue damage spectra of railway, highway and wind loading are investigated on

the basis of the 120-year time histories, and the results are shown in Figures 11.36a to 11.36c.

The figure shows that the spectra are quite different. For example, the greatest fatigue damage

induced by railway loading is in the stress range of 32–40MPa, while that induced by highway loading

is in the range of 0–4 and 8–24MPa, and that induced by wind loading in the range of 0–12MPa. To

study the combined effect of multiple types of loading on fatigue damage, a multiple load magnifica-

tion factor is defined as the ratio of the fatigue damage due to the combined effect of the three loadings

to the sum of the damage due to each individual loading. The factors at the six fatigue-critical locations

are computed and range from 1.06–1.35. The maximum factor is at critical locations E32123 and

E34415, at which the fatigue damage induced by highway and wind loading is much closer to that

induced by railway loading than at the other critical locations. The results indicate that the combined

effect of multiple loads must be considered in a bridge subject to multiple types of loading, especially

in the case in which the contributions of different loadings to fatigue damage are close.

11.9 Notations

Ae Effective cross-section area

An Nominal cross-section area

Af Reference area

Ar Roughness coefficient depended on road condition

a Fitted parameter for wind spectrum (Equation 11.21)

ac Fitted coefficient in harmonic function for scale parameter

af Fitted coefficient in harmonic function for relative frequency

ak Fitted coefficient in harmonic function for shape parameter

B (i) Width of bridge deck segment (Equation 11.3)

(ii) Material property (Equation 11.33)

b Fitted parameter for wind spectrum (Equation 11.21)

bcm Fitted coefficient in harmonic function for scale parameter

bfm Fitted coefficient in harmonic function for relative frequency

bkm Fitted coefficient in harmonic function for shape parameter

C Global structural damping matrices of bridge

C Generalized damping matrix of bridge

CD Drag coefficient

CL Lift coefficient

CM Moment coefficient

CR Rolling moment coefficient

c (i) Constant exponent (Equation 11.21)

(ii) Scale parameter for Weibull form (Equation 11.22, Equation 11.23)

ccm Fitted coefficient in harmonic function for scale parameter

cfm Fitted coefficient in harmonic function for relative frequency

ckm Fitted coefficient in harmonic function for shape parameter

D (i) Elastic matrix (Equation 11.20)

(ii) Damage index (Equation 11.32)
_D Rate of fatigue damage

D
bf
ei Equivalent buffeting drag on the ith node of the equivalent bridge deck beam
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Db,j Elastic matrix representing stress-strain relationship

Dj Elastic matrix establishing the relationship between the stress and the strain of the jth

element

E Aeroelastic stiffness matrix of the bridge

Eei Aeroelastic stiffness matrix of the ith deck section with respect to the center of elasticity

Ei Aeroelastic stiffness matrix of the ith section related to nodal self-excited force

FL Lift force

FS Side force

Fbf Nodal buffeting force vector

Fse Nodal self-excited force vector

Fbr Contact vector due to train-bridge interaction

Fhb Force vector due to road vehicle-bridge interaction

Fbh Contact force due to road vehicle-bridge interaction

Fse
ei Equivalent self-excited force of the ith deck section

Fbf
ki Buffeting force vector at the kth node in the ith deck section in global coordinate system

F̂
se

Self-excited force part reflecting aerodynamic phase lag

Fmaxij Saturated damping force

Fp Pseudo force vector

Fq Interaction force between the road vehicle and the bridge deck surface

Frb Force vector due to train-bridge interaction

{Fk(t)}ji Buffeting force at the kth node of the jth element in the local coordinate

f Spatial frequency

f0 Discontinuity frequency

fu (i) Probability density function of wind speed

(ii) Upper cutoff frequency (Equation 11.54)

fl Lower cutoff frequency

fu Relative frequency of wind direction

fu,u Joint density function of wind speed and wind direction

f Lvn Pseudo forces along the x-axis of the local coordinates

G Aeroelastic damping matrix of the bridge

Gei Aeroelastic damping matrix of the ith deck section with respect to the center of elasticity

Gi Aeroelastic damping matrix of the ith deck section related to the nodal self-excited force

H Aeroelastic mass matrix of the bridge

H Reference height

Hei Aeroelastic mass matrix of the ith deck section with respect to the center of elasticity

Hi Aeroelastic mass matrix of the ith deck section related to the nodal self-excited force

hci Vertical coordinate of the centroid of the ith deck section

hki Vertical coordinate of the kth node

K Global structural stiffness matrices of the bridge

K Generalized stiffness matrices of the bridge

k Shape parameter for Weibull distribution

ka Parameter related to material property a

L
bf
ei Equivalent buffeting lift on the ith node of the equivalent bridge deck beam

L (i) Length of the bridge deck segment (Equation 11.3)

(ii) Differential operator (Equation 11.20)

Lb,j Differential operator transforming the element displacement field to the element strain

field

Lci Summation of the lengths of all the elements in the ith deck section

Lj Differential operator transferring the displacement field to the strain field
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K2 Constant relevant to the fatigue detail

Klyq Stiffness of linear elastic springs for a tire in the y-direction

Klzq Stiffness of linear elastic springs for a tire in the z-direction

lji Length of jth element in the ith section

MR Rolling moment

M
bf
ei Equivalent buffeting moment on the ith node of the equivalent bridge deck beam

M Global structural mass matrix of the bridge

M Generalized mass matrix of the bridge

m (i) Fitted parameter for wind spectrum (Equation 11.21)

(ii) Constant relevant to the fatigue detail (Equation 11.58)

mb Total number of stress cycles in one block

N (i) Total number of nodes (Equation 11.1)

(ii) Shape function (Equation 11.20)

(iii) Number of stress cycles (Equation 11.34)

Nb Number of blocks

Nb,j Shape function transforming local node displacements to element displacement field

Nm Number of the interested modes involved in the computation

Nj (i) Shape function of the jth element (Equation 11.19)

(ii) Total numbers of wind records within the jth wind direction range (Equation 11.29)

Nr Total number of stress cycles

Nsi Element number used to model the ith deck section

Ndi Node number used to model the ith deck section

Nse
i Displacement transformation matrix

n Frequency

ni Applied number of stress cycles at the stress range level sr,i
n0 Number of wind records per year for all wind directions

nf (i) Frequency of turbulence wind (Equation 11.21)

(ii) Order of harmonic function for relative frequency (Equation 11.27)

nc Order of harmonic function for scale parameter

nk Order of harmonic function for shape parameter

Pu Cumulative distribution function of wind speed

Pu,u Joint cumulative distribution function of wind speed and wind direction

Pu Occurrence frequency of wind direction

PE
j Probability of wind speed lower than the maximum wind speed within the jth wind direc-

tion range

Pu Normalized cumulative distribution function of wind speed

pci Lateral coordinate of the centroid of the ith deck section

pki Lateral coordinate of the kth node

pmji ðsÞ Time-invariant part of wind pressure distribution

ptjiðtÞ Time-dependent part of wind pressure distribution

Pji(s,t) Wind pressure distribution over the jth element

Pu(u) Relative frequency of occurrence of wind in wind direction u

Qbf Generalized buffeting force vector

Qse Generalized self-excited force vector

q(t) Generalized displacement vector

S(f) Power spectrum density function

s Local element coordinate

T0 Fatigue damage evolution period

Tb,j Coordinate transfer matrix from global coordinate to local coordinate

U Mean wind speed
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Umax Maximum wind speed

u Mean wind speed component

u(t) Horizontal fluctuating wind component

VR Mean wind velocity relative to the vehicle

v0ij Saturated velocity

w(t) Vertical fluctuating wind component

X(t) Nodal displacement vector of bridge

ywq Displacement of axle set in the y-direction

yrq Displacement of bridge deck surface in the y-direction at the contact point

zd Height of the average deck level

zt Height of the top of tower

zwq Displacement of the axle set in z-direction

zrq Displacement of bridge deck surface in the y-direction at the contact point

Dsmax Maximum stress range

DDk Cumulative fatigue damage

DU Interval of wind speed

Dt Time interval

Du Interval of wind direction

F (i) Mode shape matrix

(ii) Stress influence coefficient

Vj jth wind direction range

Gb Modal stress matrix

u (i) Wind direction

(ii) Random phase angle (Equation 11.54)

r Air density

a (i) Attack angle of normal incident wind (Equation 11.3)

(ii) Positive angle about the q-axis anticlockwise (Equation 11.8)

(iii) Exponent of wind profile (Equation 11.31)

(iv) Material properties (Equation 11.33)

a0 Parameter related to material property a

aj Material property in jth stress range

b Material property

vi ith circular natural frequency of the bridge structure

v Modal frequency matrix

sb Bridge stress response

srb Bridge stress responses induced by railway loading

shb Bridge stress responses induced by highway loading

swb Bridge stress responses induced by wind loading

sa Stress amplitude

sc Stress limit to fatigue

sj jth element stress vector

sm Mean value of each stress cycle

sr Stress range of each stress cycle

sr,j jth stress range

sr,max Maximum stress range

s Mean value of stress cycle

j Modal damping ratio matrix

zi ith modal damping ratio of the bridge structure

l Wavelength

x Aerodynamic transfer function
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12

Wind-Induced Vibration Control

12.1 Preview

It has been discussed in previous chapters that long-span cable-supported bridges are susceptible to

flutter instability, vortex-induced vibration, buffeting-induced vibration, vehicle-wind-bridge interac-

tion, multiple loading-induced fatigue and rain-wind-induced cable vibration. To ensure the safety and

functionality of bridges and vehicles under wind loading, it is necessary in some cases to find efficient

and effective measures for mitigating excessive wind-induced vibration to a acceptable level, and for

improving bridge stability to avoid collapse. In general, there are three ways to mitigate wind-induced

vibration of a long-span bridge: structural modification, aerodynamic measures and mechanical mea-

sures. The realization of these mitigation technologies may also make the construction of super-long-

span bridges come true and elevate bridge design concepts from a static and passive level to one with

dynamism and adaptability.

A brief introduction on wind-induced vibration control methods will be first given in this chapter.

Various aerodynamic measures are then introduced for flutter control, vortex-induced vibration mitiga-

tion and cable vibration mitigation. Different mechanical measures – including passive control systems,

active control systems, and semi-active control systems – are also addressed for wind-induced vibration

control. Damping stay cables of a cable-stayed bridge using adjustable fluid dampers is finally pre-

sented as a case study.

12.2 Control Methods for Wind-Induced Vibration

Various possibilities exist to reduce wind-induced vibration of long-span bridges [1,2]. Control meth-

ods for reducing wind-induced structural vibration can be divided into three major categories:

1. structural modification;

2. aerodynamic measures; and

3. mechanical measures.

Structural modification is applied to the three important dynamic properties of a bridge structure, i.e.

stiffness, damping and mass, through the change of structural materials and/or the rearrangement of

structural systems. It can be applied to the entire bridge or bridge components, such as bridge deck,

towers, and cables. It is found that an increase in the damping capacity is always beneficial for
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mitigating vortex-induced vibration, buffeting-induced vibration and galloping instability. Neverthe-

less, the effect of additional damping upon flutter-related critical wind speed is low.

In reality, concrete bridges tend to have more damping than steel bridges. Composite steel-concrete

bridges also have considerably higher values of damping compared to those of steel bridges. An estima-

tion of the structural damping is crucial but it is the parameter which is least analytically tractable,

because its estimation relies totally on limited measured full-scale data.

The common aim of stiffness modification for a long-span cable-supported bridge is to increase the

torsional stiffness of the bridge deck so as to improve the bridge stability under wind loading. For

example, deep truss girders are more torsionally rigid compared with flat box girders, but they exhibit

higher wind forces [3]. To increase the torsional stiffness of a super long-span suspension bridge, cable

system modifications may be considered by using more than two main cable systems[4], as shown in

Figure 12.1. The deployment of eccentric mass was also applied during construction of the Humber

Bridge in England [5], and for the bridge in service [6] if it has relatively close natural frequencies of

vertical and torsional motions. The drawback of mass modification is an enlarged dead load and static

torsional deformation. To reduce vibration of stay cables in a cable-stayed bridge, cross-ties have been

used to increase the in-plane stiffness of stay cables by connecting them together, but this may affect

the aesthetic view of stay cables due to a complex cable network and connections.

Aerodynamic measures alter the flow pattern around bridge components (such as bridge deck, towers

and cables) to reduce directly the aerodynamic force or moment acting on it by selecting better cross-

sectional shapes or by installing some aerodynamic devices on the bridge component. A typical exam-

ple is to install wedge-shaped fairings to the two longitudinal edges of the bridge deck (see Figure 12.2)

to make the bridge deck section streamlined so as to reduce vortex shedding, abate buffeting forces and

improve flutter instability [7].

Since wind-bridge interaction is so complicated, no analytical methods are available at present to

facilitate the optimal selection of cross-sectional shapes. Wind tunnel tests and computational simula-

tions, as discussed in Chapter 7 and Chapter 8 respectively, have to be used to perform aerodynamic

modifications. Although many types of aerodynamic devices, such as vanes and stabilizers, have been

found to be effective in the suppression of wind-induced response and the improvement of motion

stability, the alterations to the shape of the bridge deck and the substantial nature of the alterations may

be impractical and aesthetically undesirable in modern long-span bridges. In particular, the addition of

aerodynamic devices to a bridge deck often increases buffeting forces.

(a) One cable system (b) Two cable system

(d) Four cable system(c) Three cable system

Figure 12.1 Cross-section of alternative suspension cable systems.
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Mechanical measures, which include passive control technology, active control technology, semi-

active technology and hybrid control technology, modify overall structural characteristics, leading to a

reduction of wind-induced vibration [8]. They can be applied to the bridge as a whole or to any individ-

ual bridge component. Passive control systems operate without requiring an external power source and

utilize the motion of a bridge structure to develop control forces. Passive control devices, such as metal-

lic dampers, friction dampers, viscoelastic dampers, tuned mass dampers and tuned liquid column

dampers, do not increase vibrational energy and are thus inherently stable [9]. The passive control

devices mainly enhance the overall damping capacity of a bridge structure, so as to absorb the energy

of wind-induced vibration and thereby reduce it. The basic configurations of a conventional structure

and a structure with a passive control system are shown schematically in Figure 12.3a and 12.3b, in

which PED stands for passive energy dissipation [10].

Compared with passive control systems, active control systems require external power supply to

apply forces to a bridge structure in a prescribed manner. Control forces are developed on the basis of

feedback from sensors which measure the excitation and/or the response of the bridge structure. These

forces can be used to add or dissipate energy in the bridge structure. An active control system usually

consists of:

(a) sensors installed at suitable locations of the bridge structure to measure either the external excita-

tions, or the structural response quantities, or both;

(b) devices to process the measured information and to compute the necessary control forces based on

a given control algorithm; and

(c) actuators, usually powered by external energy sources, to produce the required forces.

The basic configuration of a structure with an active control system is shown schematically in Fig-

ure 12.3c [10,11]. An active control system mainly changes the overall structural characteristics to

reduce wind-induced vibration, but it needs an external power supply and may cause instability of the

bridge structure because of many uncertainties involved in the bridge structure, wind loading and con-

trol system. Active control systems are also proposed to control some aerodynamic devices to change

flow patterns around and reduce wind forces on the bridge deck.

Semi-active control is a compromise between passive and active control systems [12–14]. Semi-

active control systems require much less input energy in comparison with the active type, and the input

energy is used to modify the damper properties, leading to the optimal control of structure vibration.

Control forces are also developed based on feedback from sensors which measure the excitation and/or

the response of the structure. Examples include variable orifice dampers, variable friction damper sys-

tem and magnetorheological (MR) dampers. Figure 12.3d shows the basic configuration of a structure

with a semi-active control system schematically.

Handrail

Deck

Fairing

Girder Soffit plate

Handrail
Deck

Original design

Modified
edge

(a) Long’s Creek Bridge Canada (b) Burrard Inlet Crossing Canada

Figure 12.2 Aerodynamic measures to reduce wind-induced vibration.
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Figure 12.3 Structure with various control systems.
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A hybrid system consists of an active system and a passive control system and thus increases the

performance and robustness of the control system (see Figure 12.3e). A hybrid mass damper (HMD) is

a combination of a passive tuned mass damper and an active control actuator. This has been employed

in full-scale building structures, but not yet in bridge structures.

12.3 Aerodynamic Measures for Flutter Control

Flutter instability will lead to the structural collapse of a long-span cable-supported bridge, and hence

the critical wind speed associated with flutter instability of the bridge needs to be higher than the maxi-

mum design wind speed at the bridge site. When a long-span bridge is predicted to have its intrinsic

limit in reaching the required critical wind speed, it is necessary to adopt some aerodynamic or

mechanical measures to improve its aerodynamic performance.

12.3.1 Passive Aerodynamic Measures

Aerodynamic forces arise when air flows around bridge deck sections and interacts with them. Passive

aerodynamic measures thus aim to directly reduce the aerodynamic forces through improving the con-

figuration of cross-sections of the bridge deck. Passive aerodynamic measures are the most common

approach among all the flutter control methods for long-span cable-supported bridges. Some com-

monly-used measures are introduced below.

Wedge-shaped fairings added at both ends of the bridge deck cross section (see Figure 12.2) can

make the cross-section tend to streamline and, hence, improves the air flow pattern around the deck,

reduces drag forces and vortex shedding and enhances flutter stability. Wind tunnel studies and flutter

analysis have shown that such measures can effectively improve the flutter stability of cable-supported

bridges, and the smaller the tip angle of the edge fairings, the greater the improvement of flutter stabil-

ity [7]. With the same tip angle of the edge fairings, the increase of tip length will enhance the aerody-

namic stability of the bridge.

The aerodynamic performance of a bridge deck can be further enhanced by longitudinal open slots in

the deck [15–22]. This is a unique feature observed from recently constructed suspension bridges. The

adoption of a “slotted” deck solution not only enhances aerodynamic stability, but also prevents the

periodic formation and shedding of large vortices in the wake of the bridge deck.

The aerodynamic performance of the slotted box girder can be further improved if it is used together

with some aerodynamic devices. Ueda et al. [23] investigated the flutter stability of a super-long-span

suspension bridge with a central span length of 2500m by considering three types of central slots:

central slots only, central slots with central stabilizer, central slots with both central stabilizer and hori-

zontal stabilizer (see Figure 12.4).

The wind tunnel test results showed that the critical flutter wind speed increased by about 35% and

reached 62m/sec after the central stabilizer was added to the central slots. If a horizontal stabilizer was

further added to the central slots with the central stabilizer, the critical flutter wind speed was improved

again by 33% and reached 82.2m/sec. The aerodynamic advantages of this solution have also been

explored during the design of the proposed 3300m long suspension bridge for the crossing of the Mes-

sina Strait [24], and the relevant wind tunnel studies were performed rigorously by Diana [25].

Other alternative passive aerodynamic measures involve modifying wind loading acting on a bridge

by adding aerodynamic appendages to the deck section [26]. The idea is to locate a winglet above (or

below) the bridge deck, running parallel to the bridge axis, far enough from the deck that it lies in the

undisturbed flow field. The presence of the winglets modifies the aeroelastic loads acting on the bridge

and increases the flutter associated with the critical wind speed. Arco and Aparicio [27] investigated

four types of aerodynamic appendages added to the bridge cross-section according to the position of

the winglets, as shown in Figure 12.5.

Wind-Induced Vibration Control 513



In Case A, a pair of winglets are symmetrically fixed to the bridge cross-section. In Case B, a pair of

winglets are fixed to the hangers. In Case C, only one winglet is fixed to the bridge cross-section in the

leeward position. In Case D, a pair of winglets are fixed to both the windard and leedward positions.

These results demonstrated that, compared with Cases A and B, Case C gave the best aerodynamic per-

formence and the highest critical wind speed. When this finding was applied to the Great Belt Bridge,

using aerodynamic appendages arranged like Case C, it was found that the critical wind speed was clearly

enhanced. The increase in critical wind speed in Case C acounted to more than 35%, compared with the

normal case without any appendages. The increase of critical wind speed in Case B was somewhat mod-

est, at 21%, and was even less (11%) in Case A. For Case D, care must be given to the selection of the

phase angle, for a wrong selection of the angle may cause the instability of the bridge structure.

All of these passive aerodynamic measures are viewed as economical and reliable methods that do

not require special routine maintenance. They have been validated through wind tunnel tests, computa-

tional simulations, and field measurements.

(a) Central slots only 

Central Stabilizer

(b) With central stabilizer 

Central Stabilizer
Horizontal Stabilizer

(c) With both central and horizontal stabilizers 

Figure 12.4 Slotted box girder with central stabilizer and horizontal stabilizer.

Case A Case B

Case C Case D

αw

α

Figure 12.5 Different arrangements of aerodynamic appendages (from [27]).
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12.3.2 Active Aerodynamic Control

Active aerodynamic control methods for long-span bridges are inspired by those employed in the aero-

space industry for aircraft control. Ostenfeld and Larsen [3] presented an active aerodynamic control

system by using actively controlled surfaces attached beneath the two edges of the bridge deck cross-

section (see Figure 12.6).

The rotations of the surfaces are actively controlled according to a feedback algorithm in such a way

that the aerodynamic forces acting on the bridge deck provide a stabilizing action. These stabilizing aero-

dynamic forces are not produced directly by the actuators in this method, and they actually result from the

change of air flow around the bridge deck via the rotation of the surfaces controlled by the actuators.

Kobayashi and Nagaoka conducted wind tunnel experiments on the sectional model of a bridge and

obtained an increase of flutter critical wind speed of factor 2 [28]. The control algorithm used in the

experiments was based on the principle that the rotation of the control surfaces is proportional to the

rotation of the bridge deck. Wilde and Fujino [29] carried out theoretical analysis of such a control

surface system. They applied a rational function approximation to model unsteady aerodynamics and,

under the assumption of no flow interaction between the control surfaces and the deck, they derived a

time domain equation of motion for the control system. Accuracy of the approximation was achieved

by multilevel linear and non-linear optimization. Their numerical simulation results show that the aero-

dynamic control of flutter by actively controlled surfaces can stabilize the bridge at any wind speed. For

the control to be effective, it is necessary to locate control surfaces outside the turbulent boundary layer

and as far away from the local flow pattern around the deck as is practically possible.

Active aerodynamic control may also be achieved by additional flaps attached directly to the edges of

the bridge deck [30]. In this system, the flow pattern around the deck is affected by the motion of the flaps

(see Figure 12.7). Therefore, the stabilizing action not only comes from the aerodynamic forces generated

on the flaps, but also from modification of the aerodynamic forces induced on the bridge deck.

Wilde et al. [31] referred to this control system as the “deck-flaps system” and presented the model-

ing procedure and the control algorithm for controlling flutter of long-span bridges. Three optimal

configurations of the deck-flaps system, with different flap hinge locations, were proposed and investi-

gated. For each hinge location, four flap sizes were considered: 1.5m, 3.0m, 4.5m and 6.0m. All of

Leading flap

Actuator

Bridge deck

Controller

Actuator

Trailing flap

Figure 12.7 Cross-section of bridge deck with active flaps for flutter control.

Actuator

Sensors

Controller

Control surface

Figure 12.6 Active aerodynamic control of bridge deck flutter by control surface.
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these considered configurations of the control system could stabilize the bridge against flutter and

divergence in the selected wind speed range. The best performance was obtained by the system with

the flaps located on the edges of the deck and the hinges located in the middle of the flaps.

Omenzetter et al. [32–35], on the other hand, proposed similar control systems but of the passive

type, consisting of auxiliary flaps attached directly to the bridge deck, as shown in Figure 12.8.

When the deck undergoes pitching motion or relative horizontal motion with respect to the main

cables, the flap rotation is governed by additional cables spanned between the flaps and an auxiliary

transverse beam supported by the main cables of the bridge. Since the cables can only pull the flaps,

leading flap

prestressed spring trailing  flap

bridge deckU
β

α

hanger 
cable

control 
cable

supporting 
mainbeam
cable

hc

γ

(a) System with asymmetric cable connection 

leading flap

prestressed spring

trailing  flap
bridge deckU

β

α

hanger 
cable

control 
cable

supporting 
mainbeam
cable

hc

γ

(b) System with symmetric cable connection 

Figure 12.8 Aerodynamic control of bridge deck flutter with passive flaps (Figure courtesy of Prof. Yozo Fujino).
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but not push them, additional pre-stressed springs are used to reverse the motion of the control surfaces.

The control system shown in Figure 12.8a is an asymmetric cable connecting system, which can work

properly for wind coming from only one direction and requires alteration of its configuration as wind

direction changes. The stabilizing action of the system shown in Figure 12.8b comes from a symmetric

cable connection system, which is, in contrast, independent of wind direction.

For these two systems, Omenzetter et al. [32–35] derived the time-domain mathematical model of

self-excited forces on the sectional model of the deck-flaps system and conducted numerical simula-

tions of a suspension bridge using a three-dimensional FEM model.

Although both systems employ the same idea of flutter control, their dynamic characteristics and

performance differ significantly. The system with asymmetric cable connection offers high increase in

critical wind speed. The action of control flaps strongly modifies the properties of the flutter mode and

its stiffness and damping are markedly increased. However, this system requires changes in its configu-

ration as wind direction changes. To achieve its best performance, it requires large flaps and significant

stiffness of the supporting system.

The improvement in critical wind speed for the system with symmetric cable connection is limited.

Properties of the flutter mode are not strongly altered and the degree of stability is lower. The gust

response of the control flaps is large. Nevertheless, this system can work properly for the wind coming

from any direction. It uses flaps of small size, and the stiffness of the supporting system is much less

compared to the system with asymmetric cable connection.

There was an active aerodynamic control idea for flutter in aeronautics that utilized a fence-type

spoiler to change airflow around the airfoil surface, as shown in Figure 12.9 [36]. Kwon et al. [36]

applied similar idea to a bridge deck and designed a new aerodynamic controller to control plates prop-

erly according to the motion of the bridge deck without requiring external power supply.

Figure 12.10 schematically shows the mechanism of the proposed aerodynamic control method. The

key idea of this system is to properly activate the control plates according to the bridge deck motion. A

constant phase angle between the control plate and deck motion should be kept for successful control.

Natural flow

Wind

Controlled flow

Oscillated by sensor and
actuator

Figure 12.9 Active aerodynamic control by changing air flow.

Wind
α2

α1

Figure 12.10 Control mechanism of active aerodynamic control system.
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There are two slits on the bottom flange of the deck, and the control plates oscillate through these slits.

When the bridge deck maintains its horizontal state, the control plates do not move and the deck keeps

its equilibrium position. However, when the deck is oscillated by the wind, the control plates move up

or down, according to the motion of the decks, and thus the air flow is changed.

A seesaw-like rod inside the deck activates the control plates. Its mechanism is similar to a tuned

mass damper (TMD). The phase angle between the deck and control plate can be adjusted by the mass

and stiffness of the rod. Because the inertial force of a TMD is used for moving control plates for

aerodynamic control and not for direct vibration control, the mass ratio of this system can be greatly

reduced in comparison with a traditional TMD for structural control. This is one of the great benefits of

the proposed system.

A spring-supported section model test was conducted in order to verify the proposed control method.

The wind tunnel test results showed that the increasing ratio of the critical flutter wind speed was 64.6.

For studying the applicability of the proposed system to a long-span bridge, a long-span suspension

bridge with a central span length of 3000m was used as a numerical example. It showed that the flutter

onset velocity increased by 51% when 60% of the center span equipped the controller.

12.4 Aerodynamic Measures for Vortex-Induced Vibration Control

Since the selection of a bridge deck configuration depends on many factors, such as structural and

economical advantages, the basic deck shape does not necessarily have optimal aerodynamic efficiency.

As a consequence, long-span bridges may be subjected to vortex-induced vibration. However, com-

pared with the flutter control of long-span bridges, the studies on vortex-induced vibration control are

relatively weak. The following will give a brief introduction on aerodynamic measures for vortex-

induced vibration control of long-span cable-supported bridges.

During the final phase of deck erection and road surfacing works of the Storebælt suspension bridge

in Denmark in 1998, vertical deck oscillations of low frequency were observed [37]. The results from

both field measurements and wind tunnel tests indicated that the observed oscillations were due to peri-

odic von Karman type vortex shedding in the wake of the mono box girder of the bridge. With the aid of

wind tunnel tests, Larsen et al. [37] then designed and installed guide vanes to the main suspension

girder for suppression of vortex-induced vibration of the bridge (see Figure 12.11).

The guide vanes were composed of curved steel plates running along the bottom/lower side panel

joints and were tested on a 1: 60 scale section model of the bridge girder. This guide vane design was

proved very efficient in eliminating vortex-induced oscillations of the bridge by both field measure-

ments and wind tunnel tests. In addition, the guide vanes improved the flutter stability of the bridge

deck marginally, with the critical wind speed for onset of flutter rising from 69m/sec to 73m/sec.

The Stonecutters cable-stayed bridge in Hong Kong has a main span of 1018m, and the bridge deck

is composed of two wedge-shaped box girders with an open gap between them (see Figure 12.12).

Vortex shedding and lock-in with the lowest vertical mode of the bridge was expected at low wind

Guide
vanes

Figure 12.11 Guide vanes installed in the Storebælt suspension bridge.
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speeds in the range from 5–8m/sec. Since there is open sea in the south-west wind direction, low turbu-

lence cannot in general be relied upon for mitigation of vortex shedding excitation, and von Karman

type vortices were expected to form and to be shed at regular time intervals in the near wake of the

upwind girder. This vortex shedding process may lock in with a vertical mode of vibration and thus

excite vertical oscillation of the bridge deck. Furthermore, this action may be amplified as the shed

vortices drift across the gap and impinge on the downwind girder (see Figure 12.13a). Therefore, the

mitigation of vortex-induced vibration was considered as an important issue for the bridge [38].

Based on the success of using guide vanes to mitigate vortex-induced oscillations of the Storebælt

Bridge in 1998, similar guide vanes were proposed to be mounted at the knuckle lines between the

individual box bottom plates and the inclined side panels facing the gap (Figure 12.13b). It was hoped

to create flows which would prevent or diminish rhythmic vortex formation at the upwind knuckle line

and, in turn, reduce vortex-induced forces on the upwind box as well as vortex impingement on the

downwind box. However, wind tunnel tests on a spring-suspended section model of 1: 80 scale did not

demonstrate the effectiveness of the guide vanes.

At first glance, the results were difficult to understand, but the calculation of the Reynolds number based

on the chord length of the individual box sections yielded a Reynolds number around 18 000, indicating

laminar flow conditions and, thus, a thick boundary layer at the position of the upwind guide vane. Under

such conditions, the upwind guide vane would be well immersed in the boundary layer growing on the

curved soffit plate, thus preventing sufficient flow through the guide vane to inhibit vortex formation in the

near wake of the upwind box section. Large 1: 20 scale section model tests, with a higher Reynolds num-

ber, were then devised and performed. The guide vane design which had failed in the 1: 80 scale tests

proved to be very efficient in the 1: 20 scale tests, completely eliminating vortex shedding response [38].

Flow (a) without guide vanes

(b) with guide vanes

Guide vanes at bottom plate

Figure 12.13 Anticipated flow patterns.

Figure 12.12 Guide vanes installed in the Stonecutters cable-stayed bridge.
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The Xihoumen Bridge in China is a long-span suspension bridge with a 1650m main span. The

bridge deck is a twin box girder. Ge et al. [39] carried out both conventional sectional model tests and

large-scale sectional model tests of the bridge and found vortex-induced vibration with large amplitude.

Several aerodynamic measures, including guide vane, grid plate and adjustable wind barrier, were pro-

posed and tested to find the most effective and feasible measure that could be applied to the real bridge.

Later, vertical vortex-induced vibration did occur in the prototype bridge [40]; an adjustable wind bar-

rier was then selected and installed on the girder deck to suppress the vortex-induced vibration of the

bridge.

12.5 Aerodynamic Measures for Rain-Wind-Induced Cable Vibration Control

With widespread popularity of cable-stayed bridges around the world, longer spans are being con-

structed by employing increasingly longer stay cables. These cables are laterally flexible structural

members with very low fundamental frequency and very little inherent damping and, for this reason,

they have been known to be susceptible to wind-induced vibration, as well as rain-wind-induced vibra-

tion [41,42]. Recognition of this susceptibility of stay cables leads to the use of some aerodynamic

measures. The following is a brief introduction to the aerodynamic measures used for rain-wind-

induced vibration control of stay cables on the Stonecutters Bridge. The aerodynamic measures consid-

ered were helical fillets and dimples added on the cable surface. Wind tunnel investigation was carried

out to determine drag coefficients of the 1: 1 scale section models of stay cables manufactured with a

diameter of 140mm, 160mm and 180mm, which are representative of medium, long and very long

prototype cables of the Stonecutters Bridge [43]. Rain-wind tunnel investigation was also conducted to

assess the efficiency of helical fillets and dimples for mitigating rain-wind-induced cable vibration [44].

12.5.1 Wind Tunnel Investigation and Cable Drag Coefficients

Cable section models were designed and made of 1: 1 scale stainless steel cylinders covered with high

density polyethylene tube, which is the same material as used in the prototype stay cables, to ensure

Reynolds number similarity and the same surface conditions for cable model and prototype. The wind

tunnel tests were conducted in the high-speed working section of the CLP Wind Tunnel at the Hong

Kong University of Science and Technology. Figure 12.14 shows some of the cable section models

used in the wind tunnel investigation, including cables with smooth surface, cables with helical fillets

and cables with dimples. Detailed information on the wind tunnel and the test apparatus can be found in

Section 7.10 in Chapter 7.

Helical fillets of a rectangular cross-section were stuck on the smooth surface of the cable model,

with an effective step of 0.3m, to simulate the prototype cable with helical fillets. The helical fillet was

made of light wood with a square cross-section of 2� 2mm. A cable model of dimpled surface was

manufactured of a diameter of 140mm. The shape and density of the dimples on the surface of the

cable model are shown in Figure 12.15.

The lengths of major axis and minor axis of the elliptic dimple were 8.5mm and 6.5mm, respec-

tively. The periphery of the elliptic dimples was about 0.5mm above the cable surface, while the central

part of the dimples was pressed into the cable by about 1.5mm. Dimples of elliptical shape and 2mm

depth were made on the surface of the cable model in the pattern shown in Figure 12.15. The density

ratio of the surface area of the dimples to the surface area of the cable was approximately 0.14.

The drag coefficients of stay cables of different configurations were investigated through wind tunnel

tests with respect to cable diameter, inclination and yaw angle. Figure 12.16 exhibits the test rig used

and the experimental set-up. The aerodynamic force coefficients of the stay cables of smooth surface

were compared with those of the stay cables of either helical fillets or dimples, so that the difference in

static wind load on the stay cables due to surface change could be estimated. The major results obtained
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from the wind tunnel investigation could be summarized in the following, and the full results can be

found in the reference [43].

The drag coefficients of the stay cables with a smooth surface were larger when wind was perpendic-

ular to the bridge deck axis than when the wind was along the bridge deck axis. When the wind was

perpendicular to the bridge deck axis, the drag coefficients of the stay cables decreased, with increasing

mean wind speed ranging from 10–20m/sec. The drag coefficients of the stay cables with the helical

fillets were only slightly larger than those of the same cables with smooth surface when the wind was

perpendicular to the bridge deck axis. When the wind was along the bridge deck axis, the drag coeffi-

cients of the stay cables with helical fillets may not be larger than those of the same cables with smooth

surface. The drag coefficients of the cable with dimpled surface were smaller than those of the cable

with smooth surface in all the wind directions concerned. The drag coefficient of the dimpled cable

Figure 12.14 Selected cable section models used in wind tunnel investigation.
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Figure 12.15 Dimple pattern on the cable surface (unit in mm).
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was also much less influenced by wind speed, compared with the smooth cable. In summary, static

wind load on the cable with dimpled surface is the smallest among the three types of cable surface.

12.5.2 Rain-Wind Tunnel Investigation of Stay Cables of Different Surfaces

Cable section models were also designed and made of 1: 1 scale stainless steel cylinders covered with

high density polyethylene tube, which is the same material as used in the prototype stay cables. The

diameters of two cable models tested were 139mm (140) and 169mm (170) respectively. Three cable

surfaces were considered: cables with smooth surface, cables with helical fillets, and cables with

dimples.

Figure 12.17 shows the schematic diagram of the test arrangement. The natural frequency was

0.63Hz for the cable model of 170mm diameter and 0.91Hz for the cable model of 140mm diameter.

With the aid of an oil damper, the damping ratio of the test cable model varied within a range from

0.1% to 1%. The Scruton number of the test cable model also varied within a range from 0.9 to 8. The

inclination of the cable model denoted by angle a was set as 21� and 36� respectively, while the yaw

angle of incident wind designated by angle b varied from 0� to 65�. The rain-wind tunnel tests were

conducted by the Southwest Jiaotong University in China. The major results obtained from the investi-

gation could be summarized in the following, and the full results can be found in the reference [44].

For the 170mm diameter cable model, rain-wind-induced vibrations were clearly observed for the

yaw angle of incident wind from 30� to 55�. The strongest cable vibration occurred at b¼ 30� and a

wind speed of 12m/sec. The maximum amplitude of cable vibration was up to 440mm, about 2.6 times

the cable diameter.

For the 140mm diameter cable model, rain-wind-induced vibrations were found for all the tested

yaw angles. The strongest cable vibration occurred at b¼ 35� and a wind speed of 10.5m/sec. The

maximum amplitude of cable vibration was more than 138mm, almost equal to the cable diameter.
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Figure 12.16 Wind tunnel test arrangement for inclined cables (from [63]) (Reproduced with permission from

Multi-Science Publishing Co Ltd).
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As for the effects of rain intensity, it was found that the strongest cable vibration emerged at a rain

intensity of 75mm/h for the cable model of 170mm diameter. The maximum amplitude of cable

vibration was about 482mm, about 2.85 times the cable diameter. For the cable model of 140mm

diameter, the strongest vibration emerged at a rain intensity of 85mm/h. The maximum amplitude of

cable vibration was about 153mm, which was 1.1 times the cable diameter.

For the cable model with either helical fillets or dimples, no significant cable vibration was observed

for most of the test cases. The vibration amplitude of the cable model with helical fillet increased

slightly with the increasing height of the fillet. Relatively strong vibration was only observed for the

cable model of 170mm diameter with dimple at b¼ 40� and a rain intensity of 80mm/h. The maxi-

mum vibration amplitude was about 0.95 times the diameter of the cable model.

It could be concluded that the helical fillets could reduce rain-wind-induced cable vibration signifi-

cantly but amplify static wind load. The dimples could reduce both rain-wind-induced cable vibration

and static wind load, but rain-wind-induced cable vibration might still emerge for particular wind direc-

tions and cable diameters.

12.6 Mechanical Measures for Vortex-Induced Vibration Control

Sometimes, particularly after a bridge is completed, it is difficult to find aerodynamic measures that are

effective for vortex-induced vibration control. When satisfactory aerodynamic solutions cannot be

found, the control of vortex-induced vibration relies on mechanical measures. Most popular mechanical

measures for vortex-induced vibration control are tuned mass dampers (TMD). A TMD is a device

consisting of a mass attached to a structure in such a way that it oscillates at the same frequency of the

bridge structure, but with a phase shift. The mass is attached to the structure via a spring-dashpot sys-

tem, and the energy is dissipated by the dashpot as relative motion develops between the mass and the

structure. The schematic diagram of a TMD attached to a flexible beam is shown in Figure 12.18.

1. Area of wind effect
2. Action model
3. Additional mass
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5. Oil damper

6. Supporter
7. Pseudo model :part I
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Figure 12.17 Rain-wind tunnel test arrangement for inclined cables.
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Figure 12.18 Schematic diagram of a TMD attached to a bridge.
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Figure 12.19 Tuned mass dampers and their locations of Trans-Tokyo Crossing Bridge (Figure courtesy of Prof.

Yozo Fujino).
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The Trans-Tokyo Bay Crossing Bridge in Japan, completed in 1997, is a ten-span continuous steel

box girder bridge with a total length of 1630m [45]. Although this bridge is not a cable-supported

bridge, the experience of vortex-induced vibration control obtained from the bridge is invaluable for

long-span cable-supported bridges. In the design phase of the bridge, various wind tunnel tests were

carried out on two-dimensional sectional models as well as a complete three-dimensional model [46].

These tests revealed that vortex-induced vertical flexural vibration would develop in the bridge under

the wind normal to the bridge axis. A variety of aerodynamic mitigation strategies were tested, but

complete suppression of vibration was not achieved. As a result, consideration was given to adding

TMDs to the bridge if excessive vibration did happen after completion of the bridge.

Significant vortex-induced vibration was, indeed, observed after the girder erection was completed in

1994. The vortex-induced first-mode of vibration peaked at a wind speed of around 16–17m/sec with

maximum amplitude over 50 cm [45]. It was decided to install 16 TMDs in the girders to control its first

and second modes of vibration. Vibration in the higher modes was controlled aerodynamically by

attaching vertical plates to the posts of crash barriers in the girders.

The TMDs for the bridge were installed inside the box girder, as shown in Figure 12.19a. The struc-

ture of a TMD consisted of a major frame and a minor frame in the shape of a pantograph (see Figure

12.19b). The weight of the TMD was mounted on the lower end of the major frame via coil springs and

oil dampers, and the TMD moved up and down with girder vibration. The use of two frames made it

possible to reduce the TMDs’ size considerably. Eight TMDs were installed for the first mode and eight

for the second mode, as shown in Figure 12.19c.

A two degrees of freedom model was adopted in the determination of the parameters of the TMDs,

and those for the first mode were designed independently of those for the second mode. The natural

frequency of the TMDs was 0.33Hz for the first mode and 0.47 for the second mode, and the mass ratio

was 1.16% for both modes of vibration. The logarithmic decrement damping of the bridge-TMD sys-

tem was targeted to be 0.22 for both modes of vibration. The maximum stroke of the TMD was

�600mm for the first mode and �800mm for the second mode. The field measurements were made

before and after installation of the TMDs, to access their performance. The measurement results

showed that the performance of the TMDs was satisfactory: under the almost same wind conditions,

the amplitude of girder vibration without TMDs was over 40 cm, but the amplitude of girder vibration

with the TMDs was just 5–6 cm.

12.7 Mechanical Measures for Flutter Control

A number of studies have been conducted by utilizing auxiliary damping devices for controlling bridge

flutter, although most of them have not yet been implemented in real long-span cable-supported

bridges. These devices include passive control systems, active control systems and semi-active control

systems.

12.7.1 Passive Control Systems for Flutter Control

Various passive control systems, such as TMDs, tuned liquid dampers (TLD), and tuned liquid

column dampers (TLCD) have been proposed and investigated for controlling bridge flutter.

Nobuto et al. [47] carried out both numerical analyses and wind tunnel tests of a bridge section

model to investigate the effectiveness of TMDs for flutter control. Their results showed that the

critical flutter wind speed was increased by about 14%. However, the performance of the TMD

system was very sensitive to the tuning condition. Gu et al. [48] also conducted both numerical

analyses and wind tunnel tests of a box section model to confirm the performance of TMDs for

controlling flutter. Two TMDs were placed on the leading and trailing edges of the deck, and their

mechanical model is shown in Figure 12.20.
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Their results showed that TMDs could increase the critical flutter wind speed significantly. The

TMDs with more than 5.6% inertia mass moment ratio could increase the critical flutter wind speed of

the Tiger-Gate Bridge section model with wind screens by more than 40%. Another TMD study was

carried out by Pourzeynali and Datta [49], in which a combined vertical and torsional TMD system

was applied to increase the critical flutter wind speed. The proposed system had two degrees of free-

dom, tuned close to the frequencies corresponding to the vertical and torsional symmetric modes of the

bridge for coupled flutter control. The maximum improvement of the critical flutter wind speed was

about 2.03 times the uncontrolled critical wind speed for a 5% TMD damping ratio.

However, all of the above studies indicated that the performance of a TMD is very sensitive to fre-

quency tuning: a slight shift of the frequency tuning may lead to a significant deterioration of control

performance of the TMD. Kwon and Park [50] therefore proposed to use multiple-tuned mass dampers

(MTMD) to overcome the problem. They investigated two types of MTMD – some with frequencies

that were equally spaced and some that were not equally spaced. They found that irregular multiple-

tuned mass dampers that have unequal frequency interval and different damping ratios offered more

flexible designs and provided better performance for controlling bridge flutter.

While the effectiveness of TMDs in controlling bridge flutter has been demonstrated in these studies

for specific bridges, their limitations and the dependence of control performance on the dynamic and

aerodynamic characteristics of bridge structures were addressed by Chen and Kareem [51]. Their study

showed that the performance of TMDs strongly depends on the bridge’s aerodynamic characteristics.

For a hard-type flutter characterized by negative damping that grows rapidly with increasing wind

speed beyond the flutter onset, the influence of structural modal damping on the critical flutter speed

was insignificant. Accordingly, the effectiveness of TMDs in controlling this type of flutter was rather

marginal. However, for a soft-type flutter, in which the negative damping of bridges grows slowly with

increasing wind speed, addition of auxiliary damping may result in significantly higher critical flutter

wind speed. For this type of flutter, a reliable estimate of structural modal damping was critical for

accurate estimation, and auxiliary dampers such as TMDs would be relatively effective in controlling

such type of flutter.

Another class of passive control systems is TLD, in which liquids are used to provide all of necessary

characteristics of the secondary system (see Figure 12.21a). In this system, the liquid not only supplies

the required secondary mass but also damping through viscous action, primarily in the boundary layers.

Meanwhile, the gravity force of the liquid provides the necessary restoring mechanism. As a result, the

secondary system has characteristic frequencies that can be used for optimal performance, similar to

TMDs, for flutter control.
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Figure 12.20 Mechanical model of TMDs and bridge deck for flutter control (from [48]).
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TLCD for controlling torsional flutter and buffeting of a long-span bridge were also investigated by

Xue et al. [52], experimentally and numerically. The TLCD simply consists of a U-shaped container

filled with water, and structural vibration energy is dissipated as the water passes through an orifice

with inherent head-loss characteristics (see Figure 12.21b). For controlling torsional flutter of a bridge

deck, Figure 12.22 displays a schematic diagram of the experimental setup and instrumentation, in

which a TLCD model is installed inside a bridge deck unit model [52].

The bridge deck unit model is supported by a pivot at the middle point of its horizontal frame so that

the bridge deck could rotate around the pivot. Two springs are installed at the two ends of the horizontal

frame to provide the deck with torsional stiffness. The test platform is rigidly connected to the horizon-

tal frame, using four vertical steel members. The whole deck unit could thus be seen as a single degree

of freedom system rotating around the pivot. The container of a TLCD is fixed on the test platform and
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Figure 12.21 Tuned liquid damper and tuned liquid column damper.
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the weight of the container without water is regarded as part of the deck weight. The coupled equations

of motion of the bridge girder equipped with a TLCD for torsional vibration control can be expressed as:

ðIs þ IdÞ €u þ rAB H þ L� B

2

� �
€W þ Cs

_u þ ðKs þ rALgHÞu þ rAgBW ¼ Ms ð12:1aÞ

rAL €W þ rA

2
d _W
�� �� _W þ 2rAgW þ rAB H þ L� B

2

� �
€u þ rAgBu ¼ 0 ð12:1bÞ

with the condition:

W � L� B

2
� d

2
ð12:1cÞ

where:

Is is the mass moment of inertia of the bridge girder with respect to the pivot;

Id is the mass moment of inertia of water column of the TLCD with respect to the pivot;

r is the density of water;

A is the cross-sectional area of water column of the TLCD;

B is the horizontal width of the water column of the TLCD;

H is the distance from the centre line of the bottom tube of the TLCD to the pivot;

L is the total length of water column;

Cs is the damping coefficient of the structure;

Ks is the torsional stiffness of the structure;

g is the acceleration of gravity;

d is the head loss coefficient of the TLCD governed by the opening ratio of orifice;

u is the torsional displacement of the structure;

W is the relative motion of water to the container;

d is the thickness of water column;

Ms is the external moment excitation.
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Figure 12.22 Experimental set-up and instrumentation of TLCD for flutter control.
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The experimental and numerical results show that TLCD is also an effective device for increasing

critical wind speed and for reducing buffeting response of a long-span suspension bridge [52].

12.7.2 Active Control Systems for Flutter Control

With increasing span of cable-supported bridges, a few studies have been made on active and semi-

active control systems for flutter control. One of the active control systems being considered is active

mass dampers (AMD), which change the dynamic properties of the bridge structure to enhance flutter

stability in terms of active control forces or moments generated by the actuators that are, in turn, regu-

lated by control algorithms according to the feedback from the structural responses and/or external

excitations. AMDs can be assembled and operate completely inside the bridge girder.

Two types of AMDs were investigated by Korlin and Starossek [53]: the rotational mass damper

(RMD) and the movable eccentric mass damper (MEMD). The equations of motion were established

on the basis of a two degrees of freedom model of the bridge structure.

Figure 12.23a shows the two degrees of freedom structure with a RMD: the vertical displacement

and the rotational displacement. An additional rotating mass was implemented in the center of the

bridge girder for active control. The control variable was the rotational acceleration of damper mass.

Figure 12.23b displays the two degrees of freedom model of the bridge structure with MEMD. In

this case, the active control was exerted by a moment due to gravity force of the additional mass.

The eccentricity was the control variable. An optimal linear static feedback controller was used for

flutter suppression in both the analysis and the experiment. The motion-induced aerodynamic forces

considered in the analysis were obtained experimentally in terms of frequency dependent flutter

derivatives. The flutter analysis of the uncontrolled and the controlled bridge structure was carried

out using the Hurwitz criterion.

Various control scenarios under different flow regimes were simulated, and the analytical and exper-

imental results were found in good agreement. A deterioration of control performance and flutter stabil-

ity was found as the effect of saturations in the control. The large energy demand of the proposed

AMDs in combination with linear control was a potential challenging issue. Alternative devices and/or

control laws should be a topic of further research.

Achkire et al. [54] presented another active control strategy for flutter control of cable-stayed

bridges. As shown in Figure 12.24, the flutter control of the bridge is realized through active tendon

control of stay cables. The control law adopted was decentralized integral force feedback, which guar-

anteed control stability. The efficiency of the active control strategy was demonstrated by experiments

on small laboratory models using piezoelectric actuators, which laid on a foundation for further

investigation.
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Figure 12.23 Active mass dampers for flutter control of bridge deck.
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12.7.3 Semi-Active Control Systems for Flutter Control

A combined vertical and torsional semi-active TMD (STMD) system was proposed by Pourzeynali and

Datta for flutter control of long-span suspension bridges [55]. The semi-active TMDs had adjustable

damping which could be actively controlled. A fuzzy logic feedback control algorithm was used to

obtain the optimal damping of TMDs for optimal reduction of the bridge response at the flutter wind

speed. The numerical results showed the superior performance of semi-active control over passive

control.

For the uncontrolled case, the critical flutter wind speed was about 55.52m/sec. With a passive TMD

system having a 20% damping ratio, the critical flutter wind speed increased to 98m/sec. With nearly

the same value of the maximum variable damping (21.6%) of the STMD system, the bridge underwent

a decaying oscillation at a wind speed of 110m/sec. The maximum torsional oscillation was reduced

from 0.02 rad to 0.0063 rad – much less than that for sustained flutter oscillation of the bridge alone.

Therefore, the STMD control system with variable damping is a promising way to control the flutter

conditions of long-span suspension bridges.

12.8 Mechanical Measures for Buffeting Control

When the aerodynamic count measures are not able to reduce wind-induced buffeting response suffi-

ciently, mechanical measures may be considered. These can be passive, active, semi-active or hybrid

control systems, as discussed for flutter control, and these control systems can also be applied to bridge

decks, cables and towers. The use of tuned mass dampers for mitigating wind-induced buffeting

responses of long-span cable-supported bridges has been discussed in detail in the references [56,57].

For a wide coverage of the concerned topic, this section introduces multiple pressurized tuned liquid

column dampers [58] and semi-active tuned liquid column dampers [59] for mitigating buffeting

responses in either the construction or completion stages.

12.8.1 Multiple Pressurized Tuned Liquid Column Dampers

The pressurized tuned liquid column damper (PTLCD) originates from tuned liquid column dampers

(TLCD), as discussed in Section 12.7.1. It is a U-shaped container of uniform cross-sectional area,

with liquid filled into the container and two chambers at its two ends filled with compressed air of static

pressure P0, as shown in Figure 12.25.

When the damper experiences a vibration due to structural motion, the volume of the two end cham-

bers varies due to liquid motion inside the PTLCD. The change in the volume of an air chamber leads to

α

U

Figure 12.24 Active tendons for flutter control of bridge dec.
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a variation of air chamber pressure and, thus, a pressure difference between the two chambers. The

restoring force Fp, due to the pressure difference between the two chambers, can be expressed in the

following form:

Fp ¼ P� A ð12:2Þ

where:

P is the net pressure between the two air chambers;

A is the cross-sectional area of container.

With an assumption that the variation of pressure and volume inside the air chamber is an isothermal

process, the pressure and volume change can be described by Boyle’s law, i.e.:

P0V0 ¼ PRðV0 � AWÞ ¼ PLðV0 þ AWÞ ð12:3Þ

where:

PL and PR are the pressure in the left and right air chamber of PTLCD respectively;

V0 is the volume of air inside the chamber at the static position of liquid;

W is the liquid displacement of the PTLCD.

The restoring force Fp acting on the water at time t is then determined by:

PA ¼ ðPR � PLÞA ¼ PoA 1�W

h

� ��1

� 1þW

h

� ��1
" #

ð12:4Þ

where h is the air chamber height.

Equation 12.4 shows that the restoring force due to the pressure acting on the liquid inside the

PTLCD is a non-linear function of water displacement. Iterations are generally required to solve Equa-

tion 12.4 in the time domain. However, if the ratio W/h is small, the restoring force in Equation 12.4

can be approximately expressed as a linear function of water displacement, i.e.:

PA � PoA 1þW

h

� �
� 1�W

h

� �� �
¼ 2PoAW

h
ð12:5Þ
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Figure 12.25 Schematic diagram of pressurized tuned liquid column damper (from [58]) (Reproduced with

permission from Elsevier).
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Equation 12.5 shows that the restoring force due to the pressure inside the air chamber of the PTLCD

is dependent on liquid displacement. For the case of a liquid column damper without air pressure, it

becomes a traditional TLCD and the natural frequency of liquid in the TLCD is given by[51]:

v2 ¼ 2 rwAg

rwAL
¼ 2g

L
ð12:6Þ

where rw is the density of liquid inside TLCD.

Note that the natural frequency of liquid motion in the TLCD depends solely on the liquid column

length L of the TLCD. By applying a static pressure inside the two sealed air chambers at the two ends

of TLCD, the natural frequency of liquid motion in the PTLCD becomes:

v2 �
2 rwAgþ

2P0A

h
rwAL

¼ 2g

L
1þ P0

rwgh

� �
ð12:7Þ

Equation 12.7 shows that the natural frequency of liquid motion inside the PTLCD is determined not

only by the length of liquid column but also the static pressure P0. For a given liquid column length, the

natural frequency of the liquid motion inside the PTLCD can be increased by the factor (1þP0/rgh),

comparing with the traditional TLCD, which greatly facilitates the frequency tuning requirement. By

re-arranging Equation 12.7, the static pressure P0 inside the PTLCD is given by:

P0 ¼ rwLh

2
v2 � 2g

L

� �
ð12:8Þ

Equation 12.8 provides a way of determining the required static pressure P0 after the frequency of

the PTLCD and its liquid column length L are selected.

To consider the interaction between the liquid dampers and a long-span cable-supported bridge

under wind excitation, it is expedient to derive the finite element model of the PTLCD or

MPTLCD, which is then incorporated into the finite element model of the bridge to form a

coupled bridge-MPTLCD system. Let us consider the MPTLCD, which consists of nT small

PTLCD units. Each small PTLCD unit is installed below the torsional centre of the bridge deck

and at the locations where vibration amplitudes of the bridge in the lateral and torsional direc-

tions are the largest. The MPTLCDs are connected to the transverse beams of the bridge deck by

roller supports and simply supports, as shown in Figure 12.26.

Two additional nodes, named node 1 and node 2, are generated at the positions where the MPTLCD

is connected to the bridge. These nodes reflect the motion of the MPTLCD interacted with the motion

of the bridge. From a view point of practical use, the distance between the vertical columns B is the

same for all PTLCD units. The axial deformation of the transverse beam between the two supports is

assumed to be negligible and, hence, the lateral displacement of the PTLCD units is taken as x and the

torsional displacement of the PTLCD unit is then determined by:

u ¼ y2 � y1
B

ð12:9Þ

where y1 and y2 are the vertical displacements of node 1 and node 2 respectively, as shown in Figure 12.26.
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x shown in Figure 12.26 is the lateral displacement of node 2, which is not involved in the determina-

tion of the torsional displacement. The mass matrix [M] and the stiffness matrix [K] of the damper

element can be obtained by formulating the Lagrangian of all PTLCDs used.

A real triple-tower cable-stayed bridge with an overall length of 1177m, two main spans of 448m

and 475m and two side spans of 127m each, was used for a case study [58] to assess numerically the

performance of MPTLCD for suppressing combined lateral and torsional vibration of the bridge (see

Figure 12.27).

From the dynamic characteristics of this bridge, the dynamic lateral displacement response of the

bridge deck was dominated by the first five lateral modes of vibrations, but the dynamic torsional dis-

placement response was dominated by the first torsional mode of vibration only. Therefore, it was decided

that for each main span, five MPTLCDs would be installed at the middle section (point A or point B) and

would be tuned to the first five lateral frequencies of the bridge respectively, while one MPTLCD would

be installed at the middle section (point A or point B) and would be tuned to the first torsional frequency

of the bridge. The positions of point A and Point B are also shown in Figure 12.27. The standard devia-

tion displacement and acceleration responses of the bridge deck are listed in Tables 12.1 and 12.2, respec-

tively, for mean wind speeds of 20m/sec and 50m/sec at points A and B, with and without control.

It can be seen from Tables 12.1 and 12.2 that both the standard deviation displacement and accelera-

tion responses in either lateral or torsional directions are reduced by the MPTLCDs effectively. The

standard deviation displacement reduction in the lateral direction at point A reaches the level of 25% at

a mean wind speed of 20m/sec, and the level of 29% at a mean wind speed of 50m/sec. The reduction

of standard deviation torsional displacement response can reach the level of 21% at a mean wind speed

B

Longitudinal BeamTransverse Beam

Node 2Node 1

Torsional
CentreHk

Lk

Figure 12.26 Connections between bridge deck and liquid damper (from [58]) (Reproduced with permission from

Elsevier).
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Figure 12.27 Configuration of long-span cable-stayed bridge (from [58]) (Reproduced with permission from

Elsevier).
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of 20m/sec and the level of 25% at a mean wind speed of 50m/sec at point B. The standard deviations

of lateral and torsional displacement responses of the bridge deck along the bridge axis at the mean

wind speed of 50m/sec are plotted in Figure 12.28, which shows that the maximum standard deviation

of the displacement response of the bridge occurs near the midpoints of the two main spans and is

reduced significantly by the MPTLCDs. However, the displacement responses of the deck near the

towers are hardly reduced by the MPTLCDs. Further details on analytical models and numerical results

can be found in the reference [58].

12.8.2 Semi-Active Tuned Liquid Column Dampers

PTLCD can be further developed to be a more robust PTLCD called semi-active tuned liquid column

dampers (SATLCD) with frequency adaptability capacity. SATLCD is also a U-shaped container with

uniform cross-sectional area (see Figure 12.29).

Liquid is filled into its container, and two chambers are filled with compressed air of static pressure

P0. The control force is applied on the liquid in terms of a net external pressure between the two air

chambers. The net pressure is regulated by the displacement and velocity of the liquid column in a

prescribed way, so that the target natural frequency and damping of liquid motion inside the SATLCD

can be easily achieved. The net pressure between the two air chambers, sensed by pressure transducers,

is forced to follow or track the desired pressure determined by a computer in accordance with a given

control algorithm and a targeted frequency. Any deviation from the desired pressure is fed back into the

computer to take corrective action to adjust the servo valves.

Thus, the control system is continually monitoring and correcting pressure deviation to maintain the

desired pressure acting on the liquid column and the targeted frequency. In practice, a number of

SATLCDs are required for reducing vibration of a bridge. The control force is composed of two parts:

Table 12.2 Standard deviation of deck acceleration with and without control (PTLCD) (from [58]) (Reproduced

with permission from Elsevier)

Lateral (m/sec2) Torsional (rad/sec2)

Location A B A B

Without control (Um¼ 20m/sec) 0.0137 0.0134 0.0048 0.0047

With control (Um¼ 20m/sec) 0.0107

(�21.9%)

0.0108

(�19.4%)

0.0037

(�22.9%)

0.0037

(�21.3%)

Without control (Um¼ 50m/sec) 0.1375 0.1341 0.0467 0.0463

With control (Um¼ 50m/sec) 0.1058

(�23.1%)

0.1075

(�19.8%)

0.0357

(�23.6%)

0.0354

(�23.5%)

Table 12.1 Standard deviation of deck displacement with and without control (PTLCD) (from [58]) (Reproduced

with permission from Elsevier)

Lateral (m) Torsional (rad)

Location A B A B

Without control (Um¼ 20m/sec) 0.0028 0.0032 0.00 041 0.00 043

With control (Um¼ 20m/sec) 0.0021

(�25.0%)

0.0023

(�28.1%)

0.00 032

(�22.0%)

0.00 034

(�20.9%)

Without control (Um¼ 50m/sec) 0.0287 0.0323 0.00 386 0.00 402

With control (Um¼ 50m/sec) 0.0204

(�28.9%)

0.0228

(�29.4%)

0.00 287

(�25.7%)

0.00 303

(�24.6%)
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one is displacement feedback force for the control of liquid oscillation frequency, while the other is

velocity feedback force for the control of liquid damping. The displacement feedback control force

u1k(t) in the kth SATLCD is given by:

u1kðtÞ ¼ Sk �WkðtÞ ð12:10Þ
where:

Sk is the constant displacement feedback gain of the kth SATLCD;

Wk(t) is the displacement of the liquid column.
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Figure 12.28 Comparisons of standard deviations of bridge deck displacements (from [58]) (Reproduced with

permission from Elsevier).
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Figure 12.29 Schematic diagram of semi-active tuned liquid column damper (from [59]) (Reproduced with

permission from Techno.Press).
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The direction of the control force u1k(t) is in the same (opposite) direction as the liquid displacement

Wk(t) when the constant displacement feedback gain is positive (negative). With the control force

expressed by Equation 12.10, the circular natural frequency, vk, of liquid motion in the kth SATLCD,

can be determined by:

v2
k ¼ 2g

Lk
þ Sk

rwAkLk
ð12:11Þ

where:

Lk is the length of the kth SATLCD;

Ak is the cross-sectional area of the kth SATLCD;

rw is the density of liquid inside the kth SATLCD.

For a targeted frequency of the liquid damper, it can easily be seen from Equation 12.11 that the

liquid column length of the kth SATLCD is given by:

Lk ¼ 2g

v2
k

þ Sk

rwAkv
2
k

ð12:12Þ

Clearly, the liquid column length can be increased or decreased by adjusting the constant displace-

ment feedback gain while keeping its frequency unchanged. The SATLCD is therefore more flexible

than the traditional TLCD, in which Sk is equal to zero and there is no way for changing the liquid

column length if the frequency is given. Once the frequency and length of the liquid column are

decided, the required constant displacement feedback gain of the kth SATLCD can be determined by:

Sk ¼ mk v2
k �

2g

Lk

� �
ð12:13Þ

where mk is the mass of the kth SATLCD.

Malfunction of a SATLCD may result from excessive liquid motion when the bridge is subjected to

high winds. An on-off control algorithm is therefore employed to make sure that liquid motion inside

the SATLCD is within the tolerable limit. This velocity feedback control force is regulated by manipu-

lating the pressure in accordance with the on-off control strategy as follows:

u2kðtÞ ¼
1

2
rwAkdm _Wk

�� �� _Wk if ðWk > Kp �WaÞ and ð _Wk �Wk > 0Þ
0 otherwise

(
ð12:14Þ

where:

Wa is the tolerable liquid displacement of the kth SATLCD (see Equation 12.14);

Kp is an adjusting factor less than or equal to 1;

dm is the head loss coefficient for providing sufficient damping to the kth SATLCD and depends on KpWa.

Since the space inside the bridge deck is not large enough to provide a sufficiently long vertical

column, the adoption of this particular control strategy (Equation 12.14) is to avoid the overflow of

liquid inside the damper, particularly when the bridge under high wind speed. The non-linear damping

force selected is to correlate this additional damping force with the passive damping force in term of

head loss coefficient for easy manipulation. The control force is so selected that the additional damping

is provided to the liquid when the liquid is continually increased beyond a certain level (KpWa). The

factor Kp decides how the liquid displacement is close to the tolerable liquid displacement and when

the additional damping control force should be added to the damper.
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In other words, a larger value of the factor Kp would require a large value of dm to suppress the liquid

motion as it gets closer to the tolerable liquid displacement than when there is a smaller value of Kp.

The total control force acting on the kth SATLCD is then the sum of the control force, u1k, based on the

feedback of liquid displacement and the control force, u2k, based on the feedback of liquid velocity:

uk ¼ SkWk þ 1

2
rwAkdm _Wk

�� �� _Wk if ðWk > Kp �WaÞ and ð _Wk �Wk > 0Þ
SkWk otherwise

(
ð12:15Þ

The desired control force acting on the liquid column can be provided by regulating the air pressure

in the right chamber with respect to the air pressure in the left chamber, to obtain a net pressure Pk(t).

The relation between the net pressure and the control force can be expressed as:

uk ¼ PkðtÞ � Ak ð12:16Þ

The net pressure Pk(t) in the kth SATLCD can be obtained from Equation 12.15 as:

PkðtÞ ¼
SkWk

Ak

þ 1

2
rwdm _Wk

�� �� _Wk if ðWk > Kp �WaÞ and ð _Wk �Wk > 0Þ
SkWk

Ak

otherwise

8><
>: ð12:17Þ

Inside the kth SATLCD, the air pressure in the left chamber PL and in the right chamber PR is then

determined, respectively, by:

PL ¼ P0 � PkðtÞ
2

ð12:18aÞ

PR ¼ P0 þ PkðtÞ
2

ð12:18bÞ

To consider the interaction between semi-active liquid column dampers and a long-span cable-

stayed bridge under wind excitation, it is expedient to derive the finite element model of the liquid

dampers so that it can be incorporated into the finite element model of the bridge. This procedure is

similar to that for MPTLCD. Let us consider a total of nT units of SATLCD installed below the tor-

sional centre of the bridge deck and at the locations where vibration amplitudes of the bridge in the

lateral and torsional directions are the largest. The SATLCD units are connected to the transverse

beams of the bridge deck by roller supports and simple supports in a similar way to the PTLCD,

as shown in Figure 12.26. Two additional nodes, node 1 and node 2, are generated at the positions

where the SATLCD units are connected to the bridge. These two additional nodes reflect the motion of

the SATLCD units interacted with the motion of the bridge. From a view point of practical use, the

distance between the two vertical columns B is the same for all SATLCD units. The axial deformation

of the transverse beam between the two supports is assumed to be negligible and, hence, the lateral

displacement of the SATLCD units is taken as x and the torsional displacement of the SATLCD units

is then determined by Equation 12.9. The Lagrangian of all SATLCD units can be expressed as follows:

Ld ¼
Xn
k¼1

1

2
mk

_W
2

k þ
1

2
mk _x

2 þ 1

2
Ik _u

2 þmkak
_Wk _xþ Gk

_Wk
_u þmkHk _x _u

þmkgHkcosu �mkgakWksinu �mkg

Lk
W2

kcosu �
Sk

2
W2

k

2
64

3
75 ð12:19Þ
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where:

Ik is the second moment of the liquid mass inside the kth SATLCD;

ak is the liquid length ratio¼Bk/Lk;

Hk is the distance from the mass center of liquid inside the kth SATLCD to the torsional (elastic) center

of the bridge deck;

Gk is the first moment of the liquid mass in the kth SATLCD;

and the last term in Equation 12.19 is the potential energy of liquid due to the control force u1k in the

kth SATLCD.

In Equation 12.19, the effect of vertical acceleration of the bridge deck on the liquid motion is

neglected because it is relatively small compared with the acceleration due to gravity. The expressions

for Ik, Hkand Gk are given as follows:

Ik ¼ mk ak H2
k þ

B2
k

12

� �
þ ð1� akÞ H2

k þ
B2
k

4
� HkðLk � BkÞ

2
þ ðLk � BkÞ2

12

" # !
ð12:20aÞ

Hk ¼ Hk � ðLk � BkÞ2
4Lk

ð12:20bÞ

Gk ¼ mkak Hk þ Lk � Bk

2

� �
ð12:20cÞ

where Hk is the vertical distance between the centerline of the horizontal part of the container and the

torsional center of the bridge deck.

Equation 12.19 is subjected to the condition that the liquid should be fully retained in the horizontal

part of the SATLCD and, thus, the following equation should always be satisfied:

Wk � Lk � Bk

2
� dk

2
¼ Wa ð12:21Þ

where dk is the thickness of the liquid column in the kth SATLCD.

The entries of mass matrix mij and stiffness matrix kij of the SATLCD (damper element) can be

determined by:

mij ¼ @

@ _qj

@Ld
@ _qi

� �
ð12:22aÞ

kij ¼ � @

@qj

@Ld
@qi

� �
ð12:22bÞ

½q�T ¼ x y1 y2 W1 . . . . . . WN½ � ð12:22cÞ

After some manipulations, the mass matrix of the damper element [M] and the stiffness matrix of the

damper element [K] can be written as:

½M� ¼ M11 M12

MT
12 M22

� �
ð12:23aÞ

½K� ¼ K11 K12

KT
12 K22

� �
ð12:23bÞ
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where:

M11 ¼ 1

B2

mdB
2 �mB �mB

�mB Id �Id
�mB �Id Id

2
4

3
5M12 ¼

m1a1 m2a2 : : : mNaN

�G1

B
�G2

B
: : : �GN

B
G1

B

G2

B
: : :

GN

B

2
66664

3
77775 ð12:24aÞ

M22 ¼ diagðm1;m2; . . . ;mNÞ ð12:24bÞ

K11 ¼ mg

B2

0 0 0

0 1 �1

0 �1 1

2
4

3
5K12 ¼ g

B

0 0 : : : 0

�m1a1 �m2a2 : : : �mNaN

m1a1 m2a2 : : : mNaN

2
4

3
5 ð12:24cÞ

K22 ¼ diagðm1v
2
1;m2v

2
2; . . . ;mNv

2
NÞ ð12:24dÞ

where:

md is the total liquid mass of all SATLCD units;

Id is the total second moment of the liquid mass of all SATLCD units with respect to the torsional center

of the bridge deck;

m ¼ PN
k¼1

mkHk.

The vertical motion of liquid inside the liquid column is taken into consideration by including the

restoring force of liquid due to gravitational force in the vertical direction. The vertical inertia effect of

liquid mass in the global finite element model is also considered by modeling it as lumped masses at the

corresponding node.

In consideration of the features of a long-span cable-stayed bridge during construction, SATLCDs

with frequency adaptability were investigated to suppress combined lateral and torsional vibration of a

long-span cable-stayed bridge under different stages of cantilever construction [59]. A real long-span

cable-stayed bridge, as shown in Figure 12.27, was selected as a case study. Five different construction

stages of the concerned bridge were considered (see Figure 12.30).
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Figure 12.30 Configuration of long-span cable-stayed bridge under five different construction stages (from [59])

(Reproduced with permission from Techno.Press).
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Figure 12.30 shows that the bridge under construction stage 1 is divided into three parts, which are

erected simultaneously. Points A and D represent the locations at the tips of the cantilevers of the two

side bridge decks. Points B and C represent the locations at the tips of the double cantilever of the

bridge deck at the central tower part. Each part of the bridge deck is free at its two ends, and its trans-

verse restraint is provided by the tower only. The deck-to-tower connections offer longitudinal and

lateral displacement restraints, with essentially completely free rotation about all three axes, together

with free vertical displacement. The span length of all incomplete bridge decks becomes longer at stage

2 and the central pylon is stabilized by the longitudinal stabilizing cables. The incomplete bridge deck,

at two side spans, is fixed transversely and vertically at one end. The span of the incomplete bridge

deck at the central tower is increased gradually from stage 3 to stage 5, at which point the bridge is

almost completed.

The performance of SATLCD was examined by studying the double deck displacement and accelera-

tion at points B and C. The results for the mean wind speeds at 20m/sec and 50m/sec are tabulated in

Tables 12.3 and 12.4.

It can be seen from Tables 12.3 and 12.4 that both the standard deviation displacement and accelera-

tion responses in either lateral or torsional direction are reduced by the SATLCD effectively. The stan-

dard deviation displacement reduction in the lateral direction reaches the level of 43% at a mean wind

speed of 20m/sec and the level of 29% at a mean wind speed of 50m/sec. The reduction in standard

deviation torsional displacement can reach 15% at a mean wind speed of 20m/sec and 18% at a mean

wind speed of 50m/sec. The standard deviations of lateral, vertical and torsional displacement

responses of the bridge deck along the bridge longitudinal axis at a mean wind speed of 20m/sec are

plotted in Figure 12.31.

It can be seen that the maximum standard deviation of the displacement response of the bridge deck

occurs at the tips of the two cantilevers. The lateral displacement response of the bridge deck in the

Table 12.3 Standard deviation of deck displacement with and without control (SATLCD) (from [59]) (Reproduced

with permission from Techno.Press)

Lateral (m) Vertical (m) Torsional (rad)

Location B C B C B C

Without control (Um¼ 20m/sec) 0.29 746 0.29 755 0.37 318 0.37 437 0.004 041 0.003 652

With control (Um¼ 20m/sec) 0.16 782

(�43.6%)

0.16 739

(�43.7%)

0.37 243

(�0.2%)

0.37 459

(0.06%)

0.003 176

(�21.4%)

0.003 094

(�15.3%)

Without control (Um¼ 50m/sec) 1.87 074 1.87 170 2.45 735 2.46 240 0.031 593 0.029 666

With control (Um¼ 50m/sec) 1.32 582

(�29.1%)

1.32 442

(�29.2%)

2.44 805

(�0.38%)

2.45 722

(�0.21%)

0.023 934

(�24.2%)

0.024 204

(�18.4%)

Table 12.4 Control standard deviation of deck acceleration with and without control (SATLCD) (from [59])

(Reproduced with permission from Techno.Press)

Lateral (m/sec2) Vertical (m/sec2) Torsional (rad/sec2)

Location B C B C B C

Without control (Um¼ 20m/sec) 0.05 392 0.05 410 0.42 710 0.41 693 0.012 370 0.011 126

With control (Um¼ 20m/sec) 0.04 027

(�25.3%)

0.04 049

(�25.2%)

0.41 139

(�3.68%)

0.40 715

(�2.35%)

0.009 073

(�26.6%)

0.008 924

(�19.8%)

Without control (Um¼ 50m/sec) 0.42 718 0.42 861 3.12 393 3.05 544 0.101 623 0.095 820

With control (Um¼ 50m/sec) 0.34 159

(�20.0%)

0.34 373

(�19.8%)

3.00 655

(�3.76%)

2.96 235

(�3.05%)

0.077 574

(�23.7%)

0.078 167

(�18.4%)

540 Wind Effects on Cable-Supported Bridges



uncontrolled case increases linearly with increasing distance from the central tower, but the torsional

displacement in the uncontrolled case is fairly small and increases suddenly near the tip of the cantile-

ver. This may imply that the torsional stiffness of the deck near the tip of the cantilever is smaller. The

lateral displacement response of the whole bridge deck is reduced effectively by the SATLCD. However,

for reduction of torsional displacement, only the part with significant torsional vibration can be reduced.

12.9 Mechanical Measures for Rain-Wind-Induced Cable Vibration Control

Similar to flutter and buffeting control, mechanical measures for rain-wind-induced cable vibration

control can also be classified as passive control systems, active control systems, semi-active control

systems and hybrid control systems, among which passive control systems (particularly viscous (oil)

dampers) are widely used in practice throughout the world. In this connection, this session only intro-

duces viscous dampers for mitigating rain-wind-induced cable vibration. The knowledge acquired from

Chapter 5 will be useful in understanding the materials presented in this section.
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Figure 12.31 Standard deviations of deck displacements of the bridge under construction stage 5 (from [59])

(Reproduced with permission from Techno.Press).
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The analytical model for predicting rain-wind-induced response of a stay cable with a viscous

damper installed near the cable anchorage is presented based on the work of Zhou and Xu [60]. Most

stay cables in a cable-stayed bridge are of small sag, in the order of 1% sag-to-length ratio, but with a

high tension-to-weight ratio [61]. As a preliminary analytical study, the effects of sag and bending

stiffness on cable vibration are neglected and only a taut inclined cable is considered, as shown in

Figure 12.32a.

The inclination of the taut cable is denoted by angle a, and the yaw angle of incident wind is

designated by angle b. To reduce possible cable vibration, discrete viscous dampers may be

attached to the cable near its anchorage. The in-plane transverse motion w(x,t) of a taut cable with

aDeck level

Sea level

Top level

U0(h) F(x,t)

Damper

Stay cable

w
o

x

b

Reference level

L

l2

l1

(a) the orientation of taut cable 

Figure 12.32 Modeling of rain-wind-induced vibration and control of a taut cable (from [60]) (Reproduced with

permission from John Wiley & Sons Ltd.).
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a viscous damper attached near its anchorage under rain-wind excitation can be described by the

following partial differential equation of motion:

m
@2w

@t2
� T

@2w

@x2
þ c

@w

@t
þ Fðx; tÞ þ FdðtÞdðx� l1Þ ¼ 0; 0 � x � L ð12:25Þ

with the boundary conditions w(0,t)¼w(L,t)¼ 0,

where:

w(x,t) is the in-plane transverse displacement normal to the cable axis at position x;

m is the cable mass per unit length;

T is the cable tension force;

c is the internal cable damping coefficient;

F(x,t) is the rain-wind-induced force on the cable;

d(	) is the Delta function;
l1 is the length between the cable anchorage to the damper location;

L is the length of the cable;

Fd(t) is the damper force on the cable.

When Fd(t)¼ 0, Equation 12.25 is reduced to the equation of motion of a taut cable under rain-wind

excitation without control.

The fundamental assumption used in determining rain-wind-induced force on a stay cable is the

quasi-steady approximation in consideration that rain-wind-induced cable oscillations are often very

slow, as discussed in Chapter 5. By assuming that the upper rivulet vibrates circumferentially over the

surface of the cable, rain-wind-induced force normal to the cable axis per unit length in the vertical

direction, without considering turbulence and axis flow effects, can be expressed as:

Fðx; tÞ ¼ rDU2
relðxÞ
2

CLðfÞcosðfþ u þ uoÞ þ CDðfÞsinðfþ u þ uoÞ½ � ð12:26Þ
where:

Urel(x) is the relative mean wind speed with respect to the cable motion;

D is the cable diameter;

r is the air density;

u(x,t) is the dynamic angular displacement of upper rivulet with respect to the static position of upper

rivulet u0(x) as shown in Figure 12.32b;

CL is the lift coefficient of the cable with rivulet;

CD is the drag coefficient of the cable with rivulet;

f is the wind angle of attack.

Expansion of both drag and lift coefficients using the first three terms of Taylor’s series leads to:

CLðfÞ ¼ A0 þ A1fþ A2

2
f2 þ A3

6
f3 ð12:27aÞ

CDðfÞ ¼ B0 þ B1fþ B2

2
f2 þ B3

6
f3 ð12:27bÞ

The substitution of Equations 12.27a and 12.27b, as well as the relationship between the relative

mean wind speed Urel(x) and the incident mean wind speed U0(x) into Equation 12.26 and then the

reservation of the linear terms of _w; u; uo only yield:

Fðx; tÞ ¼ rDU0ðxÞ
2

R _uðx; tÞG1ðx; tÞ þ _wðx; tÞG2ðx; tÞ þ U0ðxÞuðx; tÞG3ðx; tÞ
� � ð12:28Þ

Wind-Induced Vibration Control 543



where:

R is the cable radius;

G1(	), G2(	) and G3(	) are the aerodynamic functions which are not only the function of cable inclina-

tion angle, wind yaw angle, wind stagnation point and the mean wind speed via the static position of

rivulet, but also the function of cable motion and rivulet motion, which may change the values of

drag and lift coefficients.

Detailed information on the aerodynamic functions can be found in Section 5.4.2 in Chapter 5, in

which e is defined as the stagnation point influence factor. The stagnation point influence factor is intro-
duced because, for rain-wind-induced vibration of a stay cable, wind direction is often not perpendicu-

lar to the cable axis, and the existence of an upper rivulet may change wind flow surrounding the cable.

The stagnation point of incident wind on the surface of the cable is therefore not the same as that

determined by the Bernoulli equation. No experimental results are available at present with respect to

the position of stagnation point on a stay cable with upper rivulet. Nevertheless, numerical studies car-

ried out by taking the stagnation point as a variable have indicated that the stagnation point influence

factor could be taken as 0.4 [62].

In rain-wind-induced cable vibration, the motion of upper rivulet is actually coupled with the motion

of cable. Therefore, in principle, the motion of upper rivulet should be taken as a variable and predicted

together with the motion of cable. This, however, requires a very complicated analytical model for rain-

wind-induced cable vibration. In this study, based on the observations from either field measurements

or simulated rain-wind tunnel tests, the motion of upper rivulet, u(x,t), is assumed to be harmonic and

to follow the excited mode shape of cable as long as a steady-state cable vibration is concerned:

uðx; tÞ ¼ a 
WðxÞsinðvrtÞ ð12:29Þ

where:

a is the maximum amplitude of rivulet motion and is assumed to be a constant in this study;

W(x) is the motion profile of rivulet along the cable axis and is assumed to be the same as the excited

mode shape of cable;

vr is the frequency of rivulet motion and it is assumed to be the same as the natural frequency of cable

corresponding to the excited mode shape.

For a taut cable without damper, the motion profile and frequency of rivulet corresponding to the ith

mode of cable vibration are given by:

WðxÞ ¼ sin
pi

L
x

� �
ð12:30aÞ

vi ¼ ivo1 ð12:30bÞ

where vo1 ¼ p

L

ffiffiffiffi
T

m

r
is the first circular natural frequency of the taut cable without damper.

For a taut cable with a viscous damper installed near its anchorage, its mode shapes are complex in

general. Based on the asymptotic approximation [63], the motion profile of rivulet along the cable axis

corresponding to the ith mode of vibration of the cable with a viscous damper near its anchorage can be

approximately given by:

WðxÞ ffi �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1�QciÞsin2



pix=L

�
þ H x� l1ð ÞQcisin

2 pi x� l1ð Þ=l2ð Þ
r

ð12:31Þ
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where:

l2¼ L – l1 is the length from damper location to the top end of cable;

H(	) is the heaviside function.

Hðx� l1Þ ¼ 0 0 � x < l1
1 l1 � x � L

�
ð12:32Þ

Qci is called the “clamping ratio” for the ith mode of vibration, which can be expressed as:

Qci � ðp2kÞ2
1þ ðp2kÞ2 ð12:33Þ

where the non-dimensional damper damping parameter k for the ith mode of vibration is defined as:

k ¼ cL

mLvo1

i
l1

L
ð12:34Þ

in which cL is the damping coefficient of viscous damper.

The selection of positive or negative sign in Equation 12.31 depends on the phase angle fi:

fi ¼ arctan Hðx� l1Þ
ffiffiffiffiffiffiffi
Qci

p
sin

piðx� l1Þ=l2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�Qcið Þp

sin pix=Lð

 ! !
ð12:35Þ

Also based on the asymptotic approximation [63], the motion frequency of rivulet corresponding to

the ith circular natural frequency of the cable with a viscous damper near its anchorage can be approxi-

mately given by:

vr ffi i 1þQci

l1

l2

� �
vo1 ð12:36Þ

For a stay cable in a cable-stayed bridge, mean wind speed actually varies along with cable axis.

Mean wind speed is zero at the sea level and increases with height above the sea level in the atmo-

spheric boundary layer, as shown in Figure 12.32a. The mean wind speed profile could be approxi-

mately expressed by a power-law function:

U0ðhÞ ¼ Ur

h

hr

� �a1

ð12:37Þ

where:

U0(h) is the mean wind speed at height h above the sea level;

Ur is the mean wind speed at a chosen reference height hr;

a1 is the exponent depending on the surface roughness.

Since the height h can be expressed as a function of x along the cable axis, Equation 12.37 can be

rewritten as:

U0ðxÞ ¼ U0ðhðxÞÞ ¼ Ur

h0

hr
þ
xsina

hr

� �a1

ð12:38Þ

where h0 is the height of lower anchorage of the cable above the sea level.
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Linear viscous damper is considered in this study. Thus, the damper force acting perpendicularly on

the cable at the position x¼ l1 is given by:

FdðtÞ ¼ cL _wðl1; tÞ ð12:39Þ

For a taut cable with a linear viscous damper near its anchorage, Pacheco et al. [64] obtained the so-

called universal design curve for the modal damping ratio in the cable through numerical complex-eigen-

value analysis. The mode shapes of the taut cable without damper were used as shape functions, and

several hundred terms were required for adequate convergence in the solution, creating a computational

burden. Main and Jones [65] recently used the clamped and unclamped mode shapes as shape functions

in developing the numerical formulation of the eigenvalue problem of a taut cable with a linear or non-

linear damper, which significantly reduces computational effort. This study extends their method to the

case of rain-wind-induced vibration and control of a taut cable with a viscous damper near its anchorage.

The in-plane transverse displacement w(x,t) of a taut cable with a linear viscous damper in Equation

12.25 can be assumed to be of the form:

wðx; tÞ ¼ L½FðxÞTzðtÞ� ¼ L½FoðxÞTzoðtÞT þFcðxÞTzcðtÞT � ð12:40Þ

where:

t¼v01t is the non-dimensional time;

F(x)¼ [F0(x)
TFc(x)

T]T is a vector of shape functions;

z(t)¼ [z0(t)
Tzc(t)

T]T is a vector of non-dimensional time-varying coefficients;

F0(x) is a vector of unclamped mode shapes of cable, which is actually the vector of mode shapes of a

taut cable without damper;

Fc(x) is a vector of clamped mode shapes of cable, which is the same as the vector of mode shapes of

the taut cable when the damper becomes a clamp;

z0(t) is the vector of the time-varying coefficient corresponding to the vector of unclamped mode

shapes;

zc(t) is the vector of the time-varying coefficient corresponding to the vector of clamped mode shapes.

The vector of the unclamped mode shapes of the taut cable is given by:

FoðxÞ ¼ Fo1ðxÞ Fo2ðxÞ Fo3ðxÞ . . .½ �T ð12:41aÞ

FoiðxÞ ¼ sin
pix

L

� �
ð12:41bÞ

The vector of the clamped mode shapes of the taut cable is expressed as:

FcðxÞ ¼ Fc1ðxÞ Fc2ðxÞ Fc3ðxÞ . . .½ �T ð12:42aÞ

FciðxÞ ¼ Hðx� l1Þsin piðx� l1Þ
L� l1

� �
ð12:42bÞ

Substituting Equation 12.40 into Equation 12.25 and using Galerkin’s method lead to the following

equation of motion for rain-wind-induced vibration of a taut stay cable with a viscous damper:

M €z þ C _zþKzþ ~F ¼ 0 ð12:43Þ
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The mass matrixM and the stiffness matrix K in Equation 12.43 are given by:

M ¼ Lo Poc

PT
oc Lc

� �
ð12:44aÞ

K ¼ L0
o P0

oc

P0T
oc L0

c

" #
ð12:44bÞ

The expression of each sub-matrix in Equations 12.44a and 12.44b can be found in the literature

[63]. The damping matrix C in Equation 12.43 can be expressed as:

C ¼ 2zsMþ C0 þ Ca ð12:45Þ

in which zs is the first structural modal damping ratio of the cable:

C0 ¼ 2cL

mðLvo1Þ
Foðl1ÞFoðl1ÞT 0

0 0

� �
ð12:46Þ

is the damping matrix due to the viscous damper; and

Ca ¼ rD

Lðmvo1Þ
Z L

0

FðxÞU0ðxÞG2ðx; tÞFðxÞTdx ð12:47Þ

is the aeroelastic damping matrix due to the rain-wind-cable interaction. The normalized wind-rain-

induced force in Equation 12.43 is given by:

~F ¼ rD

p2T

Z L

0

FðxÞU0ðxÞ Rvo1
_uðx; tÞG1ðx; tÞ þ U0ðxÞuðx; tÞG3ðx; tÞ

� �
dx ð12:48Þ

The advantage of the numerical formulation presented above is that a good approximate solution

could be obtained by using a small number of shape functions. As pointed out in [63], for a particular

mode i of vibration of a taut cable with a damper near its anchorage, an accurate approximation could

be obtained using just two shape functions: the ith unclamped mode shape F0i(x) and the ith clamped

mode shape Fci(x). This feature greatly facilitates the numerical analysis of rain-wind-induced vibra-

tion and control of stay cable in a cable-stayed bridge.

Nevertheless, Equation 12.43 is a strongly non-linear equation, due to the physical interaction

between cable, rivulet and wind. The rain-wind-induced force expressed in terms of Equation 12.48 is

also an implicit function of cable motion and rivulet motion. The Runge-Kutta-Fehlberg method is

therefore employed to find the numerical solutions [66]. This method is adaptive and easily imple-

mented for the concerned numerical problem, in which a stay cable is divided into a number of sections

along the cable axis and the numerical solutions are found at these sections for a series of time inter-

vals, using the relevant unclamped and clamped shape functions. By using the Runge-Kutta-Fehlberg

method, only six evaluations are required per step and local truncation error can be kept below a pre-

scribed value by varying the step length.

Note that rain-wind-induced force depends on static rivulet position and cable motion, while the static

rivulet position varies with wind speed. Rain-wind-induced force on the cable needs to be computed

section-by-section, starting from the static rivulet position and cable motion at the previous time step.
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Stay cable No.14 on the Meikonishi West Bridge, as investigated by Hikami and Shiraishi [42], is

taken as an example in this study. The length of the cable is 75m; the diameter of the cable is 0.14m;

the mass per unit length is 51 kg/m; the tension force in the cable is 1.147� 106N; the first structural

damping ratio of the cable is estimated at 0.0011; the inclination of the cable is about 45�; and the

height of lower anchorage of the cable above the sea level h0 is 45m.

The field measurements carried out by Hikami and Shiraishi [42] recorded that when cable No. 14

was down-inclined along wind direction, with a wind yawed angle about 45�, the simultaneous occur-

rence of wind and rain caused excessive vibration of the cable in the first mode of vibration, with a

natural frequency about 1Hz. They also conducted a series of wind tunnel tests with rain conditions

simulated, and reproduced rain-wind-induced cable vibration in their model tests. They observed from

the model tests that the rivulet oscillated in a circumferential direction at the same period as the cable

motion, and the amplitude of rivulet motion was around 10�. The drag and lift coefficient curves of the

cylinder with artificial upper rivulet, and the rivulet static position curve as the function of mean wind

speed, were also given by Yamaguchi [67] and Hikami and Shiraishi [42], respectively, and these are

reproduced in Figures 12.33a and 12.33b, respectively.

In addition to the information provided above, the power exponent a1 in the wind profile is selected as

0.16 for an open fetch. The stagnation point influence factor e is selected as 0.4. The wind reference

height hr is 47m above the sea level and the mean wind speed at the reference height is taken as a

variable. The cable is then divided into 50 sections along the cable axis. The basic parameters used in

the simulation of rain-wind-induced cable vibration are listed in Table 12.5. The analytical model and the

numerical method proposed are finally applied to the cable with proper initial conditions, and an error

tolerance of 10�4, to compute rain-wind-induced displacement response of the cable mode by mode.

To investigate whether viscous dampers can mitigate rain-wind-induced cable vibration, a linear vis-

cous damper is installed perpendicularly to the cable No.14 at the location of 2% of the cable length

from the low cable anchorage. The non-dimensional damper damping parameter k is taken as a varia-

ble, and the mean wind speed at the reference level is selected as 8.0, 9.0 and 10.0m/sec, respectively.

All other parameters of the cable and the rivulet remain the same as those mentioned above. Only the

first mode of vibration of the cable is considered here.

Depicted in Figure 12.34 are rain-wind-induced maximum displacement responses of cable No. 14

against the non-dimensional damper damping parameter k�p2 for the three mean wind speeds. It can

be seen that for a given mean wind speed, there is an optimal value of k�p2, by which the displace-

ment response of the cable reaches its minimum. This optimal value is the same for three mean wind

speeds and is around 1.0, i.e. the optimal non-dimensional damper damping parameter k is equal to

1/p2. By using this optimal value, rain-wind-induced maximum displacement responses of the cable

with the optimal damper are computed and compared with those of the cable without any damper for a

series of mean wind speeds. The computed results are plotted in Figure 12.35, from which it can be

seen that the damper with the optimal damping coefficient can effectively mitigate rain-wind-induced

cable vibration. The global maximum displacement response of the cable is reduced from 0.22m in the

case without damper, to 0.03m with the optimal damper.

Another parameter considered for evaluation of damper effectiveness is damper location. While all

the other parameters of the cable and the rivulet are kept the same as those used above, the damper

location is taken as a variable with the location at 2% and 4% of cable length from the low cable

anchorage, respectively. The corresponding optimum non-dimensional damper damping parameter k is

1/p2 for both locations. The computed rain-wind-induced maximum displacement responses of the

cable are plotted in Figure 12.36 for a series of mean wind speeds at the reference level. Clearly,

the further the damper is located away from the low anchorage, the more effective it is in reducing

rain-wind-induced displacement response.

On the one hand, the above study shows that there is optimal damper damping coefficient by which

rain-wind-induced displacement response of the cable can be reduced to its minimum, and that this

optimal value is about 1/p2 in terms of the non-dimensional damper damping parameter k. On the other
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hand, in current practice, the optimal damper damping parameter for a taut cable can be estimated using

the so-called universal design curve obtained from a complex eigenvalue analysis [63,64,68], and the

corresponding optimal modal damping ratio in the cable is then used to estimate the rain-wind-induced

displacement response of the cable. It is thus interesting to know whether the optimal values and the

rain-wind-induced displacement responses obtained from these two ways are the same.
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Figure 12.33 Aerodynamic properties of rain-wind-induced cylinder vibration (from [60]) (Reproduced with

permission from John Wiley & Sons Ltd.).

Table 12.5 Basic parameters used in the simulation of rain-wind-induced cable vibration (from [60]) (Reproduced

with permission from John Wiley & Sons Ltd)

Parameters L (m) D (m) T (�106N) m (kg/m) zs (%) a (�) b (�) h0 (m) hr (m) E a1
Values 75 0.14 1.147 51 0.1 45 45 45 47 0.4 0.16
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From the complex eigenvalue analysis of a taut cable with a linear viscous damper at the location l1
from the low cable anchorage, the relationship between the ith modal damping ratio zi in the cable and

the non-dimensional damper damping parameter k can be derived and expressed as:

zi
l1=Lð Þ ¼

p2k

1þ ðp2kÞ2 ð12:49Þ

When the non-dimensional damper damping parameter k is taken as 1/p2, the modal damping ratio

in the cable reaches its maximum value. Therefore, the optimal non-dimensional damper damping
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Figure 12.35 Comparison of rain-wind-induced maximum displacement responses between the cable with optimal

damper and without any damper (from [60]) (Reproduced with permission from John Wiley & Sons Ltd.).
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Figure 12.34 Rain-wind-induced maximum displacement responses of the cable with the non-dimensional damper

damping parameter k�p2 (from [60]) (Reproduced with permission from John Wiley & Sons Ltd.).
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parameters obtained from the two methods are actually the same. Furthermore, rain-wind-induced max-

imum displacement responses of cable No. 14 are computed for four cases:

	 Case 1 is the cable with the optimal damper at the 2% location;
	 Case 2 is the cable without damper, but with the additional optimal modal damping ratio obtained

from the eigenvalue analysis of the cable with the optimal damper at the 2% location;
	 Case 3 is the cable with the optimal damper at the 4% location;
	 Case 4 is the cable without damper, but with the additional optimal modal damping ratio obtained

from the eigenvalue analysis of the cable with the optimal damper at the 4% location.

The computed rain-wind-induced maximum displacement responses of cable No.14 are plotted

in Figure 12.37 against different mean wind speeds at the reference level. It can be seen that the
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Figure 12.36 Effect of damper location on cable response (from [60]) (Reproduced with permission from John

Wiley & Sons Ltd.).
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Figure 12.37 Comparison of rain-wind-induced maximum displacement responses of the cable for four cases

(from [60]) (Reproduced with permission from John Wiley & Sons Ltd.).
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rain-wind-induced maximum displacement responses of the cable computed from the two ways for a

given damper location are almost the same, indicating that the current practice is acceptable.

12.10 Case Study: Damping Stay Cables in a Cable-Stayed Bridge

There are often hundreds of stay cables in a cable-stayed bridge, each of which features unique dynamic

characteristics and requires a specific viscous damper to achieve the best control performance. If the

viscous coefficient of the damper deviates from its optimum value, the modal damping ratio of the stay

cable decreases rapidly. This requirement engenders many problems in the manufacture, implementation

and maintenance of fluid dampers for a cable-stayed bridge. The use of MR with a semi-active control

algorithm [69] may be an alternative, but some practical issues need to be solved before it can be

accepted by the engineering professions. A new approach for damping vibration of stay cables in a

cable-stayed bridge by using adjustable fluid dampers has been recently proposed by Xu and Zhou [70].

Different from a common passive fluid damper with a fixed number of orifices in its piston head, an

adjustable fluid damper with shape memory alloy (SMA) actuators are installed inside the piston head in

an adjustable fluid damper to control the number of orifices, in order to change damper parameters for the

best control of a group of stay cables. After the optimum viscous coefficient of the damper of an adjustable

fluid damper is achieved for a given cable, the damper then works as a passive fluid damper to maintain

the practical merit of passive fluid dampers. A SMA actuator possesses at least two main characteristics:

1. It could control a small mechanical valve inside the damper piston to close or open an orifice.

2. the mechanical valve could be firmly locked at a prescribed position within a working temperature

range.

A schematic diagram of a SMA actuator is shown in Figure 12.38a, and the SMA actuators installed

in the piston of a prototype adjustable fluid damper are depicted in Figure 12.38b. There are two SMA

wires, each of which is connected to one end of the valve block and fixed on the piston via two pulleys.

By using an impulse current to heat one wire each time, the SMAwire will pull the valve block to open

or close an orifice through the positioning plate and locating ball.

Two types of prototype adjustable fluid dampers were designed and manufactured: Type 1, with

1.5mm diameter orifices for large viscous coefficient of the damper; and Type 2, with 1.8mm diameter

orifices for relatively small viscous coefficient of the damper. The two prototype dampers were exten-

sively calibrated and tested, and the experimental results demonstrated that the damper performance

could be well described by the following Maxwell model [71]:

Fd þ ld
dFd

dt
¼ cdv ð12:50Þ

where:

Fd is the damper force;

ld is the relaxation time constant;

cd is the viscous coefficient of the damper at zero frequency;

n is the velocity of the piston head.

Table 12.6 lists the experimental results of the viscous coefficient of the dampers and the relaxation

time constants of the two types of adjustable fluid dampers developed. It can be seen that the relaxation

time constant increases with increasing viscous coefficient of the damper at zero frequency. Both the

viscous coefficient of the damper at zero frequency and the relaxation time constant become larger as
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the opened orifice number n becomes smaller. More details on adjustable fluid dampers and the test

results could be found in Li et al. [72].

In consideration that most stay cables in a cable-stayed bridge are of small sag (in the order of 1%

sag-to-length ratio) but with a high tension-to-weight ratio, only a taut cable with an adjustable fluid

damper installed near one of cable anchorage is considered, as shown in Figure 12.39.

The adjustable fluid damper described by the Maxwell model can be represented by a dashpot and a

spring connected in series. The effect of the damper support is also considered in terms of a spring

connected to the damper in series. If the length between the left cable anchorage and the damper is

denoted as l1, then the length between the right cable anchorage and the damper is l2¼ L� l1, in which

L is the total length of the cable. In practice, the length l1 is much smaller than the length l2.

The internal structural damping of a stay cable is very small compared with the damping provided by

a properly-designed fluid damper, and it is thus neglected here. By considering the cable-damper

Locating ball

Positioning plate

SMA wire 2

Valve block

Pulley

SMA wire 1

(a) Schematic diagram of SMA actuator 

(b) Prototype of SMA actuator within a piston 

Figure 12.38 Principle and prototype of SMA actuator (from [70]) (Reproduced with permission from Elsevier).
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system in two parts, x1 and x2, using the damper position as a division, the free vibration of the cable-

damper system in the transverse direction can be described by the following partial differential equa-

tion for each part of the cable:

m
@2wkðxk; tÞ

@t2
¼ T

@2wkðxk; tÞ
@x2k

ðk ¼ 1; 2Þ ð12:51Þ

where:

wk(xk, t) is the transverse displacement of the cable at point xk;

xk is the coordinate along the cable chord axis in the kth part;

the boundary conditions of the two parts of the cable are w1(0, t)¼w2(0, t)¼ 0 for all t.

At the damper location, there is a discontinuity in cable slope, providing a transverse force matching

the damper force Fd:

T �@w2

@x2

����
x2¼l2

� @w1

@x1

����
x1¼l1

" #
¼ Fd ð12:52Þ

Table 12.6 The viscous coefficient of the dampers cd and relaxation time constants ld of two types of adjustable
fluid dampers against the opened orifice number n (from [70]) (Reproduced with permission from Elsevier)

n Damper Type 1 (1.5mm orifices) Damper Type 2 (1.8mm orifices)

cd (Ns/m) ld (sec.) cd (Ns/m) ld (sec.)

10 137 000 0.0038 89 000 0

9 149 000 0.0053 101 000 0

8 173 000 0.0059 112 000 0.0013

7 198 000 0.0066 129 000 0.0021

6 228 000 0.0102 146 000 0.0056

5 267 000 0.0128 169 000 0.0069

4 332 000 0.0164 213 000 0.0098

3 446 000 0.0212 278 000 0.0158

2 621 000 0.0338 427 000 0.0228

x1 x2

TmT

cd

kd

ksl1 l2
L

Figure 12.39 A taut cable with a fluid damper near its anchorage (from [70]) (Reproduced with permission from

Elsevier).
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Since the velocity of the damper piston is the same as the velocity of the cable at damper location,

Equation 12.50 could be rewritten as:

Fd þ l
dFd

dt
¼ cd

@w1

@t

����
x1¼l1

ð12:53Þ

where:

l ¼ ld þ ls ¼ cd=kd þ cd=ks ð12:54Þ

in which:

l is the total relaxation time constant considering both damper stiffness and damper support stiffness;

ld is the relaxation time constant of damper itself;

ls is the equivalent relaxation time constant of damper support;

kd is the damper stiffness;

ks is the damper support stiffness.

Although the Maxwell damper was not considered previously [65,73], the frequency equation of the

cable with an adjustable fluid damper can be obtained by simply substituting the complex mechanical

impedance cd/(1þ lv01x) in place of the viscous coefficient c:

1þ lvo1xð Þ coth pxl1=Lð Þ þ coth pxl2=Lð Þ½ � þ cdffiffiffiffiffiffiffi
Tm

p ¼ 0 ð12:55Þ

where x is the dimensionless eigenvalue that is complex in general.

For specific values of cd=
ffiffiffiffiffiffiffi
Tm

p
, l1/L and lvo1, Equation 12.55 can be directly solved numerically to

obtain a series of complex eigenvalues. In practice, the damper is often installed near the cable anchor-

age and l1/L is rather small. Cable vibration mitigation also focuses on the first few modes of vibration

only. Based on Equation 12.55 and the work of Main and Jones [65], the approximate (asymptotic)

solution of the ith non-dimensional modal damping ratio of the cable-damper system can be found as:

zi
l1=L

ffi p2ki

1þ ðp2ki þ ilvo1Þ2
ð12:56Þ

where:

ki � cd

mLv01

iðl1=LÞ ð12:57Þ

in which ki is termed the non-dimensional viscous coefficient of the damper for the ith mode of

vibration.

It can also be found from Equation 12.56 that the maximum attainable damping ratio is zi;max ffi
1

2

l1

L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
il vo1ð Þ2 þ 1

q
� il vo1

� �
when ki;opt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ilvo1ð Þ2

q
=p2, where ki,opt is the optimal non-

dimensional viscous coefficient of the damper to achieve the maximum attainable modal damping ratio

zi,max.

Figure 12.40a displays the asymptotic solutions for
zi

l1=L
and ki for the first five modes of vibration,

obtained by using Equation 12.56, for the cable-damper system with l1/L¼ 0.02, l¼ 0.01 (sec),
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v01¼ 4.152 (rad/sec). Figure 12.40b depicts the exact solutions. It turns out that the attainable modal

damping ratios obtained by Equation 12.56 are only slightly smaller than the exact solutions. However,

both the asymptotic solutions and the exact solutions show that the attainable modal damping ratios are

smaller for higher modes of vibration. This is due to the relaxation time constant, which is different

from the case of the cable with a linear viscous damper, where the relaxation time constant is zero and

all the curves overlap with each other.

The effects of relaxation time constant on attainable modal damping ratio can be found in Figure 12.41

for l¼ 0.01, 0.04, 0.06 (sec) and for l1/L¼ 0.02, i¼ 1, v01¼ 4.152 (rad/sec), in which the results in

Figure 12.41a are obtained from the asymptotic solution while those in Figure 12.41b are computed using

the exact solution. The use of l rather than the non-dimensional quantity lv01 is to be consistent with the

experimental results provided in [72]. Again, the asymptotic results are very close to the accurate results

(a) Asymptotic solutions
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Figure 12.40 Cable modal damping ratio vs. non-dimensional viscous coefficient of the damper (l1/L¼ 0.02,

l¼ 0.01 (sec), v01¼ 4.152 (rad/sec), i¼ 1–5) (from [70]) (Reproduced with permission from Elsevier).
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for different relaxation time constants l. The maximum attainable non-dimensional modal damping ratio

decreases as the relaxation time constant l increases; such a reduction accounts for about 20% when the

relaxation time constant l¼ 0.06 (sec), comparing to l¼ 0.

As the relaxation time constant is associated with damper stiffness and damper support stiffness, one

may conclude that both the damper stiffness and the damper support stiffness will reduce the control

effectiveness of the damper. Thus, it may be necessary to include the frequency dependence property in

the analysis if a damper exhibits Maxwell characteristics and/or the damper support is not stiff enough.

From Equations 12.56 and 12.57, it can be seen that when a fluid damper is installed at a given

location of a cable, the damper will have an optimum viscous coefficient of the damper that can achieve

the maximum modal damping ratio in the cable. The optimum viscous coefficient of the damper,

(a) Asymptotic solutions 

(b) Exact solutions

(b)

(a)

0 0.2 0.4 0.6 0.8 1
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Figure 12.41 Effects of relaxation time constant (l1/L¼ 0.02, l¼ 0.01–0.06 (sec), v01¼ 4.152 (rad/sec), i¼ 1)

(from [70]) (Reproduced with permission from Elsevier).
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however, depends on not only cable properties but also cable vibration mode. Let us consider a cable-

damper system with l1/L¼ 0.02, l¼ 0.02 (sec), v01¼ 4.152 (rad/sec).

Figure 12.42 plots the normalized modal damping ratios against the first non-dimensional viscous

coefficient of the damper k1¼ cd(l1/L)(mLv01) for the first five modes of vibration based on Equation

12.56. It can be seen that the lower mode of vibration has the higher maximum modal damping ratio.

The corresponding optimum viscous coefficient of the damper cd is also significantly different; the

lower mode of vibration needs the larger optimum viscous coefficient of the damper.

Clearly, it is not possible for one fluid damper to achieve the maximum modal damping ratio for all

modes of vibration of a given cable. Furthermore, as the optimum viscous coefficient of the damper

depends on the properties and vibration modes of the cable and the location of the damper, it will be

different for different cables. This implies that, ideally, every cable needs its own damper. However,

this would cause many problems in the process of manufacture, installation and maintenance. There-

fore, some compromise must be made and the grouping process is unavoidable in practice. This study

proposes a most favorable design principle to select the favorable viscous coefficient of the damper for

each cable and to group these favorable viscous coefficients of the damper according to the adjustable

levels of one or two adjustable fluid dampers.

The most favorable design principle is to select the number of modes of vibration required to be

damped for all stay cables in a cable-stayed bridge and at the same time, to comply with the require-

ment that the modal damping ratios in the concerned vibration modes for all stay cables should be

greater than the least modal damping ratio limit zlimit. The determination of zlimit should consider many

practical factors. For example, it may be selected as 0.5% damping ratio or 3% logarithmic decrement

Adopting this favorable design principle, one should plot the zi-zd curves similar to those in

Figure 12.42 for each cable. Then, select the initial number of modes of vibration required to be

damped, for instance i. Find the intersection point of the ith modal damping ratio curve and the first

modal damping ratio curve for each cable from their zi-zd curves. The viscous coefficient of the damper

corresponding to the intersection point can then be regarded as the favorable viscous coefficient of the

damper, and the corresponding modal damping ratio is regarded as the favorable modal damping ratio. If

not all of the favorable modal damping ratios are greater than zlimit, the number of modes of vibration

required to be damped should be reduced until all the favorable modal damping ratios are greater than

zlimit. The favorable viscous coefficient of the damper for each cable can be found using Equation 12.56.
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κ1=Cd (l /L)/(mLωo1)
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Figure 12.42 Intersection points for non-dimensional viscous coefficient of the damper (l1/L¼ 0.02, l¼ 0.02

(sec), v01¼ 4.152 (rad/sec), i¼ 1: 5) (from [70]) (Reproduced with permission from Elsevier).

558 Wind Effects on Cable-Supported Bridges



Let
z1
l1=L

¼ zi
l1=L

)
p2 cd

mLv01

ðl1=LÞ

1þ p2
cd

mLv01

ðl1=LÞþlvo1

� �2 ¼
p2 cd

mLv01

iðl1=LÞ

1þ p2
cd

mLv01

iðl1=LÞþilvo1

� �2 ð12:58Þ

then

cd;opt ¼ mLv01

p2ðl1=LÞ
1ffiffi
i

p � lvo1

� �
ð12:59Þ

where cd,opt is the favorable viscous coefficient of the damper.

The long-span cable-stayed bridge taken as a case study has a total length of 1596m and a main span

of 1018m. The height of the two towers is nearly 300m, measured from the base level to the top of the

towers. The bridge tower is of a single composite column, and the stay cables are of the parallel wire

strand type, made up of 7mm wires. There are a total of 224 stay cables, and the length of the longest

stay cable is about 540m. For the sake of clear presentation, only one quarter of the stay cables of the

bridge are considered, including 28 stay cables in the main span and 28 in the side span.

Figure 12.43 displays the computed first natural frequency, f1¼v01/(2p), of each cable without any

damper. The lowest first natural frequency is 0.244Hz for cable No. 228 in the main span and the high-

est first natural frequency is 1.159Hz for cable No. 102 in the side span. Figure 12.44 shows the ratio of

the damper location to the original cable length, l1/L, for each cable. The ratio ranges from 0.018 to

0.031. Let us assume that only one adjustable fluid damper is installed, perpendicular to the cable axis

in the vertical plane near the low cable anchorage for each cable. As discussed before, the effect of the

damper support stiffness may be considered. Figure 12.45 displays the damper support stiffness for

each cable. It can be seen that the damper support stiffness increases as cable length becomes shorter.

The favorable design principle is used in this case study and the number of vibration modes is taken

as two for all the stay cables concerned. The favorable design of adjustable fluid dampers is, in fact, an
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Figure 12.43 First natural frequencies of stay cables (from [70]) (Reproduced with permission from Elsevier).
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Figure 12.44 Ratios of damper location to cable length (from [70]) (Reproduced with permission from Elsevier).
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Figure 12.45 Damper support stiffness for each cable (from [70]) (Reproduced with permission from Elsevier).
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iterative process. First, assume the damper is an ideally linear viscous damper and the damper support

is perfectly rigid, so that the relaxation time constant is equal to zero. Then use Equation 12.59 to find

the initial favorable viscous coefficient of the damper for each cable, as shown in Figure 12.46 for stay

cables in the side span and in Figure 12.47 for stay cables in the main span.

Based on such information, adjustable fluid dampers are designed with enough adjustable levels to

cover a wide range of viscous coefficient of the damper. The adjustable fluid dampers are manufactured

and calibrated to find the viscous coefficient of the damper and relaxation time constants. In this case

study, two types of prototype adjustable fluid dampers, which have ten orifices in the piston head –

eight of them controllable, for achieving changes in damping at nine levels – were designed and manu-

factured: Type 1, with 1.5mm diameter orifices for large viscous coefficient of the damper; and Type 2,

with 1.8mm diameter orifices for relatively small viscous coefficient of the damper. The two prototype

dampers were extensively calibrated and tested.

The viscous coefficient of the damper and the relaxation time constants obtained from the tests are

listed in Table 12.6. According to this, and the required initial favorable viscous coefficient of the

damper as shown in Figures 12.46 and 12.47, it can be determined that the damper Type 2 should used

for those cables requiring a favorable viscous coefficient of the damper below 173 000Ns/m and the

damper Type 1 should be used for all other cables. One may also decide the adjustable levels of each

damper, using the number of opened orifices in the damper to “best fit” the initial favorable viscous

coefficient of the damper.

Figure 12.48 shows the grouping results of damper type and adjustable level. The next step is to

calculate the total relaxation time constant for each cable, which includes both damper stiffness and

damper support stiffness, as shown in Figure 12.49. The results indicate that, in this case study, the

damper support stiffness is much larger than the damper stiffness.

Equation 12.59 is then used again to determine the favorable viscous coefficient of the damper, but

with the relaxation time constants included. These results are plotted in Figures 12.46 and 12.47, and

compared with the grouping results. If the comparison is not satisfactory, the grouping can be finely
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Figure 12.46 Viscous coefficient of the damper for stay cables in side span (from [70]) (Reproduced with

permission from Elsevier).
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Figure 12.48 Grouping results of damper type and adjustable level (from [70]) (Reproduced with permission from

Elsevier).
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Figure 12.47 Viscous coefficient of the damper for stay cables in main span (from [70]) (Reproduced with

permission from Elsevier).
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tuned until both are close to each other. It can be seen from Figures 12.46 and 12.47 that some differ-

ences exist between the initial and final favorable viscous coefficient of the damper, but these are not

very significant, because only the first two modes of vibration are considered in this case study.

Finally, based on the final grouping results, the favorable modal damping ratios in the first two modes

of vibration for each cable can be recalculated and checked to see if they are greater than zlimit. The

favorable modal damping logarithmic decrements obtained and shown in Figure 12.50 for this case

study demonstrate that the modal damping logarithmic decrements in the first two modes of all the stay
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Figure 12.49 Relaxation time constants l, ld, ls (from [70]) (Reproduced with permission from Elsevier).
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Figure 12.50 Modal damping logarithmic decrements in stay cables (from [70]) (Reproduced with permission

from Elsevier).
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cables concerned are greater than 4%. It should be pointed out, however, that the favorable modal

damping logarithmic decrements shown in Figure 12.50 are obtained on the basis of the cable being

assumed to be taut. For the first mode of vibration of the longest stay cable, sag effect may reduce the

modal damping logarithmic decrement to some extent.

12.11 Notations

A Cross-sectional area of container

Ak Cross-sectional area of the kth SATLCD

a Maximum amplitude of rivulet motion

B Horizontal width of the water column of the TLCD

C Damping matrix

Ca Aeroelastic damping matrix due to the wind-rain-cable interaction

C0 Damping matrix due to the viscous damper

CD Drag coefficient of the cable with rivulet

CL Lift coefficient of the cable with rivulet

c Internal cable damping coefficient

cd Viscous coefficient of the damper at zero frequency

cd,opt Favorable viscous coefficient of the damper

cL Damping coefficient of viscous damper

D Cable diameter

dk Thickness of the liquid column in the kth SATLCD

F(x,t) Rain-wind-induced force on the cable

Fd(t) Damper force on the cable

Fp Restoring force
~F Normalized rain-wind-induced force

f1 First natural frequency

Gk First moment of the liquid mass in the kth SATLCD

g Acceleration due to gravity

H Distance from the center line of the bottom tube of the TLCD to the pivot

H(	) Heaviside function

h Air chamber height

hr Wind reference height

h0 Lower anchorage height of the cable above the sea level

Id Total second moment of the liquid mass of all SATLCD units with respect to the torsional

center of the bridge deck

Ik Second moment of the liquid mass inside the kth SATLCD

I Mass moments of inertia

Kp Adjusting factor less than or equal to 1

[K] Stiffness matrix

K Stiffness matrix

kij Stiffness matrix of the SATLCD

kd Damper stiffness

ks Damper support stiffness

L (i) Total length of water column (Equations (12.1a–12.1c)

(ii) Liquid column length (Equations 12.6 and 12.7)

(iii) Cable length (Equation 12.25)

Lk Length of the kth SATLCD
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l1 Length between the cable anchorage to the damper location

l2 Length from damper location to the top end of cable

m Cable mass per unit length (Equations 12.25 and 12.51)

md Total liquid mass of all SATLCD units

mk Mass of the kth SATLCD

mij Mass matrix of the SATLCD

[M] Mass matrix

M Mass matrix

P Net pressure between the two air chambers

PL Pressure in the left air chamber

PR Pressure in the right air chamber

P0 Static pressure

R Cable radius

Sk Constant displacement feedback gain of the kth SATLCD

T Cable tension force

t Time

Urel(x) Relative mean wind speed with respect to the cable motion

U0(x) Incident mean wind speed

U0(h) Mean wind speed at height h above the sea level

Ur Mean wind speed at a chosen reference height hr
u1k(t) Displacement feedback control force in the kth SATLCD

u2k Control force based on the feedback of liquid velocity

V0 Volume of air inside the chamber at the static position of liquid

W (i) Relative motion of water to the container (Equations (12.1a–12.1c)

(ii) Liquid displacement (Equation 12.3)

Wa Tolerable liquid displacement of the kth SATLCD

W(x) Motion profile of rivulet along the cable axis

w(x,t) In-plane transverse displacement normal to the cable axis at position x

x Lateral displacement of node 2

y1 Vertical displacement of node 1

y2 Vertical displacement of node 2

z(t) Vector of non-dimensional time-varying coefficient

zc(t) Vector of time-varying coefficient corresponding to the vector of clamped mode shapes

z0(t) Vector of time-varying coefficient corresponding to the vector of unclamped mode shapes

Hk Distance from the mass center of liquid inside the kth SATLCD to the torsional (elastic)

center of the bridge deck

rw Liquid density

r Air density

a Inclination angle of the taut cable

a1 Exponent depending on surface roughness

ak Liquid length ratio

b Yaw angle of incident wind

e Stagnation point influence factor

vk Circular natural frequency

vr Frequency of rivulet motion

v01 First circular natural frequency of the taut cable without damper

u Torsional displacement

l Total relaxation time constant considering both damper stiffness and damper support stiffness

ld Relaxation time constant of damper itself

ls Equivalent relaxation time constant of damper support
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t Non-dimensional time

u(x,t) Dynamic angular displacement of upper rivulet with respect to the static position of upper

rivulet u0(x)

zi,max Maximum attainable modal damping ratio

zlimit Least modal damping ratio

x Dimensionless eigenvalue

n Velocity of piston head

k Non-dimensional damper damping parameter

ki Non-dimensional viscous coefficient of the damper for the ith mode of vibration

ki,opt Optimal non-dimensional viscous coefficient of the damper

f (i) Wind angle of attack (Equations 12.26 and 12.27a, 12.27b)

(ii) Phase angle (Equation 12.35)

dm Head loss coefficient for providing sufficient damping to the kth SATLCD

d(	) Delta function

F(x) Vector of shape function

Fc(x) Vector of clamped mode shapes of cable

F0(x) Vector of unclamped mode shapes of cable

Qci “Clamping ratio” for the ith mode of vibration

G(	) Aerodynamic function
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13

Typhoon Wind Field Simulation

13.1 Preview

As discussed in Chapter 1, tropical cyclones are intense cyclonic storms that occur over the tropical

oceans, mainly in late summer and early autumn. The strongest tropical cyclones have occurred in the

Caribbean, where they are called hurricanes, off the northwest coast of Australia, where they are known

as cyclones, and in the South China Sea, where they are called typhoons. A mature typhoon has a three-

dimensional vortex structure, with a horizontal dimension for several hundred kilometers and a vertical

dimension of the order of ten kilometers. The central zone of a typhoon, known as the eye, has a diame-

ter of a few tens of kilometers and consists of relatively cloudless and quiescent air. The strongest

winds occur just outside the eye wall, up to a distance of about 200 km from the typhoon center.

Typhoons normally travel as whole entities at speeds of 5–50 km per hour. They generally rage for

several days and cause extensive damage due to their high wind speeds.

Long-span cable-supported bridges built in typhoon regions are inevitably affected by typhoon

winds. They must be designed to withstand typhoon winds during their design lives. The determination

of typhoon wind speed, direction and profile, among other characteristics, in the atmospheric boundary

layer (ABL) for a bridge within a given design life is an important task. Long-term field measurements

are desirable to obtain typhoon wind characteristics, but in many cases there are no, or very few, field

measurement data available at a bridge site, so that the reliable estimation of typhoon wind character-

istics at the bridge site could not be achieved. The use of the Monte Carlo simulation method, in con-

junction with a typhoon wind field model and some statistical data, is a universal approach for typhoon

wind field simulation to determine typhoon wind speed, direction and profile.

After a brief review of the existing typhoon wind field models used in engineering community, this

chapter presents a refined typhoon wind field model based on some simplifications of the three-dimen-

sional Navier-Stokes equations, but including the effect of temperature and the variation of central

pressure difference with height. The refined typhoon wind field model is solved by using a decomposi-

tion method. The typhoon wind speed and direction predicted by the refined model for Typhoon York

are compared with those measured at Waglan Island in Hong Kong during Typhoon York. Mean wind

speed profiles in the vertical direction at different distances from the typhoon center are also predicted

by the refined model, and the results are compared with the field observation data from GPS-based

dropsondes and the power law profiles.

The Monte Carlo simulation method, together with the refined model and statistical distributions of

typhoon parameters, is then used to predict non-directional and directional design typhoon wind speeds
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at Waglan Island. The predicted results are compared with those directly from wind measurement data

recorded by the anemometers installed on the island.

Since long-span cable-supported bridges are often not only located in a typhoon-prone region,

but also surrounded by complex terrain, topographic effect on typhoon winds and interaction

between winds and terrain surface roughness need to be considered. Therefore, a numerical simu-

lation procedure for predicting directional design wind speeds and profiles for a bridge site sur-

rounded by complex terrain, and a case study by applying this simulation procedure to the

Stonecutters bridge site, are finally presented. The results obtained in this chapter will be used in

Chapter 15 for buffeting response analysis of long-span cable-supported bridges to non-stationary

typhoon wind.

13.2 Refined Typhoon Wind Field Model

13.2.1 Background

The modeling of typhoon wind field has been investigated by many researchers [1–9]. The models

developed for civil structures may be classified into two categories: numerical models and analytical

models. Numerical models have often been developed by simplifying the three-dimensional Navier-

Stokes equations through introduction of some empirical formulas based on the observation data of

typhoons in the field. The solutions are then sought by using numerical methods.

For example, Shapiro solved the momentum equations for a slab boundary layer of constant depth

under an imposed symmetric pressure distribution [5]. Georgiou used the Shapiro model to determine

wind field at a gradient height, and the surface wind speeds were then estimated using an empirical

ratio of surface to gradient wind speeds based on observation data [6]. The model proposed by Vickery

and Twisdale was also based on the Shapiro model, which considered the equation of horizontal

motion, vertically averaged over the height of the ABL, and the rate of decay of typhoon after landfall

[7]. A finite-difference scheme was used to solve the equation for the steady-state wind field over a set

of nested rectangular grid. The model was then improved by taking into account the effects of sea

surface roughness change and the air-sea temperature difference on the estimated surface-level wind

speeds [10,11].

Instead of numerical models, Yoshizumi derived an analytical solution from the Navier-Stokes equa-

tion by assuming that the gradient wind velocity could be obtained by the summation of the typhoon

translation velocity and the wind velocity relative to the typhoon center [12]. The surface wind velocity

was then obtained by using the approximate solution of Rosenthal [13]. Meng et al. started from the

Navier-Stokes equation, but envisaged typhoon-induced mean wind velocity as the combination of a

gradient wind in the free atmosphere and a surface wind caused by friction on the ground surface

[8,14]. The perturbation analysis was then performed to obtain the tangential and radial boundary layer

velocity in the friction region.

All of the existing typhoon wind field models consider the physical features of the typhoon boundary

layer caused by friction at the earth’s surface, but most neglect the influence of temperature and assume

that the central pressure difference of a typhoon does not vary with height above the ground. The

numerical simulation results obtained by meteorologists have suggested that it is necessary to include

temperature, due to dissipative heating from the surface friction in forecasting typhoon structure and

intensity [15].

Field observations made from the data recorded by the GPS dropsonde [16] showed that the central

pressure difference of a typhoon actually decreases with increasing height above the ground. The

assumption that the central pressure difference remains constant with height may affect the prediction

of design typhoon wind speed and wind profile. A refined typhoon wind field model, including the

influence of temperature and the variation of the central pressure difference with height, was therefore

proposed [17] and is introduced in this chapter.
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13.2.2 Refined Typhoon Wind Field Model

The deduction of the refined typhoon wind field model is based on the three dimensional Navier-

Stokes equations. Equations 13.1a and 13.1b are the continuity and momentum equations, respec-

tively, whereas Equations 13.1c and 13.1d are respectively the state equation and thermodynamic

equation [18].

dr

dt
¼ �rr � v ð13:1aÞ

dv

dt
¼ � 1

r
rp� gk� 2V� vþ F ð13:1bÞ

p ¼ rRT ð13:1cÞ

Jdt ¼ cvdT þ pda ð13:1dÞ

where:

v¼ (u, v, w) is the wind velocity vector, in which u, v and w are wind components in the x, y and z

directions;

r is the air density;

p is the atmospheric pressure;

r is the three-dimensional del operator in the rectangular coordinate system;

g is the gravitational constant;

k is the unit vector in the z-direction;

V is the angular velocity of the earth;

F is the friction force;

R is the ideal gas constant;

T is the temperature;

J is the adiabatic heat source;

cv is the heat capacity at constant volume;

a is equal to 1/r.

Equation 13.1b can be decomposed into the horizontal momentum and the vertical momentum

equations. Because the Coriolis force in the vertical direction is much smaller than that in the

horizontal direction [18], it can be neglected in the vertical direction. As a result, Equation 13.1

can be re-written as

dr

dt
¼ �rr � v ð13:2aÞ

dvh
dt

¼ � 1

r
rhp� fkh � vh þ Fh ð13:2bÞ

dw

dt
¼ � 1

r

@p

@z
� gþ Fv ð13:2cÞ

p ¼ rRT ð13:2dÞ

Jdt ¼ cvdT þ pda ð13:2eÞ
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where:

the subscript h means the horizontal;

vh is the wind velocity in the horizontal plane;

f is the Coriolis parameter;

kh is the unit vector in horizontal plane;
Fh and Fv are the friction forces in the horizontal and vertical direction, respectively.

It is common to replace temperature with potential temperature u, which is defined as:

u ¼ T
p0
p

� �R=cp

ð13:3Þ

where:

p0 is the pressure at zero-plane;

cp¼ cvþR is the heat capacity at constant pressure.

It is difficult to directly use Equation 13.2 to predict design typhoon wind speeds for bridges, and

some simplifications have to be made to obtain a typhoon wind field model. The hydrostatic approxi-

mation is adopted because the vertical scale of a typhoon is much smaller than its horizontal scale. As a

result, Equation 13.2c can be simplified as:

� 1

r

@p

@z
� g ¼ 0 ð13:4Þ

By using Equations 13.2d, 13.2e, 13.3 and 13.4, one may have:

@P

@z
¼ � g

u
ð13:5aÞ

P ¼ cp
p

p0

� �R=cp

ð13:5bÞ

where:

P is the Exner function.

A geometric height-based terrain-following coordinate transformation can be used to deal with the

difficulties at the low boundary that arises from using the conventional z-coordinate. In this regard, the

following coordinate transformation was proposed [19]:

z� ¼ ztðz� zsÞ
zt � zs

ð13:6Þ

where:

z� is the terrain-following vertical coordinate;
zt is the height of the wind model top;

zs is the height of the lower boundary.

The terrain-following coordinate transformation can be done by substituting Equation 13.6 into

Equation 13.5a. Equation 13.5a then becomes:

@P

@z�
¼ � 1� zs

zt

� �
g

u
ð13:7Þ
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For the boundary condition p¼ p0 at z¼ 0, and by using Equations 13.5b,13.6 and 13.7, the atmo-

spheric pressure p, which varies with height, can be expressed by:

p ¼ p0ð1� gz=ucpÞcp=R ð13:8Þ

Since wind flow in a typhoon boundary layer is treated as incompressible atmosphere, the air density is

regarded as constant and the continuity Equation 13.2a can be neglected. As a result, Equation 13.2 can

be reduced to the following two equations:

dvh
dt

¼ � 1

r
rhp� fkh � vh þ Fh ð13:9aÞ

p ¼ p0ð1� gz=ucpÞcp=R ð13:9bÞ

It can be seen that Equation 13.9 includes the effect of temperature and reflects the variation of pressure

with height. However, Equation 13.9 cannot be solved directly because the continuity Equation 13.2a is

not included, so that the number of unknown quantities is greater than the number of equations. Never-

theless, the following analytical model for the radial profiles of sea level pressure in a typhoon was

proposed by Holland, based on field measurement data [3]:

p0 ¼ pc0 þ Dp0 exp½�ðrm=rÞB� ð13:10Þ

where:

pc0 is the central pressure of a typhoon at zero-plane;

Dp0 is the central pressure difference at zero plane equal to pm0� pc0;

pm0 is the ambient pressure (theoretically at infinite radius) at zero-plane;

rm is the radius to maximum winds;

r is the radial distance from the typhoon center;

B is Holland’s radial pressure profile parameter, taking on values between 0.5 and 2.5.

Equations 13.9 and 13.10 become the basic equations of the refined model for typhoon wind field

over sea. The typhoon wind field over land can also be obtained by using these equations in conjunction

with the typhoon wind decay model described in the next section.

13.2.3 Typhoon Wind Decay Model

Once a typhoon makes landfall, it weakens as the central pressure rises. Proper modeling of the decay

of a typhoon is important for the prediction of typhoon winds after landfall. The form of the decay

model used in this chapter is one proposed by Vickery and Twisdale [20] for North America, but the

parameters in the model are different. The decay model is defined as:

Dp0ðtÞ ¼ Dp0n expð�atþ bÞ ð13:11aÞ

where:

Dp0(t) is the central pressure difference at zero plane of a typhoon at t hours after landfall;
Dp0n is the central pressure difference at zero plane at the time when the typhoon makes landfall;

a is the decay constant;

b is the random variable with a normal distribution.
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The decay constant a is given as:

a ¼ a0 þ a1Dp0n þ e ð13:11bÞ
where:

a0 and a1 are the constants determined by a standard linear regression analysis;

e is the error term with a zero-mean normal distribution.

13.2.4 Remarks

Equations 13.9, 13.10 and 13.11a are the complete basic equations of the refined typhoon wind

field model. When the typhoon is over sea, the refined typhoon wind field model contains Equa-

tions 13.9 and 13.10 only. Equations 13.9b and 13.10 can be substituted into Equation 13.9a, and

the basic equations of the refined typhoon wind field model can then be regarded as only one

horizontal motion equation. When a typhoon makes landfall, the refined typhoon wind field con-

tains all the three equations. Equations 13.9b,13.10 and 13.11 can be substituted into Equation

13.9a and the basic equations of the refined typhoon wind field model can also be regarded as

only one horizontal motion equation.

Therefore, how to find the solution for the refined typhoon wind field model becomes how to solve

Equation 13.9a. This horizontal motion equation can be solved by using the method proposed by Meng

et al. [8] and it is given briefly in the following section for the sake of understanding and completion.

13.3 Model Solutions

13.3.1 Decomposition Method

The horizontal typhoon-induced wind velocity vh is decomposed as the friction free wind velocity vg
and the friction induced wind velocity vf:

vh ¼ vg þ vf ð13:12Þ

Correspondingly, the horizontal motion equation (Equation 13.9a) is divided into the following two

equations:

@vg
@t

þ vg � rhvg ¼ � 1

r
rhp� fkh � vg ð13:13aÞ

@vf
@t

þ vf � rhvf þ vf � rhvg þ vg � rhvf ¼ �fkh � vf þ Fhf ð13:13bÞ

In the free atmosphere, the friction free wind velocity vg in Equation 13.13a is equal to the translation

velocity of the typhoon c. The first term in Equation 13.13b is considered smaller than the viscosity

term and the inertia term in typhoon boundary layer, and thus it can be disregarded. As a result, Equa-

tion 13.13 becomes:

ðvg � cÞ � rhvg ¼ � 1

r
rhp� fk� vg ð13:14aÞ

vf � rhvf þ vf � rhvg þ vg � rhvf ¼ �fk� vf þ Fhf ð13:14bÞ
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13.3.2 Friction-Free Wind Velocity

For Equation 13.14a, by using a moving cylindrical coordinate system whose origin coincides with the

typhoon center and by considering that the radial speed vrg is smaller than the tangential speed vug in the

free atmosphere, the tangential wind speed vug is found approximately as:

vug ¼ 1

2
ðc sin ur � f rÞ þ c sin ur � f r

2

� �2

þ r

r

@p

@r

" #1=2

ð13:15Þ

where ur is the angle between the typhoon translation direction and the vector from the center of pres-

sure field to the site of interest.

The radial wind speed vrg is found as:

vrg ¼ � 1

r

Z r

0

@vug
@r

dr ð13:16Þ

Different from the work of Meng et al. [8], the tangential wind speed vug varies with the height from the

ground because the variation of central pressure difference with the height (Equation 13.9b) is

considered.

13.3.3 Friction-Induced Wind Velocity

For Equation 13.14b, two boundary conditions – one at the upper atmosphere and one above the ground

surface – must be considered. The perturbation analysis is performed to obtain the distribution of fric-

tion-induced wind velocity vf. The friction velocity components vuf and vrf are assumed to be small

compared with the friction-free wind velocity, and the first derivatives of the friction velocity compo-

nents are also presumably small compared with the friction-free velocity components. Equation 13.14b

can then be linearized as:

� 2
vug

r
þ f

� �
vuf ¼ km

@2vrf

@z2
ð13:17aÞ

@vug
@r

þ vug

r
þ f

� �
vrf ¼ km

@2vuf

@z2
ð13:17bÞ

where km is the vertical coefficient of eddy viscosity.

Note that the tangential speed vug in the free atmosphere can be determined by Equation 13.15, and

the following two abbreviations can be introduced into Equation 13.17:

j ¼ @vug
@r

þ
vug

r
þf

� �1=2

= 2
vug

r
þ f

� �1=2

ð13:18aÞ

l ¼ @vug
@r

þ
vug

r
þf

� �1=4

2
vug

r
þ f

� �1=4

=ð2kmÞ1=2 ð13:18bÞ

After some manipulations, and by using two boundary conditions, the friction-induced wind velocity

components can be obtained as:

vuf ¼ e�lz� ½D1 cosðlz�Þ þ D2 sinðlz�Þ� ð13:19aÞ

vrf ¼ �je�lz� ½D2 cosðlz�Þ � D1 sinðlz�Þ� ð13:19bÞ
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where:

D1 ¼ � xðxþ 1Þvug � xvrg=j

1þ ðxþ 1Þ2 ð13:20aÞ

D2 ¼ xvug þ xðxþ 1Þvrg=j
1þ ðxþ 1Þ2 ð13:20bÞ

x ¼ Cd

kml
vsj j ¼ Cd

kml

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2us þ v2rs

q
ð13:20cÞ

where:

Cd is the drag coefficient on the ground surface, which can be estimated according to the formula

proposed by Meng et al. [8];

vs is the horizontal wind velocity on the ground surface.

The value of km is taken as 100m2/sec, according to the data obtained from hurricane observation

[12]. Since vs is included in the formula of x, the values of vuf and vrf must be found from iterative

computation. The friction-free wind speeds of vug and vrg on the ground surface can be used for the

initial values of vus and vrs.

13.3.4 Procedure of Typhoon Wind Field Simulation

To simulate typhoon wind field over sea, substitute Equation 13.10 into Equation 13.9b and calculate

the pressure gradient rhp in Equation 13.9a. The pressure gradient, in conjunction with typhoon key

parameters, including typhoon position, translation direction and translation speed, are substituted into

Equations 13.15 and 13.16 to find the friction-free wind velocity vg. Then, by taking vg as the initial

value of the friction-induced wind velocity vf, vf can be calculated from Equation 13.19 through itera-

tive computation. Finally, based on the above results, the typhoon-induced wind velocity vh at any

height can be determined through the vector summation of vg and vf by using the formula shown in

Equation 13.12. The same procedure can be applied to simulate typhoon wind field over land, but rhp

is calculated by substituting Equation 13.11 into Equation 13.10 and then into Equation 13.9b.

13.4 Model Validation

The refined typhoon wind field model needs to be verified through comparisons with full-scale typhoon

data as many times as possible. Typhoon York is used for validation in this chapter as an example [17].

13.4.1 Typhoon York

Typhoon York was the strongest typhoon passing by Hong Kong since 1983. The tropical depression

York developed at about 430 km northeast of Manila on 12 September 1999 and intensified into a tropi-

cal storm on the next day over the South China Sea [21]. The movement of the storm was erratic, head-

ing north at first on 14 September, then turning to the northwest. After having moved northwesterly for

almost two days, it passed by Hong Kong on the morning of 16 September. The eye of Typhoon York

was closest to the Hong Kong Observatory (HKO) Headquarters around 10 am on 16 September, when

it was about 20 km to the southwest. The typhoon signal No.10 was forced to hoist for 11 hours – the

longest on record in Hong Kong. Typhoon York finally made landfall near Zhuhai, a city in the
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Guangdong Province of China, and then it weakened gradually further inland on 17 September (see

Figures 13.1a and 13.1b).

During its passage over Hong Kong and Guangdong Province, Typhoon York caused widespread

flooding, severe traffic disruption and serious damage to buildings, signboards, trees and others. HKO

Figure 13.1 Track of Typhoon York (from [17]) (Reproduced with permission from Multi-Science Publishing

Co Ltd).
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recorded a maximum hourly wind speed of 42m/sec and a maximum gust of 65m/sec at a height of

90m on Waglan Island during the passage of the typhoon. This gust was the highest recorded at Waglan

Island since the station was established. The lowest instantaneous mean sea-level pressure was recorded

as 970.7 hPa.

13.4.2 Main Parameters of Typhoon York

To simulate Typhoon York using the refined typhoon wind field model, the main parameters needed as

input data include the position of typhoon center, the translation direction and speed of the typhoon, the

central pressure difference at sea level, the radius to maximum winds and the representative roughness

length. Except for the radius to maximum winds and the representative roughness length, all other

parameters are obtained from the six-hour interval track information provided by HKO. To simulate

the typhoon wind field at one hour intervals, these parameters are linearly interpolated from the availa-

ble six-hour interval track information. The minimum sea level pressure difference is calculated using a

periphery pressure of 1010 hPa. The radius to maximum winds rm is an important parameter in typhoon

wind field simulation, but it cannot be obtained directly from the recorded data. It is estimated in this

chapter by using the formulas proposed by Anthes [22].

Vmax ¼ 6:3ð1013� pc0Þ0:5 ð13:21Þ

Vr ¼ Vmax

rm

r

� �a1 ð13:22Þ

where:

Vmax is the maximum wind speed in m/sec;

rm< r< r0, and r0 is a large radial distance near the edge of area affected by the typhoon;

Vr is the wind speed at distance r;

a1 is the exponent, which varies with height from 0.5 for the surface to 0.7 for higher elevations.

The radius to maximum winds rm at 6:00 on 15 September 1999 during Typhoon York is estimated as

58 km. The sensitivity study shows that the effect of varying rm by �20% on the mean wind speeds of

Typhoon York is small. The terrain roughness length along the typhoon track is estimated by using the

method proposed by Pande et al. [23], with information on the terrain and topography of Hong Kong.

The work done by others indicates that the potential temperature u changes very little in radial and

vertical direction in ABL [15,16,24–26]. The sensitivity study also indicates that the change in the

potential temperature by �10 k would affect the mean wind speeds of Typhoon York by less than 5%.

Therefore, in this chapter, the potential temperature is taken as a constant value.

13.4.3 Wind Field Simulation at Waglan Island

The automatic weather station at Waglan Island, situated over the southeastern tip of Hong Kong,

is HKO’s major outpost in weather monitoring (see Figure 13.2). It provides data critical for the

early alert of inclement weather associated with typhoons and rain bands approaching Hong Kong

from the northern part of the South China Sea. During Typhoon York, wind speed and direction

were recorded by anemometers installed on Waglan Island at a height of 90m. The data recorded

at Waglan Island are of interest because the wind flows over an open sea for a long fetch and, if

corrected for the topographic error, the data can provide relatively accurate information on the

characteristics of typhoons over sea.
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The measured wind speed and direction are compared with those predicted by the refined typhoon

wind field model, and the comparison results are plotted in Figure 13.3. The horizontal coordinate is

time in hours, and the concerned 24-hour duration of wind data starts from 6:00 HKT (Hong Kong

Time), 15 September and ends at 6:00 HKT, 16 September. It can be seen that the refined typhoon

wind field model can predict the wind speed satisfactorily within the entire duration of 24 hours. The

refined typhoon wind field model underestimates the maximum wind speed by about 7% compared

with the measured one. The tendency of wind direction predicted by the refined typhoon wind field

model agrees well with the measured one. The difference between the predicted wind direction and the

measured wind direction is within 30� in the first 22 hours and becomes relatively large in the following

three hours.

13.4.4 Spatial Distribution of Typhoon Wind Field

Further validation of the refined typhoon wind field model is done by comparing the spatial distribution

of simulated typhoon wind field at upper atmosphere with the visible imagery of the typhoon wind field

[27]. The visible imagery of the wind field of Typhoon York at 11:00 am on 16 September is shown in

Figure 13.4 [21]. The spatial distribution of simulated typhoon wind field can be obtained through an

isotach analysis.

Figure 13.5a shows the isotach distribution of hourly mean wind speed of Typhoon York at a height

of 400m at 11:00 am on 16 September. The mean wind speeds are expressed in a coordinate system

fixed on the earth. The relevant typhoon parameters include the central pressure difference Dp of

32 hPa, the radius to maximum winds rm of 58 km, the translation speed c of 10m/sec, and the transla-

tion direction b of 158�. The visible imagery of the wind field indicates the maximum wind speed

located approximately in the right front quadrant with reference to the typhoon center (see Figure

13.4). The simulated wind field produces the maximum wind speed greater than 27m/sec, which is

also roughly situated in the right front quadrant (see Figure 13.5a).

Figure 13.2 Location of Waglan Island in Hong Kong (from [38]) (Reproduced with permission from The Hong

Kong Institute of Steel Construction).
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An outer secondary maximum wind speed of 20m/sec occurs at about 45 km west-southwest from

the typhoon center. The position of the secondary maximum wind speed is associated with a convection

band. This feature can also be identified from the visible imagery of Typhoon York. Furthermore, Fig-

ure 13.5a shows that the winds are stronger to the right of the direction of movement than to the left,

relative to the earth. The difference in the maximum wind velocity between the right and left hand side

of the typhoon movement direction is almost equivalent to the magnitude of the typhoon translation

velocity.

2824201612840
–90

0

90

180

270

W
in

d 
di

re
ct

io
n 

(d
eg

)

Time (hour)

 Measured data
 Refined typhoon wind field model

(b) Wind direction at Waglan Island 

2824201612840
0

10

20

30

40

50

W
in

d 
sp

ee
d 

(m
/s

)

 Measured data
 Refined typhoon wind field model

Time (hour)
(a) Wind speed at Waglan Island 

Figure 13.3 Comparison of predicted and measured wind velocity at Waglan Island.
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The isotach distribution of one-hour mean wind speed of Typhoon York is also analyzed at a height

of 10m, representing the near ground surface wind, and the results are plotted in Figure 13.5b. It can be

seen that the isotach becomes different from that at 400m height. This is attributed to the heterogeneity

of surface roughness and topography of the concerned location. Furthermore, the ratio of the maximum

wind speed at 10m to that at 400m is about 0.6, which is similar to the value of 0.62 suggested by

Vickery and Twisdale [7]. This ratio is also within the 0.44–0.78 range, as evaluated by Powell [27].

13.4.5 Wind Speed Profiles in Vertical Direction

One of the major factors affecting the magnitude of wind loading on bridges is the mean wind speed

profile in the vertical direction, as discussed in Chapter 2. The mean wind speed profiles of Typhoon

York are generated by the refined model and compared with field data and power law profiles. The

typhoon parameters used to generate typhoon wind profiles have been given in Section 13.4.4 for spa-

tial distribution of the typhoon wind field. Figure 13.6 shows the pressure and central pressure differ-

ence variation with height at 135� counterclockwise from the East of typhoon York. It can be seen that

central pressure, ambient pressure and central pressure difference all decrease with height at different

rates. The central pressure difference decreases from 31.6 hPa near the ground surface to 21.6 hPa at

about 800m height, which affects wind speed profiles as discussed below.

The development of the global positioning system (GPS)-based dropsondes [28] has made it possible

to obtain wind speed profiles within nearly all positions of a typhoon. By using the profiles of lowest

3000m obtained by GPS dropsondes at Atlantic, Eastern and Central Pacific during years of 1997–

1999, Powell et al. [29] and Franklin et al. [30] obtained averaged eye-wall wind speed profiles and

outer-vortex wind speed profiles. To compare with these profiles, the wind speed profiles at a distance

of 60 km, 100 km, 150 km from the typhoon center and at a 135� counter-clockwise from the East are

predicted by the refined typhoon wind field model. In addition, the power law mean wind speed profiles

for normal wind conditions are also computed.

Figure 13.4 Visible imagery of Typhoon York at around 11 a.m. on 16 September 1999 (from [17]) (Reproduced

with permission from Multi-Science Publishing Co Ltd).
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Figure 13.5 Isotaches of wind velocity from the refined typhoon wind field model (from [17]) (Reproduced with

permission from Multi-Science Publishing Co Ltd).
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Figure 13.7 shows the mean wind speed profiles predicted by the refined model for the eye-wall

region (at a distance of 60 km from the typhoon center) as well as those obtained by Powell et al. [29]

and Franklin et al. [30]. The two power law wind speed profiles with an exponent of 0.06 and 0.10 are

also plotted in Figure 13.7. It can be seen that the wind speed profile predicted by the refined model is

close to those given by Powell et al. [29] and Franklin et al. [30]. It is also interesting to note that the

wind speed profiles predicted by the refined model and those given by Powell et al. [29] and Franklin
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Figure 13.6 Variation of pressure and central pressure difference with height (from [17]) (Reproduced with

permission from Multi-Science Publishing Co Ltd).
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Multi-Science Publishing Co Ltd).
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et al. [30] are different from the power law profiles, in that the mean wind speed does not increase when

reaching a height over a certain value (around 400 or 500m).

Figures 13.8a and 13.8b show the mean wind speed profiles predicted by the refined model at a

distance of 100 km and 150 km, respectively, from the typhoon center and at 135� counterclockwise

from the east. The two power law profiles, of an exponent of 0.06 and 0.10, are also plotted in Fig-

ure 13.8. Also, the wind speed profiles predicted by the refined model at different distances in the
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Figure 13.8 Comparison of wind speed profiles at different distances from typhoon center.
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outer-vortex region, are averaged and compared with that given by Franklin et al. [30], and the results

are shown in Figure 13.9. Once again, the averaged mean wind profile predicted by the refined model

for the outer-vortex region is close to the measured one. It can be seen that the refined typhoon wind

field model can give a reasonable agreement with the observed mean wind profile, both in the eye-wall

region and the outer-vortex region.

13.5 Monte Carlo Simulation

13.5.1 Background

The design wind speed for a given return period can be determined by using the observation data of

annual maximum wind speeds recorded at the concerned bridge site. However, the observation data are

often not enough for a reliable estimation of long return period design wind speed. For example, the

annual maximum wind speeds of at least several thousand years are required to estimate the design

wind speed with a return period of 50 years.

Typhoon simulation is an alternative approach to evaluate extreme wind speeds over long periods of

time by the so-called Monte Carlo simulation. The use of this method to determine design typhoon

wind speeds for bridges and structures was probably first suggested by Russell [31,32]. Within the

simulation, probability distributions of typhoon parameters, such as annual occurrence rate, paths, cen-

tral pressure difference, translation velocity, approach angle, minimum of closest distance and radius to

maximum winds, are first determined from the observation data. The typhoon wind field model, with

the typhoon decay model after landfall, are then used to generate a series of typhoons by using the

Monte Carlo simulation. The design wind speed for a given return period and location is finally decided

through extreme wind analysis.

The method suggested by Russell was then expanded and improved by many researchers

[1–10,20,33–37]. The study by Batts, et al. [4] is a milestone, being the first study to examine the entire

United States coastline, and it provides a rational means to estimate typhoon wind speeds along the

Gulf and Atlantic coasts of the United States. Vickery and Twisdale [20] developed an improved
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prediction methodology for typhoon wind speeds with an emphasis placed on the importance of

typhoon wind field model and decay model. Vickery et al. [10] further developed the simulation

approach, where the typhoon full track and the central pressure varying with the sea surface tempera-

ture were modeled.

A series of typhoons is generated in this chapter using the Monte Carlo simulation method in con-

junction with the refined typhoon wind field model [38]. The statistical distributions of six typhoon key

parameters, i.e. the central pressure difference Dp, the translation velocity c, the approach angle u, the

minimum of closest distance dmin, the radius to maximum winds rm and the annual occurrence rate l,
are established on the basis of typhoon wind field data recorded in the area concerned, which in this

chapter is around Waglan Island in Hong Kong, due to its location and the quality and quantity of wind

data available [38].

13.5.2 Typhoon Wind Data

Typhoon wind field data for the Western North Pacific region are recorded every six hours by HKO.

The typhoon wind field data from 1947 to 2006 are available to the author, but only typhoons of their

tracks within a radius of 250 km from Waglan Island are considered in this chapter.

13.5.3 Probability Distributions of Key Parameters

The central pressure difference Dp0 is the difference between the central pressure and the ambient pres-

sure at zero plane, and it plays an important role in estimating design typhoon wind speeds. Both log-

normal distribution and three-parameter Weibull distribution are used to fit the observed data. The

observed and fitted probability distribution function (PDF) and cumulative distribution function (CDF)

of Dp0 are shown in Figure 13.10, and the results of statistical parameter estimation are listed in

Table 13.1, in which mln and sln are the mean value and standard deviation of the lognormal distribu-

tion, and g, b, h are the location parameter, shape parameter and scale parameter, respectively, of the

Weibull distribution.

The translation speed c of a typhoon is determined by using the distance of the typhoon center

between the two recorded points divided by 6 hours from the typhoon wind field database. The results

show that the translation velocity ranged from 2 km/h to 65 km/h. Both normal distribution and lognor-

mal distribution are used to fit the observed data. The observed and fitted PDF and CDF of the transla-

tion velocity c are shown in Figure 13.11, and the results of statistical parameter estimation are listed in

Table 13.1, in which m and s are the mean value and standard deviation, respectively, of the normal

distribution.

The approach angle u of a typhoon indicates the typhoon moving direction and it is also estimated

based on the adjacent positions of the typhoon center in a six-hour interval. It is expressed to the nearest

ten degrees with respect to the north clockwise. The observed data are fitted using both normal distribu-

tion and bi-normal distribution. The observed and fitted PDF and CDF of u are shown in Figure 13.12,

and the results of statistical parameter estimation are listed in Table 13.1, in which m1 and m2, s1 and s2
are the mean values and standard deviations of the two random variables in the bi-normal distribution,

and a1 is the weighting factor.

The minimum of closest distance dmin is the minimum perpendicular distance from the simula-

tion point to the typhoon translation direction, and it can be estimated according to the positions

of both the typhoon center and the location of interest, as well as the moving direction of the

typhoon. It is defined as positive if the concerned location is located to the right of the typhoon

direction, otherwise it is negative. The observed minimum of closest distance is fitted by both

uniform distribution and trapezoidal distribution. The observed and fitted PDF and CDF of the

minimum of closest distance dmin are shown in Figure 13.13, and the results of statistical
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parameter estimation are listed in Table 13.1, in which n is the value in the uniform distribution,

and A and B are the minimum and maximum values, respectively, of trapezoidal probability den-

sity function.

The radius to maximum wind rm describes the range of the most intensive typhoon wind speed, and it

can be estimated according to the method proposed by Anthes [22]. The observed data is fitted by using

the lognormal distribution only. The observed and fitted PDF and CDF of rm are shown in Figure 13.14,

and the results of statistical parameter estimation are listed in Table 13.1.
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Figure 13.10 Observed and fitted distributions of central pressure difference Dp0 (from [38]) (Reproduced with

permission from The Hong Kong Institute of Steel Construction).
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The annual occurrence rate l refers to the occurrence times of typhoons per year and it is modeled by

using the Poisson distribution only. The result is also shown in Table 13.1.

13.5.4 K-S Test

Since the K-S test can avoid measurement bias and can be effectively applied to five, but preferably ten

or more observations, it is performed here to determine the distribution by providing the best fit to the

historical typhoon wind field data, except for the annual occurrence rate l.
The K-S test is based upon the maximum distance D between the probability cumulative distribution

function F(x) and the empirical cumulative distribution function Fn(x).

D ¼ max FðxÞ � FnðxÞj j ð13:23Þ

The distribution function F(x) is rejected if D is much greater than the specified value dF,n. By choosing

the cutting off upper-tail area of 0.05, the value of dF,n is defined as:

dF;n ¼ 1:36ffiffiffi
n

p ð13:24Þ

where n is the number of observations.

Based on the K-S tests, the distributions of key parameters discussed in Section 13.5.3 are finally

decided and shown in Table 13.1, together with their respective D values.

Table 13.1 Key parameters and probability distributions of typhoons (from [38]) (Reproduced with permission

from The Hong Kong Institute of Steel Construction)

Parameter Distribution Parameters in

distribution

D dF,n K-S Test

Translation velocity c (m/s) Normal m¼ 19.1

s¼ 9.04

0.065 0.019 Lognormal

Lognormal mln¼ 2.83

sln¼ 0.53

0.027

Approach angle b (degree) Normal m¼�46.4

s¼ 58.9

0.194 0.029 bi-normal

bi-normal m1¼�69.2

s1¼ 26.4

a1¼ 0.828

m2¼�69.2

s2¼ 26.4

0.027

central pressure

difference Dp0 (hPa)

Lognormal mln¼�3.19

sln¼ 0.70

0.035 0.026 Lognormal

Weibull g¼ 6.07

b¼ 1.12

h¼ 25.56

0.195

radius to maximum

wind rm (km)

Lognormal mln¼ 4.19

sln¼ 1.01

0.027 0.031 Lognormal

minimum of closest

distance dmin (km)

Uniform n¼ 0.002 0.046 0.027 Trapezoidal

Trapezoidal A¼ 0.0017

B¼ 0.0023

0.021

annual occurrence rate l Poisson l¼ 2.9
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13.5.5 Typhoon Wind Decay Model Parameters

The parameters in the typhoon wind decay model can also be obtained through linear regression analy-

sis of the selected typhoon wind field data. The results from the regression analysis indicate that the two

constants a0 and a1 are 0.0237 and 0.00012, respectively. The mean value and standard deviation are

0.0 and 0.0193 for the random variable e and �0.011 and 0.162 for the random variable b. Note that
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Figure 13.11 Observed and fitted distributions of translation velocity c (from [38]) (Reproduced with permission

from The Hong Kong Institute of Steel Construction).
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the correlations between the above typhoon parameters are not considered in this chapter. How to

generate typhoons with the correlations between typhoon parameters deserves further investigation.

13.5.6 Procedure for Estimating Extreme Wind Speeds and Averaged Wind

Profiles

The basic steps of using the Monte Carlo simulation method to estimate extreme wind speeds for the

area concerned can be summarized as follows:
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Figure 13.12 Observed and fitted distributions of approach angle u (from [38]) (Reproduced with permission from

The Hong Kong Institute of Steel Construction).
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(a) Generate a set of typhoon parameters based on the established probability distributions.

(b) Generate a typhoon wind field based on the generated typhoon parameters and using the

refined typhoon wind field model, in which the central pressure difference Dp0(t) is held

constant until landfall, and afterwards the central pressure difference is determined by the

typhoon wind decay model.
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Figure 13.13 Observed and fitted distributions of minimum of closest distance dmin (from [38]) (Reproduced with

permission from The Hong Kong Institute of Steel Construction).
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(c) Compute the mean wind speed and direction at the concerned area due to the moving typhoon.

(d) Repeat the above steps for thousands of typhoons.

(e) Carry out the extreme wind analysis to determine design wind speeds in terms of a given return

period.

In the simulation process in this chapter, the typhoon translation velocity c is held constant for each

typhoon, while each simulated typhoon travels along a straight line path. To simulate the typhoon wind
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Figure 13.14 Observed and fitted distributions of radius to maximum wind rm (from [38]) (Reproduced with

permission from The Hong Kong Institute of Steel Construction).
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field at hourly intervals, all the parameters are interpolated linearly from the available six-hourly track

information provided by HKO.

Steps a) to d) of the Monte Carlo method provide not only thousands of hourly mean wind speeds

and directions, but also thousands of mean wind speed profiles at Waglan Island. Since typhoon mean

wind speed profiles vary with the distance from the typhoon center, the obtained profiles need to be

classified according to the distance from the typhoon center. In this chapter, only the two regions (i.e.

eye-wall region and outer-vortex region) are considered. All of the mean wind speed profiles belonging

to these regions are averaged to obtain the averaged typhoon wind profile (also called the design

typhoon wind profile) for each region.

13.6 Extreme Wind Analysis

13.6.1 Basic Theory

The basic theory of extreme wind speed analysis based on the Monte Carlo simulation method can be

found in Simiu and Scanlan [39], and is actually an extension of the extreme wind speed analysis intro-

duced in Chapter 2. Denote Fv as the probability that the wind speed in any one typhoon simulated is

less than some value v. The probability that the highest wind U in n typhoons simulated is less than v

can be written as:

FðU < vjnÞ ¼ ðFvÞn ¼ Fn
v ð13:25Þ

According to the total probability theorem, the probability that U< v in t years is:

FðU < v; tÞ ¼
X1
n¼0

FðU < vjnÞpðn; tÞ ð13:26Þ

where p(n, t) is the probability that n typhoons will occur in t years.

Assuming that p(n, t) follows a Poisson distribution, Equation 13.26 becomes:

FðU < v; tÞ ¼
X1
n¼0

Fn
v

ðltÞne�lt

n!
¼ e�lt

X1
n¼0

ðltFvÞn
n!

¼ e�ltð1�FvÞ ð13:27Þ

where l is the annual occurrence rate of typhoons in the area of interest for the site being considered.
When t¼ 1, F(U< v, t) becomes the probability of occurrence of wind speeds less than v in any one

year:

FðU < vÞ ¼
X1
n¼0

Fn
v

ðlÞne�l

n!
¼ e�l

X1
n¼0

ðlFvÞn
n!

¼ e�lð1�FvÞ ð13:28Þ

Suppose that m typhoons are simulated using the Monte Carlo simulation method and the maximum

wind speed induced by each typhoon for the site can be arranged in an ascending order as v1, v2, . . . ,

vm. By considering the wind speed vi, the probability that U < vi in any one typhoon can be determined

by:

Fvi ¼
i

mþ 1
ð13:29Þ
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The probability of occurrence of wind speeds less than vi in any one year is:

FðU < viÞ ¼ e
�l

�
1�

i

mþ 1

�
ð13:30Þ

Extreme wind speeds in typhoons are usually fitted with one of the family of the Generalized Extreme

Value (GEV) distributions. The Type I Extreme Value (Gumbel) distribution is used in the Hong Kong

wind code. The Gumbel distribution function can be written in the form:

FðvÞ ¼ exp½�expð�aðv� mÞÞ� ð13:31Þ
where:

v is the annual maximum wind speed;

a is the dispersion;

m is the mode.

Using Equation 13.29, the dispersion and the mode in Equation 13.31 can be estimated.

The design wind speed for a given return period TR (in year) and a given structure life N (in year) can

be finally determined by:

½FðvÞ�N ¼ 1� 1

TR

� �N
¼ 1� R ð13:32Þ

where R is the associated risk of having a wind speed higher than v in N years.

13.6.2 Extreme Wind Speed Analysis using the Refined Typhoon Wind Field

Model

The Waglan Island meteorological station in Hong Kong is chosen as a reference location for extreme wind

speed analysis. The surrounding condition around the station can be regarded as open terrain, and the

adjusted measurement height of the station is 90m above sea level. By using the Monte Carlo simulation

method, more than 9000 typhoons are generated and the hourly mean wind speed and direction of each

typhoon at the reference height of 90m of the station are calculated. The Gumbel distribution is employed

for extreme wind speed value analysis. Both non-directional and directional design wind speeds of 50-year

return period at the Waglan Island anemometer height are computed (Note: in Hong Kong, the return period

of design wind speeds at present is 50 years for buildings and 120 years for long-span bridges). The results

show that the non-directional design wind speed of a 50-year return period at the station is 48.2m/sec. The

directional design wind speeds of a 50-year return period in 36 direction sectors at Waglan Island, obtained

from the refined typhoon wind field model, are shown in Figure 13.15. It can be seen that the asymmetrical

directional distribution of design wind speeds is produced by using the refined typhoon wind field model.

13.6.3 Extreme Wind Speed Analysis based on Wind Measurement Data

Hourly mean wind speeds and directions at Waglan Island are recorded by HKO, and the wind mea-

surement data during a period from 1970 to 1999 are available to the authors. The data are allocated

according to wind direction at a 10� interval. The annual maximum wind speed in each of 36 direction

sectors, and the annual maximum wind speed among all these directions, are obtained for each year,

from which extreme wind speed analysis is performed. By using the Gumbel distribution, the non-

directional design wind speed of a 50-year return period at Waglan Island is 46.9m/sec, which is also

provided by the Hong Kong wind code. The directional design wind speed of a 50-year return period in

each direction at Waglan Island obtained from the wind measurement data is shown in Figure 13.15.
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13.6.4 Comparison of Results and Discussion

The design wind speed of a 50-year return period predicted by the refined typhoon wind field

model for Waglan Island is 48.2m/sec. This value is slightly higher than the design wind speed

of 46.9 m/sec predicted based on the wind measurement data. The error between the refined

typhoon wind field model and the wind measurement data may be because the number of

typhoons used in the Monte Carlo simulation method is much larger than that actually recorded

in Waglan Island during the concerned period.

In considering the effects of wind direction on design wind speeds, the largest design wind speeds of

a 50-year return period predicted based on the wind measurement data, and by using the refined

typhoon wind field model, are 43.6m/sec and 41.1m/sec and occur in the direction of 90� and 110�

degree, respectively. The smallest are 19.5m/sec and 28.2m/sec and happen in the direction of 300�

and 200� or 250�, respectively. The simulation errors between the refined typhoon wind field model

and the wind measurement data are shown in Figure 13.16 for 36 directions. The mean error produced

by the refined typhoon wind field model is 4.14m/sec. The standard deviation is 3.37m/sec.

13.6.5 Mean Wind Speed Profile Analysis

By using the Monte Carlo simulation method described in Section 13.5.6, hourly mean wind speed

profiles from thousands of typhoons are generated by using the refined typhoon wind field model. Only

the mean wind speed profiles with the mean wind speed over 5m/sec at 10m height and the distance

from the typhoon center within the range from rm to 5rm are counted and analyzed. By averaging all the

mean wind speed profiles within the two regions generated by the model, the averaged eye-wall and

outer-vortex wind profiles are obtained and compared with the measured wind profiles.

0

10

20

30

40

50

0.0

22.5

45.0

67.5
90.0

112.5

135.0

157.5

180.0

202.5

225.0

247.5
270.0

292.5

315.0

337.5

 Refined model

 Observed value

N
NNW

NW

WNW

W

WSW

SW

SSW
S

SSE

SE

ESE

E

ENE

NE

NNE

Figure 13.15 Directional design wind speeds of a 50 year return period at Waglan Island (from [38]) (Reproduced

with permission from The Hong Kong Institute of Steel Construction).
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Figure 13.17 displays the averaged wind profiles predicted by the refined model for the eye-wall

region (from rm to 2rm) and those obtained by Powell et al. [29] and Franklin et al. [30] from the

measured data. It can be seen that the averaged wind profile predicted by the refined typhoon wind field

model is close to the measured ones. The relative difference of the averaged wind speed profile from

the refined typhoon wind field model to that given by Powell et al. [29] is 6% at 700m high.

Figure 13.18 displays the averaged wind profiles predicted by the refined model for the outer-vortex

region (from 2rm to 5rm) and that obtained by Franklin et al. [30] from the measured data. In lower

positions (less than 300m above the ground), the averaged wind speeds predicted by the model are

3603303002702402101801501209060300
0

3

6

9

12

15

18

S
im

ul
at

io
n 

ex
tr

em
e 

w
in

d 
sp

ee
d 

er
ro

r 
(m

/s
)

Direction (deg)

Figure 13.16 Simulation errors in the refined model compared with measurement data.
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Figure 13.17 Comparison of wind speed profiles in eye-wall region.
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relatively smaller compared with the measured ones. In higher positions (greater than 300m above the

ground), the model gives a better estimation on wind speeds, compared with the measured mean wind

profile. The relative difference of the averaged wind speed profile from the model to the measured

profile is 1% at 700m high.

13.7 Simulation of Typhoon Wind Field over Complex Terrain

13.7.1 Background

Since long-span cable-supported bridges are often not only located in a typhoon prone region but also

surrounded by complex terrain, topographic effect on typhoon winds and interaction between winds

and terrain surface roughness must be considered [40–42]. Therefore, a numerical simulation procedure

for predicting directional design typhoon wind speeds and profiles for a bridge site surrounded by com-

plex terrain is presented in this section, with a case study by applying this simulation approach [43].

In this procedure, directional typhoon wind speeds and profiles at the upstream of complex terrain

are first generated by using the refined typhoon wind field model, together with the Monte Carlo simu-

lation method, and by considering the interaction between typhoon wind and terrain surface roughness.

The representative directional upstream typhoon wind speeds and profiles are then used as inputs and

the computational fluid dynamics (CFD) simulation is used as a tool, together with the topographic

model, to obtain representative directional typhoon wind speeds and profiles at the site.

Artificial neural networks (ANN) for predicting directional design typhoon wind speeds and profiles

at the site are trained using the representative directional upstream typhoon wind speeds and profiles, as

well as those at the site obtained from the CFD simulation. Based on the trained ANN, thousands of

directional wind speeds and profiles for the site can be generated. The extreme wind speed analysis is

performed to determine the directional design wind speeds, and statistical analysis is conducted to

obtain the directional averaged mean wind profiles. Finally, the Stonecutters bridge site, surrounded by

complex terrain in Hong Kong, is chosen as a case study to examine the feasibility of the proposed

numerical simulation procedure.
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Figure 13.18 Comparison of wind speed profiles in outer-vortex region.
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13.7.2 Directional Upstream Typhoon Wind Speeds and Profiles

Consider a structure site surrounded by complex terrain and select an appropriate radius to draw a circle

to cover the complex terrain, so that topographic effects on typhoon wind field at the site can be suffi-

ciently considered. Then, to simulate directional upstream typhoon wind speeds and profiles in consid-

eration of the interaction between typhoon winds and terrain surface roughness, the average and

directional surface roughness length z0 over the complex terrain is determined by using information

from the Digital Elevation Model (DEM) provided by the CGIAR (Consultative Group on International

Agricultural Research) consortium, together with local land use information. The probability distribu-

tions of key typhoon parameters are established based on typhoon data collected for the area concerned.

Based on the established probability distributions, the Monte Carlo simulation method is used to

generate a set of key typhoon parameters for a typhoon at its initial position. This set of parameters,

and the computed average surface roughness length z0, are used as inputs to the typhoon wind field

model to generate a typhoon wind field, for which the wind speed and direction can be identified for

the site. If the directional surface roughness length identified is not the same as z0, this set of key

typhoon parameters and the directional surface roughness length are used to re-generate a typhoon

wind field until the typhoon wind direction is consistent with the directional surface roughness length

used. The wind speed, direction and profile obtained by this method are regarded as one of the direc-

tional upstream typhoon wind speeds and profiles for the site over the complex terrain.

The model typhoon is then moved forward at one-hour time intervals, and the above procedure is

repeated to obtain another directional upstream wind speed and profile for the site at each time step,

until the typhoon disappears. Repeating the above steps for thousands of typhoons, a complete assem-

bly of directional upstream typhoon wind speeds and profiles can be obtained.

13.7.3 Representative Directional Typhoon Wind Speeds and Profiles at Site

It is very time-consuming to use the CFD simulation together with the topographic model of the site to

directly simulate thousands of directional typhoon wind speeds and profiles at the site by using thou-

sands of directional upstream wind speeds and profiles as inputs for the purpose of predicting direc-

tional design wind speeds and profiles at the site. To make the computation manageable, for this

purpose, ANN is trained by using the representative directional upstream typhoon wind speeds and

profiles, as well as those at the site obtained from the CFD simulation. The trained ANN is then used to

generate thousands of directional wind speeds and profiles at the site from thousands of directional

upstream wind speeds and profiles.

For the CFD simulation, the topography of the complex terrain surrounding the site is modeled in

consideration of appropriate computational domains, meshes and boundary conditions. For a given

wind direction, representative directional upstream typhoon wind speeds and profiles are selected from

all of the generated upstream typhoon wind speeds and profiles described in Section 13.7.2 to cover a

certain range of wind speeds and profiles.

Taking a representative upstream typhoon wind speed and profile as an inlet to the topographic model,

the CFD simulation, with the Reynolds-averaged Navier-Stokes (RANS) method, is then performed [44].

Details of the RANS method used in the CFD simulation for steady, incompressible flow can be found in

Chapter 8. The representative typhoon wind speed and profile at the site surrounded by the complex

terrain is finally obtained in the designated wind direction. The above procedure continues until there are

enough representative directional typhoon wind speeds and profiles at the upstream and the site.

13.7.4 Training ANN Model for Predicting Directional Typhoon Wind Speeds

and Profiles

The representative upstream and site typhoon wind speeds and profiles described in Section

13.7.3 are used as input and output data to train an ANN model for predicting thousands of

598 Wind Effects on Cable-Supported Bridges



directional typhoon wind speeds and profiles at the site over complex terrain. During the training,

the ANN model learns how to map the input parameters from the representative directional

upstream typhoon wind speeds and profiles into the output parameters from the representative

directional typhoon wind speeds and profiles at the site, through an iterative process that involves

optimization and some mathematical operations.

The back propagation network (BPN) method [45] is selected to train the ANN model. As a

simple example, an elementary BPN neuron with n inputs and weighted connections is shown in

Figure 13.19.

The training of this simple ANN involves two phases: feed forward phase and back propagation

phase. In the feed forward phase, each input signal xi (i¼ 1, . . . , n) is weighted with an approximate

weight w, and the products are then summed up at the neuron of the network. This summation S of the

weighted inputs at the neuron is modified by a transfer function f, thereby generating an output signal

O. In practice, a continuous, non-linear logistic or sigmoid transfer function is commonly used, because

it meets the differentiability requirement of the back propagation algorithm given by:

f ðSÞ ¼ 1

1þ e�aS
ð13:33Þ

where:

a is the slope parameter of the sigmoid function;

f( ) is the transfer function.

The output signal O is then compared with the designated output, from which an error signal is

obtained and the back propagation phase is activated. The error signal is transmitted back to the neuron

of the network. Based on the error signal received, the connection weights w for the network are

updated. A new output signal O is then obtained by using the new weights, and a new error signal is

calculated. The above procedure is repeated until the error signal is small enough to satisfy the pre-set

criterion. The training is discontinued when all the training data are used up.

Once the ANN model is trained, it is then validated by using a few new sets of input and output data

to make sure it has proper internal relationships. The validated ANN model and thousands of the direc-

tional upstream typhoon wind speeds and profiles can then be used to obtain thousands of directional

typhoon wind speeds and profiles at the site surrounded by the complex terrain, for the estimation of

directional design wind speeds for a given return period and averaged wind profiles for design.
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Figure 13.19 A simple ANN using BPN method.
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13.7.5 Directional Design Typhoon Wind Speeds and Profiles at Site

Based on thousands of directional typhoon wind speeds and profiles at the site and the annual occur-

rence rate of typhoons in the area of interest, a series of directional annual maximum wind speeds at the

site over the complex terrain can be found for a given height above the sea level. By performing an

extreme wind speed analysis, the directional design wind speeds at the site can be determined for a

given return period. By averaging mean wind speed profiles for a given wind direction, the directional

design mean wind profile can be produced. The flow chart of the entire numerical simulation procedure

for predicting directional design wind speeds and profiles for the site over the complex terrain can be

seen in Figure 13.20.

13.8 Case Study: Stonecutters Bridge Site

13.8.1 Topographical Conditions

The site of the Stonecutters Bridge in Hong Kong is chosen as a case study (see Figure 13.21). This is

because this bridge is an important structure (one of the longest cable-stayed bridges in the world) which

is located in a typhoon-prone region, and the bridge site is surrounded by complex terrain.

The major topographical conditions that may affect wind characteristics are described in the follow-

ing using eight cardinal directions [46]:

(a) Wind from the north to northeast of the bridge site: the near field effect may be arising from

buildings in Kwai Chung and container port terminals, whereas the far field effect may be

overall average roughness length Z0
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Figure 13.20 Numerical simulation procedure for predicting directional design wind speeds and profiles for a site

over complex terrain.

600 Wind Effects on Cable-Supported Bridges



caused by the mountains of Tai Mo Shan and Grassy Hill at the respective heights of 957m

and 647m.

(b) Wind from the northeast to east of the bridge site: the near field effect may be arising from build-

ings in Cheung Sha Wan and North Kowloon and container port terminals whereas the far field

effect may be induced by the mountains of Beacon Hill, Lion Rock, Tate’s Cairn and Kowloon

Peak at the respective heights of 457m, 495m, 577m and 602m.

(c) Wind from the east to southeast of the bridge site: the near field effect may be arising from con-

tainer port terminals and Stonecutter Island, whereas the far field effect may be induced by the

mountains of Victoria Peak at a height of 552m.

(d) Wind from the southeast to south of the bridge site: the near field effect may be arising from the

open sea, whereas the far field effect may be induced by the mountains of Mount Davis and Victo-

ria Peak at a height of 269m and 552m respectively.

(e) Wind from the south to southwest of the bridge site: the effect of open sea.

(f) Wind from the southwest to west of the bridge site: the near field may be arising from the open sea,

whereas the far field effect may be induced by Lantau Island.

(g) Wind from the west to northwest of the bridge site: the near field effect may be arising from the

mountain of Tsing Yi, at a height of 334m, whereas the far field effect may be generated by the

mountains of Fa Peng northeast of Lantau Island, at a height of 273m.

(h) Wind from the northwest to north of the bridge site: the near field effect may be arising from

the mountain of Tsing Yi, whereas the far field effect may be generated by the Tai Mo Shan

mountain.

Figure 13.21 Hong Kong map and location of the Stonecutters Bridge.
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13.8.2 Directional Upstream Typhoon Wind Speeds and Profiles

To obtain directional upstream typhoon wind speeds and profiles for the Stonecutters bridge site, the

average and directional surface roughness lengths for the complex terrain around the bridge site must

be determined. The average and directional surface roughness lengths can be estimated by using the

equation below:

z0 ¼
PN
i¼1

z0iAi

A
ð13:34Þ

where:

z0 is the average or directional surface roughness length;

zoi and Ai are the surface roughness length and area occupied by the surface roughness element i;

A is the total area of complex terrain that the N elements occupy.

In this study, a circular area taking the bridge site as a center with an appropriate radius is considered.

The circular area is further divided into 16 cardinal directions. By using the DEM information and the

land use information in Hong Kong, the surface roughness length zoi and area Ai for each surface rough-

ness element i within the circular area are determined. Using Equation 13.34, the average and direc-

tional surface roughness length z0 around the bridge are estimated for different radiuses (5 km, 10 km,

20 km, 30 km) and resolutions (30m, 60m, 90m).

By analyzing the obtained results and in consideration of the subsequent CFD simulation, the aver-

age and directional surface roughness lengths for the area with a radius of 30 km and a resolution of

30m are used for the typhoon simulation and given in Figure 13.22 and Table 13.2. It can be seen that

the surface roughness length varies significantly with cardinal direction. The maximum directional sur-

face roughness length z0 is about 2.9m in the ESE direction, mainly caused by container port terminals
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Figure 13.22 Directional surface roughness length around the bridge site.
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and Stonecutter Island. The minimum directional surface roughness length z0 is about 0.09m in the

WSW direction, which faces the open sea. The average surface roughness length z0 for the entire area

is 1.027m.

Using the Monte Carlo simulation method, the refined typhoon wind field model described in Section

13.2.2, the probability distributions of key typhoon parameters listed in Table 13.1, and the average and

directional surface roughness lengths, thousands of directional upstream typhoon wind speeds and pro-

files for the bridge site are obtained.

13.8.3 Representative Typhoon Wind Speeds and Profiles

The topographic model used for CFD simulation is set up based on the DEM information provided by

the CGIAR Consortium. The area of computational domain, taking the bridge site as a center, is more

than 30 km in width. Because the highest mountain within the computational domain is 957m high, the

computational domain in the vertical direction is set as 4 km, so that the flow field can be fully devel-

oped. Figure 13.23 shows the top view of the topographic model around the bridge site, and Fig-

ure 13.24 displays the mesh grid for the topographic model.

Table 13.2 Directional surface roughness length z0 for the complex terrain around the bridge site

Sector True azimuth (degrees) z0 (m) Sector True azimuth (degrees) z0 (m)

N 0 0.992 S 180 0.533

NNE 22.5 1.245 SSW 202.5 0.861

NE 45 1.282 SW 225 0.334

ENE 67.5 1.262 WSW 247.5 0.087

E 90 2.515 W 270 0.258

ESE 112.5 2.913 WNW 292.5 0.192

SE 135 1.882 NW 315 0.532

SSE 157.5 0.909 NNW 337.5 0.649

Figure 13.23 Top view of topographic model.
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In the horizontal plan, the topographic model is meshed by 200� 100 grids. The vertical level is

divided into 80 grids, leading to a total of 1.65 million nodes for CFD simulation, with an expansion

factor of 1.05. The surface of the topographic model is modeled as a non-slip wall boundary. The flow

inlet boundary is set as wind inlet profile, with a representative directional upstream wind speed and

profile, while the outlet boundary is specified as fully developed outflow boundary conditions. The side

and top boundaries are all defined in such a way that the gradients of flow variables (including velocity

and pressure) normal to those boundary faces are zero. The RANS method is applied to perform CFD

simulation to obtain a representative typhoon wind speed and profile at the bridge site, in which the

finite volume method and the first order upwind scheme for spatial discretization are used and the

SIMPLEC method is adopted to solve velocity and pressure simultaneously. More information on

RANS can be found in Chapter 8. The computation is discontinued when residuals for all the variables

are smaller than 10�3.

For a given wind direction, representative directional upstream typhoon wind speeds and pro-

files are selected from thousands of the generated upstream typhoon wind speeds and profiles to

cover a certain range of mean wind speeds at a reference height and a certain range of power law

exponents used in the power law wind profile. In this regard, all the upstream typhoon wind

speed profiles obtained in Section 13.8.2 are fitted by power law profiles, for the sake of simplifi-

cation, by taking the 10m height as a reference height. As a result, a series of mean wind speeds

v10 at the 10m height and a series of power law exponents a can be determined from all the

upstream typhoon wind speed profiles.

By assuming that the power law exponents a in a given wind direction complies with a normal distri-

bution, the range of a with a confidence level of 0.95 for all the upstream typhoon wind profiles in the

given wind direction can be determined. Listed in Table 13.3 are the mean value, standard deviation and

confidence range of a in each wind direction. It can be seen that the mean value of power law exponent

varies significantly with direction. The variation of standard deviation of the power law exponent is

relatively small. Based on the mean wind speeds at the 10m height and the power law exponents in

Table 13.3, the representative upstream typhoon wind speeds and profiles in different wind directions

are determined and are shown in Table 13.4.

By taking a representative upstream typhoon wind speed and profile as an inlet to the topographic

model, the CFD simulation can be performed. The representative typhoon wind speed and profile at the

site surrounded by the complex terrain is obtained. For example, by taking representative upstream

Figure 13.24 Mesh grid of topographic model.
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typhoon wind speeds and profiles in the N direction with 10m high wind speeds v10 of 10m/sec,

30m/sec, 50m/sec and the power law exponent a of 0.22, the representative typhoon wind speeds pro-

files at the bridge site are obtained from the CFD simulation and are shown in Figure 13.25. Repeating

the procedure for all the wind directions, a complete assembly of the representative upstream and site

typhoon wind speeds and profiles are obtained and are subsequently used as input and output data to

train an ANN model for predicting directional design typhoon wind speeds and profiles for the site.

Table 13.3 Statistical results of power law exponent a for upstream typhoon wind profiles

Sector Mean

value

Standard

deviation

Confidence

range

Sector Mean

value

Standard

deviation

Confidence

range

N 0.142 0.039 [0.07 0.22] S 0.114 0.039 [0.04 0.19]

NNE 0.149 0.040 [0.07 0.23] SSW 0.129 0.039 [0.05 0.21]

NE 0.149 0.038 [0.07 0.22] SW 0.098 0.032 [0.04 0.16]

ENE 0.154 0.045 [0.07 0.24] WSW 0.071 0.027 [0.02 0.12]

E 0.217 0.048 [0.12 0.31] W 0.075 0.026 [0.02 0.13]

ESE 0.218 0.059 [0.10 0.33] WNW 0.084 0.026 [0.03 0.13]

SE 0.161 0.054 [0.06 0.27] NW 0.107 0.036 [0.04 0.18]

SSE 0.134 0.052 [0.03 0.24] NNW 0.128 0.036 [0.06 0.20]

Table 13.4 Representative directional upstream typhoon wind speeds and profiles

Sector Power law exponent a Wind speed (m/sec) Sector Power law exponent a Wind speed (m/sec)

N 0.07,0.16,0.22 10,30,50 S 0.04,0.12,0.19 10,30,50

NNE 0.07,0.16,0.23 10,30,50 SSW 0.05,0.12,0.21 10,30,50

NE 0.07,0.16,0.22 10,30,50 SW 0.04,0.12,0.16 10,30,50

ENE 0.12,0.16,0.24 10,30,50 WSW 0.02,0.08,0.13 10,30,50

E 0.12,0.22,0.31 10,30,50 W 0.02,0.08,0.13 10,30,50

ESE 0.10,0.22,0.33 10,30,50 WNW 0.03,0.08,0.13 10,30,50

SE 0.06,0.16,0.27 10,30,50 NW 0.04,0.12,0.18 10,30,50

SSE 0.03,0.16,0.24 10,30,50 NNW 0.06,0.12,0.20 10,30,50
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Figure 13.25 Representative wind profiles at bridge site from CFD simulation (N direction).
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13.8.4 Establishment of ANN Model

The architecture of the ANN model used in this case study is shown in Figure 13.26 with the input and

output variables. It consists of an input layer, a hidden layer and an output layer. The input variables for

the ANN model are the directional upstream typhoon wind speeds v(z) at a series of heights z above the

upstream ground, as well as wind direction u(z). The output parameters for the ANN model are wind

speeds v0(z) and wind directions u0(z) at a series of heights z above the bridge site.
To train the ANN model, directional upstream and site typhoon wind speeds and profiles are selected

pair by pair. Each is normalized by its maximum value so that they vary between 0 and 1. The normal-

ized pairs are used as input and output parameters to train the ANN model. By trial and error, the

neuron numbers in the hidden layer are set as 25. The learning rate parameter is kept constant with

0.001. The maximum training iterative step is set at 2000. The training of the network is carried out

until the its root mean square error is smaller than 0.0001. Figure 13.27 shows the comparative results

Figure 13.26 Architecture of ANN model used in case study.

Figure 13.27 Comparison of wind speeds from CFD and ANN.
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of wind speeds from both the CFD simulation and the trained ANN model. The results show that the

mean difference of wind speeds is about 6%.

After the ANN model is trained, it needs to be checked by using a few new sets of data which are not

used in the training. For this task, the upstream typhoon wind speeds and profiles in the ENE direction

with a reference wind speed of 30m/sec and a power law exponent of 0.22, and in the E direction with a

reference wind speed of 30m/sec and a power law exponent of 0.30, are used to confirm the accuracy of

the ANN model for predicting typhoon wind speeds and profiles at the bridge site. The comparative

results from the trained ANN model and the CFD simulation are shown in Figure 13.28 for the ENE

direction and in Figure 13.29 for the E direction.

The results show that the mean difference in wind speeds is about 9% and 8% in the ENE direction

and the E direction, respectively. It can be concluded that the trained ANN model can be used effec-

tively to predict typhoon wind speed profiles at the bridge site.
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Figure 13.28 Comparison of wind profiles from CFD simulation and trained ANN model (ENE direction).
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Figure 13.29 Comparison of wind profiles from CFD simulation and trained ANN model (E direction).
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13.8.5 Directional Design Wind Speeds and Wind Profiles

Using the trained ANN model, the directional typhoon wind speeds and profiles at the bridge site are

predicted on the basis of the directional upstream typhoon wind speeds and profiles obtained by gener-

ating 3000 typhoons for the bridge site. Taking 10m as the reference height, series of annual maximum

wind speeds at 10m high in each of 36 direction sectors are obtained based on the Poisson distribution

of annual occurrence rate of typhoons. Then, by using the Type I extreme distribution, the directional

design wind speed of a 50-year return period is determined for the bridge site in each of 36 directional

sectors, and the results are shown in Figure 13.30 and Table 13.5.

Figure 13.30 Directional design wind speeds at bridge site at 10m high.

Table 13.5 Directional design wind speeds at bridge site at 10m high

True azimuth

(degrees)

Wind speed

(m/sec)

True azimuth

(degrees)

Wind speed

(m/sec)

True azimuth

(degrees)

Wind speed

(m/sec)

0 22.8 120 33.7 240 34.4

10 22.5 130 33.9 250 34.3

20 24.8 140 35.4 260 36.4

30 22.2 150 39.1 270 37.1

40 29.9 160 38.9 280 35.7

50 31.8 170 38.4 290 36.6

60 28.9 180 36.9 300 37.3

70 28.4 190 35.9 310 31.2

80 32.8 200 35.9 320 33.1

90 31.4 210 35.6 330 34.6

100 31.8 220 35.4 340 36.9

110 33.0 230 34.4 350 35.4
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It can be seen that the minimum design wind speed of about 23m/sec at the 10m height occurs

mainly from the N direction to the ENE direction, due to the mountains. The maximum design wind

speed comes from the S direction at about 38m/sec, due to open sea. By averaging all the mean wind

speed profiles for a given wind direction, the directional averaged mean wind profile at the bridge site

surrounded by the complex terrain can be obtained as the directional design wind speed profile. The

results are shown in Figure 13.31, and they clearly indicate that the design wind speed profile varies

with wind direction due to the topographic effects.

The comparisons of the design wind speed profiles in the 40�, 180� and 270� directions at the bridge
site, with the corresponding averaged upstream mean wind profiles in the same direction, are shown in

Figure 13.32.

It can be seen that the effects of the complex terrain on the wind speed profile is very significant in

the 40� direction, due to the shielding effects of the upstream mountains over 500m height in this

direction. When wind blows from the 180� direction, it is over open sea and there is a little speed-up

effect generated by Hong Kong Island or Lantau Island. As a result, the design wind speed profile at the

bridge site is similar to the averaged upstream mean wind profile in this direction.

When wind blows from the 270� direction, there is a relatively large speed-up effect caused by

mountains in the west-east direction and Lantau Island. The design wind speed profile produces rela-

tively larger mean wind speeds than the averaged upstream mean wind profile in this direction. In sum-

mary, the effects of the complex terrain around the Stonecutters bridge site on the design wind speed

profile vary with direction and are significant in some wind directions.
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Figure 13.31 Directional design wind speed profiles at bridge site.
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13.9 Notations

A Decay constant

B Holland’s radial pressure profile parameter

C Translation velocity of the typhoon

cp Heat capacity at constant pressure

cv Heat capacity at constant volume

Cd Drag coefficient

dmin Minimum of closest distance

F Coriolis parameter

F Friction force

Fh Friction forces in the horizontal direction

Fv Friction forces in the vertical direction

G Gravitational constant

J Adiabatic heat source

K Unit vector in the z-direction

kh Unit vector in horizontal plane

km Vertical coefficient of eddy viscosity

P Atmospheric pressure

p0 Pressure at zero plane

pc0 Central pressure of a typhoon at zero plane

pm0 Ambient pressure at zero plane

R Radial distance from the typhoon center

R Ideal gas constant

r0 A large radial distance near the edge of area affected by the typhoon

rm Radius to maximum winds

T Temperature

vg Friction free wind velocity

vh Wind velocity in the horizontal plane

vrg Radial wind speed

vs Horizontal wind velocity on the ground surface

vug Tangential wind speed

Vmax Maximum wind speed

Vr Wind speed at distance r

z0 Surface roughness length

zs Height of the lower boundary

zt Height of the wind model top

a 1/r

b Typhoon translation direction

Q Potential temperature; approach angle

ur Angle between the typhoon translation direction and the vector from the center of pressure field

to the site of interest

L Annual occurrence rate

P Air density

Dp Central pressure difference

Dp0 Central pressure difference at zero plane

Dp0n Central pressure difference at zero plane at the time when the typhoon makes landfallQ
Exner function
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14

Reliability Analysis
of Wind-Excited Bridges

14.1 Preview

The reliability analysis of a wind-excited long-span cable-supported bridge aims to predict the proba-

bility that the bridge will fulfill its prescribed functions under the action of stochastic wind loading

within the stipulated time period. The fulfillment of the prescribed functions of a wind-excited bridge

must ensure that the bridge keeps its serviceability, durability, stability and safety within its design life.

Therefore, the reliability analysis should find either the reliability index or the failure probability of the

bridge subject to aerostatic instability, buffeting, vortex shedding, flutter, galloping and rain-wind-

induced vibration.

The occurrence probability of rain-wind-induced stay cable vibration has been investigated in

Chapter 5, while the buffeting reliability analysis of long-span cable-supported bridges under

non-stationary winds will be carried out in Chapter 15. This chapter therefore first provides a

brief introduction to the fundamentals of reliability analysis, then it focuses on the reliability

analysis of the bridge subject to aerostatic instability, flutter, buffeting and vortex shedding

induced by stationary winds. The fatigue reliability analysis of long-span bridges under combined

railway, highway and wind loadings is finally analyzed by two approaches based on Miner’s rule

and continuum damage mechanics (CDM) respectively. Since there are many challenging issues

to be solved with respect to the reliability analysis and performance-based design of wind-excited

bridges, readers should take this chapter as an elementary introduction.

14.2 Fundamentals of Reliability Analysis

14.2.1 Limit-States

Reliability is the probability that a system will perform its function over a specified period of time and

under specified service conditions [1]. For a wind-excited bridge, this function is assessed mainly in

terms of its wind-induced response, which involves many uncertainties that come from random wind

loads, boundary conditions, physical properties, modeling, analytical methods and others.

The bridge response is considered satisfactory when the requirements imposed on the bridge’s per-

formance are met within an acceptable degree of certainty. Each of these requirements is termed as a

limit-state. The reliability analysis is concerned with the calculation and prediction of the probability of
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limit-state violations at any stage during the life of a bridge. For most structures, the limit-state can be

divided into two categories:

(a) ultimate limit-states (ULSs) that are related to a collapse of part or all of the structure; and

(b) serviceability limit-states (SLSs) that are related to disruption of the normal use of the structures.

Examples of the most common ultimate limit-states are instability, fatigue, and collapse, with a rela-

tively low probability of occurrence. Examples of serviceability limit-states are excessive deflection

and excessive vibration, with a relatively high probability of occurrence.

Generally, the limit-state indicates the margin of safety between the resistance and the load of a

structure. The limit-state function, g(X), and the probability of failure, Pf, can be defined as:

g Xð Þ ¼ R Xð Þ � S Xð Þ ð14:1Þ

Pf ¼ gðXÞ < 0½ � ð14:2Þ

where R is the resistance and S is the loading of the structure.

Both R(X) and S(X) are functions of random variables X¼ {x1, x2, . . . , xn}
T. The notation g(X)< 0

denotes the failure region. Likewise, g(X)¼ 0 and g(X)> 0 indicate the failure surface and safe region,

respectively. Clearly, the reliability Pr (¼1�Pf) means the probability of success which is equal to one

minus the probability of failure Pf. The mean and standard deviation of the limit-state, g(X), can be

determined from the elementary definition of the mean and variance. The mean of g(X) is:

mg ¼ mR � mS ð14:3Þ

where mR and ms are the means of R and S, respectively.

The standard deviation of g(X) is:

sg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
R þ s2

S � 2rRSsRsS

q
ð14:4Þ

where:

rRS is the correlation coefficient between R and S;

sR and sS are the standard deviations of R and S, respectively.

If the resistance and the loading are uncorrelated (rRS¼ 0), the standard deviation becomes:

sg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
R þ s2

S

q
ð14:5Þ

The safety index or reliability index, b, is defined as:

b ¼ mg

sg

ð14:6Þ

The safety index indicates the distance of the mean margin of safety from g(X)¼ 0. Figure 14.1

shows a geometrical illustration of the safety index in a one-dimensional case.
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The shaded area of Figure 14.1 identifies the probability of failure. If the probability density function

of the limit-state function is a normal (Gaussian) distribution, the relationship between the safety index

and the probability of failure can be expressed as:

Pf ¼ 1�FðbÞ ¼ Fð�bÞ ¼ 1� Pr ð14:7Þ

where F(b) is the normal cumulative distribution function.

14.2.2 First-Order Second Moment (FOSM) Method

The Taylor series expansion is often used to linearize the limit-state g(X)¼ 0. If the first-order Taylor

series expansion is used to estimate reliability, this method is referred to as the first-order second

moment (FOSM) method. The FOSM method is also called the mean value FOSM (MVFOSM)

because it is a point expansion method at the mean point, the second moment is the highest-order statis-

tical result used in the analysis and higher moments, which might describe skew and flatness of the

distribution, are ignored. Assuming that the variables X are statistically independent, the approximate

limit-state function at the mean is written as:

~g Xð Þ ¼ g mXð Þ þ rg mXð ÞT Xi � mXi

� � ð14:8Þ
where:

mX ¼ mx1 ;mx2 ; . . .mxn

� �T
;

rg mXð ÞT is the gradient of g evaluated at mX.

rg mXð ÞT ¼ rg mXð Þ
@x1

;
rg mXð Þ
@x2

; � � � ;rg mXð Þ
@xn

� �
ð14:9aÞ

ðXi � mXi
Þ ¼ X1 � mxi ; X2 � mx2 ; . . . ; Xn � mxn

� �T ð14:9bÞ

The mean value of the approximate limit-state function ~g Xð Þ is:

m~g ¼ E g mXð Þ½ � ¼ g mXð Þ ð14:10Þ

Failure region
(g<0)

Safe region
(g>0)

f (g)

μg

g

βσg

0

Φ (β)

Figure 14.1 Probability density for limit-state.
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The standard deviation of the approximate limit-state function is:

s~g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var ~g Xð Þ½ �

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rg mXð ÞT	 
2

Var Xð Þ
q

¼
Xn
i¼1

@g mXð Þ
@xi

� �2

s2
xi

" #
ð14:11Þ

The reliability index b is computed as:

b ¼ m~g

s~g
ð14:12Þ

Equation 14.12 is the same as Equation 14.6 with Equation 14.5 if the limit-state function is linear. If

the limit-state function is non-linear, the approximate limit-state surface g(X)¼ 0 is obtained by linea-

rizing the original limit-state function at the mean value point. Therefore, this method is called the

mean-value method, and the b given in Equation 14.12 is called a MVFOSM reliability index.

Although the implementation of FOSM or MVFOSM is simple, it has been shown that the accuracy

is not acceptable for low probability of failure (Pf< 10�5) or for highly non-linear responses [2]. The

safety index approach to reliability analysis is actually a mathematical optimization problem for finding

the point on the structural response surface (limit-state approximation) that has the shortest distance

from the origin to the surface in the standard normal space. Hasofer and Lind [3] provided a geographic

interpretation of the safety index and improved the FOSM method by introducing the Hasofer and Lind

(HL) transformation.

14.2.3 Hasofer and Lind (HL) Method

The improvement of the HL method, compared with the MVFOSM, comes from changing the expan-

sion point from the mean value point to the most probable point (MPP). Searching for the MPP on the

limit-state surface is a key step in the method. Figure 14.1 shows how the reliability index could be

interpreted as the measure of the distance from the origin to the failure surface. In the one-dimensional

case, the standard deviation of the safety margin was conveniently used as the scale. To obtain a similar

scale in the case of multiple variables, Hasofer and Lind [3] proposed a linear mapping of the basic

variables into a set of normalized and independent variables, ui.

Consider the fundamental case with the independent variables of resistance, R, and loading, S, which

are both normally distributed. First, Hasofer and Lind introduced the standard normalized random vari-

ables:

R̂ ¼ R� mR

sR

; Ŝ ¼ S� mS

sS

ð14:13Þ

where:

mR and ms are the mean values of random variables R and S, respectively;

sR and ss are the standard deviations of R and S, respectively.

Next, transform the limit-state surface g(R, S)¼R� S¼ 0 in the original (R, S) coordinate system

into the limit-state surface in the standard normalized (R̂, Ŝ) coordinate system. Here, the shortest dis-

tance from the origin in the (R̂, Ŝ) coordinate system to the failure surface ĝ (R̂, Ŝ)¼ 0 is equal to the

safety-index, b ¼ ÔP� ¼ mR � mSð Þ= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2
R þ s2

S

p
, as shown in Figure 14.2. The point P� R̂

�
; Ŝ

�
 �
on

ĝ R̂; Ŝ
� � ¼ 0, which corresponds to this shortest distance, is often referred to as the MPP.
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Mathematically, the safety-index b, the shortest distance from the origin to the failure surface

g(U)¼ 0, can be expressed as:

b ¼ min UTU
� �

U2g Uð Þ¼0

1

2 ð14:14Þ

The above safety-index is called the Hasofer and Lind (HL) safety-index, bHL. The values of safety

indices given in Equations 14.12 and 14.14 are the same when the failure surface is a hyperplane. The

value of bHL is the same for the true failure surface as well as for the approximate tangent hyperplane at

the design point.

Equation 14.14 shows that safety-index, b, is the solution of a constrained optimization problem in

the standard normal space:

Minimize : b ¼ UTU
� �1

2 ð14:15aÞ

subject to:

g Uð Þ ¼ 0 ð14:15bÞ

There are many algorithms that can solve this problem, such as mathematical optimization schemes

or other iteration algorithms. The HL iteration method proposed by Hasofer and Lind [3] is introduced

here. Assume that the limit-state surface with n-dimensional normally distributed and independent ran-

dom variables X is:

g Xð Þ ¼ g x1; x2; � � � ; xnf gT� � ¼ 0 ð14:16Þ

R̂R

μR

βσR

S

Ŝ

O

Ô
−

μs

σs
−

P*

Failure region (g<0)

g=0

Safe region (g>0)

Figure 14.2 Geometrical illustration of safety-index.
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This limit-state function can be linear or non-linear. Transform the variables into their standardized

forms:

ui ¼ xi � mxi

sxi

ð14:17Þ

where mxi and sxi represent the mean and the standard deviation of xi, respectively. The limit-state

function is transformed into:

g Xð Þ ¼ g sx1u1 þ mx1 ; sx2u2 þ mx2 ; � � � ; sxnun þ mxn

� �T
 �
ð14:18Þ

The normal vector from the origin Ô to the limit-state surface g(U) generates an intersection point

P�, as shown in Figure 14.2. The distance from the origin to the MPP is the safety-index b. The first-

order Taylor series of expansion of g(U) at the MPP, U�, is:

~g Uð Þ � g U�ð Þ þ
Xn
i¼1

@g U�ð Þ
@Ui

ui � u�i
� � ð14:19Þ

where n denotes the iteration number of the recursive algorithm. From Equation 14.17, we have:

@g Uð Þ
@ui

¼ @g Xð Þ
@xi

sxi ð14:20Þ

The shortest distance from the origin to the above approximate failure surface given in Equation

14.19 is:

ÔP� ¼ b ¼
g U�ð Þ �Pn

i¼1

@g U�ð Þ
@xi

sxi u
�
iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1

@g U�ð Þ
@xi

sxi

� �2
s ð14:21Þ

The direction cosine of the unit outward normal vector is given as:

cos uxi ¼ cos uui ¼ �
@g U�ð Þ
@ui

rg U�ð Þj j ¼ �
@g X�ð Þ
@xi

sxi

Pn
i¼1

@g X�ð Þ
@xi

sxi

� �2
" #1=2 ¼ ai ð14:22Þ

where ai expresses the relative effect of the corresponding random variable on the total variation. Thus

it is called the sensitivity factor. The coordinates of the point P� are computed as:

u�i ¼
x�i � mxi

sxi

¼ ÔP�cos uxi ¼ b cos uxi ð14:23Þ

The coordinates corresponding to P� in the original space are:

x�i ¼ mxi þ bsxicos uxi i ¼ 1; 2; � � � ; nð Þ ð14:24Þ
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Since P� is a point on the limit-state surface,

g x�1; x
�
2; � � � ; x�n

� �T
 �
¼ 0 ð14:25Þ

The main steps of the HL iteration method can be summarized as follows:

(a) Define the appropriate limit-state function of Equation 14.16.

(b) Set the mean value point as an initial design point and compute the gradients of the limit-state

function at this point.

(c) Compute the initial b using the mean-value method, b ¼ m~g=s~g and its direction cosine.

(d) Compute a new design point using Equations 14.23 and 14.24, function value and gradients at this

new design point.

(e) Compute the safety-index b using Equation 14.21 and the direction cosine or sensitivity factor

from Equation 14.22.

(f) Repeat steps (d) to (f) until the estimate of b converges.

(g) Compute the coordinates of the design point or most probable failure point (MPP).

It can be seen from Equations 14.12 and 14.21 that the difference between the MVFOSM method

and the HL method is that the HL method approximates the limit-state function using the first-order

Taylor expansion at the design point instead of the mean value point. Also, the MVFOSM method does

not require iterations, while the HL method needs several iterations to converge for non-linear

problems.

Different approximate response surfaces correspond to different methods for failure probability cal-

culations. If the response surface is approached by a first-order approximation at the MPP, the method

is called the first-order reliability method (FORM); if the response surface is approached by a second-

order approximation at the MPP, the method is called the second-order reliability method (SORM).

Historically, the HL transformation method is often referred to as FORM. The HL method usually pro-

vides better results than the mean-value method for non-linear problems, but there is no guarantee that

the HL algorithm converges in all situations. Furthermore, the MVFOSM and HL methods only con-

sider normally distributed random variables, so cannot be used for non-Gaussian random variables.

For non-Gaussian random variables, the Hasofer Lind-Rackwitz Fiessler (HL-RF) method can be

used, which is actually based on the transformation of non-Gaussian variables into equivalent normal

variables [4]. The HL method or FORM usually works well when the limit-state surface has only one

minimal distance point and the function is nearly linear in the neighborhood of the design point. How-

ever, if the failure surface has large curvatures (high non-linearity), the failure probability estimated by

FORM using the safety index may give unreasonable and inaccurate results. To resolve this problem,

the second-order reliability method (SORM) can be considered [5,6].

14.2.4 Monte Carlo Simulation (MCS) and Response Surface Method (RSM)

In structural reliability analysis, the Monte Carlo Simulation (MCS) is the only known technique to

estimate the probability of failure, Pf accurately, regardless of the complexity of the structure or the

limit-state [7]. The sampling set of the corresponding random variables are first generated according to

the probability density functions. The mathematical model of limit-station function g(X) is then set,

which can determine failures for the drawing samples of the random variables. After conducting simu-

lations using the generated sampling set, the probabilistic characteristics of the response of the structure

can be obtained. If g(X) is violated, the structure or structural element has “failed.”

The trial is repeated many times to guarantee convergence of the statistical results. If N trials are

conducted, the probability of failure is given approximately by Pf¼Nf /N, where Nf is the number of
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trials for which g(X) is violated out of the N experiments conducted [1]. MCS becomes computationally

intensive for the reliability analysis of complex structures with low failure probabilities, and the tech-

nique can be infeasible when the analysis requires a large number of computationally intensive simula-

tions. In such cases, the first-order reliability method (FORM) and the second-order reliability method

(SORM) are also difficult to apply, since the true limit-state usually cannot be easily expressed

explicitly.

The response surface method (RSM) is another technique which can provide an efficient and accu-

rate estimation of structural reliability, regardless of the complexity of the failure process [8]. The RSM

approximates the true limit-state function, using simple and explicit mathematical functions (typically

quadratic polynomials) of the random variables involved in the limit-state function. By fitting the

response surface to a number of designated sample points of the true limit-state, an approximated

limit-state function is constructed. As this function is explicit, FORM or SORM can then be applied to

estimate the probability of failure directly.

14.2.5 Threshold Crossing

The above subsections concern time-invariant structural failures. When a stable structure is subject to

random dynamic excitation, it may fail upon the occurrence of one of the following two events [9]:

(a) First-passage failure: the dynamic response X(t) at a critical point of a structure reaches, for the

first time, either an upper bound level or a lower bound level (threshold).

(b) Fatigue failure: failure occurs when the accumulated damage as X(t) fluctuates reaches its thresh-

old value.

For the study of both types of failure, it is useful to obtain the probabilistic characteristics of the

following two items:

(a) within a given time interval the number of times that the random process X(t) crossed a certain

threshold; and

(b) within a given time interval the number of peaks in X(t) which are above (or below) a certain level.

The studies of items (a) and (b) are known as the threshold crossings and the peak distribution.

For a stochastic process X(t), the time of passing a given level within a given time interval is a

random variable.

Figure 14.3 shows a sample function of a stochastic process and the situations that the sample time

process passes the level x(t)¼ a (a> 0) with a positive and negative slope (upward and downward

passage, respectively) [10]. The probability distribution density of this random variable per unit time is

called the rate of passage (or threshold crossings) and is designated as N(t). The condition that the

stochastic process passes the threshold with a positive slope in the time interval (t, tþ dt) can be

expressed by:

xðtÞ < a
xðtþ dtÞ > a

�
ð14:26Þ

Considering that xðtþ dtÞ ¼ xðtÞ þ _xðtÞdt, the condition can be rewritten as:

xðtÞ < a
_xðtÞdt > a� xðtÞ

�
ð14:27Þ
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Assuming that the joint probabilistic density function (PDF) of X(t) and _XðtÞ is f X _Xðx; _x; tÞ, the prob-
ability that passages happen in the time interval (t, tþ dt) is:

Nþða; tÞdt ¼
Z 1

0

Z a

a� _xdt

f X _Xðx; _x; tÞdxd _x ð14:28Þ

Since the upper and lower limits of the integration of the second integral differ by an infinitesimal

quantity, _xdx, we can use the mean value theorem to set:

Z a

a� _xdt

f X _Xðx; _x; tÞdx ¼ _xdt � f X _Xða; _x; tÞ ð14:29Þ

Substituting Equation 14.29 into 14.28 and cancelling dt from both sides yields:

Nþða; tÞ ¼
Z 1

0

_xf X _Xða; _x; tÞd _x ð14:30Þ

This is the rate of threshold crossings at time instant t with a positive slope. Similarly, the rate of

threshold crossings of the level x(t)¼�a at time instant t with a negative slope can be found as:

N�ð�a; tÞ ¼
Z 0

�1
_xj j f X _Xð�a; _x; tÞd _x ð14:31Þ

The rate of crossings of both the upper and lower levels at time instant t can be finally written as:

Nða; tÞ ¼
Z 1

�1
_xj j f X _Xða; _x; tÞd _x ð14:32Þ

This result is known as Rice’s formula [11]. For a stationary random process X(t), f X _Xðx; _x; tÞ ¼
f X _Xðx; _xÞ and Equation 14.32 reduces to:

NðaÞ ¼
Z 1

�1
_xj j f X _Xða; _xÞd _x ð14:33Þ

down-crossing
a

t

x(t)

up-crossing

Figure 14.3 Threshold crossings in a sample function of a random process.
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For a zero-mean stationary Gaussian stochastic process, we have:

NþðaÞ ¼ N�ð�aÞ ¼ 1

2p

s _x

sx

exp � a2

2s2
x

� �
ð14:34Þ

Nþð0Þ ¼ N�ð0Þ ¼ 1

2p

s _x

sx

ð14:35Þ

where:

sx and s _x are the standard deviation of X(t) and _XðtÞrespectively;
Nþ(0) and N�(0)are the expected rate of zero crossings with positive and negative slope respectively.

14.2.6 Peak Distribution

A peak in a sample function x(t) of a random process X(t) occurs at time t 2 ðt1; t1 þ dtÞ above the

level x(t)¼ a when:

(a) x(t)>a,

(b) _X tð Þ ¼ 0, and

(c) €X tð Þ < 0.

The expected number of peaks per unit time above the level x(t)¼ a can be derived as [12]:

Npða; tÞ ¼
Z 1

a

dx

Z 0

�1
€xj j f X _X €X x; 0; €x; tð Þd €x ð14:36Þ

The expected number of total peaks per unit time without any restriction on level, M tð Þ, is obtained
by letting a!�1:

MpðtÞ ¼ Npð�1; tÞ ¼
Z 1

�1
dx

Z 0

�1
€xj j f X _X €X x; 0; €x; tð Þd €x ð14:37Þ

Using the relative frequency definition of probability, the probability distribution function of the

peaks can be expressed as:

Fp a; tð Þ ¼ 1� Npða; tÞ
MpðtÞ ¼ 1� 1

MpðtÞ
Z 1

a

dx

Z 0

�1
€xj j f X _X €X x; 0; €x; tð Þd €x ð14:38Þ

Then the probability density function of the peaks is:

f p a; tð Þ ¼ @

@a
Fp a; tð Þ ¼ 1

MpðtÞ
Z 0

�1
€xj j f X _X €X a; 0; €x; tð Þd €x ð14:39Þ

For a stationary random process:

f p að Þ ¼ f p a; tð Þ ð14:40Þ
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If X(t) is a stationary normal random process with zero mean, we have:

f X _X €X x; 0; €xð Þ ¼ 1

2pð Þ2=3 Kj j1=2
exp � 1

2 Kj j s2
_xs

2
€xx

2 þ 2s4
_xx €x þ s2

xs
2
_x €x

2
� �� �

ð14:41Þ

where K is the covariance matrix given by:

K ¼
s2
x 0 �s2

_x

0 s2
_x 0

�s2
_x 0 s2

€x

2
664

3
775 ð14:42Þ

The probability density function of the peaks can be obtained by substituting Equations 14. 41 and

14. 42 into Equations 14.37 and 14.39:

f pðaÞ ¼
1� j2
� �1=2
2ps2

x

� �1=2 exp � a2

2s2
x 1� j2
� �

( )
þ ja

2s2
x

1þ erf
jaffiffiffiffiffiffiffiffi

2s2
x

p
1� j2
� �1=2

" #
exp � a2

2s2
x

� �( )

ð14:43aÞ

j ¼ Nþ 0ð Þ
Mp

¼ s2
_x

sxs €x
¼ l2ffiffiffiffiffiffiffiffiffiffi

l0l4
p ð14:43bÞ

Mp ¼ 1

2p

s2
€x

s2
_x

¼ 1

2p

l4

l2

� � 1=2ð Þ
ð14:43cÞ

where:

j is the ratio of the rate of zero crossings with positive slope to the expected number of total peaks per

unit time without any restriction on level;

lo ¼ s2
x; l2 ¼ s2

_x; l4 ¼ s2
€x ;

erf(�) is the error function defined by:

erfðyÞ ¼ 1ffiffiffiffiffiffi
2p

p
Z y

�y

exp � u2

2

� �
du ð14:44Þ

Obviously, 0< j< 1. The upper limit (j¼ 1) corresponds to a special case in which the expected

number of total peaks is equal to the rate of zero crossings with a positive slope. For this special case,

Equation 14.43a converges to the upper limit as:

f upðaÞ ¼
a

s2
x

exp � a2

2s2
x

� �� �
ð14:45Þ
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which is a Rayleigh distribution. On the other hand, when j is very small, which means that the

expected number of total peaks is much larger than the rate of zero crossings, Equation 14.43a

approaches to the lower limit as:

f lpðaÞ ¼
1

2ps2
x

� �1=2 exp � a2

2s2
x

� �
ð14:46Þ

which represents a Gaussian distribution.

14.3 Reliability Analysis of Aerostatic Instability

The aerostatic instability of long-span bridges has been discussed in Chapter 3, where uncertainties of

geometric parameters, material properties, force coefficients and other factors are not considered. Fur-

thermore, the critical wind speed for the aerostatic instability of a long-span bridge cannot be expressed

as an explicit function of random variables. The corresponding limited state function in the aerostatic

reliability analysis will be implicit functions of these random variables.

Su et al. [13] used a combination of the response surface method (RSM) and the Monte Carlo Simu-

lation method (MCS) to investigate aerostatic reliability of long-span bridges, in which non-linear

effects due to geometric non-linearity and deformation-dependent aerostatic loads are taken into con-

sideration, and the geometric parameters, material parameters and force coefficients of the bridge deck

are regarded as random variables. Their approach is implemented in the following steps:

(a) Construct a limit-state function for reliability analysis of aerostatic instability of a long-span

bridge.

g x1; x2; . . . ; xnð Þ ¼ R� S x1; x2; . . . ; xnð Þ ð14:47Þ

where:

R is the threshold value of critical wind velocity for aerostatic instability;

S is the critical wind velocity for aerostatic instability of a given bridge;

{x1, x2, . . . , xn} are random variables representing geometric parameters, material parameters

and force coefficients of the bridge deck, respectively.

(b) Find the design point P� by a two-level iteration: the outer loop iteration of the surface response

function and the inner loop iteration of the HL method. During the outer loop iteration, FE analy-

ses of aerostatic stability are used as numerical tests to determine the coefficients of the response

surface function.

(c) Generate a new response surface function using the design point P� obtained in step b) and the

mean value point Pm as two centers for numerical tests, and let it be the final form of the response

surface function.

(d) Calculate the failure probability regarding the aerostatic instability of the bridge by the MCS

method, based on the final response surface function obtained in step c).

It should be pointed out that, in this chapter, it is not intended to consider the overall reliability of a

long-span bridge under the action of wind loads. The reliability studied in this chapter for a wind-

excited bridge is event-dependent.

14.4 Flutter Reliability Analysis

The flutter instability of long-span cable-supported bridges has been discussed in Chapter 4, where all

structural and aerodynamic parameters are regarded as deterministic parameters. The probabilistic
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flutter analysis of long-span bridges has not been reported as adequately as in the case of determi-

nistic analysis of long-span bridges against flutter. Ostenfeld-Rosenthal et al. [14] presented the

reliability analysis of flutter response of cable-supported bridges by considering various uncertain-

ties involved in actual extreme wind speeds, conversion of results from model tests to prototype

structures, turbulence intensity, and structural damping. Ge et al. [15] used three approaches based

on the first-order reliability method (FORM) to study the failure probability of bridges due to flut-

ter. Pourzeynail and Datta [16] presented a reliability analysis of suspension bridges against flutter

failure using the fundamental theory of reliability. Prenninger et al. [17] investigated the reliability

of two types of long-span bridge structures – a suspension and a cable-stayed bridge under wind

loading.

In these studies, the limit-state function is explicitly expressed in terms of the random variables; the

uncertainties included in resistances and loads are simply considered in the function as continuous ran-

dom variables by introducing some assumptions. However, in practical applications, the flutter response

of long-span bridges is an implicit function of the random variables. Under such a condition, the first-

order reliability method and basic theory of reliability cannot be attempted.

Cheng et al. [18] proposed a flutter reliability analysis method through a combination of the advan-

tages of the response surface method (RSM), first-order reliability method (FORM), and the impor-

tance sampling updating method. The method is especially applicable for the reliability evaluation of

complex structures, of which the limit-state surfaces are not known explicitly. The procedure of their

proposed method is stated as:

(a) Determine the values of the random variables at the chosen sampling points.

(b) Conduct deterministic flutter analysis using these values of the random variables.

(c) Use the RSM to construct the approximate limit-state function.

(d) After the approximated limit-state function is determined, FORM with the Hasofer-Lind-Rack-

witz-Fiessler algorithm is applied to obtain the reliability index.

(e) Apply the importance sampling updating method to improve the obtained reliability index.

Cheng et al. [18] presented a case study in which the following limit-state function was used for

flutter reliability analysis of a long-span suspension bridge:

g Xð Þ ¼ Gu
�U � X12UcrðX1;X2; . . . ;X11Þ ð14:48Þ

where:

Gu is the gust speed factor;
�U is the basic wind speed;

X1, X2, . . . , X11 are the random variables representing elastic modulus, cross-sectional area, cross-

sectional moment of inertia, mass density, mass moment of inertia, model damping ratio and flutter

derivatives.

Gu and �U are also taken as random variables. Ucr is the critical flutter wind speed calculated by the

method provided in Chapter 4, but using the generated values from the set of the random variables.

A second-order polynomial without cross-terms was used to approximate the aforementioned

implicit limit-state function when the RSM is used:

g_ðXÞ ¼ b0 þ
Xk
i¼1

biXi þ
Xk
i¼1

biiX
2
i ð14:49Þ
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where:

g_ðXÞ is the approximate limit-state function;

Xi (i¼ 1,2, . . . , k) is the ith random variable;

k is the total number of random variables;

b0, bi, bii are the coefficients to be determined by fitting the response surface to a number of designated

sample points of the true limit-state and then solving a set of simultaneous equations.

14.5 Buffeting Reliability Analysis

The buffeting response analysis of a long-span cable-supported bridge has been addressed in Chapter 4.

The failure of the bridge due to buffeting can be either first-passage failure or fatigue failure. In first-

passage failure, which will be discussed in this subsection, the buffeting response X(t) at a critical point

in a bridge structure reaches, for the first time, either an upper bound level or a lower bound level. In the

fatigue failure, which will be discussed in subsequent sections, failure occurs when the accumulated

damage as X(t) fluctuates reaches its limit value.

14.5.1 Failure Model by First Passage

In consideration that the total buffeting response is the sum of the mean wind response and the fluctuat-

ing wind response, the upper bound level, U, and the lower bound level, L, which will be reached for

the first time by the fluctuating buffeting response at a critical point in a bridge structure, can be

expressed in terms of the resistance R and the mean response �X[19]:

U ¼ R� �X ð14:50aÞ

L ¼ Rþ �X ð14:50bÞ

The mean response here is caused by dead load, superimposed dead load and static wind load. If the

resistance R and the mean response �Xare regarded as deterministic parameters, the upper and lower

bound levels are also deterministic. If the resistance and the mean response are regarded as random

variables, the upper and lower bound levels are random bound levels.

In this chapter, the bound levels are regarded as deterministic values. When both the upper and lower

bound levels are taken into consideration in buffeting reliability analysis, the safety range can be

expressed as �L�X(t)�U and the dynamic reliability with the double-sided boundary condition

within the time period T can be defined as:

PrðU;�L; TÞ ¼ Pfmax xðtÞ � U \min xðtÞ 	 �L; 0 < t � Tg ¼ 1� Pf ðU;�L; TÞ ð14:51Þ

where Pf(U, � L,T) is the probability of the time that the maximum or minimum response reaches the

respective bound level for the first time, i.e. the failure probability of the double-sided boundary prob-

lem. In bridge wind engineering, this often considers only the fluctuating buffeting response in reliabil-

ity analysis, and the mean buffeting response is considered separately. Thus, the upper and lower bound

levels are the same (U¼�L) and it is called the symmetry boundary condition. The dynamic reliability

can be defined in terms of the absolute maximum response Zm ¼ max xðtÞj j.

PrðU; TÞ ¼ PfZm � U; 0 < t � Tg ¼ 1� Pf ðU; TÞ ð14:52Þ

It means that the dynamic reliability Pr(U,T) of the bridge within the time period T is the probability

that the absolute maximum response is not greater than the bound level U. In other words, the dynamic
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failure probability Pf(U,T)of the bridge is the probability of time that the absolute maximum response

reaches the bound level for the first time within the time period.

14.5.2 Reliability Analysis based on Threshold Crossings

The first passage problem in random vibration has been studied for more than 65 years since it was first

formulated by Rice [11]. Over the years, many researchers have addressed the first passage theory with

various applications. Some of the important contributions include works by Lin [9], Crandall [20] and

Vanmarcke [21]. An earlier development of the theory was summarized by Vanmarcke [22]. Though an

exact theoretical solution still remains to be found, it is possible to introduce some reasonable assump-

tions to develop approximate approaches to solve the first-passage problems in structural engineering.

Two most representative approximate solution methods are the Poisson crossing method [23] and the

Markovian crossing method [21,24].

The Poisson crossing method for the first passage problem is based on two assumptions:

(a) in a tiny time interval, the positive (negative) crossing occurs at most once; and

(b) the times of crossings happening in different time intervals are independent.

As a result, the crossing process can be regarded as a Poisson process. The structural dynamic reli-

ability in the time interval (0,T) for the double-sided boundary problem can be obtained as follows [10]:

Pr U;�L; Tð Þ ¼ exp �
Z T

0

NþðU; tÞ þ N�ð�L; tÞ½ �dt
� �

¼ 1� Pf ðU;�L; TÞ ð14:53Þ

The fluctuating buffeting response of a long-span bridge is often regarded as a zero-mean sta-

tionary Gaussian stochastic process. The rate of crossings of both the upper and lower levels can

be expressed as:

NþðUÞ ¼ 1

2p

s _x

sx

exp � U2

2s2
x

� �
;N�ð�LÞ ¼ 1

2p

s _x

sx

exp � L2

2s2
x

� �
ð14:54Þ

where:

s2
x and s

2
_x are the variances of X(t) and

_XðtÞ, respectively;
�L and U are the lower and upper failure bounds of the bridge structure, respectively.

By substituting Equation 14.54 into Equation 14.53, the dynamic reliability of the bridge struc-

ture at the critical point within the time period T based on the Poisson crossing method can be

calculated by:

PP
r U;�L; Tð Þ ¼ exp � T

2p

s _x

sx

exp � U2

2s2
x

� �
þ exp � L2

2s2
x

� �� �
g ¼ 1� PP

f U;�L; Tð Þ
�

ð14:55Þ

For the symmetry boundary condition, Equation 14.55 reduces to:

PP
r U;�U; Tð Þ ¼ exp � T

p

s _x

sx

exp � U2

2s2
x

� �� �
g ¼ 1� PP

f U;�U; Tð Þ
�

ð14:56Þ
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Related studies demonstrate that, for stationary Gaussian structural responses, when the threshold

approaches an infinitely high value, the above method may give an accurate solution of the dynamic

reliability [25]. However, when the threshold is not so high, some errors occur in the results. In fact, for

narrow-band processes, the dynamic reliability computed by the Poisson crossing method tends to be low

(on the conservative side), because their crossing events are not independent but occur in cluster [21,25].

An improved estimate of the failure probability was thus proposed by Vanmarcke [21], considering

the envelope process as defined by Cramer and Leadbetter [26]. It is assumed that the next crossing

event is related to the present crossing event, whereas it is independent of past events. Therefore, the

crossing process is a Markov process and the method is called the Markovian crossing method. By

using this method, the dynamic reliability of a bridge structure at a critical location with a non-station-

ary Gaussian response and a symmetry boundary condition can be computed by:

PM
r U;�U; Tð Þ ¼ exp �

Z T

0

fðtÞdt
� �

¼ 1� PM
f ðU;�U; TÞ ð14:57Þ

in which:

fðtÞ ¼ 1

p

s _xðtÞ
sxðtÞ exp � U2

2s2
xðtÞ

� � 1� exp � ffiffiffiffiffiffiffiffiffiffiffiffiðp=2Þp
q1:2ðtÞ � U

sxðtÞ
� �

1� exp � U2

2s2
xðtÞ

� � ð14:58Þ

where q is the spectral bandwidth factor, defined as:

q ¼ 1� l22
l0l4

� �1=2

ð14:59Þ

For a stationary Gaussian response within the time period T and a symmetry boundary condition, the

dynamic reliability is given by:

PM
r ðU;�U; TÞ ¼ exp � T

p

s _x

sx

exp � U2

2s2
x

� � 1� exp � ffiffiffiffiffiffiffiffiffiffiffiffiðp=2Þp
q1:2 � U

sx

� �

1� exp � U2

2s2
x

� �
8>>><
>>>:

9>>>=
>>>;

¼ 1� PM
f ðU;�U; TÞ

ð14:60Þ

14.5.3 Reliability Analysis based on Peak Distribution

Another approximate method for calculating reliability or failure probability of a structure due to the

first passage is based on the probability distribution of structural response peaks. It is assumed that

there are a total of N response peaks Xm¼ {X1, X2, . . . , XN} within the time interval T and that these

peaks are independent. Zm¼max {Xm} is the largest peak. The probability that Zm does not exceed the

bound level U within the time period T is given by [24]:

PZm
ðU; TÞ ¼ Pprob Zm � U; 0 < t � Tf g ¼ PXm

U; Tð Þ½ �N ð14:61Þ

where PXm
U; Tð Þ is the probability distribution function of peaks Xm (m¼ 1,2, . . . , N).
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Clearly, the dynamic reliability of a bridge structure at a critical location within the time period T can

be estimated using the probability given by Equation 14.61:

PrðU; TÞ ¼ PZm
ðU; TÞ ¼ PXm

U; Tð Þ½ �N ¼ 1� Pf ðU; TÞ ð14:62Þ

As discussed in Section 14.2.6 for a zero-mean stationary Gaussian random process, the upper limit

of the probability density function of peaks is a Rayleigh distribution (Equation 14.45), whereas the

lower limit is a Gaussian distribution (Equation 14.46). The upper limit and the lower limit of the

probability distribution function of peaks can then be found as:

Pu
Xm
ðaÞ ¼

Z a

�1
f upðaÞda ¼

Z a

�1

a

s2
x

exp � a2

2s2
x

� �
da ¼ 1� exp � a2

2s2
x

� �
ð14:63Þ

Pl
Xm
ðaÞ ¼

Z a

�1
f lpðaÞda ¼

Z a

�1

1

2ps2
x

� �1=2 exp � a2

2s2
x

� �
da ¼ F

a

sx

� �
ð14:64Þ

where F(b) is the standard Gauss distribution function.

For a zero-mean stationary Gaussian random process with the symmetry boundary condition, the

upper limit and the lower limit of the dynamic reliability of the bridge structure at the critical point

within the time period T can be found as:

Pu
r U;�U; Tð Þ ¼ 1� exp � U2

2s2
x

� �� �N
¼ 1� Pu

f U;�U; Tð Þ ð14:65Þ

Pl
r U;�U; Tð Þ ¼ F

U

sx

� �� �N
¼ 1� Pl

f U;�U; Tð Þ ð14:66Þ

where the expected number N of peaks within the time period T can be calculated by:

N ¼ Nþ 0ð ÞT ¼ s _xT

2psx

ð14:67Þ

14.5.4 Notes on Buffeting Reliability Analysis

It is suggested in the literature [19] that both the upper and lower limits of the buffeting reliability based

on peak distribution should be calculated, and that the buffeting reliability based on threshold crossings

should also be calculated for both the Poisson distribution and the Markov distribution. Then, when 0� q

� 0.35, the random dynamic response is a narrow band process and the dynamic reliability of the bridge

structure with the symmetry boundary condition, PN
r ðU;�U; TÞ, should satisfy the following inequality:

Pu
r U;�U; Tð Þ < PN

r ðU;�U; TÞ < PM
r ðU;�U; TÞ ð14:68Þ

where:

Pu
r U;�U; Tð Þ is the dynamic reliability calculated based on the Rayleigh distribution;

PM
r ðU;�U; TÞ is the dynamic reliability calculated using the Markovian crossing method.
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When 0.35� q� 1, the random dynamic response is a broad band process, and the dynamic reliabil-

ity of the bridge structure with the symmetry boundary condition, PB
r ðU;�U; TÞ, should satisfy the

following inequality:

PP
r U;�U; Tð Þ < PB

r ðU;�U; TÞ < Pl
rðU;�U; TÞ ð14:69Þ

where:

PP
r U;�U; Tð Þ is the dynamic reliability calculated using the Poisson crossing method;

Pl
rðU;�U; TÞ is the dynamic reliability calculated based on the Gaussian distribution.

14.6 Reliability Analysis of Vortex-Induced Vibration

Vortex-induced forces and vortex-induced responses of a long-span bridge have been discussed in

Chapter 4. It has been recognized that considerable vibration amplitude may occur when the vortex-

shedding frequency is close to one of the natural frequencies of the bridge structure. In practice, aero-

dynamic measures or mechanical measures should be taken to eliminate vortex-induced vibration, but

sometimes this cannot be achieved. Vortex-induced response is of limited amplitude and does not cause

structural collapse, but it can result in relatively large displacements and discomfort to the drivers.

Moreover, vortex-induced vibration commonly occurs at low wind speeds, so that its occurrence proba-

bility is high, resulting in long-term fatigue damage.

For a vortex-induced discomfortability problem, the buffeting reliability analysis method described

in Section 14.5 can be applied in principle, in which vortex-induced responses are often narrow band.

For a vortex-induced fatigue problem, it is necessary to estimate the occurrence period of vortex-

induced vibration within the bridge’s design life [27]. In this connection, the joint probability distribu-

tion function of wind speed and direction must first be found for the designated bridge site. Wind tunnel

tests are then required to find out the occurrence ranges of wind speed and direction in which vortex-

induced vibration will occur. After the occurrence period is determined, the buffeting-induced fatigue

reliability analysis method, which will be introduced in the next subsection, can be applied in principle

to estimate the fatigue damage caused by vortex-induced vibration.

14.7 Fatigue Reliability Analysis based on Miner’s Rule for Tsing Ma Bridge

In the last few decades, many long-span suspension bridges have been built throughout the world. Some

of these bridges carry both trains and road vehicles and are located in wind-prone regions, and therefore

they are subjected to the long-term combined action of railway, highway and wind loading. For such

bridges, fatigue is one of the crucial structural safety issues with which bridge engineers are mostly

concerned.

Fatigue damage of steel bridge structures under traffic loading has been investigated by many

researchers [28,29], and fatigue analysis using Miner’s rule is a well-known approach for its evalu-

ation, in which the magnitude of cyclic stress ranges is the principal parameter. It has been found

that a small error in stress ranges could lead to a significant discrepancy in the estimation of struc-

tural service life. However, uncertainties arising from loads as well as structural modeling are

unavoidable, which may call the estimation of fatigue damage in question [30,31]. Furthermore,

very little of the literature discusses fatigue reliability of long-span suspension bridges under mul-

tiple types of random loading.

Recently-developed structural health monitoring (SHM) technology provides a better solution for

these problems. The SHM technology has been discussed and the comprehensive SHM system installed
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in the Tsing Ma suspension bridge in Hong Kong has been demonstrated in Chapter 9. Figure 14.4

illustrates the Tsing Ma suspension bridge and the locations of strain gauges and anemometers.

An engineering approach for dynamic stress analysis of long-span suspension bridges under multiple

types of dynamic loading has been presented and verified in Chapter 11 using the measurement data

acquired from the SHM system of the Tsing Ma Bridge [32,33]. These works make it possible to pro-

pose a framework in this section for the fatigue reliability analysis of long-span suspension bridges

under the long-term combined action of railway, highway and wind loading.

A limit-state function in terms of the daily sum of m-power stress ranges is first defined. Probabilistic

models of railway, highway, and wind loading are established, based on the measurement data acquired

from the SHM system of the Tsing Ma Bridge. The daily stochastic stress responses induced by the

multiple types of random loading are simulated at the fatigue-critical locations of the bridge deck by

using the finite element method and the Monte Carlo Simulation (MCS), together with the loading

probabilistic models established. The probability distribution of the daily sum of m-power stress ranges

is estimated, based on the daily stochastic stress responses. The probability distribution of the sum of

m-power stress ranges for a given time period is then evaluated in consideration of future traffic growth

patterns. Finally, the fatigue failure probabilities of the bridge at the fatigue-critical locations are calcu-

lated for different time periods.

Ma Wan Tsing Yi

300.0 1377.0455.0 
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(b) Locations of strain gauges and anemometers
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Figure 14.4 The Tsing Ma Bridge and locations of strain gauges and anemometers (from [52]) (Reproduced with

permission from Elsevier).
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14.7.1 Framework for Fatigue Reliability Analysis

This section sets out the framework for the fatigue reliability analysis of long suspension bridges under

railway, highway and wind loading [34]. Given the particularity of such bridges, some key issues need

to be considered. First, there are uncertainties in the different types of fatigue loading (railway, highway

and wind loading). Thus, probabilistic models must be established for each individual loading. Second,

as uncertainties exist in the random combination of the multiple loadings, it is necessary to calculate the

multiple load-induced stochastic stress responses. Finally, uncertainties also exist in the prediction of

future traffic loading, so future loadings and traffic growth trends are assumed to estimate the fatigue

damage accumulation in the period concerned.

The first step of the structural reliability analysis is to define a limit-state function which adequately

describes the relationship between the resistance and the applied load for a structural member. The

cumulative fatigue damage within the period concerned can be computed based on the British S-N

curves and Palmgren-Miner’s rule. The fatigue limit-state is defined as cumulative damage that is

greater than or equal to the damage accumulation index D, which is typically taken as one when the

deterministic method is adopted.

Distinct from the deterministic fatigue analysis, the randomness in both the fatigue loading and the

fatigue resistance are considered in the reliability analysis. D is a random variable in terms of resist-

ance, and it is assumed to be lognormal, with a mean value of 1.0 and a coefficient of variation (CoV)

of 0.3 for metallic materials [35]. The fatigue detail coefficient K is a random variable in terms of

resistance. It is also assumed to be lognormal, with a CoV of 0.3, and its mean value for different

fatigue detail classes can be obtained in British Standard [36]. Given that the uncertainty in bridge

models can be largely reduced by modeling the bridge details and model updating, it is not treated as a

random variable in this study.

Dynamic stress (or stress fluctuation) in a multi-load bridge is induced by the combined effects of

multiple loadings. Given that the multiple load-induced stress time history is a stochastic process, the

numbers of stress cycle at different stress range levels are random variables. In addition, urban passen-

ger trains often follow a regular timetable that is similar on different days, and highway traffic condi-

tions on certain days are also similar. Thus, the cycle of railway and highway traffic is close to one day.

As a result, the daily sum of m-power stress ranges Smr,j (j¼ 1, . . . , Nb, where Nb is the total number

of days in the period concerned), is treated as a random variable in terms of fatigue loading.

Taking these random variables into account, the limit-state function for fatigue reliability analysis is

defined as follows:

gðXÞ ¼ g K;D;
XNb

j¼1

Smr;j

 !
¼ D� 1

K

XNb

j¼1

Smr;j ð14:70Þ

Smr;j ¼
XN1

i¼1

ni sr;i

� �m þ 1

sr;0

� �2X
N2

i¼1

ni sr;i

� �mþ2 ð14:71Þ

where ni is the applied number of stress cycles at the stress range level sr,i, which is counted from the

multi-load-induced daily stochastic stress response time history using the rainflow counting method.

According to the two-slope S-N curves defined in British Standard [36], if the stress range level sr,i is

less than the fatigue limit sr,0, then it will be reduced in proportion. N1 and N2 are the number of stress

range levels above sr,i and below sr,0, respectively.

The object of the structural reliability analysis of a structural member or system is to estimate

its failure probability. The fatigue failure probability Pf can be evaluated and related to the
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reliability index using the following relationship:

Pf ¼ P gðXÞ < 0ð Þ ¼ F �bð Þ ð14:72Þ

The reliability index b is estimated based on the limit-state function using the FORM method. As the

variables D and K are not normally distributed, a simple approximate transformation method is applied

to transform the non-normal distribution into a normal distribution for use in the FORM method.

One of most commonly used recursive algorithms, the HL-RF method [37], is adopted to solve the

reliability index b.

Given that the limit-state function in Equation 14.72 is non-linear, several iterations are required to

obtain convergence to b. If convergence is not achieved after the first iteration, then the process is

repeated until bn�1 and bn in the step n� 1 and n satisfy the stopping criterion bn � bn�1j j=bn�1 � er,
where er¼ 0.001, used in this study.

The estimation of the probability distribution of
PNb

j¼1 Smr;j and its distribution parameters is the main

concern, and can be achieved through the following steps:

(a) Establish probabilistic models of the railway, highway and wind loads, based on the measured load

data.

(b) Generate the multiple load-induced daily stochastic stress responses at the fatigue-critical loca-

tions through the combination of the stress responses induced by the individual loadings generated

by the established probabilistic models.

(c) Estimate the probability distribution of Smr from the samples, which are computed from the gener-

ated daily stochastic stress responses.

(d) Estimate the probability distribution of
PNb

j¼1 Smr;j from the samples of Smr in the period concerned,

based on assumed future loadings and traffic growth patterns.

The establishment of probabilistic loading models is a critical step in describing the randomness in

railway, highway and wind loadings. Given that the loading conditions of a long suspension bridge can

be quite different from those of other bridges, the establishment of these models is case-dependent. The

Tsing Ma suspension bridge, which is located in a wind-prone region and carries both trains and road

vehicles, is taken as the case study here.

14.7.2 Probabilistic Model of Railway Loading

Information on the trains running across the Tsing Ma Bridge is converted from the typical strain data

recorded under the two rail tracks on the bridge. As the railway traffic in November 2005 is close to the

average traffic conditions, data on the trains in this month are adopted to build a database of railway

loading parameters. The main parameters include arrival instant, running speed, heading direction,

number of bogies (two wheel-sets in each bogie and two bogies in each vehicle), bogie weight and

bogie spacing.

The measured train data analysis indicates that some of the railway loading parameters can be con-

sidered as variables, whereas others can be regarded as constants. As almost all trains running across

the bridge since 2005 have been eight-car trains, trains are all assumed to have a configuration equiv-

alent to that of a standard eight-car train. The running speeds of the trains are assumed to be constant

and equal to the mean train speed recorded in the database. The weight distribution of the 16 bogie

loads in an eight-car train is also assumed to be the same for all trains.

The gross train weight (GTW) and train arrival time are treated as random variables. The random

nature of the GTW is mainly due to uncertainties in the number of passengers, whereas the random
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nature of the train arrival time is due to many reasons, such as variability in the running speed and

unexpected events. Given that most passing trains follow a scheduled timetable, except for the occa-

sional unexpected event leading to delay or cancellation, the scheduled arrival time of each train is

assumed to be a constant, and the difference between the actual and scheduled arrival times is assumed

to be a random variable. As a result, the actual arrival time of the ith train is the sum of the scheduled

arrival time and a random deviation.

The histogram of the GTW is shown in Figure 14.5 in terms of the established database for the GTW.

The histogram cannot be fitted by a single conventional probability distribution function. Thus, a mix-

ture model distribution [38] is used to describe the probability distribution of the GTW, and this is also

applied to fit the probability distribution of the random variables in the highway loading model. Sup-

pose that the random variable X can be described as a mixture of n components of the random variables

Yi. The probability density function of X, which is denoted as fX(x), is then a weighted sum of the

probability density functions of its componentsf Yi
ðxÞ.

fXðxÞ ¼
Xn
i¼1

aif Yi
ðxÞ ð14:73Þ

where the weighted ratio 0<ai< 1 and aiþ . . . þan¼ 1. The parameters ai and f Yi
are determined

using the expectation-maximization (EM) algorithm, which is a two-step method for finding the maxi-

mum likelihood estimates of the parameters in statistical models [39].

The theoretical probability density function is fitted by a mixture of two weighted normal distribu-

tions using the EM algorithm. The mean value, standard deviation and weighted ratio of the first normal

function are 328.1 tons, 34.2 tons and 38.2%, and that of the second normal function are 338.1 tons,

12.3 tons and 61.8%, respectively. Figure 14.5 shows both the measured and fitted distributions. It can

be seen that the latter matches the former quite well.

Figure 14.6 gives the scheduled arrival time of trains heading in both directions, which is estimated

from the mean arrival time based on the train arrival time database. The random variable, which repre-

sents the deviation of the actual arrival time from the scheduled arriving time, is modeled by a single

zero-mean normal distribution with a standard deviation of 59.4 seconds (see Figure 14.7).
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Figure 14.5 Fitting the distribution of gross train weight (from [34]) (Reproduced with permission from ASCE).
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14.7.3 Probabilistic Model of Highway Loading

Information on the road vehicles running across the bridge is recorded by dynamic weigh-in-motion

(WIM) stations at the approach to the Lautau Toll Plaza near the bridge. Highway traffic in November

2005 is close to the average traffic conditions, and information on traffic lanes is available for the meas-

ured data. Thus, the road vehicle data in this month are adopted to build a database of highway loading
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Figure 14.7 Fitting the distribution of the deviation in arrival time (from [34]) (Reproduced with permission from

ASCE).
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parameters. However, only heavy road vehicles with a gross vehicle weight (GVW) of over 30 kN are

included in the database, as road vehicles with a lower GVW contribute little to the fatigue damage.

The main road vehicle parameters include the vehicle type, arrival time, running speed, heading direc-

tion, traffic lane used, axle number, axle weight and axle spacing.

Given that the length of a road vehicle is very small compared with the total length of the suspension

bridge, a road vehicle is simplified into a force concentrated on the vehicle center, rather than the forces

on its axles. Thus, the axle number, axle weight and axle space of a typical road vehicle are not consid-

ered. The running speed of a heavy road vehicle is assumed to be a constant, and is determined as the

mean value of all of the road vehicles in the database. The GVW and time interval between successive

vehicles are treated as random variables. The first variable describes the loading intensity of highway

vehicles, while the second is related to the frequency of occurrence of highway vehicles.

Analysis of the measured road vehicle data indicates that most heavy road vehicles use the slow lane

preferentially, and then the middle lane, but they seldomly use the fast lane. The road vehicles running

on the bridge can be classified into eight categories, as detailed in Chapter 6. As the road traffic condi-

tions differ among the slow, middle and fast lanes, the probability distributions of the GVW on the

different lanes must be established.

Figure 14.8 displays the histograms of the GVWon the slow, middle and fast lanes in both directions,

which are estimated based on the GVW database. There is more than one peak in the distribution of the

GVW on the slow and middle lanes, which may be due to road vehicles in different categories running

Figure 14.8 Fitting the distribution of gross vehicle weight.
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across lanes. In this regard, a mixture of multiple normal distributions is used to describe the theoretical

density function of the GVWon the slow, middle and fast lanes, as shown in Figure 14.8. The theoreti-

cal density function fits the measured histogram quite well.

As the time interval of successive vehicles during “rush hour” and “normal hour” may be different,

these are separately fitted using different probability distributions. The time period from 23:00 to 8:00 is

defined as “normal hour”, during which fewer road vehicles pass over the bridge, whereas the period from

8:00 to 23:00 is called “rush hour”, during which more road vehicles run on the bridge. The time interval

between successive vehicles on each traffic lane can be derived from the vehicle arrival time database.

The histograms of the time interval of successive vehicles on the slow, middle and fast lanes during

“rush hour” and “normal hour” are shown in Figure 14.9, which shows that the occurrence probability

decreases as the time interval increases on all traffic lanes and in all periods. The mean time interval

during “normal hour” is larger than that during “rush hour.” Of the three lanes, the smallest mean time

interval is that for the slow lane, followed by the middle lane, and then the fast lane. The probability

density functions of the time interval of successive vehicles are modeled as an exponential distribution,

as shown in Figure 14.9. The theoretical density function matches the histogram well.

14.7.4 Probabilistic Model of Wind Loading

The mean wind speed and direction are two random variables considered in the probabilistic model of

wind loading. A joint probability distribution function of the mean wind speed and direction is utilized

to describe the wind intensity at the bridge site. The distribution of the wind speed for any given wind

direction follows the Weibull distribution. The distribution parameters are determined from wind

records of the hourly mean wind speed and direction in the period 1 January 2000 to 31 December

2005, which were collected by an anemometer installed on the top of the Ma Wan tower of the Tsing

Ma Bridge (see Chapter 2). In addition, the maximum hourly normal mean wind speed at the deck level

is obtained through the following steps:

(a) The maximum wind speed at the top of the tower in each wind direction within the 120-year design

life is obtained from the joint probability distribution.

(b) The maximum wind speed obtained at the top of the tower is then converted to the average deck

level of the bridge.

(c) Finally, the different wind speed directions are converted to normal mean wind speeds perpendicu-

lar to the deck.

Based on the normal mean wind speed at the bridge deck and the other wind characteristics, the

buffeting and self-excited forces over the bridge decks can be computed. More details can be found in

Chapters 2, 4 and 11.

14.7.5 Multiple Load-Induced Daily Stochastic Stress Response

In addition to the randomness in each loading type, the random combination of the various loadings

must also be considered. In this section, the daily stochastic stress responses induced by multiple types

of loading are computed to consider the randomness due to multiple loading effects. In the first step, the

dominant parameters are determined from probabilistic loading models using Monte Carlo Simulation

(MCS). The stress responses respectively induced by the railway, highway, and wind loadings are then

computed separately by the finite element-based stress analysis methods and superposed.

Because the train arrival time is scheduled on a daily basis, the one-day time history of the stress

responses induced by railway loading is computed as one sample. Given the differences in the highway

traffic conditions between “normal hour” and “rush hour,” the hourly stress response due to highway

loading is computed and then extended to the one-day stress response time history. As the hourly mean
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wind speed is considered, the hourly stress response due to wind loading is computed and then extended

to the one-day stress response time history. Because the bridge is closed to traffic when the mean wind

speed recorded on site is very high, stress responses under this condition are assumed to be induced by

wind loading only.

Figure 14.10a presents a flow chart of the computation of the daily stochastic stress response due to

railway loading. To calculate this stress response, the GTW of the ith train on the jth track is selected

Figure 14.9 Fitting the distribution of the time interval between heavy road vehicles.
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Figure 14.10 Flow charts for computing the daily stochastic stress responses: (a) railway; (b) highway; and

(c) wind loading.
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based on the GTW probability distribution (Figure 14.5) and is then proportionally distributed to each

bogie according to the bogie loading distribution. The arrival time of the ith train on the jth track is

determined by the sum of the scheduled arrival time (Figure 14.6) and a random deviation which is

obtained based on the normal distribution (Figure 14.7). The stress response caused by the ith train on

the jth track is then computed using the engineering approach [33]. This process continues until the

stresses caused by all of the trains traveling in both directions in one day are computed and superposed

to obtain the one-day stress response time history.

Figure 14.10b shows the flow chart for the computation of the daily stochastic stress response due to

highway loading. To calculate this stress response, the GVW of the ith road vehicle of the jth lane is

selected based on the GVW probability distribution for the jth lane (Figure 14.8). The time interval

between the ith and (iþ 1)th road vehicles is then selected based on the probability distribution of the

time interval of successive vehicles, as shown in Figure 14.9. The stress response due to the ith road

vehicle on the jth lane is then computed using the engineering approach. Again, this process continues

until the stresses caused by all of the road vehicles on all of the highway lanes in one day are computed

and superposed to form the one-day stress response time history.

Figure 14.10c shows the flow chart for the computation of the daily stochastic stress response due to

wind loading. To calculate this stress response, the hourly mean wind direction is randomly selected

based on the probability distribution of the mean wind direction, and the mean wind speed is subse-

quently selected based on the probability distribution of the mean wind speed in a given wind direction.

The stress response due to wind loading in the ith hour is calculated through a finite element-based

buffeting-induced stress analysis that considers both buffeting forces and self-excited forces (see Chap-

ter 4). This process continues until the stresses due to wind loading in 24 hours are computed and

superposed to form the one-day stress time history.

Six fatigue-critical locations are determined from the key components of the Tsing Ma Bridge for the

fatigue analysis [34]. These elements are:

� E32123 (T) at the top flange of the outer longitudinal diagonal member close to the Ma Wan Tower;
� E34415 (B) at the bottom flange of the outer longitudinal bottom chord of the Tsing Yi Tower;
� E40056 (T) at the top flange of the inner longitudinal top chord of the Tsing Yi Tower;
� E40906 (B) at the bottom flange of the inner longitudinal bottom chord of the Tsing Yi Tower;
� E39417 (B) at the bottom flange of the T-section of the railway beam of the Tsing Yi Tower; and
� E55406 (T) at the top flange of the bottom web of the cross-frame close to the Tsing Yi Tower.

A database of the hourly wind-induced dynamic stress responses at these locations is established.

The database is established for different hourly normal mean wind speeds and directions, from

5–26m/s at an interval of 1m/s for winds over the overland fetch, and from 5–16m/s at an interval of

1m/s for winds over the open sea fetch. Here, the mean wind speed and direction in a given hour are

converted to the hourly normal mean wind speed at the deck level, and the corresponding hourly wind-

induced dynamic stress time history is then identified in the database to represent the wind-induced

stress response in this hour.

Based on the flow charts for the computation of the daily stochastic stress responses induced by the

railway, highway and wind loadings, the stochastic stress response induced by each loading type can be

calculated. A sample of the daily stochastic stress responses at a fatigue-critical location, E32123, is

computed and taken as an example. Figure 14.11 displays the daily stochastic stress responses induced

by the railway, highway, wind and multiple loadings, respectively.

There are two railway tracks and six highway traffic lanes available on the Tsing Ma Bridge. The

stress time history in Figure 14.11(a) is induced by 222 trains traveling on both the north and south

tracks. The stress time history in Figure 14.11(b) is induced by 5082, 1716, 524, 5146, 1760 and 526

heavy road vehicles on the slow, middle and fast lanes of the north and south three-lane carriageways,

respectively. The stress time history in Figure 14.11(c) is induced by wind at an hourly normal mean
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wind speed that ranges from 2–10m/s. To obtain the multiple load-induced stress time history,

the superposition method is applied to these three time histories using the engineering approach [33].

Figure 14.11(d) gives a sample of the daily stochastic stress time history induced by the combination of

railway, highway and wind loadings.

14.7.6 Probability Distribution of the Daily Sum of m-power Stress Ranges

Based on the multi-load-induced daily stochastic stress time histories generated at the fatigue-critical

locations, the daily sum of m-power stress ranges, Smr, can be calculated using Equation 14.71. Smr is a

random variable because uncertainties exist in the stochastic stress time history induced by the simulta-

neous action of the railway, highway and wind loading. As a sufficient number of samples must be

considered to estimate the probability distribution of Smr and its distribution parameters exactly, the

sample size must first be determined.

This can be achieved by discussing the accuracy of the parameter estimates for the mean value and

variance based on statistical error formula, as several probability distribution parameters are related to

them. The random error of the estimated parameters is the main concern, because it can be reduced by

considering more samples. The normalized random error of the variable x is given by:

er ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Var½x̂�p
x

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E½x̂2� � E½x̂�2

q
x

ð14:74Þ

where x̂ is an estimator for the parameter x.
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Figure 14.11 Sample of the daily stochastic stress time history (from [34]) (Reproduced with permission from

ASCE).
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Based on the assumption that samples are from a normal distribution with a mean value mx 6¼ 0 and a

variance s2
x, the normalized random error of the mean estimate can be given by Julius and Allan [40]:

er m̂x½ � � 1ffiffiffiffi
N

p sx

mx

� �
� 1ffiffiffiffi

N
p ŝx

m̂x

� �
ð14:75Þ

and the normalized random error of the variance estimate can be given by:

er ŝ2
x

	 
 �
ffiffiffiffi
2

N

r
ð14:76Þ

Equations 14.75 and 14.76 indicate that the normalized random errors of the mean and variance

estimate decrease with the increasing sample size N. The normalized random error of the variance

estimate decreases to 0.1 when N¼ 200, and the convergence of the mean estimate is better than that of

the variance estimate if m̂x is larger than ŝx.

The probabilistic models of railway and highway loading are established based on loading informa-

tion from November 2005, and the traffic conditions in this month are regarded as analogous to the

current loading conditions. 200 daily stochastic stress time histories under current loading conditions

are computed at a given fatigue-critical location, and 200 samples of Smr are then obtained from these

to estimate the probability distribution of Smr and its parameters.

As an example, Figure 14.12 shows the histogram and theoretical distributions of Smr at the fatigue-

critical location E32123. The histogram is estimated based on the 200 generated samples, and the theoreti-

cal density function is modeled as a normal distribution. The theoretical density function matches the histo-

gram quite well. The mean value and STD of the fitted normal distribution are 1.15� 1012 and 3.22� 108.

Given that both the railway and highway loading may increase in future, possible future loadings are

assumed and the fatigue damage induced by them is computed. The first possible future loading

assumes a 30% increase in both railway and highway loading, compared with the current traffic
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Figure 14.12 Fitting the distribution of the daily sum of m-power stress ranges (from [34]) (Reproduced with

permission from ASCE).
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loading. Another possible future loading assumes a 10% increase in railway loading and a 100%

increase in highway loading. The latter assumption is based on the finding that the current railway

loading is close to the design railway loading of the Tsing Ma Bridge, whereas the current highway

loading is much less than the design loading. That is to say, there is more room for an increase in the

highway loading than in the railway loading.

The growth in traffic loading is simulated by increasing the GTW in the probabilistic model of rail-

way loading and the GVW in the probabilistic model of highway loading, respectively. The probabilis-

tic model of wind loading remains constant, because it is established on the basis of the 120-year design

life of the bridge. Following the aforementioned procedure, the random variable Smr at the six fatigue-

critical locations under three types of loading is fitted with a normal distribution. The mean values and

STDs of these distributions are listed in Table 14.1.

A comparison of the current loading and the first future loading scenario indicates that fatigue

damage is very sensitive to traffic growth, because a mere 30% increase in traffic loading leads to

more than 100% increase in Smr (fatigue damage). Although a linear relationship can be found

between the traffic growth and the traffic induced stress range, the relationship between traffic

growth and fatigue damage is non-linear, because the fatigue damage is a function of m-power

stress range (m¼ 3 or 5 for most of detail classes in British Standard). A comparison of the two

future loading scenarios indicates that there is more room for increasing the highway loading than

the railway loading, because Smr in the first future scenario (30% increase in both railway and high-

way loading) is more dangerous than in the second scenario (10% increase in railway loading and

100% increase in highway loading).

14.7.7 Probability Distribution of the Sum of m-power Stress Ranges within

the Period

To estimate the probability distribution of the variable
PNb

j¼1 Smr;j, some assumptions are made about

future traffic growth patterns, so that Smr,j can be generated for the whole period. The period concerned

in this study is designated as 120 years, which is equal to the design life of the Tsing Ma Bridge. First,

no traffic growth in 120 years is assumed – that is to say, the traffic conditions in the whole period are

the same as the current loading conditions. Smr under the current loading conditions is found to follow a

normal distribution, and the distribution parameters are estimated in Table 14.1. Thus, the random vari-

ables of Smr,i (i¼ 1, . . . , N, N¼ 120� 365) are assumed to follow an identical normal distribution,

with a mean value of m and an STD of s. 120 years of Smr are generated from the normal distribution

using the MCS method, and then summed to obtain a sample of
PNb

j¼1 Smr;j.

Table 14.1 Mean value/STD of the daily sum of m-power stress ranges

Load case Fatigue-critical location

E32123 E34415 E40056 E40906 E55406 E39417

CL: RþHþW 1.6� 107/

1.0� 106
1.5� 107/

1.0� 106
9.5� 106/

7.5� 105
9.2� 106/

7.6� 105
6.1� 106/

3.0� 105
6.7� 106/

4.4� 105

FL1: 1.3Rþ 1.3HþW 3.8� 107/

1.8� 106
3.8� 107/

1.5� 106
2.5� 107/

1.3� 106
2.5� 107/

1.3� 106
1.9� 107/

5.8� 105
2.0� 107/

8.5� 105

FL2: 1.1Rþ 2.0HþW 3.8� 107/

1.6� 106
3.2� 107/

1.4� 106
1.6� 107/

1.0� 106
1.7� 107/

9.9� 105
1.2� 107/

4.5� 105
1.1� 107/

6.2� 105

Note: CL – Current loading, FL1 – Future loading 1, FL2 – Future loading 2; R – Railway loading, H – Highway

loading, W – Wind loading.
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Figure 14.13a shows a sample of 120 years of Smr at the fatigue-critical location of E32123 under the

condition of no traffic growth. The histogram of
PNb

j¼1 Smr;j over the 120 years is estimated based on 200

samples, and the theoretical density function is modeled as a normal distribution. Figure 14.14a demon-

strates that the theoretical distribution matches the histogram quite well.

Actually, according to the central limit theorem,
PNb

j¼1 Smr;j follows a normal distribution with a mean

value of Nbm and an STD of
ffiffiffiffiffiffi
Nb

p
s when Nb is sufficiently large [41]. The mean value and STD esti-

mated using the central limit theorem are consistent with those fitted from the normal distribution in

Figure 14.14a.

Then, Smr,j in the period concerned are generated based on the assumptions of different traffic

growth patterns. The variable Smr in November 2005 follows the distribution under the current

loading conditions, as it is determined based on the railway and highway loading data in that
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Figure 14.14 Fitting the distribution of the sum of m-power stress ranges over 120 years (from [34]) (Reproduced

with permission from ASCE).
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Figure 14.13 Samples of daily m-power stress ranges over 120 years (from [34]) (Reproduced with permission

from ASCE).
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month. Smr in the last month of the 120-year period is assumed to follow the distribution under

the future loading condition, and its distribution parameters are listed in Table 14.1. Another

important assumption is that the variable Smr in a given month follows a constant normal distri-

bution, and that the distribution parameters of the mean value and STD among different months

in the 120 years change following the traffic growth patterns defined in the following.

The first growth pattern is assumed to take a linear form, in which no growth takes place in the first Tr
years but does take place from Tr to Tt in a linear fashion at a constant growth rate ag. The growth

function is given as:

X ¼ X0 t � T r; X ¼ X0 1þ agt
� �

t > T r ðlinearÞ ð14:77Þ

Another two growth patterns are also assumed, both of which are exponential types [42]. Simple

algebraic considerations lead to the following expressions:

X ¼ X0 t � T r; X ¼ X0 1þ nag

� �t=ðnT rÞ t > T r ðExp-1Þ ð14:78Þ

and:

X ¼ X0 t � T r; X ¼ X0 1þ 1þ nag

� �
1� 1

1þ nag

� �t=ðnT rÞ
" #( )

t > T r ðExp-2Þ ð14:79Þ

To facilitate the comparison among the different growth patterns, the parameters of the exponential

types are determined by assuming that when t¼ Tt¼ nTr, the variable X¼X0(1þagTt). The distribu-

tion parameters of Smr remain constant in the first eight years of the bridge’s life (from 1998 to 2005)

and are equal to the parameters under the current loading conditions. They increase in the months

between 2006 and 2117, following three growth patterns. The mean value of Smr at E32123 is taken as

an example. The mean value under the current loading is X0¼ 1.6� 107, and that under the first future

loading scenario is XTt¼ 3.8� 107.

Figure 14.15 shows the evolution of the normalized mean value X/X0 over time for different traffic

growth patterns – linear, Exp-1 and Exp-2, respectively. The figure shows the difference in mean values

over 120 years among the different patterns. The largest value is that of the Exp-2 pattern, followed by

the linear pattern and then the Exp-1 pattern. Based on this finding, the mean value of the normal distri-

bution in each month of the 120 years can be determined. The same procedure is repeated to obtain the

STD for each month of the 120 years. The normal distribution of Smr in each month of the 120 years is

then determined once the pairs of mean values and STDs are known. Finally, the Smr in each month is

determined on the basis of the corresponding distribution using the MCS method, to compose a sample

of 120 years of Smr.

Figure 14.13b shows a sample of 120 years of Smr at E32123 for the linear traffic growth pattern

from the current loading to the first future loading scenario. Compared with the no growth pattern in

Figure 14.13a, a notable growth in Smr occurs over the 120 years. Similarly, the histogram is esti-

mated from 200 samples of
PNb

j¼1 Smr;j for 120 years, and the theoretical density function is modeled

as a normal distribution (see Figure 14.14b). The theoretical density function fits the histogram

quite well. The same procedure is applied to determine the mean value and STD of
PNb

j¼1

Smr;j over

120 years, at different fatigue-critical locations and under different traffic growth patterns.
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14.7.8 Reliability Analysis Results

Based on the limit-state function in Equation 14.70 and the distribution parameters of the variables

K, D and Smr, the fatigue reliability index b can be solved using Equation 14.72. According to

British Standard [36], the type of welded connection for the six fatigue-critical locations

concerned is classified as F. The mean value and STD of K for detail F are mK¼ 1.73� 1012 and

sK¼ 0.52� 1012. The mean value and STD of D are mD¼ 1.0 and sD¼ 0.3. The distribution param-

eters of
PNb

j¼1 Smr;j across 120 years at the various fatigue-critical locations under different traffic

growth patterns are determined in the foregoing part.

The fatigue damage at the fatigue-critical location of E32123 under the different traffic growth

patterns is taken as an example to study the evolution of the fatigue reliability index over time

(see Figure 14.16). The first pattern is no traffic growth, while the other three patterns are growth

from the current loading to the first future loading scenario of a linear and exponential type,

respectively. The probabilistic model of wind loading remains constant, as it is established on the

basis of the 120-year bridge design life.

To compute the fatigue reliability indices at different time epochs at intervals of ten years, the

distribution parameters of
PNb

j¼1 Smr;j within the period from the bridge being opened to traffic to

each subsequent time epoch is estimated from the generated 200 samples. Figure 14.16 shows

that the fatigue reliability indices decrease with time, and the decreasing velocity in the curve

without traffic growth (constant) is much slower than that in the other three curves with traffic

growth (linear, Exp-1 and Exp-2). Among the three traffic growth patterns, the fastest decreasing

velocity occurs for the Exp-2 pattern, followed by the linear pattern and then the Exp-1 pattern.

The fatigue failure probabilities are then estimated from the fatigue reliability indices using

Equation 14.72.

The evolution of the fatigue failure reliability over time at E32123 is shown in Figure 14.17. The

figure indicates that the fatigue failure probabilities increase with time, and that the failure probability

without traffic growth is smaller than that of the three patterns with traffic growth. Among the three

growth patterns, the failure probability is largest for the Exp-2 pattern, followed by the linear pattern

and then the Exp-1 pattern.
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Figure 14.15 Evolution of the normalized mean value X/X0 over time (Tr¼ 8 years, Tt¼ 120 years) (from [34])

(Reproduced with permission from ASCE).
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The failure probabilities at the fatigue-critical locations at the end of 120 years are computed, and the

results are listed in Table 14.2. The highest fatigue failure probability is at E32123 and the lowest is at

E55406. A failure probability of 2.3% is recommended in British Standard [36], above which the con-

cerned structural components are regarded as being in danger. The highest failure probabilities at the

end of 120 years at the six fatigue-critical locations under current traffic conditions without growth are

close to the reference failure probability, which implies that the health condition of the bridge is satis-

factory in terms of fatigue. This conclusion is consistent with that based on the deterministic fatigue

analysis [33]. Special attention should be paid to future traffic growth, because it may lead to a failure
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Figure 14.16 Evolution of the fatigue reliability index over time.
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Figure 14.17 Evolution of the fatigue failure probability over time (from [34]) (Reproduced with permission from

ASCE).
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probability at the end of 120 years that is much greater than the reference level. More details can be

found in the literature [34].

14.8 Fatigue Reliability Analysis based on Continuum Damage Mechanics

The fatigue assessment of long-span steel bridges under long-term combined action of railway, high-

way and wind loading represents a necessary but challenging task. This is because fatigue damage

accumulation involving fatigue crack initiation and growth is actually a non-linear process during the

service life of a bridge [43,44]. The fatigue damage accumulation also involves many uncertainties in

both fatigue loading and fatigue resistance. For a bridge subjected to multiple types of loading, uncer-

tainties become more complicated, making the fatigue assessment of such a bridge difficult to perform.

Miner’s rule is widely used in civil engineering for the fatigue damage assessment and reliabil-

ity analysis of steel structures. However, Miner’s rule is a linear damage model and does not

address the actual physical mechanism of fatigue crack initiation and growth. It also does not con-

sider the fatigue loading sequence effect, leading to either overly optimistic or pessimistic results

[45]. Fatigue damage models based on continuum damage mechanics have been recently proposed

in the field of engineering mechanics to deal with the mechanical behavior of a deteriorating

medium at the continuum scale [46–48]. These models are highly non-linear in terms of damage

evolution, and some of them were also tried by some researchers to estimate fatigue damage of

long-span suspension bridges under a single type of loading [49–51]. However, none of these

investigations refer to fatigue damage assessment of suspension bridges under multiple types of

loading and fatigue reliability analysis with uncertainties.

In this connection, this section presents a framework for fatigue assessment of a long-span suspen-

sion bridge under combined highway, railway and wind loadings by using a continuum damage model

(CDM) [52]. This model is first established on the basis of continuum damage mechanics with an effec-

tive stress range and an effective non-linear accumulative parameter to represent all of the stress ranges

within a daily block of stress time history of the bridge. It is then applied to estimate damage accumula-

tion of the Tsing Ma suspension bridge at fatigue-critical locations, and the results are compared with

those estimated by the linear Miner’s model.

A limit-state function for fatigue reliability analysis based on CDM is also defined by introducing

appropriate random variables into CDM. One of these random variables is the daily sum of m-power

stress ranges, and its probability distribution is determined based on the measurement data recorded by

the structural health monitoring system installed in the bridge. The Monte Carlo Simulation (MCS) is

then adopted to generate the random variables and to calculate failure probability. Finally, the failure

probabilities of the Tsing Ma Bridge at the end of 120 years are estimated for different loading

scenarios.

Table 14.2 Fatigue failure probabilities at the end of 120 years at the fatigue-critical locations (Miner’s rule)

Load case Growth pattern Fatigue-critical location

E32123 E34415 E40056 E40906 E55406 E39417

CL Constant 0.024 0.017 6� 10�3 5� 10�3 8� 10�6 2� 10�5

CL!FL1 Linear 0.22 0.20 0.03 0.03 4� 10�3 6� 10�3

Exp-1 0.18 0.16 0.02 0.02 2� 10�3 3� 10�3

Exp-2 0.26 0.25 0.05 0.04 8� 10�3 0.01

CL!FL2 Linear 0.22 0.13 5� 10�3 6� 10�3 3� 10�4 3� 10�4

Exp-1 0.18 0.11 5� 10�3 5� 10�3 3� 10�4 3� 10�4

Exp-2 0.26 0.16 6� 10�3 8� 10�3 5� 10�4 4� 10�4
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14.8.1 Basic Theory of Continuum Damage Mechanics

The damage growth of a material is considered to consist of a progressive internal deterioration that

causes some loss in the effective cross-section area which carries loads. In the continuum damage

mechanics, the damage index D for isotropic damage is often defined as:

D ¼ S� ~S

S
ð14:80Þ

where:

S is the nominal cross-section area;
~S is the effective cross-section area when loss due to damage is taken into account.

Based on thermodynamics and dissipation potential, the rate of damage for high-cycle fatigue can be

expressed as a function of the accumulated micro-plastic strain, the strain energy density release rate

and the current state of damage [47]. The micro-plastic strain (which is often neglected in a low-cycle

fatigue problems) and its accumulation must be considered for high-cycle fatigue damage, even if

macro-plastic strain is not present [49]. In a one-dimensional situation, the equation for the rate of

fatigue damage _D can be given as:

_D ¼ s2 s � �sj jb0
B0 1� Dð Þa _sh i ð14:81Þ

where:

�s ¼ sm is the mean stress over the stress cycle;

the symbol h i denotes the McCauley brackets, where xh i ¼ x for x> 0 and xh i ¼ 0 for x< 0;

a, b0 and B0 are the material parameters.

Equation 14.81 is a general constitutive model for high-cycle fatigue and can be integrated over time

for cycles with different mean stresses and stress ranges. For instance, if �s ¼ 0 and the variation of

(1�D)a in a single stress cycle is neglected, then integrating Equation 14.81 over the cycle yields:

dD

dN
¼ 2sb0þ3

a

B0 bþ 3ð Þ 1� Dð Þa ð14:82Þ

where sa is the amplitude of the stress cycle.

By considering the mean stress effect [53], Equation 14.82 can be rewritten as [49]:

dD

dN
¼ sr þ 2smð Þsr½ �

b0 þ 3ð Þ
2

B b0 þ 3ð Þ 1� Dð Þa ð14:83Þ

where B ¼ 2b
0þ2B0.

Integrating this equation over N stress cycles, in which sm¼ 0 and sr¼ constant, yields the damage

accumulation:

D ¼ 1� 1� aþ 1ð Þ
B b0 þ 3ð Þ srð Þ b0þ3ð Þ

N

� � 1

aþ 1ð Þ
ð14:84Þ
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Many experiments have been conducted on the fatigue failure of structural details under differ-

ent constant stress ranges, and S-N curves have been established based on these experimental

results. Given that far too few experiments have been conducted to determine the parameters B, b’

and a in Equation 14.84, they can be expressed by using parameters of the S-N curves. The num-

ber of stress cycles to failure Nf under the stress range sr (sr	 sr,0, sr,0 is the fatigue limit) can be

determined based on the British S-N curves [36]:

Nf ¼ K2 srð Þ�m ð14:85Þ
Equation 14.84 can be written as:

Nf ¼ 1� 1� Dfð Þ aþ1ð Þ
h iBðb0 þ 3Þ

aþ 1ð Þ sr
�ðb0þ3Þ ð14:86Þ

where the damage at failure, Df, is an intrinsic material property that is dependent on the durability of

the material [43,54].

As the values of a adopted for different amplitudes of stress ranges occurring on a bridge are deemed

to be sufficiently large to make 1� 1� Dfð Þ aþ1ð Þ
h i

very close to 1, the parameters B, b0 and a can be

expressed by m and K2 by comparing Equations 14.85 with 14.86:

b0 þ 3 ¼ m

Bðb0 þ 3Þ
aþ 1

¼ K2

8<
: ð14:87Þ

Substituting this equation into Equation 14.84 gives:

D ¼ 1� 1� 1

K2

srð ÞmN
� � 1

aþ 1

ð14:88Þ

To extend the approach to fatigue analysis under variable-amplitude loading, Equation 14.88 is

expressed as:

DðkÞ ¼ 1� 1� Dðk � 1Þð Þ akþ1ð Þ � sr;k

� �m
=K2

h i 1

ak þ 1 ð14:89Þ

where:

sr,k and ak are the stress range and non-linear accumulative parameter for the kth stress cycle,

respectively;

D(k) is the cumulative fatigue damage after the kth stress cycle.

The equation can also be derived using stepwise iteration from the initial damage D(0)¼ 0:

Dð1Þ ¼ 1� 1� sr;1

� �m
=K2

	 
 1

a1 þ 1

Dð2Þ ¼ 1� 1� Dð1Þð Þ a2þ1ð Þ � sr;2

� �m
=K2

h i 1

a2 þ 1

� � �

DðkÞ ¼ 1� 1� Dðk � 1Þð Þ akþ1ð Þ � sr;k

� �m
=K2

h i 1

ak þ 1

8>>>>>>>><
>>>>>>>>:

ð14:90Þ
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14.8.2 Non-Linear Properties of Fatigue Damage Accumulation

Fatigue damage accumulation is non-linear because it is induced by fatigue crack initiation at a very

slow pace, then fatigue crack growth at a relatively fast pace, then finally and suddenly, fatigue failure.

In the continuum damage mechanics-based fatigue damage model, the non-linear accumulative param-

eter a is the parameter that controls the non-linearity. Numerical simulations are carried out at this

point to study the sensitivity of a to fatigue damage accumulation. In the simulations, the constant

stress range sr¼ 80MPa is used, K2¼ 6.3� 1011 and m¼ 3 are adopted for detail class F in British

Standard [36], and different values of a (a¼ 0, 20, 60 and 100) are tried to compute the fatigue damage

accumulation over a certain number of cycles until failure by using Equation 14.88.

Figure 14.18 shows the fatigue damage accumulation curves for different values of a. It demon-

strates that the cumulative damage increases with the number of stress cycles applied. The cumulative

rate of damage is small at the initial stage, but increases at late stages, showing a strong non-linear

trend. The non-linearity of the cumulative damage curve increases with the growth of a. Note that

when a¼ 0 is adopted, the non-linear damage model simply becomes the linear Miner’s model. There-

fore, a low a represents a conservative estimate of damage accumulation. Figure 14.18 also shows that

the number of cycles to failure is the same for different values of a. This is because the parameters in

Equation 14.88 are determined by the S-N curves.

14.8.3 Continuum Damage Model used in This Study

Long-span suspension bridges carrying railway and highway in wind prone regions undergo variable-

amplitude loading induced by the combined effect of the multiple loads. Hence, cycle-by-cycle compu-

tation may be required to estimate the damage accumulation by using Equation 14.90. However, given

that the design life of a long-span suspension bridge is normally a hundred years or more, it is difficult

to compute so many stress cycles occurring over such a long period using the cycle-by-cycle approach.

To simplify the computation and make it feasible for practical application, the effective parameters

must be derived for a given block of stress time history, and the cumulative fatigue damage in the block

can then be computed using these effective parameters, rather than the complete set of parameters for

all of the stress cycles in the block. For example, urban passenger trains often follow a regular timetable

that is similar on different days, and highway traffic conditions are also similar across different days.
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Figure 14.18 Fatigue damage accumulation for different a (from [52]) (Reproduced with permission from

Elsevier).
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Thus, railway and highway traffic operates almost on a one-day cycle, and the daily stress time history

can thus be considered as one block. The effective stress range sre can be defined to represent all of the

stress ranges in the daily block according to the two-slope S-N curves defined in British Standard [36],

in which, if the stress range level sr,i is less than the fatigue limit sr,0, it will diminish proportionally.

The effective stress range in the kth block can thus be expressed as:

sre;k ¼
XN1

i¼1

ni sr;i

� �m þ 1

sr;0

� �2PN2
i¼1

ni sr;i

� �mþ2

" #,
Nr;k

( )1

m

ð14:91Þ

where:

ni is the number of stress cycles applied at the stress range level sr,i, which is determined from the stress

response time history in the kth block using the rainflow counting method;

N1 and N2 are the number of stress range levels above sr,i and below sr,0, respectively;

Nr,k is the total number of cycles in the kth block;

m is a parameter in the S-N curve and is taken as 3.0.

The non-linear accumulative parameter ae is another effective parameter that is also determined from

the stress cycles in the daily block. As the daily block contains a large number of cycles in different

stress range amplitudes, the value of a varies for different cycles. Given that the damage estimation

would tend to conservative side if a low parameter a is adopted, the effective accumulative parameter

ae,k is thus adopted as the minimum a in the kth block for simplicity, and it can be determined by the

maximum stress range in the block according to the function given in [49]. By introducing the effective

parameters sre,k and ae,k into Equation 14.89, the damage accumulation in the kth block can be esti-

mated by the following continuum damage model:

DðkÞ ¼ 1� 1� Dðk � 1Þð Þ ae;kþ1ð Þ � Nr;k sre;k

� �m.
K2

h i 1

ae;k þ 1 ð14:92Þ

14.8.4 Verification of Continuum Damage Model

Before the continuum damage model (CDM) expressed by Equation 14.92 can be applied for fatigue

assessment of long-span suspension bridge under multiple loadings, some verification is necessary.

Since a wind and structural health monitoring system (WASHMS) has been installed in the Tsing Ma

Bridge since 1997, it has recorded many stress time histories.

Figure 14.19 shows a typical daily multiple load-induced hot spot stress time history recorded at one

of the fatigue-critical locations of the bridge. The fatigue damage accumulation within this daily block

is computed using the cycle-by-cycle method and the effective parameter method, respectively, based

on Equation 14.92. The obtained results are compared with each other to see if the effective parameter

method can yield reasonable damage estimation.

Figure 14.20 shows the stress range sequence determined from the daily stress time history (see

Figure 14.19) using the rainflow counting method. There are a total of 72,333 stress cycles in the

sequence in this time history, and the effective stress range sre¼ 6.0MPa is calculated from these

using Equation 14.91. The maximum stress range in the block is 69.1MPa, and the corresponding

effective non-linear accumulative parameter ae¼ 92.1. The fatigue damage accumulation within

the block is calculated by using Equation 14.90 with the step-by-step method and the effective

parameter method.

The results are shown in Figure 14.21, and they demonstrate that the final cumulative damage values

calculated with the two methods are very close, although the result from the effective parameter method

is slightly more conservative than that from the step-by-step method. This indicates that the effective
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Figure 14.19 A sample stress time history under multiple types of loading (from [52]) (Reproduced with

permission from Elsevier).
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Figure 14.20 Sample daily stress range sequence (from [52]) (Reproduced with permission from Elsevier).
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Figure 14.21 Fatigue damage accumulation in a daily block (from [52]) (Reproduced with permission from

Elsevier).
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parameter method, neglecting the load sequence effect on damage accumulation within a daily block, is

reasonable and effective for estimating damage accumulation for a daily stress cycle interval. The

effective parameter method or the continuum damage model (CDM) makes it possible to estimate the

fatigue damage accumulation of a long-span suspension bridge under multiple loading.

14.8.5 Framework of Fatigue Reliability Analysis

To consider the uncertainties that exist in the non-linear process of damage accumulation, this section

proposes a framework for fatigue reliability analysis based on the CDM model. The first step of fatigue

reliability analysis is to define a limit-state function that adequately describes the relationship between

fatigue resistance and fatigue loading for a fatigue-sensitive structural member. As indicated by Equa-

tion 14.92, the fatigue limit-state can be defined as the point at which the cumulative fatigue damage

stops increasing when more loads are applied, such as D(k)�D(k� 1). In other words, it is the point at

which the structure cannot suffer any further damage.

For computational simplicity, the continuous process of damage accumulation is reduced to a dis-

crete process and updated at daily intervals, as expressed in Equation 14.92. Distinct from deterministic

fatigue analysis, the randomness in both the fatigue loading and the fatigue resistance need to be con-

sidered in fatigue reliability analysis. In the fatigue loading aspect, given that the multiple loading-

induced stress time history is a stochastic process, the number of stress cycles at a given stress range

level is random. Furthermore, as the operation of urban passenger trains often follows a daily timetable,

the cycle of railway and highway traffic is close to one day. Consequently, the daily sum of m-power

stress ranges Smr,k (k¼ 1, . . . , Nb, where Nb is the total number of days in the time period concerned)

is treated as a random variable in terms of fatigue loading.

In the fatigue resistance aspect, the fatigue damage accumulation index D and the fatigue detail

coefficient K are regarded as random variables to replace the parameter K2¼KD. According to the

findings of the previous numerical simulations, different values of ae should be used to consider the

non-linear damage accumulation. The loading condition is assumed to remain constant over a given

period, and daily stochastic stress time histories from this period are generated on the basis of a con-

stant probabilistic loading model. Thus, ae,k is assumed to remain constant during the same period, but

to change across different periods.

Taking these random variables and constants into account, the limit-state function for fatigue reliabil-

ity analysis based on the CDM model is defined as:

gðXÞ ¼ DðkÞ � Dðk � 1Þ ð14:93Þ

DðkÞ ¼ 1� 1� Dðk � 1Þð Þae;kþ1 � Smr;k= KDð Þ
h i 1

ae;k þ 1 ð14:94Þ

Smr;k ¼
XN1

i¼1

ni sr;i

� �m þ 1

sr;0

� �2X
N2

i¼1

ni sr;i

� �mþ2 ¼ Nr;kðsre;kÞm ð14:95Þ

where Smr;k ¼ Nr;k sre;k

� �m
is the daily sum of m-power stress ranges.

The fatigue damage accumulation index, D, is regarded as a random variable modeled by a lognormal

distribution with a mean value mD of 1.0 and a standard deviation sD of 0.3 [35]. This random variable

actually accounts for the uncertainty associated with the damage to failure when fatigue model is

applied to deal with problems involving variable-amplitude stress ranges. The fatigue detail coefficient

K is assumed to be a lognormal distribution, and its mean value and standard deviation for different

fatigue detail classes are obtained from the relevant information provided in British Standard [36].
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Based on the defined limit-state function, the failure probability Pf of a structural member or system

can be estimated. In this connection, the Monte Carlo Simulation (MCS) is adopted, which involves the

repeated drawing of random samples of all of the random variables involved in the limit-state function

and simply checks whether a new “failure” or “non-failure” has resulted (or, equivalently, whether the

limit-state function has a value of less than zero). Base on N simulations, Pf can be estimated using the

following equation:

Pf � 1

N

XN
i¼1

I gðXiÞ < 0½ � ð14:96Þ

where:

g(Xi) is the value of the limit-state function in the ith simulation. I[g(Xi)< 0]¼ 1 if g(Xi)< 0, and

I[g(Xi)< 0]¼ 0 otherwise;

Xi¼ {Xi,1, Xi,2, . . . , Xi,n} is a vector of n random variables;

Xi,1 and Xi,2 are the random variables D and K;

Xi,3
Xi,n are the random variables Smr,k (k¼ 1, . . . , Nb, Nb is the number of daily blocks).

14.8.6 Reliability Analysis Results

In this section, the fatigue reliability (or failure probability) at the six fatigue-critical locations of the

Tsing Ma Bridge is solved. First, the probability distributions of the random variables are determined

for the reliability analysis. The mean value and STD of K for detail F are mK¼ 1.73� 1012 and sK¼
0.52� 1012. The mean value and STD of D are mD¼ 1.0 and sD¼ 0.3.

The probability distributions of Smr remain constant within a given month, but change across different

months for the three traffic growth patterns. The distribution parameters of Smr,k (k¼ 1, . . . , 120� 365)

in different months across 120 years at the various fatigue-critical locations under different traffic growth

patterns were determined in the previous subsection. Correspondingly, a constant ae is adopted here for

the no traffic growth pattern, where ae changes across different months for the three growth patterns.

Second, the random variables of K, D, and Smr,k are randomly sampled from the corresponding distri-

butions to yield a random variable vector. Third, the vector is substituted into the limit-state function to

calculate the value of g(Xi) in Equation 14.96. Fourth, Nf is increased by 1 if g(Xi)< 0. Finally, the

steps are repeated N times and the probability of failure Pf is computed by Nf /N. Note that N should be

sufficiently large for a good estimate of Pf. Nf	 10 is adopted for this estimation.

Using this procedure, the fatigue failure probabilities at the end of 120 years are estimated at the six

fatigue-critical locations and the results are listed in Table 14.3. The results are then compared with

Table 14.3 Fatigue failure probabilities at the end of 120 years at the fatigue-critical locations. (CDM model)

Load Case Growth Pattern Fatigue-Critical Location

E32123 E34415 E40056 E40906 E55406 E39417

CL Constant 0.024 0.017 6� 10�3 5� 10�3 8� 10�6 2� 10�5

CL! FL1 Linear 0.21 0.19 0.03 0.03 4� 10�3 6� 10�3

Exp-1 0.17 0.15 0.02 0.02 2� 10�3 3� 10�3

Exp-2 0.24 0.23 0.05 0.04 8� 10�3 0.01

CL! FL2 Linear 0.21 0.12 5� 10�3 6� 10�3 3� 10�4 3� 10�4

Exp-1 0.17 0.10 5� 10�3 5� 10�3 3� 10�4 3� 10�4

Exp-2 0.24 0.15 6� 10�3 8� 10�3 5� 10�4 4� 10�4
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those estimated by Miner’s model (see Table 14.2). If there is no growth in traffic over the bridge’s

design life, then there is no difference between the failure probabilities estimated by the two models,

because a constant ae is assumed for the entire 120 years and, thus, there is no non-linear damage

accumulation. If, however, traffic growth occurs in certain typical patterns, then the failure probabilities

estimated by the CDMmodel are smaller than those estimated by Miner’s model. This can be explained

by the previous finding that the cumulative fatigue damage under an increasing loading sequence is

smaller than that under a decreasing loading sequence [52].

14.9 Notations

D The damage index

erf(�) The error function

Fp(a, t) The probability distribution function of the peaks

fp(a, t) The probability density function of the peaks

f X _Xðx; _x; tÞ The joint probabilistic density function PDF of X(t) and _XðtÞ
g(X) The limit-state function

~g Xð Þ The approximate limit-state function

K Covariance matrix

L The lower bound level

Mp(t) The expected number of total peaks per unit time without any restriction on level

N(t) The rate of passage

Np(a, t) The expected number of peaks per unit time above the level x(t)¼a

N1 The number of stress range levels above sr,i
N2 The number of stress range levels above sr,0
n The iteration number of the recursive algorithm

ni The applied number of stress cycles at the stress range level sr,i
Pf The probability of failure

Pf(U, – L,T) The probability of the time that the maximum or minimum response reaches the respec-

tive bound level for the first time

Pr The probability of success

PXm
U; Tð Þ The probability distribution function of peaks

Pu
Xm

The upper limit of the probability distribution function of peaks

Pl
Xm

The lower limit of the probability distribution function of peaks

PZm
ðU; TÞ The probability that Zm does not exceed the bound level U within the time period T

q The spectral bandwidth factor

R The resistance of the structure

S The loading of the structure

U The upper bound level

X The random variable vector

Zm The absolute maximum response

ai The sensitivity factor

b The safety index or reliability index

bHL The Hasofer and Lind (HL) safety-index

rgð Þ The gradient of g

er The normalized random error of the variable x

mg Mean of g(X)

mR Mean of R

mS Mean of S
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mX The mean of random variables

j The ratio of the rate of zero crossings with positive slope to the expected number of total

peaks per unit time without any restriction on level

rRS The correlation coefficient between R and S

sg The standard deviation of g(X)

s~g The standard deviation of the approximate limit-state function

sr The standard deviation of R

sr,i The stress range level

sS The standard deviation of S

F(b) The normal cumulative distribution function
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15

Non-Stationary and Non-Linear
Buffeting Response

15.1 Preview

The buffeting analysis of long-span cable-supported bridges has been addressed in Chapter 4 for strong

winds perpendicular to the bridge deck, and in Chapter 10 for strong skew winds to the bridge deck.

Strong winds in both chapters are assumed to be stationary random processes that represent well mon-

soons and gales (extra-tropical cyclones) over flat terrains. However, some extreme wind events, such

as typhoons, downbursts and tornados, actually exhibit different characteristics from monsoons and

gales. The assumption of stationary processes may not be valid for those extreme wind events because

of their vortex or convective origins.

For example, if a bridge site is close to the external eye wall of a strong typhoon over complex terrain,

changes in wind direction and convective turbulences will be significant and, consequently, the statistical

characteristics of typhoon winds over the bridge site will evolve with time considerably. For such cases,

it is more realistic to model typhoon winds as non-stationary random processes rather than stationary

random processes, and to perform non-stationary buffeting analysis of long-span bridges accordingly.

Furthermore, the excessive buffeting responses of long-span cable-supported bridges under extreme

wind events may be accompanied by both structural and aerodynamic non-linearities. “Structural non-

linearities” refers to geometric and material non-linearities; aerodynamic non-linearities may origin

from flow separation near deck edges, higher order fluid memory and bridge motions [1]. A non-linear

phenomenon clearly observed from experiments is that aerodynamic forces acting on a moving bridge

deck in turbulence flow depend on the deck motions with hysteretic characteristics.

Nevertheless, non-stationary and non-linear buffeting analysis of long-span cable-supported bridges

is a challenging issue and needs much research. This chapter provides only an elementary introduction

to the topic. Two non-stationary probabilistic models for typhoon winds are first presented. Model I

regards mean wind as time-varying, while the remaining fluctuating wind is stationary. In he model II,

in addition to time-varying mean wind speed, the fluctuating wind is regarded as a non-stationary pro-

cess characterized by an evolutionary power spectral density (EPSD) function.

With the non-stationary wind model, the method for predicting non-stationary buffeting response of

long-span cable-supported bridge is proposed in the time-frequency domain, and the buffeting response

is estimated in terms of the time-varying mean response and the standard deviation response from the

EPSD. A method for determining the extreme value of non-stationary buffeting response for the design

of purpose is also put forward. For performing non-stationary and non-linear buffeting responses in the

Wind Effects on Cable-Supported Bridges, First Edition. You-Lin Xu.
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time domain, both unconditional and conditional simulations of non-stationary fluctuating winds are

necessary and are addressed in this chapter. Non-linear buffeting analysis is finally discussed, including

observations from wind tunnel tests and approaches for modeling aerodynamic non-linearities.

15.2 Non-Stationary Wind Model I

There are several models proposed for non-stationary winds but most of them refer to downbursts.

Chen and Letchford [2] suggested a three-layer model for describing non-stationary winds resulting

from downbursts, where the three layers represent time-varying mean wind speed, time-varying

variance and time-varying wind spectrum. The fluctuating wind speed components of downbursts

are characterized by either evolutionary power spectral density (EPSD) functions [2,3] or time-

varying auto-regressive model [4] or wavelets [5]. Chen and Letchford’s model has been used to predict

downburst-induced responses of building structures and transmission towers [6–8].

For typhoons, Xu and Chen [9] characterized typhoon wind as a time-varying mean wind speed plus

stationary fluctuating components. This concept was also implied in the modeling of Hurricane Lili by

Wang and Kareem [10]. Hu et al. [11] further characterized typhoon wind as a time-varying mean wind

speed plus non-stationary fluctuating components featured by EPSD. This section will introduce the

non-stationary model I for typhoon winds.

15.2.1 Non-Stationary Wind Model I

A preliminary study of non-stationary wind data recorded in the field during a nearby typhoon to the

Tsing Ma Bridge reveals that the mean wind speed in the longitudinal wind direction over one hour is

often subject to a significant temporal trend with slowly time-varying feature [9]. Therefore, the non-

stationary wind speed in the longitudinal wind direction is modeled as a deterministic time-varying

mean wind speed plus a zero-mean stationary random process for fluctuating wind speed.

UðtÞ ¼ UðtÞ þ uðtÞ ð15:1Þ

where:

U(t) is the total wind speed time history within a specified time range [0, T] in the longitudinal wind

direction;

U tð Þis the deterministic time-varying mean wind speed;

u(t) is the fluctuating wind component in the longitudinal wind direction, which can be modeled as a

zero-mean stationary Gaussian process.

This model is actually the basic “trend plus stationary residual” model for non-stationary random

process as discussed by Bendat and Piersol [12] and Priestley [13]. It simply allows mean wind speed

to vary over time in an arbitrary fashion, providing a great flexibility for considering the variation of

mean wind speed with time. Clearly, if the wind speed U(t) is a strictly stationary random process, the

time-varying mean wind speed U tð Þ in Equation 15.1 becomes a constant mean wind speed U. Conse-

quently, the non-stationary wind speed model expressed by Equation 15.1 can be also used for charac-

terizing stationary wind speeds in a traditional way.

15.2.2 Empirical Mode Decomposition

The key issue of using the aforementioned model to characterize non-stationary wind speeds is how to

extract a time-varying mean wind speed from a wind speed time history recorded in the field. To
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circumvent this difficulty, a data processing method termed the empirical model decomposition (EMD),

developed by Huang et al. [14], is employed. With the EMD, any complicated data set can be decom-

posed into a finite but often small number of intrinsic mode functions (IMF). This decomposition is

adaptive and applicable to non-linear and non-stationary processes because it is based on the local

characteristic time scale of the data. The following is the brief description of the procedure involved in

the EMD.

Let U(t) represent a non-stationary wind speed time history. The upper and lower envelopes of U(t)

are constructed by connecting its local maxima and minima, respectively, using a cubic spline line. The

mean of the two envelopes is then computed. The difference between the original time history and the

mean value is called the first IMF, c1(t), if it satisfies the two conditions:

1. within the data range, the number of extrema and the number of zero-crossings are equal or differ by

one only;

2. at any point, the mean value of the envelope defined by the local maxima and the envelope defined

by the local minima is zero.

This process is called a sifting process, and the resulting IMF represents a simple oscillatory mode as

a counterpart to the simple harmonic function, but it is much more general and admits a well-behaved

Hilbert transform. The difference between U(t) and c1(t) is then treated as a new time history and sub-

jected to the same sifting process, giving the second IMF, c2(t). The EMD procedure continues until the

residue becomes so small that it is less than a predetermined value of consequence, or the residue

becomes a monotonic function. The original time history U(t) is finally expressed as the sum of the

IMFs plus the final residue:

UðtÞ ¼
XN
j¼1

cjðtÞ þ rðtÞN ð15:2Þ

where:

N is the number of IMF components;

r(t)N is the final residue.

The final residue r(t)N of a wind speed time history U(t) of one hour duration can be defined as the

time-varying mean wind speed U1=3600ðtÞ with frequency contents less than 1/3600 Hz. Clearly, the

EMD naturally extracts the time-varying mean wind speed from the recorded wind speed time history

without any prior information.

The concept of the aforementioned time-varying mean wind speed can be extended to more general

case in which a time-varying mean wind speed is taken as the sum of the last a few IMFs plus the final

residue. The highest frequency “n” (the intermittency frequency) involved in such a time-varying mean

wind speed UnðtÞ may be decided according to the first natural frequency of the concerned bridge struc-

ture, so that the dynamic effect of the time-varying mean wind speed on the bridge structure can be com-

pletely neglected. Such a time-varying mean wind speed can be extracted from the measured wind speed

time history through an intermittency check [15] implemented during the sifting process of the wind data.

The implementation procedure of the intermittency check is to process the original wind speed time

history U(t) through EMD with a targeted intermittency frequency, to obtain all IMFs that have fre-

quencies greater than this frequency and then to remove all obtained IMFs from U(t) to yield the time-

varying mean wind speed which contains frequencies lower than the targeted intermittency frequency.

In such a process, the intermittency frequency, in conjunction with the sampling frequency of the time

history, is converted to the maximum intermittency to be implemented. This maximum specifies the

greatest number of points between the consecutive extrema of an allowable IMF. It will be
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demonstrated in the following section that such a continuously time-varying mean wind speed is more

natural than the traditional time-averaged mean wind speed.

15.2.3 Non-Stationary Wind Characteristics

After a time-varying mean wind speed UnðtÞ is identified, the subtraction of UnðtÞ with frequency con-

tents less than n Hz from the measured wind speed U(t) then produces the fluctuating wind speed u(t).

Because u(t) is assumed to be a zero-mean stationary Gaussian process, the standard deviation and the

probability density function (PDF) of the fluctuating wind speed can be obtained by:

s2
u ¼

1

T

Z T

0

u2ðtÞdt ð15:3Þ

pðuÞ ¼ 1ffiffiffiffiffiffi
2p

p
su

e�u2=2s2
u ð15:4Þ

The wind spectrum of fluctuating wind speed can be obtained using traditional spectral analysis.

However, the mean wind speed concerned is time-varying for non-stationary wind, and the turbulence

intensity is also time-dependent over the time interval T. To be consistent with the turbulence intensity

defined by the traditional approach, that obtained by the EMD is defined as the mean value of the time-

varying turbulence intensity over the time interval T:

Iu ¼ 1

T

Z T

0

su;T

U1=TðtÞ
dt ð15:5Þ

where su,T is the standard deviation of fluctuating wind speed over the time interval T.

The definition of gust factor is correspondingly changed to the maximum ratio of t1 time-varying

mean wind speed to the corresponding part of the hourly time-varying mean wind speed:

Gðt1Þ ¼ max
U1=t1ðtÞ
U1=3600ðtÞ

" #
ð15:6Þ

15.2.4 Case Study: Typhoon Victor

On 2 August 1997, about three months after the opening of the Tsing Ma Bridge to the public, Typhoon

Victor crossed over the bridge and made landfall over the western part of the New Territories of Hong

Kong. The WASHMS installed in the bridge timely recorded wind speed time-histories of seven hours

duration. The wind data recorded by the six anemometers are used in the following analysis [9]. More

information on Typhoon Victor and the WASHMS can be found in Chapter 9.

The evaluation of stationarity of wind data is performed on wind samples of one-hour duration.

Seven wind samples can be extracted from a seven-hour duration record of the six anemometers, so a

total of 42 wind samples are obtained for evaluation. Each one-hour sample is further divided into 30

segments. The run test, as described by Bendat and Piersol [12], is applied to each sample to evaluate

its stationarity in terms of the mean square value.

Listed in Table 15.1 are the test results for all wind samples with a significance level of 0.05. It can

be seen that only 13 out of the 42 samples pass the stationarity test. In particular, wind samples

recorded between 20:00 to 21:00 Hong Kong Time (HKT) from all six anemometers are non-stationary.
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To understand the stationarity test results, the ten-minute averaged mean wind speed and mean wind

direction at the two anemometers (WITJN01 and WITJS01) are computed using the traditional

approach and plotted against time in Figures 15.1a and 15.1b, respectively. It can be seen that there is a

sudden change of wind direction from north-east to south-west, and that the mean wind speed becomes

very small around 20:00 HKT. This indicates that the eye of Typhoon Victor had just crossed over the

bridge at that time. As a result, wind direction became quite unstable in the next hour (from 20:00 and

21:00 HKT), and the corresponding wind samples thus fail to pass the stationarity test.

Table 15.1 Stationarity test results from traditional approach (from [9]) (Reproduced with permission from ASCE)

Anemometer 17:00–

18:00

18:00–

19:00

19:00–

20:00

20:00–

21:00

21:00–

22:00

22:00–

23:00

23:00–

24:00

WITBN01 � & & & � & &
WITBS01 & & & & � & &
WITET01 � � & & & & &
WITJN01 � & � & � � �
WITJS01 & & � & & & &
WITPT01 & � � & & & &

�: Stationary&: Non-stationary.
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Figure 15.1 Variations of ten-minute mean wind speed and direction (from [9]) (Reproduced with permission from

ASCE).
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The EMD method is then applied to the wind samples that fail to pass the stationarity test. The results

obtained from the wind speed time history of one-hour duration recorded between 23:00 and 24:00

HKT are shown in Figure 15.2.

The first curve (curve 1) displayed in Figure 15.2 is the original longitudinal wind speed time history.

After applying the EMD to this time history, a total of ten IMF components (curves 2–11) and one final

residue (curve 12) are obtained. It can be seen that the IMF components start from the shortest to the

longest periods in the sequence. The last curve (curve 12) is actually a monotonic function of time. As

pointed out by Huang et al. [14], if the analyzed time history has a trend, this must be the final residue

obtained from the EMD. This can be demonstrated here again by plotting the original wind speed time

history together with the final residue (curve 12), as shown in Figure 15.2b. It is interesting to see that

curve 12 has a lower frequency (less than 1/3600) but larger amplitude than that of any IMF component.

The hourly mean value of the wind sample, as computed by the traditional approach, is 13.5m/sec,

while the amplitude of the final residue (time-varying mean wind speed) varies between 11.7m/sec and

15.4m/sec, with a mean value of 13.6m/sec. Such a continuously time-varying mean wind speed can-

not be obtained by the traditional approach, but the wind sample failing to pass the stationarity test is

actually attributed to the existence of such a time-varying mean wind speed. Since the highest fre-

quency in the time-varying mean wind speed is less than 1/3600 Hz, it will not cause any dynamic

effect on long-span cable-supported bridges.
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Figure 15.2 Empirical mode decomposition components (from [9]) (Reproduced with permission from ASCE).
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To further understand the final residue, the EMD is also applied to the wind speed time history

recorded at the anemometer WITJS01 between 19:00 and 20:00 HKT, which passes the stationarity

test. The final residue identified by the EMD is plotted in Figure 15.3a, together with the original wind

speed time history and the hourly-mean wind speed obtained from the traditional approach. Clearly, the

final residue identified by the EMD is almost constant and very close to the hourly mean wind speed.

0 600 1200 1800 2400 3000 3600
0

5

10

15

20  Original wind sample
 Residue after EMD
 Hourly-mean wind speed

W
in

d 
sp

ee
d 

(m
/s

)

Time (s)

(a) Wind Sample from WITJS01 (19:00-20:00HKT) 

0 600 1200 1800 2400 3000 3600

3

6

9

12

15

18

21

24

W
in

d 
sp

ee
d 

(m
/s

)

Time (s)

 Original wind sample
 Hourly-mean wind speed
 Time-varying mean wind speed by EMD

(b) Wind Sample from WITJS01 (23:00-24:00HKT) 

0 600 1200 1800 2400 3000 3600

0

5

10

15

20

25

30

W
in

d 
sp

ee
d 

(m
/s

)

Time (s)

 Original wind sample
 Residue after EMD
 Time-varying mean wind speed by EMD
 Hourly-mean wind speed

(c) Wind Sample from WITJS01 (21:00-22:00 HKT) 

Figure 15.3 Time-varying and hourly-mean wind speeds (from [9]) (Reproduced with permission from ASCE).
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For the wind samples that fail to pass the stationarity test, the final residue identified by the EMD is

subtracted from the original time history to form a new sample. The stationarity test is then applied to

each new sample, with the same number of segments and significance level as used in the first statio-

narity test. The second stationarity test results are listed in Table 15.2 and demonstrates that, among 29

non-stationary samples identified from the first stationarity test, 11 wind samples now pass the second

stationarity test, including the wind sample recorded at one anemometer between 23:00 and 24:00

HKT. However, the six samples recorded during the sudden change of wind direction (between 20:00

and 21:00 HKT) still cannot pass the second stationarity test. If these six samples are not counted, the

number of stationary samples is increased from 36% to 67% of 36 wind samples.

The highest frequency (the intermittency frequency) involved in the aforementioned time-varying

mean wind speed (the final residue) identified by the EMD is less than 1/3600Hz. Now, let us increase

the highest frequency involved in the time-varying mean wind speed from 1/3600Hz to 1/1200Hz and

use the EMD, together with the intermittence check, to find the corresponding time-varying mean wind

speed from wind samples that fail to pass the second stationarity test.

Figure 15.3c shows the wind sample recorded between 21:00 and 22:00 HKT, which fails to pass

both the first and second stationarity tests, and the time-varying mean wind speed with the highest

frequency less than 1/1200Hz. It can be seen that such a time-varying mean wind speed, rather than

the final residue, reflects the trend of the original wind speed. The time-varying mean wind speed is

then subtracted from the original wind sample to form a new sample that is, in turn, subjected to the

third stationarity test. It is found that six more wind samples pass the third stationarity test, as listed in

Table 15.3, leading to the stationary samples being 83% of 36 wind samples. This result indicates that

most of the wind samples measured during Typhoon Victor can be described by the proposed non-sta-

tionary wind model, except for those recorded during the sudden change of wind direction.

The time-varying mean wind speed obtained by the EMD at a designated frequency level may be

related to the traditional time-averaged mean wind speed over the corresponding time interval. Take

Table 15.3 Stationarity test results from EMD at intermittency frequency of 1/1200Hz (from [9]) (Reproduced

with permission from ASCE)

Anemometer 17:00–

18:00

18:00–

19:00

19:00–

20:00

20:00–

21:00

21:00–

22:00

22:00–

23:00

23:00–

24:00

WITBN01 � � & & � & &
WITBS01 & � � & � � �
WITET01 � � � & � � &
WITJN01 � � � & � � �
WITJS01 & � � & � � �
WITPT01 � � � & � � �
�: Stationary&: Non-stationary.

Table 15.2 Stationarity test results from EMD at intermittency frequency of 1/3600Hz (from [9]) (Reproduced

with permission from ASCE)

Anemometer 17:00–

18:00

18:00–

19:00

19:00–

20:00

20:00–

21:00

21:00–

22:00

22:00–

23:00

23:00–

24:00

WITBN01 � � & & � & &
WITBS01 & & � & � � &
WITET01 � � � & � � &
WITJN01 � � � & � � �
WITJS01 & & � & & � �
WITPT01 � � � & � & &

�: Stationary&: Non-stationary.
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the wind speed time history recorded by the anemometer WITJS01 between 23:00 and 24:00 HKTas an

example (see Figure 15.3b).

Figures 15.4a to 15.4c show the time-varying mean wind speed obtained by the EMD at the intermit-

tency frequency level of 1/600, 1/300 and 1/200Hz, respectively. Figures 15.4a to 5.4c also show the

traditional time-averaged mean wind speed over the time interval 600, 300 and 200 seconds. It can be
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Figure 15.4 Comparison between time-varying and time-averaged mean wind speeds (from [9]) (Reproduced with

permission from ASCE).
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seen that the time-varying mean wind speed identified by the EMD is similar to the corresponding time-

averaged mean wind speed obtained by the traditional approach. That identified by the EMD is, how-

ever, a continuous function of time with a designated frequency level, which is more natural than the

traditional time-averaged mean wind speed with the certain time interval.

Shown in Figure 15.5a are the probability distributions of fluctuating wind speed recorded between

19:00 and 20:00 HKT (Figure 15.3a), together with a Gaussian density function. One probability
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Figure 15.5 Probability distributions of wind speed (from [9]) (Reproduced with permission from ASCE).
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distribution is computed from the fluctuating wind speed obtained by subtracting the constant mean

wind speed from the original wind sample. The other is obtained from the fluctuating wind speed

obtained by subtracting the time-varying mean wind speed at a frequency level less than 1=3600Hz
from the original wind sample. It can be seen that the probability distributions obtained by the two

approaches are close to each other and both comply with the Gaussian distribution.

Displayed in Figure 15.5b are the two probability distributions of fluctuating wind speed recorded

between 23:00 and 24:00 HKT (Figure 15.3b), together with a Gaussian density function, obtained

using the same approaches as for the first wind sample. It can be seen that for this sample, only the

fluctuating wind speed obtained using the time-varying mean wind speed complies with the Gaussian

distribution. The probability distribution of the fluctuating wind speed obtained using the constant

mean wind speed deviates from the Gaussian distribution significantly. This indicates that the subtrac-

tion of the time-varying mean wind speed from the original non-stationary wind sample leads to a

stationary Gaussian-distributed fluctuating wind speed.

Further demonstration is made on the fluctuating wind speed recorded between 21:00 and 22:00

HKT (Figure 15.3c), as shown in Figure 15.5c. One probability distribution is computed based on the

constant mean wind speed, but the other is obtained based on the time-varying mean wind speed at a

frequency level less than 1=1200Hz. It can be seen that the latter fits the Gaussian distribution well,

while the fluctuating wind speed obtained from the constant mean wind speed departs from the Gaussian

distribution significantly. It may thus be concluded that the proposed non-stationary wind model, together

with the EMD method, does provide a means of characterizing non-stationary wind speeds.

The three wind samples used in the probability analysis are taken to investigate the wind spectra of

stationary and non-stationary wind samples. The spectral analysis is performed on each wind sample in

two ways: one is performed on the fluctuating wind speed obtained from the constant mean wind speed

(the traditional approach); the other is on the stationary fluctuating wind speed gained from the time-

varying mean wind speed (EMD).

Figure 15.6a demonstrates the spectral density functions of fluctuating wind speed recorded between

19:00 and 20:00 HKT. The two spectral density functions are almost overlapping within the entire fre-

quency range concerned. This is because the time-varying mean wind speed at a frequency level less

than 1=3600 is almost the same as the hourly mean wind speed as shown in Figure 15.3a. Figure 15.6b

shows the spectral density functions of fluctuating wind speed recorded between 23:00 and 24:00 HKT.

It can be seen that the amplitude of the spectral density function obtained using the time-varying mean

wind speed is slightly lower than that obtained using the hourly mean wind speed in the frequency

range lower than 0.01Hz. In the latter, the two spectral density functions are very similar. The same

trend can be found in the spectral density functions of fluctuating wind speed recorded between 21:00

and 22:00 (Figure 15.6c). The reduction of spectral amplitude in the low frequency range may affect

wind-induced dynamic response of super-long suspension bridges.

In order to compare the turbulence intensity obtained by the stationary and non-stationary

approaches, turbulence intensities of ten minutes duration are computed using the wind samples

between 21:00 and 24:00 HKT.

Shown in Figure 15.7 are the ten-minute turbulence intensities obtained by the EMD and the tradi-

tional approach. It can be seen that the two approaches give almost the same value of turbulence inten-

sity over the entire three-hour duration, except for the two points at 21:15 HKT and 23:05 HKT. After a

careful examination of the wind speed time history, it is found that the trend of wind speed varies rap-

idly within the ten-minute period centered at either 21:15 HKTor 23:05 HKT. This leads to overestima-

tion of turbulence intensity by the traditional approach. The turbulence intensity estimated by the EMD

seems to be more reasonable than the traditional approach.

A comparison of gust factors obtained using the two approaches is made in the following. Figure 15.8

shows the variations of gust factor with gust duration computed by stationary and non-stationary

approaches in terms of the three one-hour wind samples from the anemometer WITJS01 between 21:00

and 22:00 HKT, 22:00 and 23:00 HKT, and 23:00 and 24:00 HKT. The gust factors obtained by the
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Figure 15.6 Wind spectra (from [9]) (Reproduced with permission from ASCE).
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EMD are almost the same as those obtained by the traditional approach. The variation of gust factor

with gust duration obtained by either approach confirms approximately to a straight line if the curve is

plotted in semi-logarithmic scale.

15.3 Non-Stationary Wind Model II

As demonstrated in the last section, for some wind samples, subtraction of the time-varying mean wind

speed from the original non-stationary wind sample still cannot make the wind sample pass the statio-

narity test. A second non-stationary wind model is therefore needed. In model II, the fluctuating wind is

further regarded as a non-stationary process characterized by an evolutionary power spectral density

(EPSD) function in addition to the time-varying mean wind speed [11]. The EPSD function can be

established by extending the stationary model with instantaneous statistical properties (note: the term

“instantaneous” here means that, for each time instant, the corresponding statistical properties are esti-

mated over a specified short time interval whose center is the current time instant). In this connection,

the time-varying mean wind speed needs to be obtained using a way different from the EMD.
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Figure 15.8 Gust factors (from [9]) (Reproduced with permission from ASCE).
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Figure 15.7 Turbulence intensities (from [9]) (Reproduced with permission from ASCE).
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15.3.1 Time-Varying Mean Wind Speed and Mean Wind Profile

In the non-stationary typhoon wind model II, the longitudinal component U(t) is still regarded as the

sum of time-varying mean wind speed U tð Þ and zero-mean fluctuating wind speed component u(t), but

U tð Þ is determined by short-time averaging over a short time interval T:

UðtÞ ¼ 1

T

Z tþT=2

t�T=2

UðtÞdt ð15:7Þ

Clearly, this requires the length of wind speed time history to be at least twice the time interval T.

Equation 15.7 implies that U tð Þ contains frequency contents lower than 1=T and actually varies with

time very slowly compared with the fluctuating wind speed component u(t). To consider the mean

wind speed profile in the vertical plane, the time-varying mean wind speed can be further expressed as:

UðtÞ ¼ U0ðzÞ � h0ðtÞ ð15:8Þ

where:

U0ðzÞ is the mean value of the time-varying mean wind speed U tð Þ, which is almost the same as the

conventional time-invariant mean wind speed depending on the height above the ground z;

h0(t) is the time-varying function of mean wind speed, which is assumed to be independent of the

height above the ground.

In such a way, the mean wind speed profile can be readily incorporated into the non-stationary wind

model. Furthermore, it is assumed that the vertical wind component W(t) has a zero mean, which is

similar to the assumption used in the stationary buffeting analysis. As a result, the vertical component

W(t) is regarded as the fluctuating wind speed w(t)¼W(t) only.

During the passage of a typhoon, the mean wind speed profile at a bridge site surrounded by a com-

plex terrain generally does not conform to the traditional logarithmic law or power law. A numerical

method for predicting directional typhoon mean wind speed profiles over a complex terrain, U0ðzÞ, has
been recently proposed by Xu et al. [16] and is presented in Chapter 13. The method they proposed

involves a refined typhoon wind field model, Monte Carlo Simulation, computational fluid dynamics

(CFD) simulation and artificial neural networks (ANN).

15.3.2 Evolutionary Spectra

After extracting the time-varying mean wind speed from U(t), the remained fluctuating wind speed

component u(t) may still possess time-varying characteristics of wind turbulence. Therefore, u(t) is

represented by a zero-mean oscillatory process that admits the representation [17]:

uðtÞ ¼
Z þ1

0

Aðv; tÞeivtdjðvÞ ð15:9Þ

where:

i ¼ ffiffiffiffiffiffiffi�1
p

;

A(v,t) is a slowly varying function with time;
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j(v) is a zero-mean Gaussian orthogonal increment process having the properties:

E djðvÞdjðv0Þ�½ � ¼ 0 v 6¼ v0

mðvÞdv v ¼ v0

�
ð15:10Þ

where:

the superscript “�” denotes the complex conjugate;

m(v)dv is variance of the increment process.

The EPSD of u(t) at time t can be then written as:

Suuðv; tÞ ¼ Aðv; tÞj j2mðvÞ ð15:11Þ

Based on observations on measured typhoon wind data, a closed-form formula for Suu(v,t) can

be proposed by incorporating time-varying parameters into stationary power spectral density

functions. In this study, the von Karman spectrum presented in Chapter 2 is selected and

extended to the evolutionary von Karman spectrum with time-varying variance, mean wind speed

and integral length scale:

Suuðv; tÞ
s2
uðtÞ

¼ 1

2p

4LuðtÞ
UðtÞ

1þ 70:8
4vLuðtÞ
2pUðtÞ

� �2
" #

5
6

ð15:12Þ

where Lu(t) is the time-varying integral length scale; and s2
uðtÞ is the time-varying variance of u(t).

s2
uðtÞ ¼

1

TU

Z tþTU=2

t�TU=2

u2ðtÞdt ð15:13Þ

The time interval TU in Equation 15.13 should be less than T in order to involve frequency contents

higher than 1=T. The time-varying turbulence intensity can be expressed as:

IuðtÞ ¼ suðtÞ=UðtÞ ð15:14Þ

Similarly, the vertical wind speed component w(t) can also be defined as an oscillatory process

with the evolutionary von Karman spectrum as:

Swwðv; tÞ
s2
wðtÞ

¼ 1

2p

4LwðtÞ
UðtÞ 1þ 755

LwðtÞ
UðtÞ

� �2
" #

1þ 283
LwðtÞ
UðtÞ

� �2
" #

11
6

ð15:15Þ

where s2
wðtÞ and Lw(t) are the vertical time-varying variance and integral length scale, respectively.
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15.3.3 Coherence Function

For the non-stationary buffeting analysis of long-span cable-supported bridges, the exponential coher-

ence function used in the stationary wind model as described in Chapter 2 can be directly adopted.

gpp;ijðvÞ ¼ exp � v

2p

Cpz
2ðzi � zjÞ2 þ Cpy

2ðyi � yjÞ2
h i1

2

1

2
U0ðziÞ þ U0ðzjÞ
� �

8><
>:

9>=
>; ð15:16Þ

where the symbol p represents u or w; zi and yi denote the vertical and lateral coordinates; Cpz and Cpy

are the decay coefficients. This coherence function is time-invariant, which meets the requirement of

Priestley’s EPSD theory [18]. The coherence function between the vertical and longitudinal wind com-

ponents is disregarded. Based on coherence functions, the cross-EPSD can be constructed by:

Spp;ijðv; tÞ ¼ Spp;iiðv; tÞSpp;jjðv; tÞgpp;ijðvÞ ð15:17Þ

15.3.4 Case Study: Typhoon Dujuan

Figure 15.9 shows the Stonecutters Bridge, with a main span of 1018m, in Hong Kong. A field mea-

surement system was installed near the bridge site in 2002 to measure strong winds and to ascertain

wind turbulence parameters for the design purpose of the bridge, and the system has recorded several

strong typhoons passing by Hong Kong [19]. Among all the available records, Typhoon Dujuan, which

affected the site on 29 August, 2003, is selected because its eye has passed nearby the site at a close

distance, although the Stonecutters Bridge was completed at the end of 2009 [11].

The wind speed time histories recorded at a height of 30m above the ground during Typhoon Dujuan

are used to establish the non-stationary wind field model. The measured longitudinal wind speed time

history U(t) of one-hour duration is shown in Figure 15.10a.

Figure 15.9 Stonecutters Bridge in Hong Kong.
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The time-varying mean wind speed U tð Þ is estimated by using the short-time averaging over

T¼ 3600 sec, and the result is shown in Figure 15.10a. The fluctuating wind speed time history u(t)¼
U(t)�U tð Þ is then computed and displayed in Figure 15.10b. The time-varying variance is also esti-

mated by using the short-time averaging with a time window TU¼ 60 sec and the resulting s2
uðtÞ is

shown in Figure 15.10b. The time-varying turbulence intensity Iu(t) is determined by using Equa-

tion 15.14 and shown in Figure 15.11a.

The EPSD function Suu(v,t) of fluctuating wind speed u(t) can be estimated by using the method pro-

posed by Priestley [13,17,20], and the results are shown in Figure 15.12a. Lu(t) is then obtained by using

Equation 15.12 to fit the estimated EPSD and shown in Figure 15.11b. The evolutionary von Karman

spectrum within the specified time period can be finally found using Equation 15.12 in terms of the esti-

mated U tð Þ, Iu(t), and Lu(t), and it is shown in Figure 15.12b to compare with the measured one shown in

Figure 15.12a. To avoid end effects, U tð Þ, s2
uðtÞ and Suu(v,t) within the specified one-hour duration are

actually computed by using the measured wind speed time history of at least two hours duration.
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Figure 15.10 Longitudinal wind speed time histories recorded during Typhoon Dujuan.
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Figure 15.11 Longitudinal time-varying turbulence characteristics.
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Similar procedure is applied to the measured vertical turbulence component w(t). The time-varying

mean vertical wind speed estimated from measured time histories is close to zero.

Figures 15.13a and 15.13b show the turbulence intensity and the turbulence integral scale of vertical

fluctuating wind speed, while the measured and estimated vertical evolutionary von Karman spectra are

displayed in Figures 15.14a and 15.14b respectively.

Figure 15.12 EPSD of longitudinal fluctuating wind speed.
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Figure 15.13 Vertical time-varying turbulence characteristics.
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The mean wind profile and the coherence function cannot be obtained from the measurement data.

The mean wind speed profile shown in Figure 15.15 is used for the case study in the next section, which

is obtained by a CFD simulation with the topographic model around the bridge site and Typhoon

Dujuan wind data [16].

For the coherence function expressed by Equation 15.16, the decay coefficients Cpz and Cpy are taken

as 8.3 and 6.4 for p¼ u and 3.8 and 4.8 for p¼w.

Figure 15.14 EPSD of vertical fluctuating wind speed.
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Figure 15.15 Typhoon mean wind speed profile over complex terrain.
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15.4 Buffeting Response to Non-Stationary Wind

15.4.1 Time-Varying Mean Wind Forces

For a bridge deck with unit length and width B, the mean wind forces acting on its center due to the

non-stationary mean wind speeds described above can be expressed as:

LmðtÞ ¼ 1

2
rUðtÞ2CL aðtÞð ÞB ð15:18aÞ

DmðtÞ ¼ 1

2
rUðtÞ2CD aðtÞð ÞB ð15:18bÞ

MmðtÞ ¼ 1

2
rUðtÞ2CM aðtÞð ÞB2 ð15:18cÞ

where L, D and M denote the lift force, drag force, and pitching moment, in which the subscript “m”

denotes the mean value; r is the air density; CL, CD and CM denote the aerodynamic lift force, drag

force and pitching moment coefficients. These coefficients are functions of the instantaneous mean

wind attack angle aðtÞ.

aðtÞ ¼ a0ðtÞ þ aSðtÞ ð15:19Þ

where:

a0ðtÞ is the attack angle of time-varying mean wind;

aSðtÞ is the torsional response of the bridge deck due to the time-varying mean wind forces and

moment.

As a result, a is time-varying, and the force coefficients, which depend on aðtÞ, are also time-

dependent. The mean wind forces and moment evolve with time and should be determined by iteration.

Nevertheless, the mean wind forces vary with time very slowly, as the time-varying mean wind speed

contains frequency contents lower than 1=T.

15.4.2 Non-Stationary Self-Excited Forces

Under non-stationary winds, the self-excited forces and moment acting on the bridge deck unit can be

expressed as

LseðtÞ ¼ rB2v
H�

1 aðtÞ;URðtÞ
� 	

_hðtÞ þ BH�
2 aðtÞ;URðtÞ
� 	

_aðtÞ þ vBH�
3 aðtÞ;URðtÞ
� 	

aðtÞ
þvH�

4 aðtÞ;URðtÞ
� 	

hðtÞ þ H�
5 aðtÞ;URðtÞ
� 	

_pðtÞ þ vH�
6 aðtÞ;URðtÞ
� 	

pðtÞ

" #
ð15:20aÞ

DseðtÞ ¼ rB2v
P�
1 aðtÞ;URðtÞ
� 	

_pkðtÞ þ BP�
2 aðtÞ;URðtÞ
� 	

_aðtÞ þ vBP�
3 aðtÞ;URðtÞ
� 	

aðtÞ
þvP�

4 aðtÞ;URðtÞ
� 	

pkðtÞ þ P�
5 aðtÞ;URðtÞ
� 	

_hðtÞ þ vP�
6 aðtÞ;URðtÞ
� 	

hðtÞ

" #
ð15:20bÞ
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MseðtÞ ¼ rB3v
A�
1 aðtÞ;URðtÞ
� 	

_hðtÞ þ BA�
2 aðtÞ;URðtÞ
� 	

_aðtÞ þ vBA�
3 aðtÞ;URðtÞ
� 	

aðtÞ
þvA�

4 aðtÞ;URðtÞ
� 	

hðtÞ þ A�
5 aðtÞ;URðtÞ
� 	

_pðtÞ þ vA�
6 aðtÞ;URðtÞ
� 	

pðtÞ

" #
ð15:20cÞ

where:

the subscript “se” denotes the self-excited forces;

Pi
�, Hi

�, and Ai
� (i ¼ 1, . . . , 6) are the flutter derivatives which are functions of the instantaneous mean

wind attack angle and the reduced mean wind speed URðtÞ ¼ 2pUðtÞ=vB;
hk(t), pk(t) and ak(t) are the vertical and lateral dynamic displacement responses and the dynamic tor-

sional response of the bridge deck unit;

each over-dot denotes the differentiation with respect to time.

Note that the flutter derivatives are the functions of time due to indirect effects of the time-varying

mean wind speed, and they vary with time very slowly.

15.4.3 Non-Stationary Buffeting Forces

The non-stationary buffeting forces on the bridge deck unit can be expressed by:

LbðtÞ ¼ 1

2
rUðtÞB 2CL aðtÞð ÞuðtÞ þ C0

L aðtÞð Þ þ CD aðtÞð Þ½ �wðtÞf g ð15:21aÞ

DbðtÞ ¼ 1

2
rUðtÞB 2CD aðtÞð ÞuðtÞ þ C0

D aðtÞð ÞwðtÞ½ � ð15:21bÞ

MbðtÞ ¼ 1

2
rUðtÞB2 2CM aðtÞð ÞuðtÞ þ C0

M aðtÞð ÞwðtÞ½ � ð15:21cÞ

where:

the subscript “b” denotes the buffeting forces;

the superscript “�0” means the differentiation with respect to the angle of attack.

The quasi-steady assumption is adopted and the unit aerodynamic admittance is used in

Equations 15.21a to 15.21c. Apart from the time-varying mean wind speed, the aerodynamic

coefficients and their derivatives are also time-dependent, due to the time-dependent angle of attack.

Furthermore, the fluctuating wind speed components u(t) and w(t) are non-stationary and have time-

varying statistical properties characterized by the EPSD.

15.4.4 Governing Equations of Motion

The governing equations of motion for buffeting response of a long-span bridge under non-stationary

winds can be expressed as:

M€XðtÞ þ C _XðtÞ þKXðtÞ ¼ FmðtÞ þ FseðtÞ þ FbðtÞ ð15:22Þ
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where:

M, C and K are the N � N mass, damping and stiffness matrices of the finite element model of the

entire bridge, respectively;

N is the total number of degree of freedoms;

X(t) is the N-dimensional buffeting response vector of the whole bridge in the global coordinate

system.

The buffeting response vector is a non-stationary vector process which can be written as:

XðtÞ ¼ XðtÞ þ xðtÞ ð15:23Þ

where:

XðtÞ and x(t) denote the time-varying mean wind displacement response and the fluctuating buffeting

displacement response, respectively;
_XðtÞ and €XðtÞ are the non-stationary velocity and acceleration vectors;
Fm, Fse and Fb are the loading vectors of mean wind forces, self-excited forces and buffeting forces,

respectively.

Suppose that the entire bridge deck is divided into M elements for considering wind loading. The

wind loading vectors can then be expressed as:

FmðtÞ ¼ TsðtÞCbuðtÞUðtÞ ð15:24aÞ

FseðtÞ ¼ AsðtÞxðtÞ þ AdðtÞ _xðtÞ ð15:24bÞ

FbðtÞ ¼ TsðtÞCbðtÞQðtÞ ð15:24cÞ

where:

UðtÞ ¼ U1ðtÞ � � �UMðtÞ
� �

and QðtÞ ¼ uðtÞT wðtÞT
h iT

are the vectors of time-varying mean wind

speeds and non-stationary fluctuating wind speeds;

uðtÞ ¼ u1ðtÞ � � � uMðtÞ½ �T and wðtÞ ¼ w1ðtÞ � � �wMðtÞ½ �T;
CbðtÞ ¼ CbuðtÞCbwðtÞ½ � is the time-dependent aerodynamic force coefficients matrix;

CbuðtÞ ¼ diag C1
buðtÞ � � �CM

buðtÞ
� �

; CbwðtÞ ¼ diag C1
bwðtÞ � � �CM

bwðtÞ
� �

;

and:

Ck
buðtÞ ¼

1

2
rUkðtÞBlk 2CL;kðtÞ 2CD;kðtÞ 2BCM;kðtÞ

� �T ð15:25aÞ

Ck
bwðtÞ ¼

1

2
rUkðtÞBlk C0

L;kðtÞ þ CD;kðtÞ C0
D;kðtÞ BC0

M;kðtÞ
� �T ð15:25bÞ
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are the element force coefficient matrices; lk is the length of the kth deck element; AsðtÞ ¼
TsðtÞ diag A1

s ðtÞ � � �AM
s ðtÞ

� �
 �
TsðtÞT and AdðtÞ ¼ TsðtÞ diag A1

dðtÞ � � �AM
d ðtÞ

� �
 �
TsðtÞT are the time-

dependent aeroelastic stiffness and damping matrices, in which:

Ak
s ¼ rB2v2lk

H�
4;kðtÞ H�

6;kðtÞ BH�
3;kðtÞ

P�
6;kðtÞ P�

4;kðtÞ BP�
3;kðtÞ

BA�
4;kðtÞ BA�

6;kðtÞ B2A�
3;kðtÞ

2
64

3
75; Ak

d ¼ rB2vlk

H�
1;kðtÞ H�

5;kðtÞ BH�
2;kðtÞ

P�
5;kðtÞ P�

1;kðtÞ BP�
2;kðtÞ

BA�
1;kðtÞ BA�

5;kðtÞ B2A�
2;kðtÞ

2
664

3
775

ð15:26Þ

In the above, Ts(t) is the N�M coordinate transformation matrix, which is also time-dependent as it

depends on the instantaneous mean wind angle of attack.

15.4.5 Time-Varying Mean Wind Response

The mean wind force vector Fm(t) evolves with time very slowly. Therefore, although the mean wind

response can be predicted for each time instant, the prediction can be performed by static analysis without

considering dynamic effects, because the fundamental frequency of a long-span bridge is much larger than

1=T. The basic equation for static analysis can be derived from Equation 15.22 at the rth time instant:

KXðtrÞ ¼ Fm UðtrÞ;aðtrÞ
� 	 ð15:27Þ

Nevertheless, the above equation is a non-linear equation because the mean wind attack angle vector

aðtrÞ depends on the mean wind response vector XðtrÞ. An iterative procedure is introduced to find both

aðtrÞ and XðtrÞ. The obtained time-varying mean wind attack angle aðtÞ within the concerned time period

is used for the dynamic response analysis.

15.4.6 Modal Equations for Non-Stationary Buffeting Response

By eliminating the time-varying mean wind force and response and by using the modal superposition

method, Equation 15.22 can be transformed into:

€qðtÞ þ ~CðtÞ _qðtÞ þ ~KðtÞqðtÞ ¼ QbðtÞ ð15:28Þ
where:

~CðtÞ ¼ FTCF�FTAdðtÞF and ~KðtÞ ¼ L�FTAsðtÞF are the generalized modal damping and stiff-

ness matrices, and they are time-dependent;

QbðtÞ ¼ FTFbðtÞ is the generalized buffeting force vector;
F is the modal matrix with only the first Ns order of structural modes, which is normalized as:

FTMF ¼ INS�NS
; FTKF ¼ L ¼ diagðv2

j Þ; j ¼ 1; 2; . . . ;NS ð15:29Þ
in which:

vj is the jth natural frequency of the bridge;

q(t) denotes the generalized modal coordinate vector such that:

xðtÞ ¼ FqðtÞ ð15:30Þ
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It is noted that Qb(t) in Equation 15.18a is a NS-dimensional non-stationary Gaussian vector process

with zero mean, referring to Equation 15.24c and characterized by the EPSD matrix rather than the

PSD matrix:

SQbQb
ðv; tÞ ¼ FTSFbFb

ðv; tÞF ¼ FTTsðtÞCbðtÞSQQðv; tÞCbðtÞTTsðtÞTF ð15:31Þ

15.4.7 Pseudo Excitation Method for Solving Modal Equations

The pseudo excitation method (PEM) is a highly efficient and accurate method for random vibra-

tion analysis, and it has been used for stationary buffeting analysis of the bridge [21]. The PEM

is extended in this study to solve Equation 15.28 in the time-frequency domain. First, the pseudo

excitation vector is defined as:

~Qb;jðv; tÞ ¼ AQb ;jðv; tÞeivt ð15:32Þ

where the matrix AQb
ðv; tÞ can be obtained by the Cholesky decomposition of the EPSD matrix

SQbQb
ðv; tÞ, which satisfies:

SQbQb
ðv; tÞ ¼ AQb

ðt;vÞAQb
ðt;vÞT ð15:33Þ

By replacing the loading term Qb(t) in Equation 15.28 with the pseudo excitation ~Qb;jðv; tÞ, the
pseudo response yj(v,t) can be then obtained by solving the dynamic equation as follows:

€yjðv; tÞ þ ~CðtÞ _yjðv; tÞ þ ~KðtÞyjðv; tÞ ¼ ~Qb;jðv; tÞ ð15:34Þ

The Newmark step-by-step integration method can be used to find yj(v,t) numerically. Conse-

quently, the EPSD matrix of buffeting responses x(t) can be obtained as:

Sxxðv; tÞ ¼
XNS

j¼1

Fyjðv; tÞ
� ��

Fyjðv; tÞ
� �T ð15:35Þ

Once the EPSD matrix is obtained, other statistics, such as time-varying standard deviations of the

non-stationary buffeting responses, can be computed readily.

15.4.8 Case Study: Stonecutters Bridge

In this section, the proposed framework is applied to the Stonecutters Bridge to demonstrate how to

predict its non-stationary buffeting response. By using the updated FE model of the Stonecutters Bridge,

the first 20 natural frequencies and modal shapes are computed and used for the non-stationary buffeting

analysis. A modal damping ratio of 2% is adopted for each mode of vibration. Wind forces are supposed

to act on the bridge deck, bridge tower, and bridge piers at the nodes shown in Figure 15.16. The aerody-

namic coefficients and flutter derivatives of the bridge deck were provided by the Hong Kong Highways

Department obtained from wind tunnel sectional model tests.

The time-varying mean wind responses of the bridge are displayed in Figures 15.17a to 15.17c for

the deck unit at the middle point of the main span of the bridge (location S1 in Figure 15.16); the three
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plots correspond to vertical and horizontal displacements and torsional angle, respectively. It can be

observed that the variation amplitudes of mean wind responses are all about 33%, indicating that the

degree of influence of time-varying mean wind speed on bridge mean responses is obvious, although

it is not very significant. The computed time-varying mean torsional angle aSðtÞ of the bridge deck

(Figure 15.17c) will be used as the instantaneous mean wind attack angle aðtÞ in the following analysis

in consideration of a0 ¼ 0 in the wind field model.
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Non-stationary buffeting analysis is performed by using the pseudo excitation method. The

computed responses are displayed as Case 1 in Figures 15.18 and 15.19 for time-varying standard

deviations of vertical and horizontal displacements and torsional angles of the bridge at the loca-

tion S1, which serve as the basis for assessing the effects of non-stationary typhoon wind on the

buffeting response of the bridge. The effects of two types of non-stationary factors on the bridge

responses, including the time-varying mean wind speed and the EPSD, are then estimated by

comparing the bridge responses in Case 1 with those computed by excluding one of the above

factors.

The effects of time-varying mean wind speed on buffeting responses are reflected by the time-depen-

dent aerodynamic force coefficients and time-dependent aerodynamic flutter derivatives. By keeping

the matrix of aerodynamic force coefficients and aerodynamic derivatives at the first time step

unchanged for the entire computation, the indirect effects of time-varying mean wind speed on buffet-

ing responses can be excluded. The bridge responses with constant aerodynamic force coefficients and

aerodynamic derivatives are shown in Figures 15.18 and 15.19, defined as Case 2 and Case 3,

respectively.

It can be seen that the response curves from Case 2 and 3 are almost the same as those from Case 1,

except for a very few minor differences between Case 3 and Case 1, indicating that the indirect effects

of time-varying mean wind speed on non-stationary buffeting responses can be ignored in this special

case study. This can be confirmed by Figures 15.20 and 15.21, which show that the time-dependent
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Figure 15.18 Time-varying standard deviations of buffeting responses at middle point of main span.
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aerodynamic force coefficients and derivatives do not change considerably during the selected time

period. This is consistent with relatively small changes of time-varying mean wind speed and wind

attack angle.

The effects of EPSD can be investigated by considering the fluctuating components of wind velocity

to be stationary processes. The time-invariant PSD functions are estimated from the longitudinal wind

speed time history after eliminating the time-varying mean wind speed and the vertical wind speed time

history. These functions are used to form a time-invariant PSD matrix. The bridge responses are then

computed and displayed as Case 4 in Figures 15.18 and 15.19. In comparing Case 4 with Case 1, a

relatively large difference can be observed from Figures 15.19b and 15.19c in detail. The relative
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Figure 15.19 Detailed view of time-varying standard deviations of buffeting responses at middle point of

main span.
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differences between the two cases are 7%, 27% and 6% for the mean values of standard deviations of

vertical, lateral and torsional responses, respectively. Therefore, it is necessary to consider the non-

stationary buffeting analysis of the bridge under typhoon winds with time-varying mean wind speed

and EPSD.

15.5 Extreme Value of Non-Stationary Response

15.5.1 Background

As previously mentioned, when non-stationary wind speed is modeled as the sum of a time-varying

mean wind speed and an evolutionary Gaussian random process for the fluctuating part, the buffeting

response X(t) of the bridge can be correspondingly determined as the sum of the time-varying mean

response XðtÞ and the evolutionary Gaussian random process x(t) of the bridge, where x(t) is a zero-

mean random process characterized by its EPSD matrix Sxx(v,t). XðtÞ and Sxx(v,t) can be evaluated

separately by using static analysis and the pseudo excitation method, respectively, as demonstrated in

previous sections.

In general, the exact solution for the extreme value of a random process is not available, while the

Monte Carlo solution is often computationally inefficient [22]. Thus, it is desirable to develop approxi-

mate solutions for the extreme value of non-stationary buffeting response. Probabilistically, the extreme

value problem can be described to predict the extreme value of an evolutionary random process with a

time-varying mean over a specified time interval. For a zero-mean Gaussian random process, a few

approximations for the cumulative distribution function (CDF) and statistical moments of its extreme

value have been developed [8,23–30].

On the other hand, the extreme value of a Gaussian process with non-zero time-varying mean can be

paraphrased as two-sided time-dependent barrier problems [31] or curve crossing problems [32,33].

This section will therefore derive approximate probabilistic properties of the extreme value of non-

stationary buffeting response, based on the curve-crossing problem and Microlev’s approximation, and

the derived formulae will be applied to assess the extreme value of non-stationary buffeting response of

a real long-span cable-supported bridge.

15.5.2 Approximate Estimation of Extreme Value

Consider a Gaussian evolutionary process X(t) with a known time-varying mean m(t) and single-sided

EPSD function SXX(v,t). The extreme value of X(t) over a specified time interval [0, T] is also a random

variable:

Xm ¼ max
t2½0;T �

XðtÞj j ð15:36Þ
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The problem at hand is to find approximate formulae for probabilistic characteristics of Xm, includ-

ing the CDF, FXm
ðx; TÞ of the random variable Xm, the mean value mXm

and the standard deviation sXm

of Xm. To this end, FXm
ðx; TÞ is first expressed as a function of the up-crossing rate, including the

effects of mean value. Time-dependent spectral characteristics of the evolutionary process X(t) pro-

posed by Michaelov et al. [34] are then utilized to derive two types of approximation of the up-crossing

rate by incorporating the formulas derived by [22] with the effects of time-varying mean. The CDF of

extreme value of X(t) is finally estimated by both the Possion and Vanmarcke approximation, from

which mXm
and sXm

can be evaluated.

Generally, the extreme value CDF of a Gaussian non-stationary random process X(t) with X(0)¼ 0

can be represented by:

FXm
ðx; TÞ ¼ exp �NXðx; TÞ½ � ¼ exp �

Z T

0

hXðx; tÞdt
� 


ð15:37Þ

where NX(x,t) is the mean number of crossings over level x(x > 0); and hX(x,t) is the unconditional

transient crossing rate:

hXðx; tÞ ¼ hþX ðx; tÞ þ h�X ð�x; tÞ ð15:38Þ

where hþX and h�X denote respectively the up-crossing and down-crossing rate of the process X(t).

Because X(t) is embedded with a non-zero time-varying mean m(t), hþX and h�X are not equal and should

be computed separately. However, the down-crossing rate can be transferred into an equivalent up-

crossing rate by taking advantage of the symmetry of the fluctuating part X(t)�m(t), so that the down-

crossing rate of X(t) over�x is equal to the up-crossing rate of X(t) over xþm(t).

h�X ð�x;m; tÞ ¼ hþX ðx;�m; tÞ ð15:39Þ

Jointly utilizing Equations 15.37 to 15.39 leads to:

FXm
ðx; TÞ ¼ exp �

Z T

0

hþX ðx;�m; tÞ þ hþX ðx;m; tÞ� �
dt

� 

ð15:40Þ

Equation 15.40 indicates that the determination of FXm
ðx; TÞ requires computation of the time-vary-

ing crossing rate hþX ðx;m; tÞ. Two types of approximation of hþX ðx;m; tÞ will be derived subsequently.

Before that, the time-varying spectral characteristics will be introduced, laying down a foundation for

the formulas of hþX ðx;m; tÞ.
To estimate the extreme value of X(t), the four types of spectral characteristics are of importance and

can be evaluated from Sxx(v,t). The standard deviations of X(t) and the derivative _XðtÞ with respect to

time can be computed by:

sXðtÞ2 ¼
Z þ1

0

SXXðv; tÞdv ð15:41aÞ

s _XðtÞ2 ¼
Z þ1

0

S _X _Xðv; tÞdv ¼
Z þ1

0

_Aðv; tÞ2 þ v2Aðv; tÞ2
h i

dv ð15:41bÞ

where Aðv; tÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SXXðv; tÞ

p
is the time-frequency modulation function.
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The correlation coefficient rX _XðtÞ between X(t) and _XðtÞ can be computed by:

rX _XðtÞ ¼
cov XðtÞ; _XðtÞ� �
sXðtÞs _XðtÞ

¼
Rþ1
0

Aðv; tÞ _Aðv; tÞdv
sXðtÞs _XðtÞ

ð15:42Þ

Equation 15.42 indicates that, unlike in the stationary situation, where X(t) is independent of
_XðtÞ, the non-stationary process X(t) makes the correlation coefficient rX _XðtÞ non-zero. However,

rX _XðtÞ may not deviate from zero significantly if the modulation function A(v,t) varies with time

slowly.

Another time-dependent spectral characteristic is the bandwidth factor qX(t):

qXðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

Rþ1
0

vAðv; tÞ2dv
sXðtÞs _XðtÞ

( )2
vuut ð15:43Þ

where 0	 qX(t)	 1 denotes the instantaneous bandwidth of X(t) in the frequency domain.

Low values of qX(t) represent that X(t) is a narrow-band process, and vice versa. For band-limited

white noises, the value of this factor is 0.5.

15.5.3 Possion Approximation

The two types of approximation considered for the extreme value of an evolutionary process are the

Possion and Vanmarcke approximations modified by Michaelov [22], which will be further revised to

accommodate the time-varying mean. The Possion approximation is based on the jointly Gaussian PDF

pðx; _x; tÞ of the process X(t) and its derivative _XðtÞ:

pðx; _x; tÞ ¼ 1ffiffiffiffiffiffi
2p

p
sXðtÞs _XðtÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r2

X _X
ðtÞ

q

� exp � 1

2½1� r2
X _X
�

x�mðtÞ
sXðtÞ

� �2

� 2rX _XðtÞ
x�mðtÞ
sXðtÞ

� �
_x� _mðtÞ
s _XðtÞ

� �
þ _x� _mðtÞ

s _XðtÞ
� �2

" #( )ð15:44Þ

Consequently, under the critical assumption that the crossings are independent, Equation 15.44 leads

to the up-crossing rate over level x>m(t) as [32]:

hPþX ðx;m; tÞ ¼
Z þ1

_mðtÞ
_x� _mðtÞ½ �pðx; _x; tÞd _x

¼ s _XðtÞ
sXðtÞ 1� rX _XðtÞ½ �1/2 f x�mðtÞ

sXðtÞ
� 


f jPðtÞ� �þ jPðtÞF jPðtÞ� �
 �� � ð15:45Þ

where:

the superscript “P” denotes the Possion approximation;

f(x) and F(x) denote standard Gaussian PDF and CDF, respectively; and jP(t) denotes the revised

crossing level with consideration of the effects of both time-dependent mean value and its
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derivatives:

jPðtÞ ¼ _mðtÞ
s _XðtÞ 1� rX _XðtÞ½ �12

� rX _XðtÞ x�mðtÞ½ �
sXðtÞ 1� rX _XðtÞ½ �12

ð15:46Þ

The results expressed by Equation 15.45 have been also given for computing the curve crossing rate

of non-stationary processes [32].

15.5.4 Vanmarcke Approximation

The Vanmarcke approximation is an alternative of the Possion approximation. In the stationary situa-

tion, the Possion approximation generally leads to very conservative results, mainly attributed to the

independent assumption of crossings. The Vanmarcke approximation is therefore proposed on the two

state Markov assumption of crossings of the envelope of X(t), V(t). The Vanmarke approximation is

expressed by the crossing rate of V(t), of which the mean value is also m(t). The jointly PDF of the

envelope function V(t) and its derivative _VðtÞ is given as:

pðv; _v; tÞ ¼ 1ffiffiffiffiffiffi
2p

p
sXðtÞs _XðtÞqXðtÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2

XðtÞ
p

�exp � 1

2½1�a2
XðtÞ�

v�mðtÞ
sXðtÞ

� �2

�2aXðtÞ v�mðtÞ
sXðtÞ

� �
_v� _mðtÞ

s _XðtÞqXðtÞ
� �

þ _v� _mðtÞ
s _XðtÞqXðtÞ
� �2

" #( )ð15:47Þ

where:

aXðtÞ¼rX _XðtÞ
qXðtÞ

ð15:48Þ

Equation 15.48 renders the up-crossing rate of V(t) as:

hVþX ðx;m;tÞ¼ 1

2p

s _XðtÞ
sXðtÞ 1�rX _XðtÞ½ �

1

2
1

exp
1

2

x�mðtÞ
sXðtÞ

� �2
" #

�1

� 1�exp �p
x�mðtÞ
sXðtÞ

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2XðtÞ�r2

X _X
ðtÞ

1�r2
X _X
ðtÞ

s
f jVðtÞ� �þjVðtÞF jVðtÞ� �
 �( )( )

ð15:49Þ

where:

jVðtÞ¼
_mðtÞ

s _XðtÞqXðtÞ
�aXðtÞ mðtÞ�x½ �

sXðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�a2

XðtÞ
p ð15:50Þ

The superscript “V” denotes the Vanmarcke approximation. Equation 15.50 involves the effect of the

bandwidth factor qX(t).
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15.5.5 Statistical Moment of Extreme Value

Substituting the obtained up-crossing rate (Equation 15.45 or Equation 15.49) into Equation 15.40, the

CDF of extreme value of the Possion or Vanmarcke approximation can be obtained. Accordingly,

mXm
ðTÞ and sXm

ðTÞ of Xm(t) can be computed in terms of the CDF:

mXm
ðTÞ ¼

Z þ1

max mðtÞj j
FXm

ðx; TÞdx ð15:51Þ

s2
Xm
ðTÞ ¼

Z þ1

max mðtÞj j
x2FXm

ðx; TÞdx� m2
Xm
ðTÞ ð15:52Þ

Equations 15.51 and 15.52 imply that the probability of Xm being larger than the absolute maximum

of time-varying mean value m(t) is ignorable. Traditionally, mXm
is used as the representative value of

the extreme of X(t) as discussed in Chapter 14.

15.5.6 Case Study: Stonecutters Bridge

This sub-section assesses the extreme value of typhoon-induced non-stationary buffeting displacement

response of the Stonecutters Bridge using the above-described approximations. The non-stationary buf-

feting responses were computed as Case 1 in Section 15.4.8. As a demonstration, the time-varying

mean response, EPSD, time-varying RMS value and temporal mean value of EPSD of the vertical dis-

placement at the middle point of the main span of the bridge (location S1 in Figure 15.16) are displayed

in Figures 15.22 to 15.25, respectively.

Figure 15.23 EPSD of vertical displacement at S1.
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Figure 15.22 Time-varying mean of vertical displacement at S1.
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The formulas derived above for the extreme value of a non-stationary response shall be examined

through the comparison of the extreme displacement obtained by the Possion approximation and the

Vanmarcke approximation with that from the Monte Carlo Simulation. Let us take the vertical displace-

ment at the location S1 during (18:00-23:12 HKT) as an example. The three types of time-varying

spectral characteristics are computed: the standard deviation s _XðtÞ of _XðtÞ, the correlation coefficient

rX _XðtÞ between X(t) and _XðtÞ, and the bandwidth factor qX(t). The results are displayed in Figures

15.25 and Figure 15.26.

Note that the values of rX _XðtÞ are small, so its effect on the extreme value may be ignored [22]. In the

specified time interval, the bandwidth factor fluctuates around 0.53, which is close to the bandwidth

factor of white noise. With these spectral characteristics, the CDF of extreme value of the vertical dis-

placement computed by the Possion approximation and the Vanmarcke approximation are shown in

Figures 15.27 and 15.28.

It is observed that the CDFs from the two approximations are similar. Using the estimated CDF, the

mean value and standard deviation of the extreme value are computed by using Equations 15.51 and

15.52. On the other hand, the Monte Carlo Simulation of mean value and standard deviation of the
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Figure 15.26 Time-dependent correlation coefficient rX _XðtÞ and bandwidth factor qX(t) of vertical displacement at S1.
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Figure 15.24 Temporal mean of EPSD and PSD vertical displacement at S1.
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Figure 15.25 Time-varying standard deviations of vertical displacement and velocity at S1.
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Figure 15.27 Possion approximation of CDF of extremes of vertical displacement at S1.
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Figure 15.28 Vanmarcke approximation of CDF of extremes of vertical displacement at S1.
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Figure 15.29 A Monte-Carlo generated time history of vertical displacement at S1.
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extreme value is performed by considering a total of 100 000 time histories of the vertical

displacement.

Figure 15.29 shows one generated sample time history of the vertical displacement by the spectral

representation method [35], which conforms to the time-varying mean and EPSD in the ensemble

meaning. Table 15.4 lists the mean values and standard deviations of extreme values of non-stationary

vertical, lateral and torsional buffeting displacements obtained by the two types of approximations as

well as the Monte Carlo Simulation. It can be seen that the mean values and standard deviations from

both approximations well match those from the Monte Carlo Simulation with only slight deviations.

Furthermore, the Possion approximation always yields an extreme mean value larger than that from the

Monte Carlo Simulation. The mean value from the Vanmarcke approximation may be larger or smaller

than that from the Monte Carlo Simulation, but it is always closer to the Monte Carlo solution than the

Possion approximation.

In addition, the mean values of extreme values are also computed by using the existing Possion and

Vanmarcke approximations [22] and listed in Table 15.5. The existing approximations do not include

the effect of time-varying mean value, and thus the final results are the sum of the mean of time-varying

mean value plus the results from the existing approximations. In comparison with the results from the

revised approximations and Monte Carlo Simulation, it can be seen that the existing approximations

overestimate the mean values of extremes of non-stationary buffeting responses, and they deviate from

the Monte Carlo solutions more than the revised approximations.

Using the revised approximations, the extreme mean values of non-stationary buffeting displacement

responses of the whole bridge deck are computed and shown in Figures 15.30 and 15.31 for the Possion

and Vanmarcke approximations, respectively.

The corresponding extreme values of stationary buffeting displacements are also shown in the two

figures. Note that the extreme values of non-stationary vertical buffeting displacements of the bridge

deck are smaller than those of stationary buffeting displacements, while the extreme values of the

Table 15.4 Mean value and standard deviations of extreme values

LOC Mean value Standard deviation

MC P V P-WTM V-WTM MC P V

Vertical Displacement (m)

S1 0.14 471 0.14 605 0.14 408 0.499 0.327 0.01 665 0.097 0.01 709

S2 0.08 340 0.08 375 0.08 290 0.08 872 0.08 798 0.00 925 0.00 888 0.00 945

S3 0.03 467 0.03 495 0.03 472 0.03 693 0.03 673 0.00 363 0.00 350 0.00 368

S4 1.339E-04 1.347E-04 1.334E-04 1.427E-04 1.4E-04 1.544E-05 1.472E-05 1.573E-05

Lateral Displacement (m)

S1 0.06 587 0.06 628 0.06 585 0.06 747 0.06 711 0.00 370 0.00 354 0.00 380

S2 0.04 960 0.04 993 0.04 965 0.05 075 0.05 051 0.00 271 0.00 260 0.00 277

S3 0.02 641 0.02 659 0.02 649 0.02 692 0.02 683 0.00 134 0.00 129 0.00 136

S4 3.848E-03 3.910E-03 3.883E-03 4.007E-03 3.985E-03 2.500E-04 2.4E-04 2.563E-04

Torsional Angle (rad)

S1 7.542E-04 7.641E-04 7.608E-04 8.052E-04 8.024E-04 7.220E-05 7.047E-05 7.296E-05

S2 5.488E-04 5.532E-04 5.512E-04 5.767E-04 5.750E-04 4.360E-05 4.221E-05 4.405E-05

S3 3.601E-04 3.633E-04 3.617E-04 3.727E-04 3.714E-04 2.309E-05 2.213E-05 2.343E-05

S4 9.675E-05 9.8E-05 9.751E-05 1.005E-04 9.996E-05 6.8E-06 5.968E-06 6.306E-06

MC: Monte Carlo Simulation; P: Possion approximation proposed; V: Vanmarcke approximation proposed; P-WTM: Possion

approximation of Microlev without effects of mean value; V-WTM: Vanmarcke approximation of Microlev without effects of mean

value.
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lateral and torsional displacements are almost the same for both non-stationary and stationary buffeting

responses. The extreme values of non-stationary and stationary buffeting displacements of the locations

S1-S4 are listed in Table 15.5, together with the relative differences between these buffeting responses.

It can be seen that the differences in the extreme vertical displacements between non-stationary and

stationary buffeting responses are larger than 6.5%. In contrast, the differences in the extreme lateral

and torsional displacements between non-stationary and stationary buffeting responses are small.

Table 15.5 Mean values of extreme displacements

LOC Possion approximation Vanmarcke approximation

Non-stationary Stationary Diff.(%) Non-stationary Stationary Diff.(%)

Vertical Displacement (m)

S1 0.14 605 0.15 781 7.45 0.14 408 0.15 565 7.44

S2 0.08 375 0.09 048 7.43 0.08 290 0.08 956 7.44

S3 0.03 495 0.03 754 6.90 0.03 472 0.03 729 6.92

S4 1.347E-04 1.441E-04 6.54 1.334E-04 1.427E-04 6.54

Lateral Displacement (m)

S1 0.06 628 0.06 540 �1.35 0.06 585 0.06 526 �0.90

S2 0.04 993 0.04 953 �0.81 0.04 965 0.04 943 �0.43

S3 0.02 659 0.02 681 0.83 0.02 649 0.02 677 1.05

S4 3.910E-03 3.790E-03 �3. 3.883E-03 3.781E-03 �2.70

Torsional Angle (rad)

S1 7.641E-04 7.772E-04 1.68 7.608E-04 7.742E-04 1.72

S2 5.532E-04 5.656E-04 2.21 5.512E-04 5.641E-04 2.29

S3 3.633E-04 3.636E-04 0.10 3.617E-04 3.630E-04 0.35

S4 9.8E-05 9.597E-05 �2.26 9.751E-05 9.574E-05 �1.84
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Figure 15.30 Possion approximation of mean values of extreme displacements of deck.
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15.6 Unconditional Simulation of Non-Stationary Wind

15.6.1 Background

Non-linear buffeting analysis is often performed in the time domain. Time domain buffeting analysis

requires a complete set of fluctuating wind speed time histories at a number of locations over the bridge

deck, towers, and piers. However, the health monitoring system can usually only provide wind speed

records at a limited number of locations, because of the limited number of anemometers. As a result, it

is necessary to expand the limited measurements to the complete set of wind speed time histories by

unconditional or conditional simulation techniques. The unconditional simulation generates wind speed

time histories at all the locations that conform to the probabilistic model, with properties estimated

from the measured time histories.

On the other hand, the conditional simulation technique generates wind speed time histories at

unmeasured locations that not only conform to the probabilistic model, but also are conditioned by the

measured time histories. The generated time histories are therefore compatible with the measured time

histories, so that the required complete set consists of the generated time histories at the unmeasured

locations and the measured time histories.

The conditional simulation technique can make use of more information embedding in the measure-

ments than the unconditional technique. This section will introduce the unconditional simulation of

zero-mean non-stationary fluctuating wind characterized as an evolutionary process by the spectral rep-

resentation method, and the next section will present the Kriging-based conditional simulation method

for non-stationary fluctuating winds based on limited measurements.

15.6.2 Unconditional Simulation

The spectral representation method (SRM) introduced in Chapter 4 for the unconditional simulation of

stationary fluctuating wind speed is extended in this section to the unconditional simulation of non-

stationary fluctuating wind speed. The SRM for stationary processes can be revised to accommodate

the evolutionary power spectral density (EPSD) matrix of non-stationary processes [35,36].
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Figure 15.31 Vanmarcke approximation of mean values of extreme displacements of deck.
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Consider a zero-mean multivariate real Gaussian oscillatory vector process X(t) (t 2 ½0; T�), where
0< T<1, which is used to model the zero-mean non-stationary fluctuating wind speeds. X(t) contains

M component processes, whose jth component Xj(t) admits the spectral representation as in Equa-

tion 15.9. The evolutionary power spectral density (EPSD) at time t can be written as:

Sjkðv; tÞ ¼ ajðt;vÞakðt;vÞ�mjkðvÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; tÞSkkðv; tÞ

q
g jkðvÞ ð15:53Þ

where:

Sjj(v,t) and Sjk(v,t) denote the auto and cross EPSDs, respectively;

gjk(v) is the coherence function, which is time-invariant [13,18].

The EPSD matrix of X(t) can be then formed by Sjj(v,t) and Sjk(v,t) as:

Sðv; tÞ ¼

S11ðv; tÞ S12ðv; tÞ � � � S1Mðv; tÞ
S21ðv; tÞ S22ðv; tÞ � � � S21ðv; tÞ

..

. ..
.

} ..
.

SM1ðv; tÞ SM2ðv; tÞ � � � SMMðv; tÞ

2
666664

3
777775 ð15:54Þ

Corresponding to the EPSD matrix, the time-varying correlation matrix of X(t), R(t1,t2)¼
E[X(t1)X(t2)

T], can be also formed by auto- and cross-correlation functions Rjj(t1,t2) and Rjk(t1,t2). The

relationship between time-varying correlation functions and corresponding EPSDs can be derived as:

Rjkðt1; t2Þ ¼
Z þ1

�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; t1ÞSkkðv; t2Þ

q
g jkðvÞexp ivðt1 � t2Þ½ �dv ð15:55Þ

Equation 15.55 can be used to compute the correlation function from the EPSD. However, it is not

easy to compute the accurate EPSD from the corresponding time-varying correlation function because

the correlation function can only provide a “blurred” observation of the EPSD [37].

The SRM proposed by [35] aims to generate sample time histories of X(t) in terms of the prescribed

EPSD matrix S(v,t). The unconditional simulation XU(t) can be readily obtained by:

XUðtÞ ¼
XM
j¼1

XN
p¼1

Pjðvp; tÞcosðvptþ cpjÞ ð15:56Þ

where:

cpj is the random phase angle distributed uniformly over [0, 2p];Pjðvp; tÞ is the jth column of the matrix

Pðvp; tÞ obtained by the Cholesky decomposition of the EPSD matrix S(v,t) satisfying Sðv; tÞ ¼
Pðvp; tÞPðvp; tÞT . It can be derived that the time-varying correlation RU(t1,t2)¼E[XU(t1)X

U(t2)
T] of

the simulation XU(t) can approach the target time-varying correlation matrix R(t1,t2) in ensemble.

15.7 Conditional Simulation of Non-Stationary Wind

15.7.1 Background

The conditional simulation of typhoon-induced wind speeds aims at generating non-stationary fluctuat-

ing wind speed time histories that not only conform to the prescribed probabilistic model but also are
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compatible with the measured time histories probabilistically. The conditional simulation of non-

stationary fluctuating wind speeds can be carried out in different ways. This part of the chapter is aimed

at proposing a conditional simulation method of non-stationary fluctuating wind speeds for long-span

cable-supported bridges with low computational demands.

First, the problem of conditional simulation of fluctuating wind speeds is described in terms of the

evolutionary processes. In order to deal with this problem, the conditional simulation method is pro-

posed by applying the Kriging method to the random vector of the Fourier coefficients of evolutionary

processes. To alleviate the numerical difficulties when dealing with the conditional simulation of fluc-

tuating wind speed time histories at several hundreds of locations for non-stationary buffeting analysis

of a long-span bridge, properties of the covariance matrix of Fourier coefficients are investigated and an

alternative computational formula of the matrix is thus derived. Based on that derived formula, a fast

algorithm for the simulation method with less computational demands is proposed. The procedure for

the resulting fast algorithm-based conditional simulation method is also presented. The fast algorithm

is finally applied to the typhoon-induced evolutionary fluctuating wind speeds on a long-span bridge to

demonstrate its capabilities.

15.7.2 Problem Statement

Assume that during a typhoon wind event, non-stationary fluctuating wind speed time histories

are measured at n locations of a long-span bridge and denoted as x0aðtÞ (a¼ 1 . . . n), but the

time-domain buffeting analysis of the bridge requires wind speed time histories at M (M> n)

locations. Therefore, the fluctuating wind speed time histories at m (m¼M¼ n ) unmeasured

locations, denoted as xSbðtÞ (b¼ nþ 1 . . . nþm), must be generated. With this understanding, the

problem of conditional simulation in this study can be described in the following. The fluctuating

wind speeds are regarded as a zero-mean non-stationary Gaussian vector process X(t) of M¼ nþm

components characterized by a known EPSD matrix S(v,t).

We want to simulate unknown components XS
bðtÞ (b¼ nþ 1 . . . nþm) by taking the measured com-

ponents x0aðtÞ (a¼ 1 . . . n) as conditions so as to generate the complete set of time histories

xSðtÞ ¼ x0aðtÞ; xSbðtÞ
h iT

that conform to X(t). The conformation requires at least that:

1. the simulated components XS
bðtÞwill satisfy the prescribed covariance matrix; and

2. the covariance between the simulated components XS
bðtÞ and the measured components X0

aðtÞ will
also satisfy the prescribed covariance matrix.

For the sake of clarification, the notations in this section use the following conventions:

� there is no superscript for the original stochastic processes/variables;
� use the superscript “0” for the measured stochastic processes/variables;
� use the superscript “S” for the simulated stochastic processes/variables;
� use uppercase letters to represent stochastic processes/variables;
� use lowercase letters to represent the sample time histories/realizations of the stochastic processes/

variables.

15.7.3 Conditional Simulation Method

The conditional simulation method proposed is to apply the Kriging method to the zero-mean Gaussian

random vector FAB ¼ FA1B1
ð ÞT � � � FAMBM

ð ÞT
h iT

. This random vector comprises the random Fourier
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coefficients of the evolutionary process X(t), i.e. FAjBj
¼ A1j � � �ANj

;B2j � � �BNj

� �T ¼ AT
j B

T
j

h iT
, and

Alj and Blj are the random Fourier coefficients of the component Xj(t).

Alj ¼
2

T

Z T

0

XjðtÞcos vl t dt l ¼ 1; 2; . . . ;N ð15:57aÞ

Blj ¼
2

T

Z T

0

XjðtÞsinvl t dt l ¼ 2; 3; . . . ;N ð15:57bÞ

in which vl¼ 2p(l� 1)=T. The covariance matrix CAB of FAB consists of (M�M) sub-matrices CFjFk
.

CFjFk
¼ CAjAk

CAjBk

CBjAk
CBjBk

" #
¼ E AjA

T
k

� �
E AjB

T
k

� �
E BjA

T
k

� �
E BjA

T
k

� �
" #

ð15:58Þ

where the entries of sub-matrices CAjAk
, CAjBk

, CBjAk
and CBjBk

are EðApjAqk Þ, EðApjBqk Þ, EðBpjAqk Þ
and EðBpjBqk Þ computed by:

EðApjAqk Þ ¼
4

T2

Z T

0

Z T

0

Rjkðt1; t2Þcosvpt1 cosvqt2 dt1 dt2 ð15:59aÞ

EðApjBqk Þ ¼
4

T2

Z T

0

Z T

0

Rjkðt1; t2Þcosvpt1 sinvqt2 dt1 dt2 ð15:59bÞ

EðBpjAqk Þ ¼
4

T2

Z T

0

Z T

0

Rjkðt1; t2Þsinvpt1 cosvqt2 dt1 dt2 ð15:59cÞ

EðBpjBqk Þ ¼
4

T2

Z T

0

Z T

0

Rjkðt1; t2Þsinvpt1 sinvqt2 dt1 dt2 ð15:59dÞ

According to the known (measured) and unknown (to be simulated) components of X(t), the

covariance matrix CAB can be partitioned into four sub matrices:

CAB ¼ CAB;aa CAB;ab

CAB;ba CAB;bb

� 

n � ð2N � 1Þ
m � ð2N � 1Þ

n�ð2N�1Þ m�ð2N�1Þ
ð15:60Þ

Write the Fourier coefficient vector of the known components F0
a as:

F0
a ¼ A0

1

� 	T
B0
1

� 	T � � � A0
n

� 	T
B0
n

� 	Th iT
ð15:61Þ

and the unknown Fourier coefficients vector FS
b as:

FS
b ¼ AS

nþ1

� 	T
BS
nþ1

� 	T � � � AS
M

� 	T
BS
M

� 	Th iT
ð15:62Þ
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The Kriging method will give

FS
b ¼ CAB;ab

� �T
CAB;aa

� ��1ðF0
a � FS�

a Þ þ FS�
b ð15:63Þ

where FS�
a and FS�

b are the two parts of the unconditionally simulated Fourier coefficients vector

FS�
AB ¼ FS�

a

� 	T
; FS�

b

� �T� 
T
, satisfying that:

E FS�
AB FS�

AB

� 	Th i
¼ CAB ð15:64Þ

FS�
AB can be obtained by [38]:

FS�
AB ¼ QUS ð15:65Þ

where US is a vector of uncorrelated standard Gaussian random variables of the sizeM(2N� 1)� 1; and

Q is the lower triangular matrix given by the Cholesky decomposition:

CAB ¼ QQT ð15:66Þ

By taking the inverse Fourier transform on the conditionally simulated Fourier coefficient vector FS
b,

the conditionally simulated components XS
bðtÞ can be produced:

XS
j ðtÞ ¼

A1j

2
þ
XN
l¼2

Aljcosvl tþ Blj sinvl t
� 	

j ¼ nþ 1; . . . ;M ð15:67Þ

As a result, the entire conditionally simulated evolutionary vector process can be written as

XSðtÞ ¼ X0
aðtÞ;XS

bðtÞ
h i

.

To ensure that the conditional simulation method described above is correct, it is necessary to dem-

onstrate that the conditional simulation XS(t) is a version of X(t). It can be proved that the simulated

vector of Fourier coefficients FS
AB ¼ F0

a

� 	T
FS
b

� �T� 
T
is zero-mean and conforms to the prescribed

covariance matrix. It highlights that when the order of Fourier coefficients approaches infinity, XS(t) is

indeed a version of X(t). This implies that the simulation XS(t) possesses the time-varying correlation

functions matrix:

RS
bbðt1; t2Þ ¼ Rbbðt1; t2Þ; RS

abðt1; t2Þ ¼ Rabðt1; t2Þ ð15:68Þ

The first part of Equation 15.68 indicates that the simulation XS
bðtÞ has an unbiased correlation

matrix, and the second part indicates the simulation XS
bðtÞ is compatible with the measurement X0

aðtÞ.

15.7.4 Computational Difficulties in Conditional Simulation

The buffeting analysis of a long-span bridge often requires the conditional simulation of non-stationary

fluctuating wind speed time histories at hundreds of locations (say, M). Meanwhile, to ensure the
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quality of the conditional simulation, the time steps involved in the simulated time histories must be

large enough (say, N). This may cause computational difficulty in the Cholesky decomposition of the

covariance matrix CAB, as shown in Equations 15.65 and 15.66. It is well known that the Cholesky

decomposition of a d-dimensional matrix requires [(d3=6)þ (d2=2)� (2d=3)] multiplications [39].

For large numbers of M and N, the Cholesky decomposition of CAB of the size M(2N – 1)�
M(2N – 1) requires an extremely long computational time, so that it is almost computationally infeasi-

ble for a personnel computer. For instance, ifM¼ 100 and N¼ 2048, the size of CAB will be as large as

204 800� 204 800 and the Cholesky decomposition of CAB requires more than 1.4� 1015 multiplica-

tions. Therefore, it is necessary to find a fast algorithm for the Cholesky decomposition so that the

proposed conditional simulation method can be applied for buffeting analysis of long-span bridges in

practice.

15.7.5 Alternative Formulas for Decomposition

To alleviate high computational demand for the Cholesky decomposition of matrix CAB, alternative

formulas that can help to avoid the direct computation of the Cholesky decomposition of CAB are

derived. A fast algorithm is accordingly developed, and the implementation procedure for the complete

conditional simulation is presented in this section.

The entries of CAB are computed by the integration of the time-varying correlation functions accord-

ing to Equation 15.59. The correlation function Rjk(t1,t2) is computed from the EPSD in terms of Equa-

tion 15.55, which can be written as:

Rjkðt1; t2Þ ¼ 2

Z þ1

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; t1ÞSkkðv; t2Þ

q
g jkðvÞcosvðt1 � t2Þdv ð15:69Þ

This is because the EPSD Sjj(v,t) is an even function with respect to frequency and the coher-

ent function gjk(v) of fluctuating wind speeds is real if the effect of the airwave passage delay is

neglected [40]. Substituting Equation 15.69 into Equation 15.59 and separating the integral varia-

bles t1 and t2 yields:

EðApjAqk Þ ¼
8

T2

Z þ1

0

g jkðvÞ
Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; t1Þ

q
cosvt1cosvpt1 dt1

Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Skkðv; t2Þ

p
cosvt2 cosvqt2 dt2

�

þ
Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; t1Þ

q
sinvt1 cosvpt1 dt1

Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Skkðv; t2Þ

p
sinvt2 cosvqt2 dt2



dv

ð15:70Þ
Define the integrals as follows:

Ipj ¼ Ijðv;vpÞ ¼
Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; tÞ

q
cosvt cosvpt dt ð15:71aÞ

Jpj ¼ Jjðv;vpÞ ¼
Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; tÞ

q
sinvt cosvpt dt ð15:71bÞ

where p¼ (1,2, . . . ,N) and j¼ (1,2, . . . , M). By using Equation 15.71, Equation 15.70 can be writ-

ten in a simple form:

EðApjAqk Þ ¼
8

T2

Z þ1

0

g jkðvÞ IjpIkq þ JjpJkq
� �

dv ð15:72Þ
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Similarly, define the two more integrals Kpj and Lpj with p¼ (2,3, . . . ,N):

Kpj ¼
Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; tÞ

q
cosvt sinvpt dt ð15:73aÞ

Lpj ¼
Z T

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðv; tÞ

q
sinvt sinvpt dt ð15:73bÞ

Equations 15.59b to 15.59d can be simplified as follows:

EðApjBqk Þ ¼
8

T2

Z þ1

0

g jkðvÞ IjpKkq þ JjpLkq
� �

dv ð15:74aÞ

EðBpjAqk Þ ¼
8

T2

Z þ1

0

g jkðvÞ KjpIkq þ LjpJkq
� �

dv ð15:74bÞ

EðBpjBqk Þ ¼
8

T2

Z þ1

0

g ijðvÞ KjpKkq þ LjpLkq
� �

dv ð15:74cÞ

By Equation 15.72 and Equation 15.74, CAB can be computed by:

CAB ¼ 8

T2

Z þ1

0

C1
ABðvÞ � C1

ABðvÞT þ C2
ABðvÞ � C2

ABðvÞT
h i

dv ð15:75Þ

where C1
ABðvÞ and C2

ABðvÞ areM(2N� 1)�M-dimensional matrices:

C1
ABðvÞ ¼ PðvÞ 
 e1½ � � eT2 
 D1ðvÞ

� � ð15:76aÞ

C2
ABðvÞ ¼ PðvÞ 
 e1½ � � eT2 
 D2ðvÞ

� � ð15:76bÞ

where:

“
” denotes the Kronecker tensor product;

“�” denotes the array multiplication (i.e. A�B is the element-by-element product);

e1 and e2 are the (2N� 1) -dimensional andM-dimensional vectors of all ones, respectively.

P(v) is the lower triangular matrix obtained by the Cholesky decomposition of the M�M-

dimensional coherence matrix g(v):

gðvÞ ¼ PðvÞPðvÞT ð15:77Þ

D1(v) and D2(v) both areM(2N� 1)� 1-dimensional vectors:

D1ðvÞ ¼ D1;1ðvÞT � � �D1;MðvÞT
h iT

; D2ðvÞ ¼ D2;1ðvÞT � � �D2;MðvÞT
h iT

ð15:78Þ

D1;jðvÞ ¼ Ij
Kj

� 

; D2;jðvÞ ¼ Jj

Lj

� 

ð15:79Þ
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where:

Ij ¼ I1j ; . . . ; INj
� �T

is of the size N� 1;

Kj ¼ K2j ; . . . ;KNj

� �T
is of the size (N� 1)� 1;

Jj ¼ J1j ; . . . ; JNj
� �T

;

Lj ¼ L2j ; . . . ; LNj
� �T

.

Equation 15.75 indicates that the covariance matrix CAB can be alternatively computed by an inte-

gration of the sum of two frequency-dependent sub-matrices, and each sub-matrix is actually expressed

by its Cholesky decomposition in terms of C1
ABðvÞ and C2

ABðvÞ.

15.7.6 Fast Algorithm for Conditional Simulation

By Equation 15.75, the Fourier coefficient vector FS�
AB, which is originally computed by

Equations 15.65 and 15.66, can be computed by the following algorithm:

FS�
AB ¼ 2

ffiffiffiffiffiffiffiffiffiffiffi
2Dv0p

T

XN0

l0¼1

F1ðvl0 Þ þ F2ðvl0 Þ
� � ð15:80Þ

where:

vl0 ¼ ðl0 � 1ÞDv0 (l’¼ 1, . . . , N’) is the discretized frequency;

Dv’ is the frequency interval; and

F1ðvl0 Þ ¼ C1
ABðvl0 ÞU1

l0 ; F
2ðvl0 Þ ¼ C2

ABðvl0 ÞU2
l0 ð15:81Þ

where U1
l0 and U2

l0 both are (2N – 1)-dimensional vectors consisting of independent standard Gaussian

random variables. It can be observed from Equation 15.76 that the computation of C1
ABðvÞ and C2

ABðvÞ
only involves the Cholesky decomposition of the matrix g(v) of the size M � M. It thus requires much

less computational time, compared with the Cholesky decomposition of the matrix CAB of the size M

(2N – 1)�M(2N – 1).

Let us prove that the covariance of the Fourier coefficient vector FS�
AB simulated by Equation 15.80 is

equal to the matrix CAB, as required by Equation 15.64. From Equation 15.80, one may have

E Fs�
AB � ðFs�

ABÞT
h i

¼ 8Dv

T2

XN 0

l0¼1

XN 0

s0¼1

E F1ðvl0 ÞF1ðvs0 ÞT
h i

þ E F2ðvl0 ÞF1ðvs0 ÞT
h i

þ

E F1ðvl0 ÞF2ðvs0 ÞT
h i

þ E F2ðvl0 ÞF2ðvs0 ÞT
h i

8><
>:

9>=
>; ð15:82Þ

From Equation 15.81, it can be derived that:

E Fmðvl0 ÞFnðvs0 ÞT
h i

¼ Cm
ABðvl0 Þ � E Um

l0 ðUn
s0 ÞT

h i
� Cn

ABðvs0 ÞT ð15:83Þ

in which Um
l0 is independent of U

n
s0 and U

n
l0 for all m 6¼ n and l0 6¼ s0. Thus:

E Um
l0 ðUn

s0 ÞT
h i

¼ Nð2N�1Þ�ð2N�1Þ m ¼ n and l0 ¼ s0

0 otherwise

�
ð15:84Þ

where N is the unit matrix.
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Substituting Equations 15.83 and 15.84 into Equation 15.82 finally yields:

E FS�
AB� ðFS�

ABÞT
h i

¼ 8Dv0

T2

XN0

k0¼1

C1
ABðvl0 Þ�C1

ABðvl0 ÞT þ C2
ABðvl0 Þ�C2

ABðvl0 ÞT
h i( )

ð15:85Þ

The right hand side of Equation 15.85 is the discretized version of the integral in Equation 15.75

according to the rectangular convention. Therefore, it can be concluded that:

E FS�
AB� ðFS�

ABÞT
h i

¼: CAB ð15:86Þ

which indicates that the simulated FS�
AB has a unbiased covariance matrix.

Furthermore, in the computation of C1
ABðvÞ, the vector Ij is computed from the EPSD using Equa-

tion 15.71a, which can be rewritten as:

Il
0
pj ¼ Ijðvl0 ;vpÞ ¼

XNT

r¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðvl0 ; trÞ

q
cosvl0 tr cosvptr Dt ð15:87Þ

where tr¼ (r� 1)Dt.
If the number of frequency intervals in the discretized frequency series vp is chosen as a power of 2,

Il
0
pj can be computed efficiently by using the FFT technique:

Il
0
j ¼ DtRe FFTNT

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðvl0 ; trÞ

q
cosvl0 tr

h in o
ð15:88Þ

where FFTNT
� ½ � denotes the NT -points FFT operator.

Similarly, the vectors Jj, Kj and Lj can also be computed by using FFT:

Jl
0
j ¼ DtRe FFTNT

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðvl0 ; trÞ

q
sinvl0 tr

h in o
ð15:89aÞ

Kl0
j ¼ DtIm FFTNT

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðvl0 ; trÞ

q
cosvl0 tr

h in o
ð15:89bÞ

Ll0
j ¼ DtIm FFTNT

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sjjðvl0 ; trÞ

q
sinvl0 tr

h in o
ð15:89cÞ

By taking advantage of the FFT technique and using the simplified computation method for comput-

ing FS�
AB expressed by Equation 15.80, a fast algorithm can be yielded. The ratio of computational time

of the matrix decomposition between the original conditional simulation method and the method with

the fast algorithm is approximately 1=(8N2). If the number N¼ 2048, this ratio is as small as 3� 10�8,

which indicates that the fast algorithm substantially reduces the computational time of the proposed

conditional simulation method. As a result, the conditional simulation of non-stationary fluctuating

wind speeds for buffeting analysis of a long-span bridge can now be performed readily using a personal

computer.
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15.7.7 Implementation Procedure

To implement the fast algorithm-based conditional simulation method for non-stationary fluctuating

wind speeds, the a priori known information is listed in the following. Simulation parameters include

the time interval Dt, the number of time intervals NT, the frequency interval Dv0 ¼Dv, and the number

of frequency intervals N¼N0.
By virtue of the sampling theorem, one may take N¼NT=2 and Dv¼ 2p=(NTDt). To invoke FFT, NT

should be a power of 2. The EPSDs, coherence functions and the measured time histories are known as

Sjjðvl0 ; trÞ, gðvl0 Þ and x0ðIÞa ðtrÞ, where vl0 ¼ ðl0 � 1ÞDv0 and tr¼ (r – 1)Dt. Based on the above given

information, the conditional simulation procedure can be implemented by the following steps.:

1. Compute vectors Il
0
j , J

l0
j , K

l0
j and Ll0

j using Equations 15.88 and 15.89.

2. Form vectors D1ðvl0 Þ and D2ðvl0 Þ using Equations 15.78 and 15.79.
3. Compute the Cholesky decomposition of gðvl0 Þ using Equation 15.77.
4. Form matrices C1

ABðvl0 Þ and C2
ABðvl0 Þ by Equation 15.76.

5. Generate two (2N� 1)-dimensional sample vectors u1
l0 and u2

l0 using standard Gaussian random

numbers.

6. Compute sample vectors f1ðvl0 Þ and f2ðvl0 Þ using Equation 15.81.
7. Repeat steps 1–6 to get f1ðvl0 Þ, f2ðvl0 Þ, C1

ABðvl0 Þ and C2
ABðvl0 Þ for all frequencies vl0 .

8. Compute sample matrix fS
�

AB using Equation 15.80.

9. Separate fS
�
AB into two sub vectors fS

�
a and fS

�
b .

10. Compute the covariance matrix CAB using Equation 15.75.

11. Partition CAB into the four sub-matrices using Equation 15.60.

12. Compute the Fourier coefficient vector f0a by applying FFT to measured time histories according to

Equations 15.57 and 15.61.

13. Compute the simulated Fourier coefficient vector fSb using Equation 15.63.

14. Apply the inverse FFT to the simulated Fourier coefficient vector fSb by Equations 15.62 and 15.67

to yield the simulated time histories x
SðIÞ
b ðtrÞ.

15. The complete set of the ith sample of the simulated non-stationary fluctuating wind speed time

histories can be produced as xSðIÞðtrÞ ¼ x0ðIÞa ðtrÞ; xSðIÞb ðtrÞ
h i

.

16. More samples of non-stationary fluctuating wind speed time histories can be generated by repeat-

ing the above steps.

15.7.8 Validation and Application

To demonstrate its feasibility and capability, the proposed fast algorithm-based conditional simulation

method is applied to simulate a complete set of fluctuating wind speed time histories based on part of

wind speed time histories measured during the strong typhoon Dujuan passing by the Stonecutters

Bridge. The proposed conditional simulation method is then validated through the simulation of fluctu-

ating wind speed time histories at the first three locations of the bridge. The complete set of fluctuating

wind speed time histories is finally simulated.

To carry out the non-stationary buffeting analysis of the bridge in the time domain, a total of 198

locations (points) are selected as the action points of buffeting forces (see Figure 15.16). This includes

points 1–88 on the bridge deck, points 89–127 on the left tower, points 128–166 on the right tower and

points 167–198 on the eight piers. The longitudinal and vertical non-stationary fluctuating wind speeds

along the bridge deck are modeled as a 198-variate evolutionary vector process U(t) and an 88-variate

evolutionary vector processW(t), respectively. The EPSD matrices of U(t) andW(t) are constructed by

assuming the auto-EPSDs are uniform for all the points.
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The auto-EPSDs adopted for longitudinal and vertical components are shown in Figure 15.32, which

are estimated from the wind speed time histories recorded by the measurement system during Typhoon

Dujuan on 29 August, 2003. The empirical exponential coherence function in Equation 15.16 is

adopted in the probabilistic model of U(t) and W(t), while the coherence between the vertical and

longitudinal components is disregarded.

Using the prescribed probabilistic model of turbulence winds established in terms of the limited

measured non-stationary fluctuating wind speed time histories, the complete set of time histories can

be conditionally simulated by the proposed fast algorithm-based conditional simulation method. How-

ever, before performing this large-sized simulation problem, let us first validate the method by applying

it for the conditional simulation of a small part of the non-stationary wind field.

To validate the proposed method, the longitudinal components at points 1, 2 and 3 of the bridge are

conditionally simulated first. This non-stationary fluctuating wind field is modeled as a tri-variate zero-

mean vector process U(t)¼ [U1(t)U2(t)U3(t)]. The auto-EPSD of SU1(v,t) uses the measurement-based

function as shown in Figure 15.32, whereas the auto EPSDs of U2(t) and U3(t) are assumed to have the

following forms:

SU2ðv; tÞ ¼ SU1ð1:1v; 1:1tÞ; SU3ðv; tÞ ¼ SU1ð1:2v; 1:2tÞ ð15:90Þ

Jointly using these auto EPSDs and the coherence function, the EPSD matrix of U(t) can be deter-

mined. The fluctuating wind speed time histories at the point 1 are simulated unconditionally for 10,000

Figure 15.32 Auto EPSDs of turbulent winds.
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times by using the spectral representation method. The generated sample time histories are then used as

the measured fluctuating wind speed time histories u
0ðIÞ
1 ðtÞ (I¼ 1 . . . 10 000). Accordingly, the condi-

tional simulation of fluctuating wind speed time histories for all the three points is also performed

for 10,000 times (I¼ 1 . . . 10 000) using the proposed fast algorithm-based simulation method.

For each time, it is assumed that only the measured time history at the point 1 u
0ðIÞ
1 ðtÞ is known. That

is, the a priori known information involves u
0ðIÞ
1 ðtÞ and the EPSD matrix, while the time histories

u
SðIÞ
2 ðtÞ and u

SðIÞ
3 ðtÞ are unknown and to be simulated. The simulated complete set of fluctuating

wind speed time histories are denoted as uSðIÞðtÞ ¼ u
0ðIÞ
1 ðtÞuSðIÞ2 ðtÞuSðIÞ3 ðtÞ

h i
for I¼ (1, 2, . . . ,10 000).

The parameters used in the simulation include: M¼ 3, N¼N’¼ 1024, NT¼ 2048, Dt¼ 0.25 sec and

Dv¼Dv0 ¼ 2p=512 rad=sec.
The proposed conditional simulation method is then validated by comparing the target values of

time-varying correlation functions with the corresponding ensemble values estimated from the condi-

tional simulated time histories. The theoretical values are computed from the EPSD matrix. The ensem-

ble correlation functions are estimated by taking ensemble average over the 10 000 sets of conditionally

simulated time histories uS(I)(t).

Figures 15.33a to 15.33f show the comparison of correlations Rjk(t1,t2), (j¼ 1 . . . 3), (k¼ 1 . . . j)

associated with different time instants. From each subplot, it can be observed that the ensemble values

match the target values very well. Good agreements can also be observed for any other time instant

t1 2 ð0:25; 512Þ sec. These agreements indicate that the simulated results generated by the proposed

conditional simulation method can reserve the unbiased time-varying correlation functions. Thus, this

method can be applied to the conditional simulation of non-stationary fluctuating wind speed time his-

tories for the entire bridge.

Based on the given EPSD matrix of longitudinal components, the measured (reference) time histories

at all the 198 points are generated by the unconditional simulation method and denoted as u0(1)(t). It is

then assumed that the measured time histories are only available at 12 points: 10, 20, 30, 40, 45, 50, 55,

60, 70, 80, 127 and 166 (see Figure 15.16).

To perform the non-stationary buffeting analysis of the bridge, a complete set of fluctuating wind

speed time histories uS(1)(t) are generated under the conditions of the measured time histories at the

12 points and the given EPSD matrix. This implementation only takes about two hours on a personal

computer equipped with an Intel i5 750 CPU but, without the fast algorithm, this simulation is not

feasible by such a computer.

Similarly, the vertical fluctuating wind speed time histories wS(1)(t) are also simulated condi-

tionally, but only the 88 points along the bridge deck are considered under the conditions of the

measured time histories at ten points (10, 20, 30, 40, 45, 50, 55, 60, 70, and 80). The condi-

tional simulation uses the same parameters as the example presented above, except for M¼ 198

for U(t) and M¼ 88 for W(t). In addition, another set of fluctuating wind speed time histories

are also generated by using the unconditional simulation method based on the given EPSD

matrices only, and these are denoted the unconditionally simulated time histories uUS(1)(t) and

wUS(1)(t).

The feasibility and capability of the conditional simulation method are then demonstrated through

the comparison of the measured, conditionally simulated and unconditionally simulated fluctuating

wind speed time histories.

Figures 15.34 to 15.36 show the longitudinal fluctuating wind speed time histories at points 42 and

25 and the vertical fluctuating wind speed time histories at point 11, with subplots (a), (b), and (c)

showing the measured, conditionally simulated and unconditionally simulated fluctuating wind speed

time histories, respectively. It can be seen that the conditional simulated time histories are similar to

the corresponding measured time histories, but they are not similar to the unconditionally simulated

ones. This observation suggests that the conditional simulation can represent the measured time histo-

ries more closely than the unconditional simulation.
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Figure 15.33 Ensemble and target time-varying correlation functions. (a) R11(t1, t2) at t1¼ 25 sec; (b) R21(t1, t2),

t1¼ 300 sec; (c) R22(t1, t2), t1¼ 400 sec; (d) R31(t1, t2), t1¼ 125 sec; (e) R32(t1, t2), t1¼ 256 sec; (f) R33(t1, t2),

t1¼ 450 sec.
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Figure 15.36 Vertical fluctuating wind speed time histories at point 11.
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Figure 15.34 Longitudinal fluctuating wind speed time histories at point 42.
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Figure 15.35 Longitudinal fluctuating wind speed time histories at point 25.
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15.8 Non-Linear Buffeting Response

15.8.1 Introduction

Non-linearities should be accounted for predicting excessive responses of long-span cable-supported

bridges induced by high wind speeds. The non-linearities involved in predicted buffeting responses

stem from both structural and aerodynamic origins. The structural origin engenders geometric and

material non-linearities of long-span bridge structures [1]. The aerodynamic non-linearities of bridge

decks are due to fluid memory effects, vortices at the deck edges and characteristics generated by

bridge deck motions, and they may display apparent hysteretic behavior that is significantly different

from linear manner [41].

Under turbulent wind with high wind speeds, large amplitudes of bridge deck motions can be

expected, in which large fluctuations of instantaneous angle of attack may make the effects of

aerodynamic non-linearities notable and of critical importance. A typical situation in which aero-

dynamic non-linearities are indispensible is the bridge response under turbulence wind speeds

near the flutter critical point, which is critical for the safety of a long-span cable-supported

bridge.

With respect to traditional frameworks for prediction of buffeting responses, structural non-lineari-

ties can be readily included in the time-domain buffeting analysis based on non-linear finite element

method, but the effects of aerodynamic non-linearities can be captured only partially. In traditional

frameworks, aerodynamic forces due to turbulent winds are always divided into static forces due to

mean wind speeds, buffeting forces due to fluctuating winds, and self-excited forces due to bridge deck

motions.

In modeling buffeting and self-excited forces, the quasi-steady assumption implies the effects of

instantaneous angle of attack only, by linearizing the relationship of aerodynamic forces and the angle

of attack via Taylor series expansion around the angle of attack due to static forces. The time domain

buffeting analysis framework developed by Chen et al. [42] further includes unsteady effects by ratio-

nal function approximation of flutter derivatives, admittance functions, joint acceptance functions and

convolutional integral forms of both buffeting and self-excited forces. It also includes the effects of

instantaneous angles of attack under static forces. Non-linear effects of the second order term of fluctu-

ating wind speed on buffeting responses were also assessed by Gurley et al. [43], considering the

accompanying non-Gaussian properties. Nevertheless, the division of aerodynamic forces into three

separate parts is questionable in the non-linear aerodynamics of a bridge deck, and a feasible frame-

work for predicting non-linear aerodynamics responses of long-span bridges under high winds is

required.

Some attempts in modeling non-linear aerodynamics have been made recently, among which, three

types of approaches are introduced in this section. The first model [44–47] incorporates the unsteady

time domain buffeting analysis with time-dependent aerodynamic coefficients and flutter derivatives in

terms of time-varying effective instantaneous angle of incidence due to low frequency turbulence com-

ponents and attendant deck rotations. This model offers a linear approximation of non-linear aerody-

namics by expanding the buffeting and self-excited forces via Taylor series around the time-varying

instantaneous angle of incidence.

The second and third models treat the aerodynamic forces as a whole, based on the hysteretic aerody-

namic behavior, and avoid the division of aerodynamic forces into several parts. The second model

assumes the hysteretic relationship between the aerodynamic forces and the angle of incidence

observed from wind tunnel tests. The hysteretic relationship is modeled by a rheological model [48], a

polynomial model [48] or a joint rheological and polynomial model [49]. The third type of model [41]

uses a general non-linear system to describe the complex non-linear relationship by specifying all com-

ponents of turbulent wind speeds and bridge deck motions as inputs and outputs of the system. A cellu-

lar automata nested artificial neural network (ANN) is then applied to model this non-linear

aerodynamic system.
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15.8.2 Linearization Model for Non-Linear Aerodynamic Forces

This model is the basis of the unsteady time domain buffeting analysis framework proposed by Chen et

al. [42]. The framework accounts for unsteady aerodynamic forces and aerodynamic non-linearities due

to initial wind angle of attack of the bridge deck. Furthermore, the instantaneous angle of incidence is

time-dependent and, thus, the corresponding instantaneous aerodynamic coefficients are time-dependent,

while the flutter derivatives and admittance functions that vary with the angle of incidence are dependent

on both frequency and time. To consider the non-linear effects due to the angle of incidence, Chen and

Kareem [44] decomposed the instantaneous angle of attack ae(t) into low frequency and high frequency

components:j

aeðtÞ ¼ al
eðtÞ þ ah

eðtÞ ð15:91Þ

and linearized the aerodynamic forces F around the low frequency part of angle of incidence:

F ¼ FðaeðtÞÞ � Fðal
eðtÞÞ þ

dF

da

����al
eðtÞ � ah

eðtÞ ¼ Fl þ Fh
se þ Fh

b ð15:92Þ

where:

the superscripts l and h denote the low-frequency and high-frequency components;

the subscripts se and b denote self-excited and buffeting forces.

The quasi-steady approach is then used to determine the low-frequency part of aerodynamic forces

and the attendant responses. The high-frequency part of aerodynamic forces is computed by the

unsteady aerodynamic theory in terms of the time-dependent aerodynamic coefficients, flutter deriva-

tives and admittance functions associated with the low-frequency angle of incidence. With resorting to

the rational function approximation, buffeting responses due to the high-frequency aerodynamic buffet-

ing and self-excited forces are computed in the time domain. The non-linear buffeting responses in total

are the sum of low- and high-frequency buffeting responses.

The procedure for performing non-linear buffeting analysis using this framework is described briefly

here. First, the turbulence components u(t) and w(t) are decomposed into low- and high-frequency

components ul, uh and wl, wh by band-limited digital filtering, respectively. Although a reasonable crite-

rion for the demarcation between low and high frequencies remains unresolved, the first order of natu-

ral frequency of the bridge structure can be adopted temporarily.

Second, the quasi-steady low-frequency aerodynamic forces are determined as:

Ll ¼ Fl
Lcos f

l þ Fl
Dsinf

l ; Dl ¼ Fl
Dcos f

l � Fl
Lsinf

l ; Ml ¼ Fl
M ð15:93aÞ

Fl
L ¼ 1

2
rU2

r BlCLðal
eðtÞÞ; Fl

D ¼ 1

2
rU2

r BlCDðal
eðtÞÞ; Fl

M ¼ 1

2
rU2

r B
2lCMðal

eðtÞÞ ð15:93bÞ

UrðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðU þ ul � _plÞ2 þ ðwl � _h

l þmlb _a
lÞ2

q
ð15:93cÞ

al
eðtÞ ¼ as þ flðtÞ þ alðtÞ; flðtÞ ¼ arctan

wl � _h
l þmlb _a

l

U þ ul � _pl

 !
ð15:93dÞ
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where:

m1¼ 0.5;

B¼ 2b is the bridge deck width;

as is the static wind angle of attack;

Ur is the instantaneous relative velocity between deck and wind;

fl(t) is the low-frequency part of the angle of incidence of the relative velocity;

Ll, Dl, and Ml are the low-frequency components of aerodynamic lift force, drag force and pitch-

ing moments along with the coordinate system defined with respect to mean wind speed U;

Fl
L, F

l
D, and Fl

M are the low-frequency components of aerodynamic lift force, drag force and pitching

moments along with the coordinate system defined with respect to the instantaneous relative

velocity Ur;

hl, pl, and al are the low-frequency components of dynamic vertical, horizontal, and torsional displace-

ments of the bridge deck;

the over dot denotes the derivative with respect to time.

The aerodynamic forces are dependent on the angle of incidence and thus on the torsional motion of

the bridge deck al(t).

Third, for each time instant, the aerodynamic coefficients, flutter derivatives, admittance functions

and jointly acceptance functions are interpolated with respect to al
eðtÞ and are then fitted by rational

functions. The rational function approximation then gives the unsteady high-frequency force compo-

nents via convolutional integration. For example, the high-frequency components of buffeting and self-

excited lift forces are expressed as:

LhseðtÞ ¼
1

2
rU

2
Z t

�1
ðILhðal

e; t� tÞhhðtÞ þ ILpðal
e; t� tÞphðtÞ þ ILaðal

e; t� tÞahðtÞÞdt ð15:94aÞ

LhbðtÞ ¼ � 1

2
rU

2
l

Z t

�1

Z t2

�1
ðJLuðal

e; t� t2ÞILuðal
e; t2 � t1Þ u

hðt1Þ
U

�

þ JLwðal
e; t� t2ÞILwðal

e; t2 � t1Þw
hðt1Þ
U

�
dt1dt2

ð15:94bÞ

where:

ILj denotes the aerodynamic impulse functions between the lift force and bridge deck motion (j¼ h, p

and a) given by the rational approximation of flutter derivatives, or between lift force and turbulence

components (j¼u and w) given by the rational approximation of admittance functions;

JLj (j¼ u and w) is the impulse response function given by rational approximation of jointly acceptance

functions.

Finally, the buffeting responses associated with those non-linear buffeting and self-excited forces are

obtained by the Newmark Beta step-by-step integration method, with non-linear iterations at each time

instant.

The linear approximation model of non-linear aerodynamics proposed by Chen and Kareem has been

applied to buffeting analysis of a long-span suspension bridge with a main span of 2000m and the same

aerodynamic characteristics as those of the Messina Straits bridge deck section. In the non-linear buf-

feting analysis, the spatiotemporal characteristics of aerodynamic forces are apparent, but the associ-

ated effects on buffeting responses are not notable.
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By comparison with the results from the linear unsteady buffeting analysis, it can be seen that the

buffeting responses from the non-linear analysis are close to those from the linear analysis, with aero-

dynamic characteristics interpolated with respect to the static wind angles of attack. The characteristics

of buffeting responses under wind speeds close to critical flutter wind speed display a gradual fluttering

boundary, which is different from the sharp edge without effects of non-linear aerodynamics. The grad-

ual fluttering boundary is a phenomenon similar to that observed from wind tunnel tests.

15.8.3 Hysteretic Behavior of Non-Linear Aerodynamic Forces

Wind tunnel tests on the forces and motions of the deck section of the Messina Strait Bridge indicate

that the relationship between the total aerodynamic forces and the effective angle of attack forms a

hysteretic loop. It seems more reasonable to represent this hysteretic behavior of aerodynamic forces

by modeling the force components along each direction as a whole, rather than dividing the aerody-

namic forces into three parts of static, buffeting and self-excited forces. From this viewpoint, Diana

et al. [49–51] first investigated the aerodynamic hysteretic behavior using a newly designed wind tun-

nel test rig. The test rig can be used to study basic characteristics of hysteretic behavior, provide basic

data for modeling hysteretic loops of specific deck sections, and validate the possible models of hyster-

etic behavior. Three types of models were presented, including the rheological model, the polynomial

model and the hybrid model, to represent the relationship between aerodynamic forces and angle of

attack. These models, their identification methods and the simulation results in comparison with

wind tunnel test results, are introduced briefly in the following.

Let us consider the aerodynamic forces Fi(t) (I¼ L, D,M) and the instantaneous angle of attack angle c:

FL ¼ 1

2
rU2

r BlCL; FD ¼ 1

2
rU2

r BlCD; FM ¼ 1

2
rU2

r B
2lCM ð15:95aÞ

And:

c ¼ aþ arctan
w� _hþ B� _a

Ur

 !
; Ur ¼ U þ u� _p ð15:95bÞ

where:

B� is an effective bridge deck width;
a is the torsional angle of deck motion (see Figure 15.37b).

The non-linear relationship between Fi(t) and c can be represented as Fi ¼ Fiðc;URÞ or, more con-

veniently, as the force coefficients Ci ¼ Ciðc;URÞ (i.e. normalized forces), where UR ¼ U=ðf BÞ is the
reduced velocity. The effective wind angle of attack is involved in this non-linear relationship, which

implies a basic hypothesis that the effects on the variation of c due to the deck motion _hþ B� _a and due

to the turbulence w weigh equivalently.

A plot of relationship between the lift force CL and motion _hþ B� _a is shown in Figure 15.38 with a

typical hysteretic loop. Essentially, the loop emerges because there is a phase delay between the force and

the angle of attack, which may dissipate energy or pump energy into the system depending on the rota-

tional direction of the loop. To reveal characteristics of the hysteretic loop, Diana et al. [49–51] performed

extensive wind tunnel studies, from which they built mathematical models for the hysteretic loops.

The wind tunnel tests were performed on two bridge deck sections. The first one (Test A, Figure 15.37b)

used the deck of the Messina Strait Bridge with a length scale of 1 : 60, on which the aerodynamic forces

are sensitive to the variation of wind angle of attack. The second one (Test B) modeled a single-box deck

section from an actual highway bridge.
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The newly established test rig [51] could perform both forced vibration tests and free vibration tests

on deck sectional models. For forced vibration tests, three computer-controlled hydraulic actuators

were employed to drive harmonic motions of vertical and torsional motions of the sectional model with

specified average angles of attack and amplitudes under the smooth flow conditions with turbulence

intensities of less than 2%. For free vibration tests, the sectional models were suspended by steel cables

elastically to simulate the sectional model movement with specified vertical, horizontal and torsional

modal properties. An active turbulence generator was employed to generate the required harmonic

wind flows with various frequencies and amplitudes, but with negligible residual turbulence.

Aerodynamic forces on the sectional models, the motion of the models, and incoming wind veloc-

ities at the leading edge, were measured simultaneously in the wind tunnel tests. Test A used a dynamo-

metric balance to measure the forces acting on the central dynamometric part of the sectional model,

plus three accelerometers and two laser displacement transducers to measure motions and two pilot

tubes and two hot wire anemometers to measure wind speeds.
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Figure 15.38 A typical hysteretic loop.
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Figure 15.37 Sectional model of bridge deck.
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In Test B, the aerodynamic forces were measured via a pressure measurement system consisting of

78 pressure taps surrounding a middle section of the sectional model, thus avoiding the subtraction

problem of inertia forces in forced vibration tests. Test B also utilized two laser transducers and three

infrared cameras to measure displacements of the model in forced vibration tests and in free vibration

tests, respectively, and employed a four-hole probe for measuring instantaneous wind velocities.

Three categories of test cases were performed on both deck section models, defined as “forced verti-

cal harmonic vibration”, “forced torsional harmonic vibration” and “admittance test”. The vertical test

was used only to measure the aerodynamic derivatives, while the torsional test and the admittance test

were conducted with various parameters to capture their associated effects on non-linear aerodynamics.

The varied parameters include reduced wind velocities U� (via mean wind velocities and motion fre-

quencies), the mean angle of torsional oscillation a and the amplitude of torsional oscillation Da. For

more details of the experimental setup, please refer to the literature [50,51] for Test A and the reference

[49] for Test B.

Based on the different types of measurements, the wind tunnel tests on the two deck section models

provided force characteristics such as: aerodynamic coefficients, aerodynamic derivatives and admit-

tance functions of the bridge deck; motion characteristics, including the non-linear vibration properties

and instability on-sets; and, more importantly, they gave the non-linear relationship between aerody-

namic forces and deck motions. The experimental data also provided possibilities for analyzing the

effects of various factors on aerodynamic non-linearities. The following observations on the hysteretic

behavior of aerodynamic forces have been summarized from the experiments.

In both Test A and Test B, the results from torsional tests provided comparisons between the hyster-

etic loops versus the torsional angle a, and those versus the instantaneous angle of attack

c ¼ aþ B� _a=Ur. It is found that the loops associated with c are more regular, clear and reasonable,

implying the dependency of the loops on the angle of attack.

In the torsional test and the admittance test, the instantaneous angles of attack were ca ¼
aþ arctanðB� _a=UrÞ and cw¼aþ arctan(w/Ur), respectively. It can be observed from the results of

both Test A and Test B that if a proper value of equivalent bridge deck width B� were selected, the loop
plot in terms of ca from the torsional test was similar to the loop plot in terms of cw from the admit-

tance test with an equal reduced velocity. As a result, the components of the equivalence angle of attack

c, generated by the torsional motion and by turbulence, could be regarded with equal weight, which

supports the hypothesis implied in Equation 15.96.

The lift force hysteretic loops corresponding to different reduced velocities from Test A indicated

that high reduced velocity corresponded to small hysteretic loop. For very high reduced velocity repre-

senting low frequency of deck motion and high mean wind speed, the non-linear effects of aerodynamic

forces were insignificant and, thus, the quasi-steady theory may be applicable. The lift force hysteretic

loops corresponding to different mean angles of torsional oscillation from Test A suggested that the

hysteretic loops are around the mean angles with different tracks but similar areas.

The moment coefficient hysteretic loop with varying amplitudes of torsional oscillation from Test B

indicated that the increase of the amplitude not only enlarges the cycles but also changes the shape of

the loop, especially for the large amplitudes. Test B also discovered that if the amplitude from w/Ur¼
tan(0.5�) is doubled to tan(1�) while other conditions remain unchanged (a ¼ 3:5� and UR ¼ 10), the

displacement responses can be ten times greater than in the original case, and the variation of instanta-

neous angle of attack can drive the deck sectional model in and out of the instability threshold.

Figure 15.39 shows the frequency responses of global displacements from Test B excited by har-

monic turbulence with amplitude w/Ur¼ tan(3�) at a frequency of 0.37Hz. A distinct super-harmonic

resonance phenomenon can be observed: the harmonic excitations at 0.37Hz generated oscillations at

not only 0.37Hz but also 2�0.37Hz and 3�0.37Hz. This is a typical characteristic of non-linear vibra-
tion, which can be also observed for aerodynamic forces from Test B and for both motions and forces

from Test A.
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15.8.4 Hysteretic Models for Non-Linear Aerodynamic Forces

To describe the hysteretic loops between the aerodynamic forces and motion angle mathematically,

both parametric and non-parametric approaches have been employed by Diana et al. [52].

The rheological model is a non-parametric model which utilizes the analogy between aerodynamic

non-linear system and mechanical non-linear system, aiming to establish the model in terms of familiar

non-linear mechanical components such as springs, dampers, bump stops and others. In the rheological

model, four blocks are defined and used. These are shown as blocks A, C, D and E in Figures 15.40a to

15.40d.

Block A is a non-linear spring whose stiffness is non-linear. It can be used to reproduce the non-

linear trend of the hysteretic loops between the forces Fi and c, which can be regarded as the relation-

ship of mean forces with c.

Block B connects a series of Kevin-Voight elements (a spring and a damper in parallel) in parallel with

a Coulomb friction skate at each extremity. Each Kevin-Voight element can generate a hysteretic loop in

relation to both c and _c, and thus this block can generate the sum of several hysteretic loops. Availabil-

ity of each Kevin-Voight element depends on the adhesion condition of a friction skate controlled by

threshold of reduced velocities, which models the effects such that, as the reduced velocity increases, the

hysteretic loops are dropped gradually by halting the corresponding Kevin-Voight elements.

Figure 15.39 Global displacements with super harmonics (Figure courtesy of Prof. Giorgio Diana).
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Block D is a Kevin-Voight element with a bump stop, which is used to model a hysteretic loop that is

effective only at a specific range of c. Block E is a single damper that can reproduce part of the force

related to _c only, which is also effective only in one direction of the motion.

Identification of the model should focus on the hysteretic loops within the range of low reduced

velocity and on the deformation of the hysteretic loops with the changes of the reduced velocity. A

simple model including only Block A and Block C without skates can represent the behavior at the

high reduced velocity satisfactorily. However, to consider the dependence of the loop shape on

the reduced velocity and the complicated shape, a full model should be used, which may include all of

the four blocks.

The polynomial model in the time domain describing the hysteretic relationship between force coef-

ficients Ci (i¼ L, D,M) and c can be expressed as [48]:

Ci ¼ CST
i ðcÞ þ b1 þ b2cþ b3

_cþ b4c
2 þ b5c _cþ b6c

3 þ b7c
2 _c ð15:96Þ

where:

CST is the static aerodynamic force coefficient;

b1 to b7 are the parameters that can be identified by a weighted least square curve fitting procedure

through minimizing errors of Equation 15.96 with the experimental hysteretic loops.

Note that the fitting process should take into account the hysteretic loops at various reduced veloc-

ities, and that higher weights are given to the loops associated with low reduced velocities. Figure 15.41

compares the loops obtained experimentally from Test A and numerically by Equation 15.96 at differ-

ent low reduced velocities, indicating the capability of Equation 15.96 as a good representation of the

non-linear aerodynamic forces. This model was applied to determine flutter critical wind speed of a full

scale long-span bridge, yielding critical wind speed values lower than the linear flutter analysis proce-

dure [48].

The hybrid model jointly uses the polynomial model as shown in Equation 15.96 with a rheological

element as shown in Figure 15.42.

The rheological element is active under the conditions [49]:

1. c>cthreshold when _c becomes negative; and

2. _c< 0.

The rheological element is introduced for simulating the relationship near the instability on-set with

the amplitude of the angle of attack crossing in and out of the instability threshold. The model is

Figure 15.40 Rheological blocks.
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validated by Figure 15.41. The results shown in Figure 15.41 indicate that the displacements of a sec-

tional model of a suspended bridge computed by this hybrid model can reproduce the non-linear char-

acteristics embedded in experimental results (super harmonic resonance) that cannot be obtained using

linear aerodynamic force models.

15.8.5 ANN-Based Hysteretic Model of Non-Linear Buffeting Response

This model is proposed by Wu and Kareem [41]. It is suggested that the relationship between

the responses of bridge deck and the turbulence wind speeds can be represented by a general

Figure 15.41 Polynomial model (Figure courtesy of Prof. Giorgio Diana).
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non-linear system:

€h
n ¼ Rn

L þ f nLðh; _h; €h;a; _a; €a;U; u;wÞ ð15:97aÞ

€an ¼ <n
M þ f nMðh; _h; €h;a; _a; €a;U; u;wÞ ð15:97bÞ

where:

f nL and f
n
M are the non-linear excitation force functions;

Rn
L andR

n
M are the restoring force functions having the forms of non-linear differential equation:

_R
n

L ¼ Rn
LðRn

L; h;
_h;a; _aÞ; _R

n

M ¼ Rn
MðRn

M ; h;
_h;a; _aÞ ð15:98Þ

where R denotes unknown non-linear functions.

Using the first-order difference equation between the time step tnþ1 and tn, the acceleration responses

can be expressed as:

€h
nþ1 ¼ Q Lðhn; _h

n
; €h

n
;an; _an; €an;U

n
; un;wn;U

nþ1
; unþ1;wnþ1Þ ð15:99aÞ

€anþ1 ¼ QMðhn; _h
n
; €h

n
; an; _an; €an;U

n
; un;wn;U

nþ1
; unþ1;wnþ1Þ ð15:99bÞ

where Q represents unknown non-linear functions.

Figure 15.42 Rheological element in the hybrid model.
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Figure 15.43 Displacement obtained by wind tunnel test and predicted by the ANN-based hysteretic model.
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The ANN is suitable to represent those non-linear functions, since the inputs and outputs can be

obtained to reveal the complex relationship with different weights of each input component. The cellu-

lar automata (CA) based-ANN is then used to model QL and QM simultaneously, since the vertical and

torsional displacements are coupled. The CA scheme is used to find out the unnecessary connections

between the input and hidden layers of the ANN, yielding that the torsional acceleration and vertical

turbulence are mostly connected with neurons in the ANN. The inputs can include only the terms in

Equation 15.99 or the associated higher order terms.

The ANN-based model has been used to represent the hysteretic behavior of two-dimensional

responses of a bridge with single-box section, which shows that the higher-order model is appropriate

for this example. Figure 15.43 shows one of the tested non-linear torsional acceleration time series,

along with the one predicted by the ANN, indicating acceptable accuracy.

15.9 Notations


 Kronecker tensor product

� Array multiplication, i.e. A�B is the element-by-element product

A(v,t) Time-frequency modulating function slowly varying with time

Ad(t) Time-dependent aeroelastic damping matrix

Ai
� Aerodynamic derivatives corresponding to dynamic torsional angle

Alj Cosine Fourier coefficients of component Xj(t)

AQb
ðv; tÞ Cholesky decomposition evolutionary power spectral density matrix of generalized

buffeting force

As(t) Time-dependent aeroelastic stiffness matrix

B Bridge deck width

B� Effective bridge deck width

Blj Sinusoid Fourier coefficients of component Xj(t)

cj(t) The jth intrinsic mode function of empirical model decomposition

C N�N damping matrix
~CðtÞ Generalized modal damping matrix

CAB Covariance matrix of vector of random Fourier coefficients of evolutionary vector pro-

cess X(t)

Cb(t) Time-dependent aerodynamic force coefficients matrix

Cbu(t) Time-dependent aerodynamic force coefficients matrix associated with longitudinal

fluctuating wind speeds

Cbw(t) Time-dependent aerodynamic force coefficients matrix associated with vertical fluctu-

ating wind speeds

CD Aerodynamic drag force coefficients

CFjFk
Covariance matrix of vector of random Fourier coefficients of component process Xj(t)

Ci Aerodynamic force coefficients defined with respect to deck coordinate system (i¼ L,

D,M)

CST
i Static aerodynamic force coefficient (i¼ L, D,M)

CL Aerodynamic lift force coefficients

CM Aerodynamic pitching moment coefficients

Cpy Decay coefficients of coherence function of turbulence component p¼ u, w with

respect to the lateral coordinate y

Cpz Decay coefficients of coherence function of turbulence component p¼ u, w with

respect to the vertical coordinate z

Db(t) Buffeting drag force
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Dl Low-frequency component of aerodynamic drag force along with the coordinate sys-

tem defined with respect to mean wind speed U

Dm(t) Time-varying mean drag force

Dse(t) Self-excited drag force

e1 (2N – 1)-Dimensional vectors of all ones

e2 M-Dimensional vector of all ones

F Total aerodynamic forces

FAB Vector of random Fourier coefficients of evolutionary vector process X(t)

FS
AB Conditional simulation of vector of Fourier coefficients FAB

FS�
AB Unconditional simulation of vector of Fourier coefficients FAB

FAjBj
Vector of random Fourier coefficients of component process Xj(t)

Fb Loading vectors of buffeting forces

Fh
b High-frequency part of buffeting forces

Fl
D Low-frequency component of aerodynamic drag force along with the coordinate sys-

tem defined with respect to the instantaneous relative velocity

Fi(t) Aerodynamic forces defined with respect to deck coordinate system (i¼ L, D,M)

Fl Low-frequency part of total aerodynamic forces

Fl
L Low-frequency component of aerodynamic lift force along with the coordinate system

defined with respect to the instantaneous relative velocity

Fm Loading vectors of mean wind forces

Fl
M Low-frequency component of aerodynamic pitching moment along with the coordinate

system defined with respect to the instantaneous relative velocity

Fse Loading vectors of self-excited forces

Fh
se High-frequency part of self-excited forces

FXm
ðx; TÞ Cumulative distribution function of extreme value of X(t) over specified time interval [0, T]

F0
a Vector of random Fourier coefficients of known fluctuating wind speed components

X0
aðtÞ

FS�
b Unconditional simulation of vector of Fourier coefficients corresponding to unknown

components FS
b

FS�
a Unconditional simulation of vector of Fourier coefficients corresponding to known

components F0
a

FS
b Vector of random Fourier coefficients of conditional simulation of fluctuating wind

speed components XS
bðtÞ

fSAB Conditionally simulated Fourier coefficients of xS(t)

f nL and f
n
M Non-linear excitation force functions

f0a Fourier coefficients of known fluctuating wind speed time series x0aðtÞ
fS

�
a Unconditionally simulated Fourier coefficients corresponding to known components

X0
aðtÞ

fSb Fourier coefficients of conditional simulated fluctuating wind speed time histories

xSbðtÞ
fS

�
b Unconditionally simulated Fourier coefficients corresponding to unknown components

XS
bðtÞ

G(t1) Gust factor defined as the maximum ratio of t1 time-varying mean wind speed to the

corresponding part of the hourly time-varying mean wind speed

Hi
� Aerodynamic derivatives corresponding to vertical dynamic displacement

hk(t) Vertical dynamic displacement response of bridge deck unit

hl Low-frequency component of dynamic vertical displacement of bridge deck
€hn, €an Vertical and torsional motion acceleration of bridge deck at time instant tn
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ILj Aerodynamic impulse functions between the lift force and bridge deck motion (j¼ h, p

and a) given by the rational approximation of flutter derivatives, or between lift force

and turbulence components (j¼ u and w) given by rational approximation of admit-

tance functions

Iu Turbulence intensity of longitudinal fluctuating wind speed

Iu(t) Longitudinal time-varying turbulence intensity

Iw(t) Vertical time-varying turbulence intensity

JLj Impulse response function given by rational approximation of jointly acceptance func-

tions (j¼ u and w)

K N�N stiffness matrix
~KðtÞ Generalized modal stiffness matrix

l Index of frequency series for random Fourier coefficients Alj and Blj in Section 15.7

Ll Low-frequency component of aerodynamic lift force along with the coordinate system

defined with respect to mean wind speed U

Lb(t) Buffeting lift force

LhbðtÞ High-frequency component of buffeting lift force

lk Length of the kth bridge deck element

l0 Index of frequency series used to compute integration of evolutionary power spectral

density function to obtain time-varying correlation function and to obtain FS�
AB

Lm(t) Time-varying mean lift force

Lse(t) Self-excited lift force

LhseðtÞ High-frequency component of self-excited lift force

Lu(t) Longitudinal time-varying integral length scale

Lw(t) Vertical time-varying integral length scale

M N�N mass matrix

M Number of elements of bridge deck in Section 15.3; number of components of evolu-

tionary vector process X(t) in Section 15.6

Mb(t) Buffeting pitching moment

Ml Low-frequency component of aerodynamic pitching moment with the coordinate sys-

tem defined with respect to mean wind speed U

Mm(t) Time-varying mean pitching moment

Mse(t) Self-excited pitching moment

m(t) Time-varying mean value of X(t)

N Total number of degree of freedoms in Section 15.4

N0 Number of frequency intervals used to compute integration of evolutionary power

spectral density function to obtain time-varying correlation function and to obtain FS�
AB

NS Number of structural modes

NT Number of time intervals of fluctuating wind speed time histories

NX(x,t) Mean number of crossings over level x(x> 0) of X(t) over specified time interval [0, T]

P(v) Cholesky decomposition of theM�M-dimensional coherence matrix g(v):
Pi� Aerodynamic derivatives corresponding to lateral dynamic displacement

pk(t) Lateral dynamic displacement response of bridge deck unit

pl Low-frequency component of dynamic lateral displacement of bridge deck

p(u) Probability density function of longitudinal fluctuating wind speed

Q Lower triangular matrix given by Cholesky decomposition of CAB

Qb(t) Generalized buffeting force vector
~Qb;jðv; tÞ Pseudo excitation vector

q(t) Generalized modal coordinate vector

qX(t) Time-dependent band-width factor of X(t)

r(t)N Final residue of empirical model decomposition after N intrinsic mode functions
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R(t1,t2) Time-varying correlation matrix of X(t)

Rjj(t1,t2) Auto time-varying correlation of Xj(t)

Rjk(t1,t2) Cross time-varying correlation between Xj(t) and Xk(t)

Rn
L andR

n
M Restoring force functions having the forms of non-linear differential equation

R ,Q Unknown non-linear functions to be modeled by artificial neutral network

RU(t1,t2) Time-varying correlation matrix of unconditional simulation XU(t)

Rab(t1,t2) Target time-varying correlation matrix of XS
bðtÞ

RS
abðt1; t2Þ Time-varying cross correlation matrix between conditional simulation of unknown

components XS
bðtÞ and known components X0

aðtÞ
Rbb(t1,t2) Target time-varying correlation matrix between XS

bðtÞ and X0
aðtÞ

RS
bbðt1; t2Þ Time-varying correlation matrix of conditional simulation of unknown components

XS
bðtÞ

S(v,t) Evolutionary power density matrix of X(t)

Spp,ij(v,t) Cross evolutionary spectral density function between turbulence components p¼ u or

w at point i and point j

SQb Qb(v,t) Evolutionary power spectral density matrix of generalized buffeting force

Suu(v,t) Auto evolutionary power spectral density function of longitudinal fluctuating wind

speed u(t)

Sww(v,t) Auto evolutionary power spectral density function of vertical fluctuating wind speed

w(t)

Sxx(v,t) Evolutionary power spectral density matrix of fluctuating buffeting response vector

SQQ(v,t) Evolutionary power spectral density matrix of non-stationary fluctuating wind speed

vector

T Time interval for computing short-time averaged time-varying mean wind speed

Ts(t) N�M coordinate transformation matrix

TU Time interval for computing short-time averaged time-varying standard deviation of

fluctuating wind speed

tr Time series corresponding to simulated fluctuating wind speed time histories

Ur Instantaneous relative velocity between deck and wind

US Vector of uncorrelated standard Gaussian random variables of the sizeM(2N – 1)� 1

U(t) Total longitudinal wind speed time history

UðtÞ Vector of time-varying mean wind speeds

U(t) Evolutionary process of longitudinal fluctuating wind speeds in Section 15.6

U1
l0 , U

2
l0 (2N� 1)-dimensional vectors consisting of independent standard Gaussian random

variables

U Constant mean wind speed

U0ðzÞ Mean value of the time-varying mean wind speed UðtÞ
U1=3600ðtÞ Time-varying mean wind speed with frequency contents less than 1/3600Hz

UnðtÞ Time-varying mean wind speed with frequency contents less than n

UR Reduced mean wind speed

URðtÞ Reduced mean wind speed that is time-varying corresponding to time-varying mean

wind speed

U tð Þ Time-varying mean wind speed

u(t) Fluctuating wind component in the longitudinal wind direction

u(t) Vector of longitudinal non-stationary fluctuating wind speeds

u0(I)(t) ith sample of measured (reference) time histories of longitudinal fluctuating wind

speed, which is generated by unconditional simulation procedure

ul, uh Low- and high-frequency components of longitudinal fluctuating wind speed

u1
l0 , u

2
l0 Sample realization of (2N� 1)-dimensional vectors filling with independent standard

Gaussian random numbers
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uS(I)(t) ith sample of conditionally simulated time histories of longitudinal fluctuating wind

speeds

uUS(I)(t) ith sample of unconditionally simulated time histories of longitudinal fluctuating wind

speed

V(t) Envelope of X(t)

W(t) Total vertical wind speed time history

W(t) Evolutionary process of vertical fluctuating wind speeds in Section 15.6

w(t) Fluctuating wind component in the longitudinal wind direction

w(t) Vector of vertical non-stationary fluctuating wind speeds

w0(I)(t) ith sample of measured (reference) time histories of vertical fluctuating wind speed,

which is generated by unconditional simulation procedure

wl, wh Low- and high-frequency components of vertical fluctuating wind speed

wS(I)(t) ith sample of conditionally simulated time histories of vertical fluctuating wind

speeds

wUS(I)(t) ith sample of unconditionally simulated time histories of vertical fluctuating wind

speed

X(t) A Gaussian evolutionary process in Section 15.4 with a known time-varying mean m(t)

and single-sided EPSD function SXX(v,t)

X(t) N-dimensional buffeting displacement response vector of the whole bridge in the

global coordinate system in Section 15.3; zero-mean multivariate real Gaussian oscilla-

tory vector process withM components in Section 15.6
_XðtÞ Derivative of X(t) with respect to time
_XðtÞ Buffeting velocity response vector
€XðtÞ Buffeting acceleration response vector

XðtÞ Time-varying mean wind response vector

Xj(t) jth component of X(t)

Xm Extreme value of X(t) over specified time interval [0, T]

XS(t) Evolutionary processes of conditional simulation of fluctuating wind speed compo-

nents at all ofM measured locations

XU(t) Unconditional simulation of X(t)

X0
aðtÞ Evolutionary processes of known fluctuating wind speed components at n measured

locations (a¼ 1 . . . n)

XS
bðtÞ Evolutionary processes of conditional simulation of unknown fluctuating wind speed

components at m unmeasured locations (b¼ nþ 1 . . . nþm)

x(t) Fluctuating buffeting response vector in Section 15.4;

xS(t) Conditionally simulated fluctuating wind speed time histories at all of M measured

locations

xS(I)(tr) ith sample time histories of whole set of conditionally simulated fluctuating wind speed

components

x0aðtÞ Known fluctuating wind speed time histories at n measured locations (a¼ 1 . . . n)

x0ðIÞa ðtrÞ ith sample time histories of known fluctuating wind speed components

xSbðtÞ Conditionally simulated fluctuating wind speed time histories at m unmeasured loca-

tions (b¼ nþ 1 . . . nþm)

x
SðIÞ
b ðtrÞ ith sample time histories of conditionally simulated unknown fluctuating wind speed

components

yj(v,t) Pseudo response vector

z Height above the ground

aðtÞ Instantaneous mean wind attack angle

a0ðtÞ Attack angle of time-varying mean wind
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a Mean value of torsional angle of bridge deck

ae(t) Instantaneous angle of attack

al
eðtÞ, ah

eðtÞ Low- and high-frequency components of instantaneous angle of attack

ak(t) Dynamic torsional response of bridge deck unit

al Low-frequency component of dynamic torsional angle of bridge deck

as Static wind angle of attack

aSðtÞ Torsional response of the bridge deck due to the time-varying mean wind forces and

moment

b1 to b7 Parameters in polynomial hysteretic aerodynamic force model identified by weighted

least square curve fitting procedure

Pðvp; tÞ Cholesky decomposition of evolutionary power spectral density matrix S(v,t)

Pjðvp; tÞ jth column of the matrixPðvp; tÞ
Dt Time interval of simulated fluctuating wind speed time histories

Dv0 Frequency interval used to compute integration of evolutionary power spectral density

function to obtain time-varying correlation function and to obtain FS�
AB

g(v) Coherence function matrix of evolutionary vector process X(t)

gpp,ij(v) Coherence function of between turbulence components p¼ u or w at point i and point j

j(v) Zero-mean Gaussian orthogonal increment process

jP(t) Revised crossing level with consideration of the effects of both time-dependent mean

value and its derivatives in Possion approximation

jV(t) Revised crossing level with consideration of the effects of both time-dependent mean

value and its derivatives in Vanmarcke approximation

m(v)dv Variance of the increment process.

mXm
Mean value of extreme value of X(t) over specified time interval [0, T]

c Instantaneous angle of attack angle

F Modal matrix with only the first NS order of structural modes

F(x) Standard Gaussian cumulative distribution function

f(x) Standard Gaussian probabilistic density function

fl(t) Low-frequency part of the angle of incidence of the relative velocity

cpj Random phase angle distributed uniformly over [0, 2p]

cw Instantaneous angle of attack angle induced by actively generated turbulence

ca Instantaneous angle of attack angle induced by forced torsional motions

r Air density

rX _XðtÞ Time-dependent correlation coefficient rX _XðtÞ between X(t) and
su Standard deviation of longitudinal fluctuating wind speed

su(t) Time-varying standard deviation of longitudinal fluctuating wind speed u(t)

sw(t) Time-varying standard deviation of vertical fluctuating wind speed w(t)

sXm
Standard deviation of extreme value of X(t) over specified time interval [0, T]

N Unit matrix

Q(t) Vector of non-stationary fluctuating wind speeds

vl Frequency series for random Fourier coefficients Alj and Blj

vl’ Frequency series used to compute integration of evolutionary power spectral density

function to obtain time-varying correlation function and to obtain FS�
AB

h0(t) Time-varying function of mean wind speed independent of the height above the

ground

hX(x,t) Unconditional transient crossing rate of X(t) over level x(x> 0)

hþX ðx; tÞ Up-crossing rate of X(t) over level x

hþX ðx;�m; tÞ Up-crossing rate of X(t) (with time-varying mean value m(t)) over level x

h�X ð�x; tÞ Down-crossing rate of X(t) over level –x

h�X ð�x;m; tÞ Down-crossing rate of X(t) (with time-varying mean value –m(t)) over level –x
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16

Epilogue: Challenges and
Prospects

16.1 Challenges

The previous chapters in this book have presented the basic elements of bridge wind engineering, which

include wind characteristics in atmospheric boundary layer, mean wind load and aerostatic instability,

wind-induced vibration and aerodynamic instability. They have also detailed the methods and tech-

niques currently used for investigating wind effects on long-span cable-supported bridges, namely ana-

lytical methods, wind tunnel test techniques, CFD-based computational wind engineering techniques,

wind and structural health monitoring techniques. Also outlined have been recent developments in

modern bridge wind engineering: wind-induced vibration of stay cables; wind-vehicle-bridge interac-

tion; buffeting response to skew winds; multiple loading-induced fatigue analysis; wind-induced vibra-

tion control; typhoon wind field simulation; uncertainty and reliability analysis; non-stationary and

non-linear buffeting response analysis.

Although a considerable amount of information has been covered by the previous chapters, there are

still some important issues that have not been fully discussed, and some challenging issues to be solved

in the near future.

16.1.1 Typhoon Wind Characteristics and Topography Effects

Long-span cable-supported bridges built in typhoon regions are inevitably affected by typhoon winds,

and they must be designed to withstand typhoon winds during their design lives. The determination of

typhoon wind speed, direction and profile, among other characteristics, in the atmospheric boundary

layer (ABL) for a long-span cable-supported bridge within a given design life, is an important task.

Great efforts have been made in the past to investigate the wind characteristics of typhoons. The

limited field measurement results show that, although they have similar boundary layers to monsoons

and gales on their outer edges, typhoons exhibit different wind profiles near the region of strongest

winds. If a long-span cable-supported bridge is located in an area with complex topography, the effect

of topography on typhoon structures will make typhoon wind structures more complex. This effect is

much less clearly understood than those in the well-developed boundary layers of monsoons and gales.

Also, there are virtually no measurement data on how typhoon wind structures change as they cross the

coast. More field measurements with advanced measurement instruments and computational
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simulations need to be carried out to reveal wind characteristics of typhoons near their eye walls, as

well as the topographic and inland effects.

Also, a few long-span cable-supported bridges have been built to cross valleys in mountain areas.

Wind conditions and topography effects on wind characteristics in mountain areas need to be carefully

investigated, and wind effects on long-span cable-supported bridges in mountainous areas need to be

closely monitored.

16.1.2 Effects of Non-Stationary and Non-Gaussian Winds

Because turbulence in gales and monsoons is mainly mechanical, strong winds caused by gales and

monsoons are often assumed to be stationary and Gaussian random processes, and bridge responses are

also assumed to be stationary, with a Gaussian distribution. However, some extreme wind events, such

as typhoons, downbursts and tornados, actually exhibit different characteristics from monsoons and

gales. The assumption of stationary and Gaussian processes may not, therefore, be valid for those

extreme wind events, because of their vortex or convective origins. One may therefore question the

appropriateness of current bridge aerodynamics analysis and bridge design based on the assumption of

stationarity and Gaussianity of the extreme wind events.

It has also been noted that road vehicles running over a long-span bridge will be shielded briefly from

the wind by the bridge towers but, when they pass out of this shelter, they enter a sharp-edged cross-

wind gust. The sharp changes in gusts cause transient aerodynamic forces on the vehicles, and these

forces are non-stationary and non-Gaussian, carrying with them an obvious danger of turning the vehi-

cles over.

Therefore, non-stationary and non-Gaussian winds and their effects on long span bridges need to be

investigated. The major challenges involved in this topic include the following:

� The nature of non-stationary winds and transient winds needs to be better quantified.
� Modelling and analysis tools to capture these features need to be established.
� Aerodynamic and aeroelastic analysis methods to predict non-stationary and transient responses of

long-span bridges must be developed.

16.1.3 Effects of Aerodynamic Non-Linearity

Three types of non-linearities may be experienced by long-span cable-supported bridges: geomet-

rical, material and aerodynamic. Geometrical non-linearities are due to stay cables or suspended

cables, and they may also be initiated by large deformations and axial forces of other components

of the bridge as well. Material non-linearities may arise from materials of bridge components that

do not follow linear constitutive relationships. The effects of both geometrical and material non-

linearities can be adequately modeled and incorporated in the analysis of a long-span bridge

using finite element methods.

For many bridge deck sections, even at low levels of turbulence, the effective angle of incidence due

to bridge motion and incoming wind fluctuations may vary to a level such that non-linearities in the

aerodynamic forces may no longer be neglected. This is particularly true for super-long-span cable-

supported bridges, due to their extreme slenderness. For such bridges, the quasi-steady assumption and

the strip assumption currently used in bridge aerodynamic and aeroelastic analysis needs to be revis-

ited. The effect of non-linear relationship between wind speed and wind force, and the difference

between span-wise coherence of turbulent wind speed and span-wise coherence of aerodynamic forces,

must be investigated.

The non-linear response to vortex shedding also remains an area that needs attention. Many bridge

structures have exhibited unsatisfactory oscillations that are largely unpredicted, while others show the
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opposite trend. The effect of turbulence on vortex shedding and the ensuing oscillations need to be

addressed in a systematic fashion.

Furthermore, flutter analysis is currently performed on the basis of the assumption of small ampli-

tude. Flutter is actually a self-feeding and potentially destructive vibration to a long-span cable-sup-

ported bridge, where aerodynamic forces on the bridge deck couple with its motion. If the energy input

by the aerodynamic forces due to strong winds in a cycle is larger than that dissipated by the damping

in the bridge structure system, the amplitude of vibration of the bridge deck will increase. This increas-

ing vibration will then amplify the aerodynamic forces, resulting in self-excited forces and self-exciting

oscillations.

The vibration amplitude of the bridge deck can build up until the collapse of the bridge, and

the build up to collapse, as well as the associated aeroelastic phenomenon, is really not yet

understood. Non-linear buffeting and flutter analysis is essential to explore the mechanisms

behind these phenomena and this task will require a new analysis framework in the time-fre-

quency domain, with time-frequency signal representation such as wavelet transformation. It may

also require a thorough understanding of the dynamic pressure field that envelops a bridge deck

and gives rise to the fundamental forces. Note that most suction pressures on a bridge deck are

non-stationary and non-Gaussian random processes.

16.1.4 Wind Effects on Coupled Vehicle-Bridge Systems

Road vehicles running on a long-span cable-supported bridge are more vulnerable to crosswind gust

than on ground. Road vehicles may also be briefly shielded from the wind by the bridge towers but,

when they pass out of the shelter, they enter a sharp-edged crosswind gust with a real danger of them

turning over. Little information is publicly available on the safety of road vehicles running on a long-

span cable-supported bridge, so vehicle restrictions in high winds have tended to be somewhat ad hoc.

The major challenges on this topic include at least:

(a) How to determine aerodynamic forces on vehicles when they are moving on a bridge deck?

(b) What are the transient characteristics of aerodynamic forces acting on a road vehicle when the

vehicle is passing through the wake of a bridge tower?

(c) How to quantify accident risk of vehicles running on a bridge?

To protect vehicles of various types from adverse wind conditions, and to ensure the bridge can

remain open to traffic, the present practice is to install wind fences on the bridge. However, there is no

consensus on the optimum design of wind fences in terms of accident susceptibility and risk. Also, the

use of wind fences may have an adverse effect on overall bridge stability. A full understanding of wind-

vehicle-bridge interactions, and an optimum solution for the functionality and safety of both the vehi-

cles and bridge, are needed.

16.1.5 Rain-Wind-Induced Vibration of Stay Cables

Stay cables in long-span cable-stayed bridges are laterally flexible structural members with very low

fundamental frequency and very little inherent damping. These features make them susceptible to rain-

wind-induced vibrations of large amplitude. A significant correlation has been observed between the

occurrence of these large-amplitude vibrations and that of rain combined with wind. A substantial

amount of research on the subject has already been conducted by researchers around the world. It is

believed that water rivulet formation and its interaction with wind flow are the root cause of rain-wind-

induced vibrations. With this understanding, various surface modifications have been proposed and

tested, with the aim being the disruption of water rivulet formation. Traditional measures, such as
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external dampers, have also been applied to many newer bridges to mitigate rain-wind-induced cable

vibration.

Although Chapters 5 and 12 shed some lights on this topic, it is not sufficient. The lack of a more in-

depth understanding of the underlying mechanism of rain-wind-induced stay cable vibration has made

the practical and consistent application of known mitigation methods difficult. This is because a wide

range of different cable lengths (and thus a wide range of frequencies) on cable-stayed bridges actually

produce a practical continuum of fundamental and higher mode frequencies. Any excitation mechanism

with any arbitrary frequency is likely to find one or more cables with either a fundamental or higher

mode frequency sympathetic to the excitation. Therefore, it would be of great assistance to have a

model with the capability to predict, for an arbitrary stay cable, the major characteristics of rain-wind-

induced cable vibration.

16.1.6 Uncertainty and Reliability Analysis

Prediction of wind-induced response and instability of long-span cable-supported bridges is associated

with a number of uncertainties. These stem primarily from the random nature of wind, but also from

physical modeling (e.g. wind load model and structure model), the methodology used (e.g. assumptions

in buffeting analysis and flutter analysis), and the measurements involved (e.g. wind tunnel tests and

field measurements). As indicated in Chapter 14, it is quite difficult to define uncertainty explicitly and

to evaluate it accurately for wind-excited long-span cable-supported bridges. New probabilistic-based

methodologies need to be developed to quantify these uncertainties, and the stochastic approaches we

use now for prediction must be refined. The data obtained from field observations and measurements

will be used to validate the stochastic approaches so that the reliability-based design philosophy can be

applied eventually to wind-excited long-span cable-supported bridges.

The current design of wind-excited long-span cable-supported bridges is mainly a deterministic

design – that is, a factor of safety-based design. Deterministic design may lead to a greater probability

of failure than reliability-based design that accounts for uncertainties. This is because the design

requirements are precisely satisfied in the deterministic approach, and any variation of the parameters

could potentially violate the system constraints. Reliability-based design, on the other hand, facilitates

robust designs that provide the designer with a guarantee of satisfaction in the presence of a given

amount of uncertainty.

Nevertheless, the materials presented in Chapter 14 on bridge structure reliability or failure probabil-

ity are very preliminary and case-dependent, and no systematic framework has been established yet. To

realize the reliability-based design for wind-excited long-span cable-supported bridges, contemporary

methods of reliability analysis must be used, together with uncertainty analysis, to provide an accurate

estimation of safety index or failure probability of the bridges.

16.1.7 Advancing Computational Wind Engineering and Wind Tunnel Test

Techniques

The computational wind engineering technique can now solve simple 2-D wind engineering problems

with the features of low Reynolds number and low turbulence based on commercially available compu-

tational fluid dynamics (CFD) tools. However, most bridge wind engineering problems are 3-D prob-

lems with the features of high Reynolds number and high turbulence. The current CFD tools seem not

to be able to handle these problems. In the development of boundary layer wind tunnels for testing

bridge structures other than using aeronautical wind tunnels, the wind engineering community may

have to develop their own CFD codes to solve their unique problems. This can be done in parallel to

the advance of current wind tunnel test techniques that can provide better quality data for validation of

the CFD codes developed. Broadly speaking, computational wind engineering needs also to cover other
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computation-oriented applications, such as developments of E-codes and standards for bridge designers

and managers.

16.1.8 Application of Wind and Structural Health Monitoring Technique

Wind and structural health monitoring (SHM) is cutting-edge technology, as discussed in Chapter 9.

The application and further development of long-term wind and SHM technique for long-span cable-

supported bridges is vital for solving the aforementioned challenging issues in bridge wind engineering.

Long-term measurements of winds are essential for understanding typhoon wind characteristics and

topography effects and for determining failure probability or safety index of the bridge. Field measure-

ment results of winds, wind pressures and wind-induced responses of the bridge can facilitate the

refinement of current stochastic approaches and the validation of new methods that can account for

non-stationarity, non-Gaussianity and non-linearity. Field observations of wind-vehicle-bridge interac-

tion and rain-wind-induced stay cable vibrations will help finding excitation mechanisms behind them

and developing corresponding mathematical models.

Field measurement results are also needed to validate the results obtained from either wind tunnel

tests or CFD. Since this is long-term monitoring, SHM is a vital tool for promoting the sustainability of

wind-excited long-span cable-supported bridges.

16.2 Prospects

The history and latest development of bridge wind engineering both demonstrate that any progress

made in this subject stems from the synergy between research and practice. Mutual respect and effec-

tively coordinated collaboration among professional engineers, academic researchers, government

agencies, contractors, managers and owners are essential for advancing the field. All sectors will benefit

from advanced knowledge for improving bridge structural reliability and operational efficiency, while

reducing life-cycle maintenance and operating costs.

With the advance of bridge wind engineering, the aforementioned challenging issues will be eventu-

ally solved. This process should not be too long, considering that there is strong motivation from the

need to construct super long-span cable-supported bridges to cross straits around the world. In addition

to functionality and safety requirements, the demand on sustainability of long-span cable-supported

bridges will become a new challenging issue. Wind-resistant bridges and wind energy harvest on bridge

sites, representing both negative and positive impacts of wind, may be combined to form a self-sustain-

able system.

Another important aspect making bridge wind engineering sustainable as a subject is the education

of future generations. It is most likely that some viewpoints introduced in this book will be overruled,

and some methodologies will be improved, by our young generation in the near future. This was the

main purpose that compelled the author to write this book.
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model solution, 575–6

model validation, 576–85

Sam, 424–5

translation direction, 575

translation velocity of the typhoon, 574

Victor, 345, 664–73

wind characteristics, 729

wind decay model, 573–4, 589–90

wind field simulation, 576
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Wavelength, 485
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